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Preface

The Conference on Advanced information Systems Engineering (CAiSE) has tradi-
tionally been focusing on aspects that intersect our field – technological and human,
theoretical and application, organizational and societal. CAiSE 2015 focuses on cre-
ativity, ability, and integrity in information systems engineering in order to design,
develop, and deploy artifacts that can extend the boundaries of human and organiza-
tional capabilities. The 27th CAiSE was held in Stockholm, Sweden, June 8–12, 2015.

It has been an established tradition that each year CAiSE is accompanied by a
significant number of high-quality workshops. Their aim is to address specific
emerging challenges in the field, to facilitate interaction between stakeholders and
researchers, to discuss innovative ideas, as well as to present new approaches and tools.
This year, CAiSE had two associated working conferences (BPMDS and EMMSAD)
and ten workshops. The accepted workshops were chosen after careful consideration,
based on maturity and compliance with our usual quality and consistency criteria.

This volume contains the proceedings of the following seven workshops of CAiSE
2015 (in alphabetical order):

– The Second International Workshop on Advances in Services DEsign based on the
Notion of CApabiliy (ASDENCA)

– The Third International Workshop on Cognitive Aspects of Information Systems
Engineering (COGNISE)

– The First International Workshop on Digital Business Innovation and the Future
Enterprise Information Systems Engineering (DiFenSE)

– The First International Workshop on Enterprise Modeling (EM 2015)
– The First Workshop on the Role of Real-World Objects in Business Process

Management Systems (RW-BPMS)
– The 10th International Workshop on Trends in Enterprise Architecture Research

(TEAR)
– The Fifth International Workshop on Information Systems Security Engineering

(WISSE)

The 11th International Workshop on Enterprise and Organizational Modeling and
Simulation (EOMAS) published post-proceedings in a separate LNBIP volume. The
First International iStar Teaching Workshop (iStarT) and the First International
Workshop on Socio-Technical Perspective in IS development (STPIS) published their
proceedings in the CEUR Workshop Proceedings series. Each workshop adhered to the
CAiSE 2015 submission and acceptance guidelines. The paper acceptance rate for the
workshops included in these proceedings was approximately 43%.



As workshop chairs of CAiSE 2015 we would like to express our gratitude to all
workshop organizers and to all corresponding scientific committees of the workshops
for their invaluable contribution.

June 2015 Anne Persson
Janis Stirna
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The 2nd International Workshop on Advances
in Services DEsign based on the Notion

of CApabiliy – ASDENCA 2015

Preface

Lately the notion of capability is gaining much presence within the field of Information
Systems Engineering, due to a number of factors: the notion directs business investment
focus, it can be used as a baseline for business planning, and it leads directly to service
specification and design. Historically, it has been examined in Economics, Sociology, and
Management Science. More recently, it has been considered in the context of business-IT
alignment, in the specification and design of services using business planning as the
baseline, in Enterprise Architecture, and in Service Oriented Architecture.

Capability is commonly seen as an ability or capacity for a company to deliver
value, either to customers or shareholders, right beneath the business strategy. It consists
of three major components: business processes, people, and physical assets.

Thus it is as an abstraction away from the specifics of how (process), who (agent),
and why (goals), i.e. with focus on results and benefits. At the same capability should
allow fairly straightforward integrations with the mentioned established bodies of
knowledge and practices, such as goals (through “goal fulfillment”), processes (through
“modeling”), and services (through “servicing”).

The idea for the ASDENCA workshop has come from the academic and industrial
community gathered in EU/FP7 project – CaaS. The special theme of the 27th edition of
CAiSE was Creativity, Ability, and Integrity in IS Engineering. As systems are moving
beyond traditional information management and need to organically blend into the
environment appealing to large and diverse user bases, capability orientation in IS design
with services may play an important role in novel solutions making use of information
from different sources that need to be merged and molded to become meaningful and
valuable (creativity), capable to deliver business in excellent, competitive and agile way
(ability), as well as in ensuring quality in ethical codes – modifications by authorized
parties, or only in authorized ways (integrity).

The Program Committee selected five high-quality papers for the presentation on
the workshop, which are included in this proceedings volume. Divided in four sessions,
the program of the workshop included two paper sessions reflecting important topics of
capability-oriented IS design: modeling, and applications; an invited talk, and a
discussion panel.



We owe special thanks to the Workshop Chairs of CAiSE 2015 for supporting
ASDENCA workshop, as well as for providing us facilities to publicize it. We also
thank the Program Committee for providing valuable and timely reviews for the
submitted papers.

April 2015 Jelena Zdravkovic
Oscar Pastor

Peri Loucopoulos

VIII The 2nd International Workshop on Advances
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The 3rd International Workshop on Cognitive Aspects
of Information Systems Engineering – COGNISE 2015

Preface

Cognitive aspects of information systems engineering is an area that is gaining interest
and importance in industry and research. In recent years, human aspects and specifically
cognitive aspects in software engineering and information systems engineering have
received increasing attention in the literature and conferences, acknowledging that these
aspects are as important as the technical ones, which have traditionally been in the center
of attention. This workshop was planned to be a stage for new research and vivid
discussions involving both academics and practitioners.

The goal of this workshop is to provide a better understanding and more
appropriate support of the cognitive processes and challenges practitioners experience
when performing information systems development activities. Understanding the
challenges and needs, educational programs as well as development supporting tools
and notations may be enhanced for a better fit to our natural cognition, leading to better
performance of engineers and higher systems’ quality. The workshop aimed to bring
together researchers from different communities such as requirements engineering,
software architecture, design and programming, and information systems education,
who share interest in cognitive aspects, for identifying the cognitive challenges in the
diverse development-related activities.

The 3rd edition of this workshop, held in Stockholm on June 9, 2015, was
organized in conjunction with the 27th International Conference on Advanced
Information Systems Engineering (CAiSE 2015). This edition attracted 15 international
submissions, continuing the trend of increasing interest in this workshop. Each paper
was reviewed by three members of the Program Committee. Of these submissions,
seven papers were accepted for inclusion in the proceedings (45%). The papers
presented at the workshop provide a mix of novel research ideas, presenting research in
progress or research plans.

We hope that the reader will find this selection of papers useful to be informed and
inspired by new ideas in the area of Cognitive Aspects of Information Systems
Engineering, and we are looking forward to future editions of the COGNISE workshop
following the three editions we had so far.

June 2015 Irit Hadar
Barbara Weber
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The 1st International Workshop on Digital Business
Innovation and the Future Enterprise Information

Systems Engineering – DiFenSE 2015

Preface

Disruptive technological change has contributed in the last decade to accelerate the
transition from a business-driven culture to a more ‘social-oriented’ one. Open
innovation has become more influential and models of production and value creation are
changing. The advent of social media, cloud computing, big data, and the Internet of
things outlines a new idea of socioeconomic organization, exemplified by the App
Economy, already emerging as a collection of interlocking innovative ecosystems.
“New Forms of Enterprises” emerge, driven by constant business model transformation
and innovation, acting as multisided platforms built on -as well as emerging from-
digital innovations at the global, as well as local level, to produce shared value including
that beyond monetization.

The scope of the 1st International Workshop on Digital Business Innovation and
the Future Enterprise Information Systems Engineering (DiFenSE 2015) encompasses
all aspects of digital business innovation, and the role of information systems
engineering and conceptual modeling for design thinking and the discovery and
exploitation of digital opportunities. Powered by the FP7 Future Enterprise Project, the
workshop aims to promote and exchange ideas on the role and use of information
systems engineering for future digital enterprises, digital business innovation, and web
entrepreneurship. In particular, the accepted papers cover different disciplinary
perspectives on the various DiFenSe topics and challenges.

Darek Haftor’s paper presents a summary of ongoing research with regard to the
reconfiguration of business models with the help of digital technologies, identifying
dimensions such as business model’s outputs, activities, actors, transaction mechanism
and governance, which may be regarded as a set of heuristics to guide managers’
business development efforts. Erdelina Kurti’s research in progress aims to explore the
challenges and success factors in the transformation from traditional to digital business
models. The assumed focus is on cognitive dependencies that hinder and enable such
transformation given that this transformation involves a fundamental shift of core
cognitive assumptions and beliefs held by the management of organizations in terms of
value creation and value network. The paper by Kurt Sandkuhl and Janis Stirna
addresses the question how the potential of capability management is related to business
model innovation by considering a case study from business process outsourcing as an
example. The aim is to apply an established business model conceptualization as a
framework for analyzing the case study and to compare the possibility to identify
business innovations with and without defined capability characteristics.



Yannick Lew Yaw Fung and Arne-Jørgen Berre present a value development
framework, called ServiceMIF, which can contribute to service innovation during
service development, thus creating new or improved customer value. Mahsa Hasani
Sadi, Jiaying Dai, and Eric Yu consider popular mobile software ecosystems to
question how to attract external developers to a platform, and how to establish
sustainable collaborative relationships with them. Their point is that eliciting and in-
depth analyzing developers’ objectives and criteria facilitates the design of sustainable
collaborative relationships in a software ecosystem. Scenarios from Apple iOS and
Google Android ecosystems are used for illustration. Luca Cremona, Aurelio Ravarini,
and Gianluigi Viscusi investigate the role of business models for exploiting digital
options within digital clusters (that are clusters where collaboration is IT-dependent). To
this aim, this research focuses on digital platforms, a specific IT artifact supporting an
inter-organizational system (IOS), which finds a typical application domain in clusters
of enterprises. An exploratory case study is then discussed in this paper, meant to
represent the early stages of application of the DSR method (building, evaluating). The
paper of Carlos Agostinho, Fenareti Lampathaki, Ricardo Jardim-Goncalves, and
Oscar Lazaro explores novel forms of technological and digital business innovation
putting the full potential of the Future of Internet into Web-based innovation, Web-
Entrepreneurship and Internationalization (IEI) of businesses. Accordingly, the paper
introduces an approach to extend and complement existing incubation environments,
which are no longer sufficient to deal with the dynamicity of the Web-Entrepreneur.
Finally, the paper of Iosif Alvertis, Panagiotis Kokkinakos, Sotirios Koussouris,
Fenareti Lampathaki, John Psarras, Gianluigi Viscusi, Christopher Tucci discusses a
roadmap for future digital enterprises together with potential scenarios for Enterprises
of the Future, related a set socio-political, economic, innovation, and technological
trends.

We hope the above selection of papers will provide insights and ideas to both
academics and practitioners suitable to support further investigation and experimen-
tation with solutions for the challenges of digital business innovation and future
enterprise information Systems Engineering.

June 2015 Fenareti Lampathaki
Christopher Tucci
Gianluigi Viscusi
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The 1st First International Workshop
on Enterprise Modeling – EM 2015

Preface

The upcoming of recent trends such as Enterprise Mobility, Cloud Computing, Internet-
of-Things, and Factories-of-the-Future presents profound challenges for today’s
enterprises. This concerns both technological and organizational aspects that need to
be taken into account for realizing innovative, user-centric, and sustainable solutions.
Enterprise modeling offers a concept to cope with these challenges by using machine
processable languages to facilitate the interaction with complex business and
technological scenarios, by engaging in knowledge management, and by supporting
organizational engineering. It thus directly contributes to the design, implementation,
use, and evaluation of solutions. Thereby it spans from traditional fields such as business
process management and business intelligence to more recent areas such as enterprise
architecture and semantic information systems.

The aim of the First International Workshop on Enterprise Modeling, which was
organized in conjunction with the 27th International Conference on Advanced
Information Systems Engineering (CAiSE 2015), was to bring together scientists
working on innovative approaches for enterprise modeling. A particular focus was
thereby given to engineering approaches that aim for IT-based solutions to advance the
current state-of-the-art in enterprise modeling.

For this first time of the workshop we received in total 14 papers. From these
papers six were selected based on at least two peer-reviews.

The accepted papers represent the wide spectrum of research that is currently being
undertaken in enterprise modeling. In Sandkuhl et al. experiences and recommendations for
the construction of ontologies are given, which today often serve as a conceptual base and
semantic extension for enterprise models. Svee and Zdravkovic report about the extension
of a meta model for enterprise architecture based on a survey of practitioners. Naranjo et al.
propose a semi-automatic approach for combining different enterprise models using
visualizations. In Corradini et al. an extension of feature models for representing business
process variability is proposed and prototypically implemented. Bakhtiyari et al. propose a
method for modeling enterprise architectures which focuses on inter-organizational and re-
use aspects. Demuth et al. present a cloud-based knowledge-sharing approach for enterprise
modeling that has been implemented using a service-driven approach.

March 2015 Hans-Georg Fill
Manfred Jeusfeld

Dimitris Karagiannis
Matti Rossi
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The 1st Workshop on the Role of Real-World
Objects in Business Process Management

Systems RW-BPMS 2015

Preface

The increased availability of sensors disseminated in the world has led to the possibility
to monitor in detail the evolution of several real-world objects of interest. GPS
receivers, RFID chips, transponders, detectors, cameras, satellites, etc. concur in the
depiction of the current status of monitored things. Therefore, the opportunity arose to
connect physical reality to digital information. The screening of real-world objects
makes indeed sensors the interface toward real-world information, as they are the
originators of machine-readable events. The exploitation of such knowledge is leading
to successful applications such as Smart Cities, Flight Monitoring, Pollution Control,
Internet of Things, and Dynamic Manufacturing Networks.

The amount of information at hand would consent a fine-grained monitoring,
mining, and decision support for business processes, stemming from the joint
observation of business-related objects in the real world. However, the main focus of
process and data analysis in Business Process Management (BPM) still lies at a high
level of abstraction, such as activities’ status, and is based on digital-to-digital
information, such as information systems’ data- and activity-centric logs. Furthermore,
a limited investigation from the BPM community has been evinced toward the
physical-to-digital bridge so far. Such a bridge would be naturally provided by
rethought information systems, where the knowledge extracted from real-world objects
would best depict the contingencies and the context in which business processes are
carried out. At the same time, awareness of physical reality for undertaken actions
would allow for a better control over the interaction that the Business Process
Management Systems (BPMSs) have with the real world.

The objective of the 1st Workshop on the Role of Real-World Objects in Business
Process Management Systems (RW-BPMS 2015), organized in conjunction with the
27th Conference on Advanced Information Systems Engineering (CAiSE 2015), was
therefore to attract novel research and industry approaches investigating the connection
of business processes with real-world objects. Conceptual, technical, and application-
oriented contributions were pursued within the scope of this theme.

For the first year of the workshop, we received eight high-quality submissions from
researchers in different fields of information systems and business process management
communities. Each paper was peer-reviewed by three to four members of the Program
Committee. Out of these submissions, two contributions were selected as full papers.
One position paper and a demonstration-oriented one were also accepted as short
papers, due to their promising research plans and preliminary results. The workshop is
complemented by a keynote.



The contributions show an increasing interest in the investigation of the impact of
real-world facts on various aspects of BPM, ranging from modeling, to monitoring, and
mining. In particular, Meyer et al. propose a new element for the existing BPMN
standard, namely “PhysicalEntity”, to the extent of modeling the concept of “thing” in
process models, under the perspective of the Internet of Things. Leotta et al. discuss the
possibility to apply methods and approaches from process mining to derive models of
human behavior from smart spaces sensor logs. Filtz et al. present an approach for
predicting ocean ships arrival times in the context of logistics processes, based on
marine weather information and ship traffic data available on-line. Finally, Wong et al.
introduce a framework for monitoring batch activities in business processes, along with
an implemented prototype. In his keynote, Avigdor Gal addresses the relation of
complex event processing and processes through rules.

We would like to express our gratefulness to all the authors and our keynote
speaker for their valuable contributions, and the members of the Program Committee
for their excellent and timely work during the reviewing phase. We would also like to
thank the organizers of CAiSE 2015 for hosting the workshop, and the GET Service
European Project (www.getservice-project.eu) for inspiring and promoting the event.

June 2015 Claudio Di Ciccio
Anne Baumgraß
Remco Dijkman

XX The 1st Workshop on the Role of Real-World Objects



RW-BPMS 2015 Organization

Organizing Committee

Claudio Di Ciccio Vienna University of Economics and Business,
Austria

Anne Baumgraß Hasso-Plattner-Institut at University of Potsdam,
Germany

Remco Dijkman Eindhoven University of Technology,
The Netherlands

Program Committee

Christian Janiesch Karlsruhe Institute of Technology, Germany
Stefan Krumnow Signavio GmbH, Germany
André Ludwig University of Leipzig, Germany
Fabrizio Maria Maggi University of Tartu, Estonia
Andrea Marrella Sapienza University of Rome, Italy
Massimo Mecella Sapienza University of Rome, Italy
Jan Mendling Vienna University of Economics and Business,

Austria
Marco Montali Free University of Bozen-Bolzano, Italy
Felix Naumann Hasso-Plattner-Institut at the University

of Potsdam, Germany
Frank Puhlmann Bosch Software Innovations GmbH, Germany
Stefanie Rinderle-Ma University of Vienna, Austria
Stefan Schulte Vienna University of Technology, Austria
Pnina Soffer University of Haifa, Israel
Mark Strembeck Vienna University of Economics and Business,

Austria
Hagen Völzer IBM Zürich, Switzerland
Barbara Weber University of Innsbruck, Austria
Matthias Weidlich Imperial College London, UK
Mathias Weske Hasso-Plattner-Institut at the University

of Potsdam, Germany
Josiane Xavier Parreira Siemens AG, Austria



RW-BPMS 2015 Keynote by Avigdor Gal

When Processes Rule Event Streams

Abstract. Big Data brings with it new and exciting challenges to complex event processing.
Large volumes of simple events that stream in high velocity to our processing stations from a
variety of sources call for rethinking traditional methods of processing complex events. In this
talk we shall explore the interesting phenomenon of event streams that are produced by
processes, e.g., bus data that is governed by bus routes or real-time positioning system tracking
patients in an outpatient clinic. The talk shall answer some of the related interesting questions:
how do we discover the rules that govern event creation? how do we use such rules to optimize
complex event processing? and suggest directions for future research. The talk will be
accompanied by examples of urban transportation in Dublin (the INSIGHT European project)
and patient visits to Dana-Farber Cancer Institute (DFCI), a large outpatient cancer in the US.



The 10th International Workshop on Trends in Enterprise
Architecture Research – TEAR 2015

Preface

Over the past two decades, Enterprise Architecture (EA) has been established as a
scientific discipline and a practical tool to manage the increasing complexity of modern
enterprises. At the heart of this endeavor is the realization that enterprise decision-
makers require not only detailed models of specifics, but also overarching models of the
grand scheme of things. As such, EA does not aim to replace IT architecture, software
architecture, systems architecture, or business architecture, but rather to complement
them and to describe the bigger picture. This is only becoming more important in
today’s fast-paced business landscape, where enterprises quickly need to adapt to rapid
market changes. Managing change, making sure that the introduction of new business
processes and technology does not have unforeseen adverse affects throughout the
enterprise, is thus a key priority for EA.

The use of models, explicitly including both IS/IT artifacts and business artifacts as
well as the relationships between them, is at the heart of the EA discipline. As a
consequence, much EA research is devoted to enterprise modeling, to reference
models, meta-models, and frameworks, and to modeling tools. However, for models to
be useful, they also need to be maintained, populated with accurate data, and properly
governed over time, giving rise to other EA research fields. Furthermore, for EA to
support decision-making, models must be suitable for analysis of relevant business
concerns and informed by subject matter research into these decision-making domains,
thus indicating yet further directions in EA research. And the list goes on.

For almost ten years, the international TEAR workshop has brought EA researchers
from all over the world together to discuss the latest developments in the field – all the
research strands indicated above, and many more. The aim of the workshop has always
been to bridge different research communities and provide a forum where EA research
results from many disciplines can be presented and discussed from complementary
perspectives. Additionally, TEAR should mirror the developments of the field as such,
and offer plenty of opportunities to discuss new EA trends and directions.

In 2015, the TEAR workshop, organized in conjunction with the 27th International
Conference on Advanced Information Systems Engineering (CAiSE 2015), received 24
submissions. All of them went through a rigorous review process, which involved at
least three reviewers per paper. Out of these submissions, 10 high-quality papers were
accepted, resulting in an acceptance rate of 42%. The paper presentations were divided
into four sessions of two or three presentations each.

In the session on EA modeling and meta-modeling, there were three papers. Heiser
et al. study the interplay between the product architecture and the architecture of the
organization developing the product. Based on a case study of software and hardware



development, they apply EA models to analyze different alternatives for organizational
transformation. Cohen et al. apply formal modeling rules to ensure that EA models are
correct. They report on a case study where rules expressed in a controlled natural
language were applied in two large-scale enterprise architecture projects. Jugel et al.
investigate how to adapt EA models to the specific concerns of different stakeholders.
They contribute an extended EA meta-model, which links enterprise decisions to
architectural elements.

In the session on EA value and benefits, there were three papers. Plessius et al.
address the important question of how to measure EA benefits. They report on the
development of an EA measurement instrument, tested in a survey with 287
respondents. Aldea et al. investigate how the ArchiMate modeling language can be
used to describe value. They suggest several improvements which can help enterprise
architects to model and visualize how business value is created. Aier et al. observe that
while EA has become well established, its effectiveness beyond IT is still limited. The
‘architectural thinking’ paradigm aims to extend EA beyond IT, and the authors report
on a case study of how this works in practice.

In the session on EA governance and management, there were two papers. Waltl
et al. address the issue of data governance on EA information assets. They show how
non-monotonic defeasible logic can support data governance by assigning account-
ability and responsibility roles for architectural data. Aleatrati Khosroshahi et al. study
Federated EA Model Management (FEAMM). Based on qualitative interviews with
industry experts, they offer success factors for FEAMM from both the technical and
social perspectives.

In the session on EA in today’s business landscape, there were two papers.
Azevedo et al. observe that EA lacks representations of enterprise strategic planning.
They discuss how EA could contribute to strategic planning and identify requirements
on suitable EA extensions. Babar and Yu examine EA in the context of the ongoing
digitalization of business operations. They suggest that as a response to emerging
trends, EA models need to be enriched and expanded in scope to remain relevant.

All of these papers are interesting in their own right, but together they also offer an
interesting snapshot of current trends in EA research, thus bringing an added value to
TEAR 2015.

March 2015 Ulrik Franke
Pontus Johnson
Mathias Ekstedt
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Investigating the Potential of Capability-Driven
Design and Delivery in an SME Case Study

Kurt Sandkuhl1,2(&)
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Abstract. In many business sectors, competitiveness on an international market
is closely linked to the ability to quickly adapt business models and company
strategies to changes in the market environment or in customer demands.
Capability management is among the approaches which have been proposed as
contributions to tackle these challenges. One of the key features is to explicitly
capture the delivery context of a business services and to provide mechanisms
for configuring or generating its deliver. Among the approaches to capability
management is the capability-driven design and delivery (CDD) approach
proposed in the EU-FP7 project CaaS. The aim of this paper is to contribute to
(1) a better understanding of the potential of CDD and (2) the validation of the
CDD approach. The paper addresses these aspects by considering the case of a
small and medium-sized enterprise (SME) as an example.

Keywords: Capability modelling � Business potential � SME � Capability
management

1 Introduction

In many business sectors, competitiveness on an international market is closely linked
to the ability to quickly adapt business models and company strategies to changes in the
market environment or in customer demands. In this context, enterprises offering IT-
based business services to their customers need a way to quickly adapt both, their
business services and the IT-infrastructure for delivering them. Capability management
is among the approaches which have been proposed as contributions to tackle these
challenges. One of the key features is to explicitly capture the delivery context of a
business services and to provide mechanisms for configuring or generating its delivery
(see Sect. 2).

Among the approaches to capability management is the capability-driven design
and delivery (CDD) approach proposed in the EU-FP7 project CaaS (see Sect. 2.2)
which is described in our previous work [16, 17]. So far, work on CDD focused to a
large extent on the conceptual and technical aspects of capability modelling and
delivery. Validation of the CDD approach has largely been done within the CaaS
project only by using the CaaS use case. Furthermore, the suitability of CDD for
different target groups has not been investigated in much detail.
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The aim of this paper is to contribute to (1) a better understanding of the potential of
CDD and (2) the validation of the CDD approach. The paper addresses these aspects by
considering the case of a small and medium-sized enterprise (SME) as an example. With
the results from this case, we intend to provide the basis for future case studies and to
investigate what the potential of CDD for different target groups is, whether there are
differences between different target groups and what the reasons for those differences are.

The rest of the paper is structured as follows: Sect. 2 summarizes the background
for the work from the area of capability management and presents the main aspects of
the CaaS approach to capability design and delivery. Section 3 discusses the case study
including interviews and a qualitative content analysis performed in the case. Section 4
discusses threats to validity of our work in Sect. 3. Section 5 summarizes the work and
draws conclusions.

2 Background

As a background for the work presented in this paper, this section briefly summarizes
work in the area of capability management and the capability design and delivery
approach developed in the CaaS project.

2.1 Capability Management

The term capability is used in different areas of business information systems. In the
literature there seems to be an agreement about the characteristics of the capability, still
there is no generally acceptance of the term. The definitions mainly put the focus on
“combination of resources” [5], “capacity to execute an activity” [4], “perform better
than competitors” [7] and “possessed ability [12]”.

The capabilities must be enablers of competitive advantage; they should help
companies to continuously deliver a certain business value in dynamically changing
circumstances [8]. They can be perceived from different organizational levels and thus
utilized for different purposes. According to [9] performance of an enterprise is the best,
when the enterprise maps its capabilities to IT applications. Capabilities as such are
directly related to business processes that are affected from the changes in context, such
as, regulations, customer preferences and system performance. As companies in rapidly
changing environments need to anticipate to these variations and respond to them [6],
the affected processes/services need to be adjusted quickly. In other words, adaptations
to changes in context can be realized promptly if the required variations to the standard
processes have been anticipated and defined in advance and can be instantiated.

In this paper capability is defined as the ability and capacity that enable an
enterprise to achieve a business goal in a certain context [15]. Ability refers to the level
of available competence, where competence is understood as talent intelligence and
disposition, of a subject or enterprise to accomplish a goal; capacity means availability
of resources, e.g. money, time, personnel, tools. This definition utilizes the notion of
context, thus stresses the need to take variations of the standard processes into con-
sideration. To summarize, capabilities are considered as specific business services
delivered to the enterprises in an application context to reach a business goal. In order

4 K. Sandkuhl



to facilitate capability management, we propose business service design explicitly
considering delivery context by an approach that supports modelling both, the service
as such and the application context.

2.2 CaaS Approach to Capability Design and Delivery

Business services are IT-based services which digital enterprises provide for their cus-
tomers. Business services usually serve specified business goals, they are specified in a
model-based way and include service level definitions. In order to ease adaptation of
business services to changes in customer processes or other legal environments CDD
approach explicitly defines (a) the potential delivery context of a business service (i.e. all
contexts in which the business service potentially has to be delivered), (b) the potential
variants of the business service for the delivery context and (c) what aspect of the delivery
context would require what kind of variation or adaptation of the business service.

The potential delivery context basically consists of a set of parameters or variables,
the so called context elements, which characterize the differences in delivery. The
combination of all context elements and their possible ranges defines the context set, i.e.
the problem space to cover. The potential variants of the business service, which form
the solution space, are represented by process variants. Since in many delivery contexts
it will be impractical to capture all possible variants, we propose to define patterns for
the most frequent variants caused by context elements and to combine and instantiate
these patterns to create actual solutions. If no suitable pattern is available, the con-
ventional solution engineering process has to be used. The connection between context
elements, patterns and business services has to be captured as transformation or mapping
rules. These rules are defined during design time and interpreted during runtime.

The above simplified summary of our approach has been further elaborated by
defining meta-model and method components, by specifying a development and
delivery environment and by performing feasibility studies. Detailed discussions of
meta-model and method components are available in [10] and [16], respectively.

In order to implement the CaaS approach, a capability development and delivery
environment was designed, which is currently under development. The main compo-
nents of the environment are capability design tool, context platform, capability
delivery navigation application, as well as capability delivery application. The archi-
tecture of the environment is shown in Fig. 1. The main components are illustrated with
parallelograms. Functional components are represented in rectangular and they are
related to each other as well as to their respective main components. The functional
components of the environment are as follows:

• Capability modeling module - provides modeling elements defined in the capability
meta-model and models the required capability including business service (e.g.
business process model), business goals, context and relations to delivery patterns.

• Pattern composition module - identifies appropriate patterns for capability delivery
and composes the patterns together. It supports incorporation of external resources
into the composition. If some of the patterns required are not available then the
modeling of missing information is supported and new patterns can be proposed
and documented.
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• Repository of capability patterns - storage and maintenance of available capability
delivery patterns.

• Context platform - captures data from external data sources including sensing
hardware and Internet based services such as social networks. It aggregates data and
provides these data to subscribers.

• Context modeling module - represents the context data in terms of the capability
modeling concepts and provides means for context analysis and amalgamation.

• Capability assessment (evaluation) module - performs assessment of financial and
technical feasibility of the proposed capability.

• Capability integration module - generates the capability delivery navigation appli-
cation, which also incorporates algorithms for capability delivery adjustment.

• Capability delivery navigation application - provides means for monitoring and
adjustment of capability delivery. It includes monitoring module for monitoring
context and goal KPI, predictive evaluation of capability delivery performance and
delivery adjustment algorithms. The capability delivery adjustment algorithms are
built-in in the capability delivery navigation application. The algorithms continu-
ously evaluate necessary adjustments and pass capability delivery adjustment
commands to the capability delivery application.

Capability delivery application is developed following the process and technologies
used by a particular company. The CDD methodology only determines interfaces
required for the capability delivery application (CDA) to be able to receive capability
delivery adjustment commands from the capability delivery navigation application and
to provide the capability delivery performance information.

3 Investigating the Potential of CDD in an SME Case

As a contribution to understanding the potential of capability management and at the
same time to validation of the CDD approach, we investigated the case of a small and
medium-sized company offering IT-based business services to their customers. More
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Fig. 1. Components of the capability development environment
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concrete, we considered the case of SOLVIN AG, Hamburg and Berlin. Solvin is a full-
service consulting firm with a wide range of tools, own solutions and methods with a
focus on the field of project management. The main question considered in the inter-
views with Solvin was:

From the perspective of a medium-sized company, what is the potential of the CaaS approach
for improving business performance?

This question can be broken down into a number of sub-questions:

• What kind of business services does the company offer?
• How is the delivery of each business service affected by the delivery context?
• Is it possible to make explicit, what context elements relevant for the business

services?
• How much efforts and what time frame does it require to adapt a business service to

a new delivery context?
• What preconditions does the CDD approach need to fulfill to be applicable in the

company regarding (a) methodology, (b) technology, (c) qualification, (d)
resources?

The main purpose of the interviews was an external validation of the CDD approach
from two perspectives: would the approach be applicable in the enterprise under
consideration and, if so, what would be the expected benefits? The development of the
CDD approach primarily was based on academic literature and the input from three
specific use cases of CaaS industrial partners. By selecting experts from another
application domain than the CaaS use cases, we aim to balance theory and practice as
well as to add another perspective to the validation of the CDD approach. From a
methodical perspective, the aim of the interviews was to collect qualitative data rele-
vant for the above questions which would be analyzed with qualitative content analysis
techniques. Thus, the requirements of the analysis technique posed to the data had to be
taken into account when designing the process. More concrete, we selected Mayring’s
[1] approach for conducting qualitative content analysis.

As a preparation for the interviews, a list of questions was developed (open
questions), which covered the background of the experts interviewed, business services
in general and the process of adapting these services to new delivery contexts in
particular. Two interviews were conducted on the same afternoon; one interview was
with the manager of the business process outsourcing (BPO) unit, the other one the
ramp-up manager for project management services. The BPO unit of Solvin is under
development and supposed to offer reporting and planning processes within project
management as service to Solvin’s clients. The ramp-up manager is in charge of setting
up project management services for new clients according to their requirements. The
interviews were recorded; additionally the interviewer took notes during the interviews.

Mayring’s approach includes 6 steps: step 1 is to decide what material to analyze,
which obviously consists of the recordings of the two interviews and the notes taken.
The BPO and the ramp-up manager both are experienced in the field of project man-
agement and served as consultants for many clients in this area, which included pro-
jects in IT, manufacturing industries and process industries. Step 2 is to make explicit
how the data collection (i.e. in our case the interviews) was arranged and prepared. The
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purpose of this step is to make all factors transparent which could be relevant for
interpreting the data. The company Solvin was selected from existing contacts of the
researchers involved. As preparation for the interviews, the interviewees received
information about the purpose of the interview, general information about CaaS and the
CDD approach. This information was given in a 30 min presentation plus 15 min
discussion session, which was followed by the interviews. The interview with the BPO
manager was 48 min long. The interview with the second expert lasted 56 min.

Step 3 is to make explicit, how the transcription of the material had to be done. The
material was analyzed step by step following rules of procedure devising the material
into content analytical units. The rules included what IDs to use for the units of
different interviews, how to tag content related to the interviewer and content from the
interviewees, how to mark comments, etc. Step 4 concerns the subject-reference of the
analysis, i.e. that the connection to the concrete subject of the analysis is made sure.
Subject-reference was implemented by (a) defining the research questions and their
sub-questions in the interview guidelines and (b) using the subjects of these sub-
questions as categories during the analysis.

Step 5 recommends theory-guided analysis of the data, which is supposed to bal-
ance fuzziness of qualitative analysis with theoretical stringency. For theory-guidance,
we took the state-of-the-art into account during both, formulation of the sub-questions
and analysis of the material. Step 6 defines the analysis technique, which in our case
was content summary. This attempts to reduce the material in such a way as to preserve
the essential content and by abstraction to create a manageable corpus which still
reflects the original material. For this the text was paraphrased, afterwards generalized,
reduced and assigned to categories mentioned in step 4: a first reduction is achieved by
removing paraphrases with the same meaning from the paraphrased text. A second
reduction is the result of summarizing similar paraphrases. The categories reflect the
aspects needed to answer the research questions. Table 1 illustrates the result of the 2nd
reduction step.

For brevity reasons, Table 1 presents only a small part of the result of the 2nd
reduction. Out of in total 12 categories represented in the interview questions, we
selected “business services”, “service delivery” and “context elements” for presentation
in this paper. Based on the information collected during the interviews our conclusions
regarding the investigated main question are as follows:

(a) What kind of business services does the company offer?
The business services offered by Solvin are supposed to cover typical activities of a

project management unit (PMU) for medium-sized and large development or design
projects. Examples for the services included are change management (change requests,
change tracking, scope change control), plan management (plan documentation,
schedule control), cost management (cost planning, cost control, cost reporting),
communication management (reporting to stakeholders, documentation platform),
quality management (quality planning, documentation of quality control actions) and
risk management (risk registers, risk control). Solvin offers to set up the organizational
and technical prerequisites for the project management units, to train the staff and to
perform the actual management. Future services are supposed to include outsourcing
services.
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(b) How is the delivery of each business service affected by the delivery context?
Currently, the customer selects the required business services from Solvin’s

offering and a dedicated technical platform is configured for each customer which
makes each PMU solution unique. In addition to the selected services, many possi-
bilities of configuring the solution to the customer demands are offered. These include
content and layout of reports, reporting and planning periods, basic work flows (e.g. for
reporting), stakeholder involvement, and integration with the enterprise resource
planning (e.g. for importing basic information about personnel, cost structures or sub-
contractors and for exporting information about resource consumption and achieved
progress). Furthermore, the deployment environment has to be decided, which cur-
rently either is to run the IT-platform and services at the customer’s premises or to use
Solvin’s infrastructure for this purpose.

(c) Is it possible to make explicit, what context elements relevant for the business
services?

The interviewees consider it as very useful to think of each new customer as
delivery context for their PMU services and to make explicit what defines this context.

Table 1. Result of the 2nd reduction step (excerpt)

Category # Category Statement

C 2 Business services All a PMU has to do
Change management and what belongs to it
Change control, change tracking
Control schedule, document project plan
Cost control, cost reporting and planning
Stakeholder communication
Reporting, manage documents
Quality plan and control
Maintain risk register, document decisions

C 8 Service delivery Individual solution for every customer
Platform is configured
Layout and content of reporting
Stakeholders
Periods and time-related constraints
Work flows
Integration with enterprise IT
Resources relevant for project

C 9 Context elements Checklist for project ramp-up
Platform configuration partly automatable
Import from enterprise systems, conversion
of format, matching to tables in database

Supplier changes
Policy changes
Some manual adjustments
Document layouts
Stakeholder information
Periods and time frames
Have to test it
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They mention an internal check list for ramp-up of solutions for new customers. This
check list (which was not available during the interview) would be a source for
identifying context elements.

The discussion of potential context elements showed that the interviewees were
dividing the elements into (a) context elements affecting the configuration of the PMU
solution and requiring manual adjustments, (b) elements affecting the configuration
which could be used for automated adjustments and (c) context elements affecting the
operations of the PMU solution. Examples for category (a) are document layouts to be
adjusted or stakeholder names and addresses. The import of data from existing systems
which can be performed as variants of a tool chain belongs to category (b). Category (c)
would include supplier information triggering changes in risk register or policy changes
leading to changed information supply to stakeholders.

(d) How much efforts and what time frame does it require to adapt a business
service to a new delivery context?

For small projects which use the standard configuration of the PMU solution, it
requires just one working day to adapt the business service. For complex projects with
specific requirements to import and export of information and to work flows and
decision rights to be reflected by the system, this can take up to 2 months. Figures
about the average size of adaptation are not available.

(e) What preconditions does the CDD approach need to fulfill to be applicable in
the company regarding (a) methodology, (b) technology, (c) qualification, (d)
resources?

When judging the potential of the CDD approach, the interviewees had different
opinions. The ramp-up manager had his doubts that CDD approach of capability
modeling, capability delivery and capability navigation would substantially improve
the business service currently offered to Solvin’s customers. Context modeling would
probably help to raise awareness for improvement potential, but the current target
group is used to set-up time and efforts involved in this. Thus, the need for automatic
configuration of PMU solutions and for adjustments during delivery for this target
group is not very high. The efforts to be spent in further automation would probably not
generate enough savings or payback in terms of new customer projects. On the other
side, the manager of the BPO unit saw a great potential for the CDD approach when
implementing business process outsourcing. This segment of the business is supposed
to primarily address a new target group acknowledges the need for professional project
management services, but does not want to implement a fully-developed PMU. They
are interested in a reliable documentation and reporting processes, a high data quality
and procedures compliant to industry standards. Processes will be more standardized
and delivery of the business services has a much higher automation potential.

From a methodology perspective, CDD should ideally support the modeling of
capabilities, the configuration of the delivery platform for a specific delivery context
and the management of capability delivery during runtime. If CDD offers this possi-
bility, Solvin would be open to change the own methodology to the CDD approach,
even though this requires investments in qualifying the employees. Solvin is Microsoft
solution partner and would clearly like to stay with solutions applicable on a Microsoft
platform. Regarding the qualification, the interviewees would expect that the consul-
tants who currently analyze customer requirements and implement the customization
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should be able to do the context modeling and configuration. As the BPO unit is under
design, the interviewees did not have a firm opinion about the overall process and the
resource requirements.

4 Threats to Validity

Research including empirical studies has threats regarding its validity, and so have the
interviews performed for investigating the potential of capability management. How-
ever, to early identify such threats and to take actions to mitigate the threats can
minimize the effect on the findings. Common threats to empirical studies are discussed,
for example in [2, 3]. The threats to validity can be divided into four categories:
construct validity, internal validity, external validity and conclusion validity. Construct
validity is concerned with obtaining the right indicators and measures for the concept
being studied. Internal validity primarily is important for explanatory studies with the
objective to identify causal relationships. External validity is addressing the question
about to which extent the findings in a study can be generalized. Conclusion validity
addresses repetition or replication, i.e. that the same result would be found if per-
forming the study again in the same setting.

With respect to construct validity, the following threats were identified and actions
taken:

• Selection of participants: The results are highly dependent on the people being
interviewed. Only persons experienced in design and development of business
services and the use of IT for delivering them will be able to judge suitability and
potential of the proposed CDD approach. To obtain a high quality of the sample,
only experts having worked in this area for a long time and hence having the
required background were selected.

• Reactive bias: A common risk in studies is that the presence of a researcher
influences the outcome. Since the selected participants in the study and the research
group performing the study have been collaborating for a while, this is not per-
ceived as a large risk. However, as the researchers performing the interviews were
part of the team developing the CDD approach there is the risk that the interviewees
are biased towards the CDD approach to find evidence for its innovative character.
In order to reduce this threat, the interviewees were informed that the new approach
can be configured in different ways and the purpose of the study was to test a certain
configuration.

• Correct interview data: There is a risk that the questions of the interviewer may be
misunderstood or the data may be misinterpreted. In order to minimize this risk, the
interview guidelines were double-checked by another researcher to ensure a correct
interpretation of the questions by the interviewees. Furthermore, the interviews
were documented and recorded, which allowed the researcher to listen to the
interview again if portions seemed unclear.

Regarding the internal validity, confounding factors and the ability to inference are the
two most important aspects for our work:
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• Confounding factors: In many studies, there is a risk that changes detected by
measurements or observations are not solely due to the new approach, but also due
to confounding factors. Since we only focused on the step from business service to
capability and kept all other elements stable, we made all efforts possible to rule out
confounding factors as an influence on the interview outcome.

• Ability to make inferences: Another potential threat to internal validity is that the
data collected in the interviews did not completely capture the view of the inter-
viewees regarding the CDD approach. However, this threat was reduced by
breaking down the research question in a sub-questions covering the different
aspects of CDD potential. Thus, this threat to validity is considered being under
control.

A potential threat of the study regarding external validity is of course that the actual
interviews have been conducted with only two participants from the field. It will be part
of the future work, to conduct a study with more participants and with members from
other industry and academic contexts.

With respect to conclusion validity, interpretation of data is most critical, i.e. the
outcome of the study potentially could be affected by the interpretation of the researcher.
To minimize this threat, the study design includes capturing the relevant aspects by
different interview questions, i.e. to conduct triangulation to check the correctness of the
findings. Furthermore, another risk could be that the interpretation of the data depends
on the researcher and is not traceable. To reduce the risk the data collection and
interpretation was performed according to Mayring’s approach (see Sect. 3). Further-
more, the results were discussed with other researchers and validated by them.

In summary, actions have been taken to mitigate the risks identified, which from
our perspective results in an appropriate confidence level regarding construct and
internal validity. Future work (i.e. an extension of the study) will contribute to
increasing the confidence level regarding external validity and also conclusion validity.

5 Conclusion and Outlook

In order to investigate the potential of capability-driven design and development, this
paper conducted and analysed two interviews with representatives from an SME
providing project management services to their clients. The interviews were also
expected to contribute to validation of the CDD approach with respect to its suitability
and usefulness for enterprises that are not in CaaS project. The overall conclusions to
be drawn for the specific case of Solvin are:

• The basic concept of reaching a new productivity level for business services by
making their delivery context explicit and designing adaptation possibilities during
delivery was considered as very promising.

• For highly individualized business services with a substantial share of manual
configuration needs, the CDD approach was considered as less suitable.

• The usefulness of the CDD approach for BPO was confirmed. Solvin would be
willing to explore the use of the CDD approach and tools.
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• There is an openness to change the own methodology to the CDD approach, even if
this requires investments in qualifying the employees.

• Compatibility to technical platforms established in the enterprise is a success
criterion.

• It is difficult to calculate the benefits of CDD, as the required figures regarding
average project size and distribution of efforts are not available.

As already discussed in Sect. 4, the above findings cannot be generalized for all small
and medium-sized enterprises but rather form a starting point for future studies. With
the Solvin case, this paper provides a first indication as where the potentials of CDD
can be expected and what aspects to take into account when further developing the
approach. The implications can be summarized in a hypothesis as follows:

Adoption and successful implementation of the CDD approach in an SME depends on (1) the
existence of business services (potentially) offered in different contexts, (2) compatibility to
established technical platforms and (3) the willingness to modify the internal methodology for
business service design and delivery of the SME under consideration.

Future work will have to consist of more case studies to support or falsify the
hypothesis. With respect to their design, these future studies should use the same
research questions and to some extent the same study design in order to cater for
comparability of the results.

Furthermore, people experienced in IT service management tend to compare the
CDD approach with service management approaches, as for example with ITIL [18].
This subject was also raised by Solvin during the 30 min presentation before the
interviews (see Sect. 3), but it was not addressed in the interviews as such. Although
CDD has a focus on business services of an enterprise and engineering aspects of
the services whereas ITIL has a focus on IT-infrastructure services, there seem to be
intersections, e.g. when it comes to service design. Future work should investigate the
conceptual and process-oriented intersections between CDD and ITIL.

Acknowledgments. This work has been performed as part of the EU-FP7 funded project no:
611351 CaaS – Capability as a Service in Digital Enterprises.
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Abstract. Business process execution is affected by various contextual factors.
Context-aware business processes consider the contextual factors during process
design and execution. There is a large variety of possible context situations and
their impact on the business process is difficult to know in advance. To this end
an advanced context processing to adjust business process execution is pro-
posed. It allows flexible definition of meaningful context categories using
measurable properties of the context and run-time adjustment of the categories.
The adjustment is performed depending on the progress towards achieving
business goals. The proposal is demonstrated by a travel management example.
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1 Introduction

Adaptation of business process (BP) execution to changes in the real world emerges as
a challenge. Context is any information that can be used to characterize the situation of
an entity [1]. An information system (IS) is context-aware if it uses context to provide
relevant information and/or services to the user. Business services and processes are
among areas significantly affected by context [2]. To address the need to adjust busi-
nesses and IS, the Capability Driven Development (CDD) approach [3, 4] has been
proposed. CDD supports business service provisioning by ensuring that business
capabilities are delivered in accordance to goals in various contexts. CDD relies on
Enterprise Modeling, context processing, as well as knowledge and variability man-
agement to design capabilities. The capability delivery is dynamically adjusted to
improve delivery performance depending on the context.

The major issues of designing and running context aware BP are: (1) diversity of
process execution circumstances causes excessive variability in BP designs; (2) not all
context situations can be foreseen at design time; and (3) relationships among context
and BP performance are not well-understood. Issues (1) and (2) are addressed by
categorizing context values into a set of meaningful values, for which process design
and execution is differentiated. Issue (3) is addressed by adjusting context definitions at
run-time using a search procedure.
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The objective of this paper is to elaborate a method for advanced context pro-
cessing based on using context definition run-time adjustments to improve performance
of BP execution.

A running example of a travel management process of a university is used. BPMN
[5] is used for BP modeling and to indicate context dependencies. The context is
modeled with the approach proposed in [6]. It is refined by elaborating a method for
advanced context processing that includes context representation and specification of
context processing expressions during design of the context aware IS and context
processing adjustment during run-time of the context aware IS. The context processing
adjustment is performed to optimize process execution performance as prescribed by
BP goals. The context processing is evaluated using a simulation study. The contri-
butions of the paper are (1) a flexible approach for defining meaningful context cate-
gories and (2) a search method for redefining the categories if sufficient information
was unavailable at design time.

The rest of the paper is organized as follows. Section 2 summarizes related work on
BP contextualization. The research framework and the running example are introduced
in Sect. 3. Section 4 presents BP contextualization and Sect. 5 presents the advanced
context processing is presented. Section 6 reports evaluation results and Sect. 7 pre-
sents concluding remarks.

2 Related Work

BP variants is currently one of the most frequently used approaches for supporting
adjustment of BP for specific conditions and requirements. Process variants can be
constructed either by configuration or adaptation [7]. In the case of adaptation, the
variants are designed by applying BP change operations such as insertion, deletion of
tasks or other process flow elements. In the execution phase, Switching between the
process variants is possible also during the process execution phase to deal with
dynamic context changes [8]. Principles of autonomic computing are used for process
management to maintain the process execution performance within certain bounds [9]
by selecting appropriate operational variants depending on the current execution per-
formance and context. Reference [10] proposes a dynamic adaption of service com-
position and can be seen as opposite to static adaptation that requires shutting down the
IS for manual modification. The key issues of dynamic adaptation are context
awareness, adaptation policies, supporting infrastructure and verification.

The adaptive and context aware workflows [11, 12] are used to provide process-
oriented services tailored to the current operating circumstances using either context
data to alter workflow execution sequence without changing the underlying schema or
running workflow instance or adapt the workflow schema or running instances.
Majority of the surveyed solutions deal with workflow instance adaption [12].

Various techniques ranging from judgmental to data mining [13] can be used to
identify relevant context factors. Contextual analysis is applied to develop process
execution variants depending on the process execution context in [14]. A method for
dynamic configuration of BP according to the context at run-time is elaborated in [15].
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These works primarily address the identification of the context factors; context pro-
cessing and interpretation is rarely considered.

BP exception handling patterns provide possible solutions for dealing with various
exceptional circumstances during the process execution [16]. A method for using
context-based configuration rules for post-design adaptation of case management
processes has been elaborated in [17]. It demonstrates that context information is
important for driving BP adaption.

3 Research Framework

This research is part of an EC FP7 project CaaS – Capability as a Service for Digital
Enterprises (no. 611351). Its objective is to develop an approach and an environment for
context dependent design and delivery of business services, including adjustments at
run-time. CaaS has of three industrial cases at Everis (Spain), FreshT (UK), and SIV
(Germany). The validation at each company started with requirements analysis [18]
followed by capability design [19, 20]. The next step is development of the connections
between the capability designs and the supporting IS, executing the capabilities as well
as adjusting them at run-time. The travel case presents the initial elaboration and vali-
dation by the means of simulation of the CDD method components for context pro-
cessing based on using context definition run-time adjustments. The overall ethos of the
research approach taken is that of Design Science [21]. The travel case is used in the
project as initial design-evaluation cycle that is followed by separate design-evaluation
cycles at each use case company.

3.1 Running Example

The travel management process consists of four main activities (Fig. 1). The travel
planning specifies purpose, destination and time of the business trip. The travel bud-
geting specifies the planned travel expenses in compliance with internal and external
regulatory requirements. During the trip, the travel objectives are achieved and
expenses are accumulated. The travel results and expenses are reported upon returning.

Table 1 lists some of the business goals for this process and performance indicators
that are deemed important for the case. In the CaaS use cases the goals and indicators
are represented by a goal model. The business trip needs to contribute university’s
academic outcomes (goal G1) and the travel costs need to be optimized (G2). Trips are
affected by uncertainties such as weather conditions and unexpected events causing

Fig. 1. Overall travel management process
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delays, leading to extra costs and scheduling conflicts, in spite of which trips need to be
completed on time (G3). Trips take time away from other academic activities; hence
scheduling conflicts should be minimal (G4). The paperwork for reporting the trip
should be minimized (G5).

Goals achievement depends on the environmental factors and circumstances. E.g.
travel costs might increase due to a major event at the planned destination, or a trip is
delayed due to weather or unexpected important events are added to the organizational
calendar. The process execution context can capture some of these circumstances.
Therefore, contextualization of the travel management process is highly desirable.

4 Context Aware Business Process

BP contextualization is performed in three steps: (1) association of BP activities with
business goals and appropriate performance measures; (2) identification of process
elements affected by the context; (3) reasoning about relationships among the business
goals and the context.

BP have specific goals to be achieved. The goals will be used to adjust context
processing. The process execution is measured for individual process instances using
selected process indicators. The indicators are defined following guidelines provided in
[22]. The indicators can be graphically represented in the process model as data objects.
The context dependence can be represented as: (a) context dependent script tasks; (b)
decision-making at the complex gateway; (c) throwing a regular event; and (d)
throwing an attached event (Fig. 2). The elements are chosen because they allow
evaluation of context depend expressions although other process flow elements could
also take context as input data. The context is represented as data objects attached to
relevant flow elements. Relations between context and the process elements are indi-
cated without further elaboration of context processing.

To represent context dependent branching decisions using complex gateways we
assume that context values can be categorized in a meaningful categories and every
outgoing branch of the context dependent complex gateway corresponds to treatment

Table 1. The travel management goals and associated performance indicators

Goal Performance indicator

G1. To maximize traveling outcomes I1. Number of resulting publications
I2. Number of contacts established

G2. To optimize travel costs I3. Average travel costs per trip
G3. To complete trip on time I4. Number of trips not completed on time

I5. Sum of days late
G4. To minimize scheduling conflicts I6. Average severity of scheduling conflicts
G5. To minimize travel management
paperwork

I7. Percentage of trips requiring additional
evaluation/approvals
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of one of these categories. The task is to establish these categories and if necessary to
adjust the categories to better comply with the BP goals.

Advanced context processing takes place at both design time and run-time. The BP
is designed and its context dependent features are specified at the design time. If the BP
is developed using executable BPMN, it can be readily deployed and executed in the
run-time environment. Execution of BP instances also includes capturing the context
data and feeding them to the running BP and monitoring the process performance. The
context processing is adjusted during the run-time using the context data and the
process performance measures. The adjustment is done without redeploying the BP.

The travel planning activity is contextualized (Fig. 3). The goals relevant to this
activity are G1, G3, G4 and G5. The tasks are affected by context factors - travel
conditions, calendar and weather. The travel conditions are general conditions at the
planned destination, e.g., the US Department of State issuing warnings and alerts for
visiting certain countries. The calendar is a university-wide calendar of events to
evaluate significance of overlapping between planned travel dates and other events.
The calendar contains both general events of varying importance and events assigned
to specific employees. The weather context affects ability to complete trips on time.

The process has variability to deal with the context. If travel conditions are haz-
ardous the trip is canceled. Procedures for addressing calendar and weather concerns
are also proposed. Depending of perceived severity of the calendar conflicts, their
resolution is performed or warning suggesting optional conflict resolution is generated.

5 Context Processing

Context processing is done in three stages: (1) context representation; (2) design-time
processing including specifying expressions for context categorization; and (3) run-
time processing, i.e. adjusting the context categorization according to situation.

5.1 Context Representation

The context factors affecting the process execution are referred as to context elements
[6]. The context categories are defined using the context element range (Fig. 4).

Fig. 2. BPMN elements used for representing context dependence
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Contextual circumstances are captured using measurable properties (MP) that measure
the actual phenomena affecting the process. Context elements are an interpretation of the
measurements in the business sense. The context element range is identified during
the process design. If a context element is associated with a complex gateway then the
process model should have a branch for processing every category in the range.

MP give flexibility for changing context processing without changing the BP. E.g.,
if additional of MP become available they can be used to evaluate the context element
category more precisely.

Figure 3 shows the contextualized travel planning activity Travel conditions,
Calendar and Weather are the context elements. The Travel conditions context element
has Context Element Range (Normal, Hazardous). The context element is measured
using the US Department of State warnings and alerts for visiting certain countries. It
there is a warning or an alert issued for the planned destination then the travel con-
ditions are Hazardous (in this case category and value are the same since the measure is
already categorical) otherwise Travel conditions are Normal. These kinds of warnings
can be seen as rather coarse data and other MP from different context data providers
can be added later to evaluate travel conditions more precisely.

Fig. 3. The expanded travel planning activity

Context Element

- Category
- Value

Context Element 
Range

- CSet

Measurable 
Property

1 1..*1..* 1

Fig. 4. Concepts used for context representation
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5.2 Design-Time Processing

Transformation of MP into context element values is defined during process design.
Given the ith context element and MP Pi ¼ pi1; . . .; piMð Þ, the context element value Vi

is calculated as

Vi ¼ f Pið Þ ð1Þ

Every context element has its range of context elements defined as
Ri ¼ ri1; . . .; riNð Þ.

The relationship between the context element value and range is expressed as

Ci ¼ rij; bLij �Vi\bUij
riN ;Vi � bUiN�1

�
ð2Þ

where bLij ¼ / ðj� 1ÞDVið Þ is the lower bound for jth range and bUij ¼ / j� DVið Þ is the
upper bound for the jth range. DVi ¼ N�1

i maxðViÞ �minðViÞð Þ and / is a function to
be specified.

The categorization of the context depends upon decisions made by business
analysis and process owners. Some of the categories occur naturally in the business
environment while others are derived as a result of expert judgment. In the case of
limited information, the categories ought to be reevaluated as more data become
available. The way categories are defined can be used as an instrument to manage
achievement of the process goals. E.g., in the travel management case there are two
conflicting goals: (1) minimizing the calendar conflicts among the travel dates and
other events; and (2) minimizing travel management paperwork.

5.3 Run-Time Adjustment

Relationships between context categories and goals are implemented as run-time
adjustments. The process of run-time adjustment is as follows:

• instances of context aware BP are executed
• performance measurements are accumulated and goals are evaluated
• if performance targets are not met, perform adjustment of the context categorization

expression (Eq. 3)
• apply the new categorization expression to newly created process instances.

The adjustment can be made automatically using formalized adjustment rules although
a human approval might often be needed. The adjustments are implemented at run-time
without redeploying the BP execution solution. They are implemented by redefining
Eqs. 2 and 3. The expressions depend on functional form of f and its parameters
referred as to x. The values of x are changed according to observed values of indi-
cators. An exact relationship between context categories and indicators is unknown,
hence a search approach is used to identify proper categories.
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xi ¼ xi þ Dxi; Ij\ITargetj

xi � Dxi; Ij � ITargetj

(
ð3Þ

The dependency implies that greater values of x contribute to improving indicator
Ij (depending on indicator, the opposite may be true and the sign is reversed). The much
more relation � is used to indicate that reduction should be made only in regards to
other conflicting indicators, for which impact of x is different.

In the travel management case, larger x is preferred to reduce calendar conflicts
because more cases are classified as having significant or severe conflict and the
resolution activity should take place. However, that might also cause an increasing
amount of paperwork and indicator I7 prefers smaller values of x.

If / is a linear function, the impact of x on categorization is illustrated in Fig. 5,
where context element category is shown depending on the context element value.
x ¼ 1 gives evenly distributed ranges of context values. If x is increased more context
values are categorized to belonging to the upper category. If x is decreased majority of
context values fall into the lower categories.

If the BP execution environment is relatively steady then a categorization steady-
state can be achieved. In that case, the adjustment is used to deal with the initial lack of
information during the process design. However, if the environment is not stable, then
the adjustment allows for continuous updating of the categories.

6 Evaluation

The proposed advanced context processing is evaluated using the travel management
case. The evaluation objective is to demonstrate the impact of run-time adjustment of
context processing on BP performance. The evaluation is performed by simulating
multiple travel requests and contextual data and using these to adjust context pro-
cessing. The simulation focuses only on the travel planning activity and, more spe-
cifically, on relations between the calendar context element and goals G4 and G5.

ω=0.5

ω=1

ω=2

Fig. 5. Impact of x on categorization results

22 J. Grabis and J. Stirna



The calendar context element is defined in Table 2. The calendar context element
relies on the university-wide calendar of events to evaluate the significance of over-
lapping between planned travel dates and other events. The calendar contains both
general events of varying importance and events assigned to specific employees.

The context element value is calculated as

Vc ¼ w1p1 þ w2p2 þ w3p3
w3H

; ð4Þ

where c refers to the calendar context element, H is the total duration of the trip in
hours, p1 is the count of the scheduled hours of regular importance overlapping with
travel dates, p2 is the count of the scheduled hours assigned to the employee and
overlapping with the travel dates, p3 is the count of the scheduled hours overlapping
with the travel dates and marked as high importance, and wj are appropriate weight
coefficients indicating importance of every measurable property in calculating the
measure.

The context element category is evaluated following Eq. 2 and using a linear
adjustment function, i.e., the lower and upper bounds are reformulated as bLcj ¼
xðj� 1ÞDVc and bUij ¼ x� j� DVc, respectively.

Performance indicators I6 and I7 reference to goals G4 and G5, measure the travel
planning activity and the target values are set as 0.1 and 20 %, respectively. I6 is
evaluated using expression Eq. 4 and I7 is measured as a percentage of trips categorized
as having significant of critical conflict and thus requiring additional conflict resolution
(rescheduling, finding replacement etc.). It is reasoned that:

1. More trips categorized as having a high level of conflict results into increasing
amount of paperwork, thus, negatively affecting goal G5;

2. More trips categorized as having a low level of conflict results into increasing level
of scheduling conflicts, thus, negatively affecting goal G4.

The goals are mutually contradicting. Achieving G5 would favor adjustment by
decreasing x while achieving G4 would favor adjustment by increasing x.

Table 2. Definition of the Calendar context element

Context
element

Measurable properties Context Element
Range

Calendar p1 is the count of the scheduled hours of regular importance
overlapping with travel dates

No conflict, Mild
conflict,

p2 is the count of the scheduled hours assigned to the
employee and overlapping with the travel dates

p3 is the count of the scheduled hours overlapping with the
travel dates and marked as high importance

Significant
conflict,
Critical
Conflict
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The process is simulated as follows: (1) generate trip data including starting date,
duration and destination; (2) generate the measurable properties; (3) evaluate context
category; (4) simulate scheduling conflict resolution; (5) evaluate process performance;
and (6) update x using Eq. 3.

The trip duration is distributed as N(4,1), where N denotes normal distribution with
mean 4 and standard deviation 1. Similarly, MP p1, p2 and p3 are generated using
N(1,1), N(2,1) and N(0.8, 0.5), respectively. The conflict resolution is simulated using
the following rules. If Rc = “No conflict” no adjustment is performed. If Rc = “Mild
conflict” then a non-binding warning is displayed to an employee about presence of the
scheduling conflict and the employee voluntary resolves some of the scheduling
conflicts. The reduction is done by h percent where h1 * N(10,5) (it is applied to all
MP). If Rc 2 (Significant conflict, Critical conflict) an employee enters the conflict
resolution task resulting in conflict reduction by h percent, where h is distributed N
(30,10) and N(75,25) for respective categories. These values imply that all conflicts are
not necessarily resolved, though the percentage of conflicts resolved correlates with the
severity of scheduling conflicts as identified by the calendar context element.

The context processing adjustment is performed according to both I6 and I7. x is
increased if the I6 target is not met and is decreased if I7 target is not met. The starting
value of x is one. 500 trips are simulated and x is updated after every 10 trips with
Dx ¼ 0:1.

Figure 6a shows the convergence of x values according to a number of adjustments,
suggesting that the search procedure quickly identifies an improved categorization of the
Calendar context element. Settling onx\1 indicates that the process goals can be better
achieved if fewer cases have high level of conflict. x fluctuates between 0.5 and 0.6
because G4 and G5 are contradicting each other and an equilibrium satisfying both goals
cannot be found (Fig. 6b). At x ¼ 0:5, the paperwork reduction is achieved but the
severity of scheduling conflicts target is not satisfied. Increasing of x leads to deteri-
oration of I7. The figure also shows evaluation results for two other selected values of x.
The results highlight that for this case the adjustment alone cannot ensure achieving all
business goals and other process improvement options are needed.

Obviously, the evaluation results depend upon the way I6 is calculated and other
parameters. These parameters are set up during the context aware process design and
can be updated during the process execution if necessary.

ω I6 I7
1 (initial) 0.07 93

0.5 (adjusted) 0.14 1
0.6 (adjusted) 0.13 15

2 0.04 99
0.2 0.15 0

a) b)

Fig. 6. Evaluation results: (a) convergence of x; and (b) BP performance
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7 Concluding Remarks and Future Work

The paper investigated the advanced context processing as a part of research on the
CDD of context aware IS. The advanced context processing allows defining the context
in a way of minimizing BP variability and maximizing achievement of the business
goals. The process variations are developed only for the context categories meaningful
to the business and run-time adjustments allow realigning these categories to improve
BP execution performance.

More complex functional relationships between the context value and the context
category can be defined. E.g., a rule can be added that if p1 [ 0 then Rc ¼“Critical
conflict”. This requires additional design and convergence of the search procedure
would be slower (i.e., it would be harder to identify appropriate categories). The search
procedure could be improved in various ways. E.g., variable Dx could be used to find
an optimal value of x though that would be possible only in the stable environment.

The run-time adjustment of context categories is not applicable for all types of
business decisions. In many situations any changes in categories would require addi-
tional validation and approval. If that is a case, then the run-time adjustment provides
suggestions for changing the way context is processed in the BP, and proposed changes
are not implemented automatically.

The next step of this research is validation of the advanced context processing using
the CaaS use cases. This research will also serve as input for developing an application
visualizing changes in the context and adjustments performed.
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Abstract. Ecosystems gather enterprises which collaborate to achieve a com-
mon systemic goal like guaranteeing the national healthcare, the telecommu-
nication, or the financial stability. These systems are governed by regulators that
supervise the services provided at the ecosystem level using systemic capabil-
ities and resources. In the same way at the enterprise level, risk management at
the ecosystem level is a paramount activity for the stability of the targeted
sector. This paper proposes a metamodel for modelling the ecosystem capa-
bilities and resources, a risk management approach based on this metamodel,
and an ArchiMate extension language to sustain the systemic risk management.
The approach is illustrated with a real case study from the Luxembourgish
financial market.

Keywords: Capability � Systemic risk � Resource � Business service �
Regulation

1 Introduction

Today’s enterprises are interconnected and form an ecosystem of interdependent
entities delivering value-added products to their customers. As a service economy,
Luxembourg is hosting many business service ecosystems, which are interconnected
and constitute a constellation of entities delivering services: let’s consider the financial
ecosystem formed of financial service providers (PFS) and support service providers
(Support-PFS), connected to infrastructure and telecommunication ecosystem formed
of data centres and telecommunication service providers. Since the Luxembourgish
environment is characterised by high-level of costs in terms of HR, buildings and
infrastructure, Luxembourg-based service providers can only differentiate their service
offering in terms of qualities such as performance, compliance and security rather than
their price. The global IT strategy of Luxembourg (Digital Lëtzebuerg) is aligned with
this view and aims at positioning Luxembourg as a safe data hub, where compliance
and information security are core enabling properties.

In order to increase trust in the business service ecosystems, national regulators are
appointed to supervise and control the compliance of the participating actors with the
regulation. As such, the regulator is part of the business service ecosystems, as it is
responsible for the compliance of the delivered services. The added-value of the
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regulator in the ecosystem is therefore to transform business services into regulated
business services, through additional services and controls. As an ecosystem is usually
a complex system (many elements and many interactions), risk management is a mean
exploited by the regulator to control specific aspects of the ecosystem: the Institut
Luxembourgeois de Régulation (http://www.ilr.lu), regulating the telecommunication
ecosystem, imposes that each telecommunication service provider performs a security
risk analysis to guarantee the availability of their networks. To date, regulators require
that appropriate risk management activities are performed by each organisation. In the
future, the regulator will also focus their attention on the risks at the level of the
ecosystem, the systemic risk. In this paper we investigate how the concept of capability
can be leveraged to drive risk analysis at the ecosystem level.

After a review of the concept of capability, in the next section, we present our
metamodel of a Business Service Ecosystem (BSE) in Sect. 3, and we demonstrate how
this metamodel perfectly supports systemic risk analysis in Sect. 4. We propose a sys-
temic risk management language for expressing the BSEmetamodel at the enterprise and
at the systemic level, based on an ArchiMate extension, in Sect. 5, and we conclude the
paper in Sect. 6. Our approach is illustrated with a use case that has been run in a project
with the national regulator of the financial System.

2 State of the Art

Strategic sourcing is the essence of the capability theory. It requires the right capability
to be delivered at the right cost from the right source and right shore [10].

The CaaS project has defined a Capability metamodel [1, 2, 6, 7]. This metamodel
gathers elements from three domains: the context, the enterprise modelling, and the
reuse and variability dimension [2]. At the CaaS metamodel level, the Capability is
defined as the ability of an organization to manage its resources to accomplish a task
[4] and as the ability and capacity that enables an enterprise to achieve a business goal
in a certain context [7]. This context represents the characterisation of a solution in
which the capability should be provided [1]. Consequently, the context is used to
evaluate and adjust the pattern that must be applied to deliver capabilities and repre-
sents a reusable solution in terms of business process, roles, supporting IT and
resources. The definition of the capability from CaaS covers both the organisation
capability (enabling a firm to make a living in the present [3] ) and the dynamic
capability (enabling a firm adaption to rapidly and discontinuously changing external
environments [5] ). [3] addresses this distinction between dynamic and operational (or
ordinary) capability. The latter represents what is used and what enables a firm to
extend or modify what brings it to live. The organizational capability implies that the
organization has the capacity to perform a particular activity in a reliable and at least
minimal satisfactory manner. This organizational capability is equivalent to the main
capability as expressed by [4]. The goal (that requires capabilities), as defined in CaaS,
may be of five types according to [1]: Strategic, Business, Technical, Design time and
Run-time, and therefore they may be achieved by dynamic or organizational capabil-
ities. [14] considers that a capability is composed of capacity: resources (e.g. money,
time, staff, tools) for delivering the capability, and ability: competence (e.g. talent,
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intelligence and disposition), skills, processes. For [14], capabilities are of three types:
strategic, value-added, commodity. According to [13], the capability is an ability to
perform that requires investment of time and effort. [13] also considers the resources as
an element which can be bought or easily acquired. An explanation of resource is
proposed by [10] which consider it as the assets that organization has or can call upon.
In order to procure competitive advantage to the enterprise, it must be - as far as
possible - Rare, Valuable, Inimitable, and Non-substitutable (VRIN) [11].

Reference [4] proposed an approach to support business transformations based on
capability. It assumes that an enterprise consists in any organization that generates
operation activities funded by stakeholders that do not work for the enterprise. This
organization has the capability to produce value for external entities (like customers in
case of private organizations or citizens in the case of public ones) in exchange of
money. In this context, [4] suggests structuring the organizations as a recursive
structure of capability and resources, and using a set of transformation patterns. The
(main) capability that produces value for which external stakeholders are ready to pay
are supported by resources, themselves supported by supporting capabilities, and are
called sub-capabilities. To uncover the structure of an organization regarding these
capability-resource patterns, [4] has introduced the capability resource type that helps
identifying the resources which constitute a particular capability and the capability sub-
type to explore the capability that is needed by the resources which constitute the
(main) capability. The recurring repetition of patterns constitutes a fractal organization
which supports the achievement of organizational and dynamic goals from the business
layer of the organization down to the supporting layers. According to [6], this pattern
also aggregates process variants, which are themselves specialisations of processes.
The variability in capability modelling allows facing the rapidly changing environment
in companies. Therefore [6] suggests to introduce the variation aspects as the cause of a
variation and the variation points as the locations of variation in the elements that
compose the business service.

3 Towards a Business Service Ecosystem Metamodel

The ecosystem services aim to achieve ecosystem goals (like defining the required level
of security of the information in the financial sector) and represent a high value for the
beneficiaries of the ecosystem (state or private companies) that are generally willing to
pay for it.

In [4], the authors explain that any organization where the operational activities of
which are financed by external stakeholder may be considered as an enterprise. Based
on this statement, we assume that an ecosystem may be perceived as a specialization of
an enterprise too, provided that this ecosystem has a specific and well dedicated goal
(for instance, the goals of a financial ecosystem is to guarantee the delivery of highly
secured financial products). To achieve its goals, the ecosystem gets money from
external stakeholders (e.g. the customers paying for the financial products, the state
injecting money to stabilize the financial). In exchange, the ecosystem produces high
value for its beneficiaries (guarantee the performance of the financial activities at the
national level). To deliver this value, the ecosystem uses capabilities at the ecosystem
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level. These capabilities are amongst others, the capability to regulate the system, the
capability to support core activities (archiving, control, etc.)

Given the similarity between the enterprise structure and the ecosystem structure, we
propose to extend the fractal organization approach proposed by [4] and raising the
capability-resource pattern from the enterprise level (pattern B of Fig. 1) up to the eco-
system level (pattern A). This allows elaborating what we have named the Business
Service Ecosystem (BSE) metamodel where the (main) capability of the entire system is
the ecosystem capability and where the resources of the ecosystem are derived from the
ecosystem enterprises capability.

The Systemic Capability metamodel relies on three concepts: resource, capability
and goal. These elements have already been defined in the CaaS metamodel and we
have decided to keep their definitions unchanged, namely: the Capability is the ability
and capacity that enable an enterprise to achieve a business goal in a certain context
[7]. Given patterns A and B, we distinguish the ecosystem capability from the enter-
prise capability. The ecosystem capability in the financial sector is for instance the
ability to regulate the system, at the national level. At the enterprise level, for instance,
it is the capacity to provide financial advice to the customers. The resource is an asset
that an organization has or can call upon [10]. At the ecosystem level, a resource may
consist of a set of employees that manage the ecosystem (like the regulators) and at the
enterprise level, it could consist, e.g. in a financial asset management software. The
goal is a desired state of affairs that needs to be obtained [1]. At the ecosystem level, a
goal could be to guarantee the delivery of secure financial services to customers,
although it could be to make profits for a private financial institution. A specialization
of the resource has been represented in Fig. 1 and consists in the enterprise service.

Fig. 1. Business Service Ecosystem metamodel
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The enterprise services have been defined as acts performed for others, including the
provision of resources that others will use [18]. As a result, it is a type of behaviour
that allows an enterprise’s goal to be realized and that requires enterprise capability to
exist. For instance, the analysis of the level of risk regarding certain financial assets is a
service provided by a unit of the bank which also constitutes a resource for analysing
the customer risk profile by the customer service unit.

Postulated that the capabilities consist in elements that require a set of resources
(enterprise human resources, software, material, processes, etc.) from the enterprise
[13], they may hardly be directly exploited by the ecosystem. For instance, the financial
asset management software is resource owned by a company and it may not be directly
exploited without agreement for delivering ecosystem capabilities. As a consequence,
to be friendly offered outside the perimeter of the enterprise, the resources are organised
in services. As a result, the latter constitutes a hyphen between the enterprise capability
and the ecosystem resource and hence, a common element to both patterns A and B. At
the ecosystem level, this enterprise service may be considered as a type of resource that
is required by an ecosystem capability or by another capability of the same institution.
For instance, the service of risk analysis associated to certain financial assets may be
sold outside the institution to analyse, e.g. the risk associated to the ecosystem assets,
or required by the institution to analyse, e.g. the average risk associated to all the assets
managed by this institution.

4 Systemic Risk Management

The capability-driven approach for modelling enterprise ecosystems paves the way to
an innovative method for managing the risks of the ecosystem, aka systemic risks. To
present our approach, we exploit the information system security risk management
reference model (ISSRM) and apply it at both levels (A and B) of the BSE metamodel
of Fig. 1. This alignment between the metamodels is illustrated with the following case:

Since mid-2014, the LIST is mandated by the Commission de Surveillance du
Secteur Financier (CSSF - regulator - http://www.cssf.lu) to structure and model
systemic risk management approaches for the Luxembourgish financial sector. The
ecosystem related to this collaboration is partially represented in Fig. 3 which models
two specific actors of the sector (CSSF and Lab Group) following the BSE metamodel.
The CSSF is a specific type of enterprise with a regulator goal to regulate the eco-
system. Hence, it is a public institution which supervises the professionals and products
for the financial sector. To reach this goal, the CSSF regulates the enterprises that
compose this ecosystem and offers services that generate systemic capabilities. It is also
in charge of promoting transparency, simplicity and fairness in the financial products
and services market, and is responsible for the law enforcement on financial consumer
protection, on the fight against money laundering, and terrorist financing [15]. As part
of its mission, the CSSF has several objectives: promoting a considered and prudent
business policy in compliance with the regulatory requirements; protecting the financial
stability and of the financial sector; supervising the quality of the organisation and
internal control systems; and strengthening the quality of risk management.
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Lab Group (http://www.labgroup.com) is a financial sector professional that sup-
ports the financial sector. One characteristic of the Support-PFS (like Lab group) is that
they do not exercise a financial activity themselves, but act as subcontractors of
operational functions on behalf of other financial professionals. Lab Group is a CSSF
certified document and data management company, with offices in Luxembourg,
Dublin and Gibraltar. On 18 July 2012, the CSSF published the circular 12/544 [15],
which imposes the Support-PFS’s to perform risk self-assessments and provide the
CSSF with the risk analysis reports. Because of the low quality in risk reports, the
CSSF has decided to produce a risk reference model to be used in the self-assessment
exercise. The LIST has been charged with designing this reference model.

4.1 ISSRM

In the ISSRM [12], a risk is composed of event and impact and it occurs when the first
leads to the second. The event is in itself composed of threat and vulnerability and
equally exists when the first leads to the second. The impact harms an asset of the
enterprise which may be of a resource type or business asset. The resource is the target
of the threat and is characterized by vulnerability. We have voluntarily simplified the
ISSRM in order to focus on the most significant concepts and relationships among
concepts. The cardinalities have also been removed, for the same reasons. Fig. 2 shows
the mapping between the ISSRM and BSE metamodel at the systemic level and at the
enterprise level.

4.2 Mapping ISSRM-Business Service Ecosystem Metamodel

This section explains the mapping between the ISSRM and the BSE metamodel
illustrated by the financial system (Fig. 3). The ecosystem goals are to professionalise
the financial system and to stabilise the financial system.

Fig. 2. Mapping ISSRM – BSE metamodel
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At the enterprise level, the risk analysis is achieved by depicting the resource’s
vulnerability, the threat that exploits this vulnerability and the assets that are impacted
by the risk occurrence. For instance, the archiving management software (resource) of
the Support-PFS does not use the security module (vulnerability) and the heap buffer
overflow attack (threat) risks to be led. This even makes a hacker able to corrupt
(impact) the archiving service (business asset).

This structured and “classical” way of managing the IS risk may be investigated
following the capability-resource pattern approach. The concept of resource is defined
in ISSRM as a component of the IS which supports business assets. It is also named an
IS asset and corresponds, for instance, to the archiving management software. The
concept of capability from the BSE model (pattern B of Fig. 1) is composed of
resources and corresponds to the concept of resource from the ISSRM model presented
in Fig. 2. According to the above financial case, we argue that the enterprise capability
to store and secure archives is composed of the archiving management software
(resource) and that this enterprise capability is required for the archiving service which
is an enterprise service (business asset). This correspondence between the ISSRM and
the capability-resource pattern model highlights how using the capability-resource
pattern at the sectorial level helps identifying the resources and capabilities that achieve
business services. These resources and capabilities are thus the ones to be considered
during the risk management activity.

At the ecosystem level, in [8, 9], we have observed that a structured way does not
yet exist for managing the risks and that, on the spot, sectorial risk analysts often make
the amalgam between the enterprise resources and capabilities, and the sectorial
resources and capabilities. In the following, we argue and explain how using the
capability-resource pattern approach contributes in structuring the analyst’s approach.
Therefore, we consider the correspondence between the ISSRM and the capability-
resource pattern model but, this time, at the ecosystem level. The concept of business

Fig. 3. Business Service Ecosystem metamodel instantiated to the financial system
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asset, at the ecosystem level, represents a service provided by the ecosystem. To realise
this ecosystem service, the ecosystem requires ecosystem capabilities. According to the
pattern based fractal structure of the ecosystem proposed in Fig. 1, the latter aggregates
ecosystem resources and enterprise’s services, i.e. the enterprise service from pattern B
corresponds to a type of ecosystem resource at pattern A. For instance, in a financial
sector, at the ecosystem level, the ecosystem must regulate the financial support. To
justify this ecosystem service to the government, the ecosystem must have the regu-
lation capability and the support to core financial activity capability. These capabilities
are realized respectively by the risk-based regulation service and by the archiving
service. Both of these services are also types of ecosystem resource.

To analyze the risk of not being able to Professionalize the financial system and to
Stabilize the financial system (ecosystem goal) as well as, not being able to deliver
(impact) the regulation of the financial support ecosystem service (business asset), the
risk analysis assesses the threats that might exploit vulnerabilities of the ecosystem
capabilities (types of resource at the ISSRM level). This means, in the financial system
case, that the Support-PFS does no longer provide the archiving or that the CSSF does
no longer provide the regulation.

This correspondence between the ecosystem capability-resource pattern model and
the ISSRM shows that, at the ecosystem level, the right abstraction for risk manage-
ment is the enterprise service (regulator or support-PFS services). This implies that the
main focus of the risk analysis, at the sectorial regulation level, is the ecosystem
services and ecosystem capabilities, including the ecosystem resources and enterprises
services. Thereby, the risk management at the enterprise level in not an activity to be
handled and performed by the ecosystem, but an activity that is enforced by the latter.
In practice, this risk management activity is sub-contracted from the ecosystem (rep-
resented, e.g. by the state) to the ecosystem regulator (often a publicly financed body).
In that sense, the regulator may impose rules to be followed by the enterprise such as
the legal obligation to make risk analysis and to report annually, and may control rules
which are applied and sanction accordingly.

A second consequence of this abstraction of the risk analysis, at the ecosystem
level, is related to the counter-measures to be put in place to mitigate the risk. Given
that the risk mitigation is at the enterprise service level, the vulnerability and the threat
must also be considered at this ecosystem level. For instance, a service vulnerability
could be that the enterprise is not able to deliver the service anymore in case of
workload increase and a threat could be a sudden workload increase. Practically, an
insurance cannot reimburse all the insured (vulnerability) in case of a major disaster
due to exceptional conditions (threat). This involves, at the ecosystem level, that the
ecosystem service to assure all inhabitants of a country (business asset) is no longer
possible.

5 Risk Management Language

In [16], we have highlighted that, in general, risk analysis approach lacks from formal
notation and representation, and that the traceability between the different elements of
the risk model is also difficult to manage. To overcome these difficulties, we have
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proposed to extend the enterprise architecture model in the ArchiMate modelling
language [17] with the ISSRM. Therefore, we have considered the business motivation
model from ArchiMate, which we use through the ArchiMate motivation extension, for
expressing the specific risk analysis related motivations for architecture principles and
decisions. At the systemic level, in the previous sections of this paper, we have
explained how, at the metamodel level, it is possible to integrate the enterprise capa-
bility and resource with the systemic capability and resource, using the fractal approach
from [4]. Than we have explained how to manage the risk at both levels using the
ISSRM. At this level, no language exist yet for managing the risk. Given the mapping
between the ISSRM and the BSE, the risk management language defined in [16] may
be extended at the systemic level.

Next sections illustrate how the ArchiMate risk extension language is usable for
managing the risk at the enterprise and at ecosystem levels. In both cases, our approach
is carried out in two stages. First we design the domain model (Sect. 4.1, Fig. 3).
Second, we model the risk based on the domain model. The models represented with
the ArchiMate Language are illustrated in Figs. 4 and 5. Practically, since the concept
of business capability is not supported by ArchiMate we opted for the Business
Function to represent the Capabilities. A business function is indeed defined by

Fig. 4. Use case: Paper files archiving services
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ArchiMate as a behavior element that groups behavior based on a chosen set of
criteria (typically required business resources and/or competences). The language will
probably integrate the concept of Capability in the future, according to current works at
The Open Group.

5.1 Enterprise Risk Language

In Fig. 4, the business model starts with a goal provide paper file archiving support to
the professionals of the financial sector which is realised by paper files archiving
capabilities: identification & scheduling of resources, transportation, handling,
securing. Each capability groups a bunch of abilities (processes, roles) and capacities
(applications, infrastructures, equipment, business objects). Paper files archiving
processes are high-level operational processes that orchestrate the delivery of services.
The roles of Supervisor and Operator are defined by the ability for performing specific
behaviour (processes, activities) and they may be assigned to actors (capacity resour-
ces). The value-added capabilities of the Support-PFS are exposed to the world through
paper files archiving services: Store archives: ingest new document collections from
the client; Access archives: deliver and return a collection of archives to the client; and
Dispose archive: definitely return archives to the client.

Based on this business model we have identified two risks. Risk1: Theft of archives
(information security) and Risk2: Software issues (operational). Since a risk is com-
posed of threats, vulnerabilities and impacts we have for Risk1: theft of media or
documents (threat) exploits vulnerability of unprotected storage (warehouse and archive
box) and causes a loss of integrity (impact) on the securing and handling capabilities.
The chosen treatment is to reduce the risk through the implementation of physical
protection of building. And for Risk2: software malfunction (threat) exploits vulnera-
bilities of immature or new software (archive management software component) and
causes a loss of availability (impact) of the paper files archiving capabilities, thus the

Fig. 5. Use case: Regulation Regulated Support PFS services
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paper files archiving services and consequently impacts all the clients of the Support-
PFS. The chosen treatment is to reduce the risk through the implementation of software
review and tests. Both risk treatment requirements are realised through the capability
Develop & manage business capabilities.

5.2 Systemic Risk Language

In Fig. 5 we define two business goals at the ecosystem level: Stabilise the financial
system, which is realised by the regulation capability; and Professionalise the financial
system, which is realised by the client communication support capability. Put together
both capabilities realise high-level regulated Support-PFS services. The regulation
capability requires a risk self-assessment service provided by the Support-PFS and a
risk-based supervision service provided by the regulator. The latter uses the risk
assessment reference model produced by the LIST and used by all the Support-PFS
during their risk self-assessment service. The client communication support requires,
among others, paper file archiving services provided by the Support-PFS.

In the risk model we identify a risk of insolvency of the Support-PFS that comes
with the threat loss of an important client. That threat exploits the vulnerability of lack
of liquidity. The impact is service unavailability of the regulated service for all the
Support-PFS clients. The chosen risk treatment is to reduce the risk through an
improved regulatory framework, applicable to the ecosystem regulation capability.

6 Conclusions and Future Works

In this paper, we have investigated how the capability may contribute in sustaining the
risk management at the system level. To that end, our first contribution is a BES
metamodel built from the capability-resource pattern from [4] that we have reproduced
at the systemic level and associated to the enterprise capability through the service.
Secondly, the ISSRM has been mapped with the BSE metamodel. This mapping has
been illustrated on the basis of a case study for the Luxembourgish financial sector.
Finally, we have exploited the security risk management extension of the ArchiMate
language to represent and sustain the risk management at the ecosystem level.

This preliminary research paves the way to many interesting and new perspectives.
Firstly the BSE metamodel may gather in the same model (1) all the actors of a system
(e.g. enterprise, regulator) and (2) systemic information (e.g. systemic goal, capability
and services). Secondly, this approach has been exploited in the frame of risk man-
agement but it could be extended to other purposes, e.g. better alignment between the
services offered by the enterprises and the resources needed by the system. Thirdly, it
has been illustrated in a system with one regulator but it could be extended to system
with many regulators and hence, acts as a facilitator for information sharing between
these regulators. Fourthly, the BSE metamodel has been limited to the ecosystem level.
It could also be extended outside the boundaries of the ecosystem to model how the
ecosystem services is required by other (higher) system resources.
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The first future work consists in more accurately aligning the BSE and the ISSRM.
This will be performed using appropriate methods like those proposed by [18] or [19].
The second future work aims at deepening the role of the service as a hyphen between
both levels. We consider that some systemic resources are the services provided by the
entities of the ecosystem, while others might be actual shared resources. The question is
to know if in a service ecosystem, all ecosystem resources are services provided by
some entities: a shared network considered as a common resource for the ecosystem, is
operated by some entity, whether public or private, and therefore can be seen from the
service provision perspective as well. An alignment with service system theories will
be considered in order to address this question.
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Abstract. Competitiveness and growth on an international market is for many
businesses tightly coupled to their ability of quickly implementing new company
strategies, business services and products or market entries. Capability manage-
ment is among the approaches proposed to tackle these challenges. A feature is
capturing the context of capability delivery and providing mechanisms for con-
figuring the delivery. Among thework on capabilitymanagement is the capability-
driven design and delivery (CDD) approach that has been proposed by the EU-FP7
project CaaS. The aim of this paper is to contribute to CDD by (i) introducing
different strategies for capability modelling, (ii) elaborating on the differences
between these strategies, and (iii) contributing to an understanding of what
strategy should be used under what preconditions. The paper addresses these
aspects by describing the strategies and initial experiences gathered with them.

Keywords: Capability modelling � Capability management � Goal-first
strategy � Process-first strategy � Concept-first strategy

1 Introduction

Competitiveness and growth on an international market is for many businesses tightly
coupled to their ability to quickly implement new company strategies, business services
and products or market entries. Businesses that offering products and services based on
information technology (IT) require a way to efficiently adapt their services together
with the IT infrastructure for delivering them. Capability management is among the
approaches that have been proposed to tackle these challenges. One of the key features
is capturing the delivery context of customer services and providing mechanisms for
configuring or generating its delivery.
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Among the approaches to capability management the capability-driven design and
delivery (CDD) approach has been proposed by the EU-FP7 project CaaS [14, 15].
Recently, work on CDD has focused on development strategies for capability man-
agement that so far have been designed and applied independently of each other. There
is not enough knowledge about the differences among the strategies and their suitability
for different enterprise contexts.

The contributions of the paper are: (i) description of different strategies for capa-
bility modelling, (ii) discussion of the differences of the strategies and (iii) analysis of
the preconditions of each strategy and its fit for different organisational situations. The
initial experiences of using the strategies are also presented.

The rest of the paper is structured as follows. Section 2 summarises the background
for the work from the area of capability management and presents the main aspects of
the CaaS approach to capability design and delivery. Section 3 discusses the strategies
for capability modelling and initial experiences. Section 4 presents a comparative
analysis of the approaches. Section 5 summarises the work and draws conclusions.

2 Background

This section briefly summarises the existing work in the area of capability management
and the CDD approach developed in the CaaS project.

2.1 Capability Management

The term capability is used in different areas of business information systems. In the
literature there seems to be an agreement about the characteristics of the term capa-
bility, but still there is no wide acceptance of the term. The definitions mainly put focus
on “combination of resources” [2], “capacity to execute an activity” [1], “perform
better than competitors” [4] and “possessed ability [8]”.

The capabilities are enablers of competitive advantage; they should help companies
to continuously deliver a certain business value in dynamically changing circumstances
[5]. They can be perceived from different organisational levels and thus utilised for
different purposes. According to [6] the performance of an enterprise is the best, when
the enterprise maps its capabilities to IT applications. Capabilities are directly related to
business processes that are affected from the changes in context, e.g., regulations,
customer preferences and system performance. As companies in rapidly changing
environments need to foresee the variations and respond to them [3], the affected
processes and services need to be adjusted quickly. I.e., adaptations to changes in
context can be realised promptly if the required variations to the standard processes
have been anticipated and defined in advance and can be instantiated.

In the CaaS project capability is defined as the ability and capacity that enable an
enterprise to achieve a business goal in a certain context [15]. Ability refers to the
level of available competence, where competence is understood as talent intelligence
and disposition, of a subject or enterprise to accomplish a goal; capacity means
availability of resources, e.g. money, time, personnel, tools. This definition uses the
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notion of context, thus stresses the need to take variations of the standard processes into
consideration. To summarise, capabilities are considered as specific business services
delivered to the enterprises in an application context to reach a business goal. To
facilitate capability management, we propose business service design explicitly con-
sidering delivery context by an approach that supports modelling both the service as
such and the application context.

2.2 The CaaS Approach to Capability Design and Delivery

The main goal of the CaaS project is to facilitate a shift from the service-oriented
paradigm to a capability delivery paradigm. This paradigm shift requires development a
new methodical framework supporting capability-driven design and development in
general and it also requires changes in the development processes and engineering
methods used. The CDD approach is supported by a set of method components.

The CaaS methodology for capability-driven design and development consists of
the following top-level method components; Capability design, Enterprise modelling
(EM), Context Modelling, support for Reuse of capability design, and Run-time
delivery adjustment. The Capability design method component contains three
approaches to start with capability design (goal, process and concepts). The EM
component is required for identifying business goals related to the capability under
consideration. EM includes for example business process modelling and goal model-
ling. The Context modelling component is used to specify the potential context situ-
ations of the capability. The component for supporting Reuse specifies how the concept
of patterns can be used to elicit, elaborate and store enterprise models. The component
for Run-time capability adjustment concerns the specification of adjustments needed in
order to cater to changes in capability context.

The CDD methodology is structured according to three phases (Fig. 1). The EM
phase represents the traditional approach to business design and development of
information systems. Existing EM approaches (e.g. EKD [7, 8] and 4EM [9]) will be

Fig. 1. CDD methodology overview
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applied to give input for the capability design. Other EM methods are also potentially
applicable. The capability design phase concerns the design of capabilities (see next
section.) The delivery phase entails the execution and monitoring of the capability.

3 Strategies for Capability Modelling

Different strategies for capability modelling and design have been explored and so far
three strategies have been elaborated for use by the industrial partners. The strategies
consist of three steps. As the different strategies are basically proposing different ways
to identify and design capabilities, only step 1 is different for the strategies whereas
steps 2 and 3 are the same for all strategies:

Step 1, capability design: there are three alternative pathways of proceeding with
capability design – starting with goals, starting with business service processes, or
starting with business concepts. Each pathway is described in the Sects. 3.1 to 3.3.

Step 2, capability evaluation: Capability evaluation checks whether the result of
capability design is feasible from the business and technical perspective before com-
mitting to capability implementation. The capability feasibility can be assessed using
simulation and cost/benefit analysis. A failed evaluation may trigger a new cycle of the
capability design phase.

Step 3, development of capability delivery application: The capability development
activity prepares the capability for the deployment. The indicators for monitoring and
algorithms for runtime adjustments are packaged as a runtime-support application. The
capability design also serves as a basis for modifying or implementing the IT com-
ponents used for capability delivery.

Furthermore, all three strategies are based on the CaaS meta-model [15]. Relevant
terms are shown in Table 1. They will be used in Sects. 3.1 to 3.3.

Table 1. Concepts used in capability design strategies

Concept/term Explanation

Capability Capability is the ability and capacity that enable an enterprise to achieve a business goal in a certain
context

KPI Key Performance Indicators (KPIs) are measurable properties that can be seen as targets for
achievement of Goals

Context
Element

A Context Element is representing any information that can be used to characterise the situation of an
entity

Context Set Context Set describes the set of Context Elements that are relevant for design and delivery of a specific
Capability

Context
Element
Range

Context Element Range is used to specify boundaries of permitted values for a specific Context
Element and for a specific Context Set

Goal Goal is a desired state of affairs that needs to be attained. Goals can be refined into sub-goals and
expressed in measurable terms such as KPIs

Process Process is series of actions that are performed in order to achieve particular result. A Process supports
Goals and has input and produces output in terms of information and/or material

Process
Variant

Process variant is a part of the Process, which uses the same input and delivers the same outcome as
the process in a different way

Pattern Patterns are reusable solutions for reaching business Goals under specific contexts. The context defined
for the Capability (Context Set) should match the context in which the Pattern is applicable
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3.1 Goals-First Capability Design

Goals are used to model the intentional perspective of organisational design. Hence,
capability design can start with analysing the existing goal hierarchy and/or setting new
goals and then shifting to analysing how they should be reached in terms of capabil-
ities, business processes and which context properties should be considered. The
modelling process includes steps as outlined below. It is also worth mentioning that
the modelling process is not entirely sequential. Instead it is rather iterative and
incremental, i.e. the modeller has to develop all parts of the capability design (e.g.
goals, capability, context, process) in balance and consistent with each other.

Activity G1: Analyse the overall business vision and goals. The existing business goals
need to be analysed with respect to identifying which goals are required to be supported
by capabilities. Goals are typically organised in a goal hierarchy with
more strategic goals on the top and more operational goals below. The goals that
require capability support typically are on a more operational level because capabilities
are concerned with explicit business designs and concrete actions. But in principle,
some top-level goals could also be supported by capabilities. The goals that are the
likely candidates for capability design should have elaborated KPIs for monitoring. If
the existing goals do not have an explicit design that connects the KPIs and goals, then
this needs to be established. A goals model is central for this activity.

Activity G2: Identify specific capabilities required by goals. The goals are analysed,
relevant capabilities are defined and relationship between the capabilities and the goals
established to indicate how the capabilities support the goals. The contribution of a
capability to a goal should also be analysed with respect to the whole goal hierarchy,
e.g. if a capability is deemed to support several sub-goals in the same goal hierarchy,
then it might be more appropriate to associate it with their top-goal.

Activity G3: Analyse the existing business processes. The relationship to existing
business processes is to be established. If the business processes documentation exists
and processes are linked to goals, then the capability should be associated with the
same business processes that its goals are. This is sufficient at this stage because the
process variants will be designed later, once the application context is modelled.

Activity G4: Identify and model the context affecting the identified capabilities. For
each capability the context set in which it is applicable should be defined, including the
relevant context element and the ranges within which the capability is applicable.

Activity G5: Analyse and define process variants. A capability is realised by a set of
business processes. In many cases there are some adjustments to capability delivery
according to changes in context. To produce a more complete capability design, the
overall business process is analysed and potential context changes are assessed to
identify variations in capability delivery. This leads to defining process variants.

Activity G6: Model delivery adjustments. The needed capability delivery adjustments
and links them to the capability design are specified. The adjustments are defined by
analysing the context changes and associated process variants.

Activity G7: Review and/or incorporate relevant patterns. Capability design is based
on the existing best practices. Hence we foresee that at any stage of this process the
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capability designer should be able to review the existing patterns that present relevant
best practices in the form of process variants, concept models, algorithms and include
them in the capability design.

Our initial experiences with the goal-first strategy to capability design come from two
cases within the CaaS project. Both cases are in a public organisation offering on-line
services for citizens. The gathered experience concerns the starting point for goal
modelling, and reflections on the way goals, KPI and capabilities are interlinked.

Regarding the first experience, the starting point for goal modelling, it was clear
from both cases that the threshold for starting the goal modelling was low. This was
due to two factors: either the organisation had top-level goals clearly defined or the
organisation had a sense of what changes that were needed (this was the case for the
two cases at the public organisation). E.g., in one case the public organisation had
existing problems with their SOA platform and therefore defined several goals intended
to improve the platform. Thus, the starting point could be either goals/visions or
existing issues.

While working with the goal-first capability design strategy it was clear that the
ways that the goals were interlinked with KPIs and capabilities was non-trivial. E.g., in
the public organisation it was difficult to identify KPIs that could be used to monitor the
capability delivery. While it is natural to define KPIs that are related to high-level
business goals, such as the goal “To provide incident resolution”, it was more difficult
to express KPIs to provide valuable information during monitoring of capability
delivery. A conclusion here is that a set of guidelines for KPI definition based on
capability goals are needed. E.g., asking questions such as “What would be a lead
indicator to show when there is a high risk that my capabilities will not fulfil the
goals?” can guide this part of the goal-first strategy.

3.2 Process-First Capability Design

The process-first capability modelling pathway proposes that the starting point of the
capability design is a process underlying a business service. The business service is
further refined and extended by adding context awareness and adaptability, so as to
establish a capability that can deliver this service in varying circumstances.

Many organisations at this level have already defined and modelled business
processes that are implemented to offer business services. Hence, the process-first
capability design assumes that services are modelled and implemented as business
process models. The modelling process includes the following activities:

Activity P1: Define scope. The organisation offers services based on business processes
that are already modelled. To design the capabilities by means of business processes
the capability designer first selects the service and sets the scope of the capability
design depending on various factors, such as optimising the services with high process
costs or managing services that frequently change and require the adjustment of
business processes.

Activity P2: Define level of granularity. This step defines the abstraction level, at which
the processes supporting the business service to be improved are identified and
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analysed. An option to describe different levels of granularity could be applying the
decomposition method proposed by [12]. This method differentiates between a main
process, which does not belong to a larger process and is decomposed into sub-
processes. Regarding the business goals and offered capabilities needed to reach them,
the method user most probably models at main process level. Nevertheless, the main
processes might be refined by sub-processes in Activity P3.

Activity P3: Identify processes/activities/tasks. This identifies the processes modelled
and used by the enterprise that are relevant for capability delivery. For this purpose 5-
policies approach proposed by [11] can be applied, which describes a general strategy
for identifying processes. It should be emphasised that capturing possible variations of
the processes are not included in these activities.

Activity P4: Analyse existing BPM and refine if necessary. The activity assures that
selected business process models are up-to-date and applies changes if required.

Activity P5: Identify or name the capability to be delivered. The capability designer has
a view on selected business service and supported processes. The information that the
capability designer acquired during the execution of prior steps can be used as an input
to establish a capability definition. The level of granularity is to be considered when
identifying capabilities since overly refined capabilities could lead to complex models.
If the capabilities are unclearly defined or cannot be established at this level yet, then
the modeller should execute the upcoming activities to identify the context elements via
observing the variations. In that case the capability is refined or established in Activity
P9, where the method user has an enhanced view on the goals, processes and context
elements as of in Activity P5.

Activity P6: Update goals model and KPIs. The capability designed should be aligned
with the goals that an enterprise aims to achieve. To check if business goals are
satisfied during the capability delivery, KPIs are used to measure the achievement of
goals. This steps analyses and updates the goal models as well as KPIs, if any exist. If
no goals model is available, then the designer continues to activity P7.

Activity P7: Develop goals model and KPIs. Goals define the requirements to be
fulfilled during the delivery of a capability. If the enterprise has no goals model, then it
is created in alignment with the scope of the business service. To check if business
goals are satisfied during the capability delivery, KPIs are used to measure the
achievement of goals. The modeller develops KPIs required by the goals developed in
this activity or updated in the aforementioned activity.

Activity P8: Relate goals, capabilities and processes. This activity establishes the
connection between the developed/identified/analysed components. The behaviour of
the components under varying situations should be studied in the following step.

Activity P9: Identify and model context. A capability is defined by specific business
services, a defined application context for these business services and goals of the
enterprise to be reached. The context of the capability delivery, is modeled i.e. the
potential application context where the offering is supposed to be deployed. Four
method components are used, namely, find variations, capture context element, design
context, and prepare for operational use.
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Activity P10: Model delivery adjustments. This activity outlines the components needed
to adjust capability adjustment at runtime and refers to the method component.

Activity P11: Link components. This activity finalises the capability model with in-
terlinking the outputs that have been previously developed.

Our initial experiences with the process-first strategy to capability design are based on
two cases of the CaaS project. The first case is from a software vendor in the utilities
industry, which owns a business service provider (BSP) executing a complete business
process for a business function outside of an organisation. The second case is from a
public organisation providing electronic services to municipalities, which are then used
by citizens. The gathered experience concerns the eliciting of context elements,
modelling goals and process variants, and identification of patterns.

In both use cases the business processes required for capability delivery were
modelled. Regarding the first experience, context element eliciting, we became aware
of the need to differentiate between process variables and context elements, since both
types of parameters originate during the execution of the process but have different
design and runtime implications. For this purpose, we provided guidelines on what
constitutes a context element and which parameters should be treated as process
variables. Moreover, a framework was proposed to classify the parameters causing
variability in the business processes. The parameters were analysed in detail to decide
whether they qualify as context elements or process variables. Concerning the mod-
elling of process variants, the use cases have also proven that the values of such
parameters have an influence on the decision logic and it is sometimes confusing to
distinguish variability from business processes decisions. To solve this problem the
term variation point and an initial set of guidelines were introduced, Particularly in the
second use case we identified services that share the same parts of the business process
models, which only to some extent differ from one another. Here we proposed a new
primitive “variability refinement” to eliminate redundancy.

The process-first capability design strategy requires an analysis of business process
models. This allowed us to investigate whether there were processes representing the
best practices in the company, which can be captured as patterns. In both use cases
goals model did not exist and had to be developed from the scratch. Here, the methods
and guidelines in [12] were applied for goals modelling. Moreover the involvement of
the domain experts and product owners to modelling sessions was required.

3.3 Concept-First Capability Design

Concepts are used for modelling the static aspects of the business, such as product
structures, organisational structures, customer profiles, material, as well as information
used and produced by the business processes. The concept models can be seen as
knowledge models of the organisation. Capabilities may be designed by starting with
analysing the existing knowledge structures and their relationships with the application
context. The following activities illustrate such a way of working:

Activity C1: Analyse the existing concepts. This step aims to identify concepts
describing relevant products and/or services that are realised in the company. They may
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be modelled as a whole or as aggregate concepts; in some cases the concepts associated
with the supporting information structure is also modelled.

Activity C2: Elicit candidate capabilities. The purpose of this step is to identify
products or services (modelled as concepts) that need to be realised by capabilities
taking into account the findings from analysing the dependencies in the previous step.

Activity C3: Analyse dependencies between the identified capabilities and existing
business processes and business goals. This activity aims to identify which business
goals are relevant and what are the KPIs that monitor their achievement, as well as
what business processes are used to realise the concepts, e.g. products have develop-
ment, production, sales and support processes. In some cases these processes might not
be fully defined and/or modelled and if so, the necessary models may need to be
defined later if they are influenced by the context and subjects to variability. New or
additional business goals and KPIs might also be defined at this step.

Activity C4: Identify the context affecting the identified capabilities. For each capability
the context set in which it is applicable should be defined. Note that this activity is the
same as G4 in the goal-first strategy.

Activity C5: Analyse and define process variants. A capability is realised by a set of
business processes, there might be different process variants needed for different
product versions, or some variations of the manufacturing process need to be intro-
duced because of different material or customer requirements. This activity corresponds
to G5 in the goal-first strategy.

Activity C6: Model delivery adjustments. This step specifies the needed capability
delivery adjustments and links them to the overall capability design. This activity
corresponds to G6 in the goal-first strategy.

Activity C7: Review and/or incorporate relevant patterns. This activity corresponds to
G7 in the goal-first strategy.

Our experiences with the concepts-first approach come from one case in the CaaS
project. The case is within an organisation operating in the maritime business. The
scope of the case was to apply the CDD approach to analyse the capabilities of the
organisation, with a focus on its compliance with maritime regulations. The organi-
sation already had a well-defined organisational structure, with well-defined areas of
responsibilities, thus the concept-first strategy was deemed suitable. Our initial expe-
riences with the concept-first strategy concerns the drivers for capability definition and
the complexity of mapping capabilities to goals and processes.

The drivers for capability definition are slightly more complex when using a
concept-first strategy, compared to a process or goal-first strategy. The reason is that
process and goal models often have an inherent hierarchical structure, and it is thus
possible to identify a certain level that correspond to, or easily maps to, capabilities.
For the concept-first approach it is instead necessary to look at groups of concepts that
are related (cohesion within the concepts) and how they relate to other groups (coupling
between groups). For the maritime case, the basis for the analysis became the man-
agement structure. This resulted in capabilities such as “Maritime management”, “Ship
financial management” and “Ship technical management”.
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From the maritime case, we also experienced the complexity of mapping capabil-
ities to goals and processes. For the goal-first and processes-first strategies, one of the
mappings to goals or process are done as an integral part of the capability identification
process, sometimes leading to a 1:1 mapping between goals/processes and capabilities.
However, when applying the concept-first strategy, we discovered that it was common
that one identified capability was mapped to several goals. To handle this, the mapping
was visualised in matrices, linking capabilities to goals.

4 A Comparative Analysis of the Modelling Strategies

The goal-first strategy, naturally, has the primary view that capabilities exists as a way
to fulfil long-term business objectives of an organisation. To get started with the goal-
first strategy it is therefore beneficial, i.e. to capture the intentional aspect of a business
and to merit it through well-defined KPIs. Since the strategy is focused on the elab-
oration of goals and KPIs, it provides at the same time the basis for run-time moni-
toring of the quality of capability delivery in respect to the established KPIs.

The primary view of the process-first strategy is that capabilities are delivered
through enacting the business processes. This strategy assumes that specifications of
the current business processes exist or, at least, that the organisational culture is ori-
ented towards processes. Domain experts and product owners are required to identify
context influences on the processes, and to (re)design process variants and adaptation
business rules accordingly. Strategic management staff should be involved during goal
model creation or update. Representative workers may also provide valuable input
concerning current problems and operational needs. The process-first strategy suits
organisations with well-conceived and stable processes, since any non-trivial reengi-
neering of processes requires revising the capability designs. The advantage is that the
resulting capability delivery fosters context awareness within the organisation and
enables flexible variability management in the running processes.

The concept-first strategy views concepts as the primary means for capability
identification and is assumed to be based on well-defined products or organisational
structures. The concept-first strategy are likely to fit organisations that have a stable
product or organisation structure, while not necessarily having well defined goals or
strong process orientation.

Following the above discussion, we identified different aspects suitable for com-
paring the developed strategies. These aspects are:

• Primary view on capabilities. What are the bases for capability identification?
• Preconditions with respect to models. What kind of preconditions with respect to

existing models or specification is needed for using the strategy?
• Stakeholders required. Besides the actual capability “modeller”, the strategies have

different requirements regarding what stakeholders (domain experts, capability
owners, product owners, etc.) need to be involved during the strategy.

• Effects on the succeeding steps. What are the next modelling or development steps
followed by the strategy?
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Table 2. Comparison of capability modelling strategies

Aspect of
comparison

Strategy
Goal-first Process-first Concept-first

Primary view on
capabilities

A capability fulfils key
organisational goals

A capability is
operationalised as a
set of processes

A capability encompass
the management of
key concepts

Preconditions
with respect to
models

Ideally, top-level
organisational goals
should be defined

Pre-existing business
process specifications
or process-oriented
culture

Pre-defined
management
structures, product
structures or other
conceptual models

Stakeholders
required

Different levels of
management
personnel

Domain experts,
product owners,
strategic management

Product managers/
owners

Effects on the
succeeding
steps

Provides a
comprehensive base
for capability
monitoring by the
use of KPIs

Provides a detailed
specification for
context-aware
variability
management

Provides a base for
having the concept of
capabilities as the
main subject for
organisational
analysis and change
management

Characteristics
of enterprise

Organisations with a
high degree of
adaptable/non-
routine work

Mature organisations
with well-established
processes

Organisations with a
well-defined and
stable organisational
or product structure

Degree of
flexibility of
the strategy

Can also start with
visions or existing
issues. Highly
iterative and
incremental
modelling process

The strategy can cope
with ill specified goal
or concept models.
Process reengineering
requires thorough
revision of capability
designs

Can cope with different
levels of concept
granularity. The
drivers for capability
definition are slightly
more complex. Is
flexible with regard to
the degree of
specification of
business processes

Impact on the
organisational
culture

Reinforces strategic
vision and clarifies
the IT-business
alignment

Improves the
perspective of the
enterprise (or service)
context

It brings perspective
over the
organisational
concepts by
identifying (highly-
cohesive and lowly-
coupled) groups of
concepts
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• Characteristics of enterprise. What are the characteristics of an enterprise (regarding
size, domain or type) the strategy is expected to be useful for?

• Degree of flexibility of the strategy. To what extent does the strategy allow for
adapting the flow of activities to project contingencies? (e.g. changes in the order of
activities, dealing with missing or unreliable input, etc.)

• Impact on the organisational culture. What is the impact that the strategy is expected
to have on the way the organisation conceives their services? The fact of intro-
ducing novel perspectives on the enterprise strategy, structure and work practice
may alter how the own organisation views their current capabilities.

Table 2 summarizes how the three strategies relate to the above aspects.

5 Summary and Future Work

Based on the capability design and delivery approach developed in the CaaS project
this paper has proposed three different strategies for capability modelling, presented
initial application experiences and compared them.

During the application of the three strategies, several areas for improvement have
been identified. For the goal-first strategy, it is evident that there is a need for guidelines
when it comes to the identification of KPIs that can be used for the monitoring of
capability delivery. The concept-first strategy, being intuitively easy to follow, also
needs stricter guidelines for capability identification. The process-first strategy has
shown that the guidelines and activities for analysing the inputs influencing the busi-
ness processes are needed to (i) identify context elements accurately, (ii) distinguish
variation points from decision logic and (iii) model process variants efficiently.
Moreover, we observed that the tasks in the business process models reflect the
knowledge of domain experts and exhibit insights to best practices of the organisations,
which constitute a good starting point for pattern analysis.

Future work entails merging parts of the three approaches, to build on their
respective strengths.
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Abstract. The ability to respond to change is an ongoing concern in infor-
mation systems engineering. Designing flexible and adaptable information
technology (IT) solutions is challenging due to difficulties in identifying and
predicting adaptation needs influenced by environmental changes and enterprise
competitive positioning. In this paper, we draw upon theories in strategic
management, particularly conceptions of dynamic capabilities that deal with
sustainable advantage, to identify and represent enterprise requirements. This
research enables analysis of enterprise transformation by modeling coupling and
alignment between IT and organizational capabilities using the i* framework.
Potential inflexibilities and impact of changes are studied with analysis of
dependency propagations. A hypothetical case using experiences from SOA and
BPM implementations demonstrates use of the proposed modeling constructs.

Keywords: Capability modeling � Dynamic capability � i* � Flexibility
analysis

1 Introduction

Success of information system (IS) deployment in enterprises relies on proper under-
standing and analysis of the requirements of the organization [1–3]. Models of business
process and services and other business-level artifacts are increasingly used to model
and analyze requirements during IS development. Today, as enterprises face highly
dynamic environments, information systems must be able to meet requirements that
are dynamic and uncertain. When making decisions regarding IT-enabled enterprise
transformation and evolution, it becomes important to understand and analyze the
strategic objectives behind processes and services [2, 4, 5].

To represent strategic and investment objectives, IS researchers have used the
notion of capabilities as an ideal abstract layer [1, 2, 5]. Capability modeling has been
used in IS to express investment profile [5], facilitate business-IT alignment [2], plan
and design service oriented implementations [4, 5], identify IT capabilities requisites
[5, 6] and facilitate runtime adjustment to changing context [4]. Capabilities in enter-
prise modeling are often associated with goals to represent strategic investment inten-
tions [1, 2, 6]. However the mentioned IS Engineering approaches have used capabilities
in the design process without considering their dynamic and evolutionary nature and do
not reason on capability development, orchestration and deployment choices.

© Springer International Publishing Switzerland 2015
A. Persson and J. Stirna (Eds.): CAiSE 2015 Workshops, LNBIP 215, pp. 53–65, 2015.
DOI: 10.1007/978-3-319-19243-7_5



Dynamic capability, the ability to intentionally alter capabilities and resources to
transform an enterprise to a desirable state, is a source of sustainable advantage in high-
turbulent environments [7]. Flexibility of capabilities relates to how manageable they
are and enables dynamic capabilities by providing more choices for resource man-
agement [8, 9]. Therefore the ability to analyze capabilities characteristics and qualities
has a substantial role in the success of capability modeling.

The challenge of facing dynamic and evolving requirements of enterprise software
systems is twofold, (1) adaptable and reconfigurable services/systems that can adjust to
changes and (2) flexible capabilities and organizational setting that can create and
support them. The challenge cannot be addressed with bounded analysis of system
context or variability in the technical solutions; because of the dynamic complexities
and emergent behaviors that arise from interactions of different entities at the enterprise
level [10]. Hence, designers should represent and analyze the socio-technical charac-
teristics of enterprises to capture what kinds of flexibilities are needed when studying
the coupling of business and technical architectures.

In this paper we posit using the notions of capability and dynamic capability from
the strategic management literature [7], as the integrative concepts that can represent
organizational portfolio and analyze its evolution. A modeling approach that enables
representation of capabilities requisites, alternatives, complementarities and transfor-
mation states is introduced. The approach uses the Strategic Alignment Model (SAM)
[11] to extend the i* framework and enable analysis of potential inflexibilities in a
particular organizational setting.

2 Related Work in Analysis of Enterprise and IT Flexibility

Research on scenario based architectural tradeoffs [12], design patterns and principles
[13] and change impact analysis [14] are examples of studies in IS engineering that
facilitate design for changeability. Assessment of the effort required for a change and
its rippling effect is a fundamental step in these approaches [12, 14]. However, analysis
of flexibility at the enterprise level is different from software flexibility due to the
complexities that arise from dynamic relations of entities in the organizational context
[10]. Research propositions enable management of enterprise wide implementations of
changes. In this section we review approaches that facilitate (1) service-oriented
adjustment to changing context, (2) enterprise level modifiability analysis, and (3)
quantitative approaches that measure enterprise-level qualities.

Researchers in IS that adopt the notion of capability have not considered social
identities, complementarities and alternative development paths of capabilities. They
have rather focused on using them to design business aligned services. For example,
Zdravkovic et al. [4] propose identification of contextual information for capabilities to
enable automated adjustment of services in response to changes in context variables.
Therefore the services are only flexible towards a predefined context and one cannot
analyze how the enterprise as a whole would react to unanticipated changes.

Modifiability of modeled enterprise solutions has been studied. De Boer et al. [14]
facilitate change impact analysis in ArchiMate to trace changes triggered at the busi-
ness-level. The research takes advantage of semantic relations in ArchiMate and
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proposes heuristic rules to identify direct and indirect impacts. The analysis is used to
signal necessary adjustments to architects. The approach can analyze what-if scenarios
regarding changes but cannot identify potential inflexibilities to guide the design and
decision making process. In a different approach, Lagerstrom et al. [15] present a meta-
model and a PRM quantitative analysis to estimate cost and effort of changes in
enterprise software while considering uncertainties. However the approach is more
suitable for managing and planning implementation of changes as gathering the
required information for the analysis at early stages of decision making is difficult.

A number of approaches offer quantitative analysis of architectural qualities at the
enterprise level. Johnson et al. [16] use and extend influence diagrams to depict and
trace causality among entities in architectural models. The approach takes advantage of
scenario development to represent and compare alternatives. In a slightly different
method, Langermeier et al. [17] propose a meta-model and a data-flow based analysis
to evaluate organization specific measures. The quantitative information required to
perform such analysis is often not available at early stages of decision making. Fur-
thermore the approaches perform analysis on a given architecture and do not capture
socio-technical alternatives that influence enterprise level flexibility.

3 Towards Modeling Capabilities and Their Flexibility

Capabilities embed social and technical characteristics attained in their lifecycle which
can accommodate or restrain their development choices [6, 18]. Decision makers
require the ability to analyze such characteristics such as autonomy [7], complemen-
tarities [7] and flexibility [8, 18]. Particularly when designing IT capabilities, alignment
to organizational capabilities and strategies plays a major role [3].

The Dynamic Capability View (DCV), first introduced by Teece [7], deals with
enterprise evolution using conceptions of capabilities, positions and paths. However
DCV only provides implicit guidelines for analysis and decision making. A decision
maker should be able to answer questions such as (1) where are the boundaries of a
capability and how does it relate to organizational actors, to understand capability
identity and autonomy; (2) How does the capability relate to other capabilities, to
understand complementarities; (3) what are the alternative design choices; (4) how can
one identify causes of inflexibilities; (5) what are the intents behind relations among
heterogeneous capabilities such as IT and organizational capabilities?

In this section we first review concepts from DCV and examine the suitability of
the i* modeling framework for representing them. We then study flexibility in the
context of strategic management as well software architecture, and consider how i*
might be extended to represent the alignment intents of IT capabilities.

3.1 Modeling Capabilities from a Strategic Management Perspective

Capability is defined as a set of differentiated skills, complementary assets and orga-
nizational routines that provide basis for competitiveness [18]. Capabilities are inten-
tionally developed to realize strategic goals, they are autonomous so as to facilitate
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decentralization, yet depend on each other to achieve synergy [7]. By modeling
capabilities as specialized i* actors, one can depict intentions of capabilities using i*
goals and softgoals, point to necessary skillsets and assets as i* resources and describe
employed routines as i* tasks within the actor’s boundary. The i* framework uses
Actors, Roles, Positions and Agents to depict the social aspects of enterprises. By
modeling a capability as a specialized actor, we are able to treat it as a social actor
which has an ongoing identity, with responsibilities and (social) dependency rela-
tionships with organizational actors and other capabilities. This is motivated by find-
ings in DCV that emphasize the role of collaborative learning process that agents with
individual skills participate in and employ their expertise in a particular organizational
setting [19]. If capabilities are represented as static properties of agents or roles, it
would be difficult to model and reason about the collaborative aspects.

In IS engineering, it is common to consider transitions from an “as-is” to a “to-be”
state. However according to DCV the possible paths of transition are constrained by
current state of the enterprise (referred to as “position” in DCV) [7]. For example a
SOA software infrastructure built on a Microsoft platform would need a software
development capability with “.NET” skillsets (a capability development constraint) and
a deployment team that can configure and run Windows servers (a deployment
constraint). If the solution is adopted at the enterprise level it will impose constraints on
the kinds of software-as-a-service solutions that the human resource department can
adopt (orchestration constraint). In a previous work [6], the representation of social and
technical considerations of capability development, orchestration and deployment
alternatives using the i* framework has been discussed.

We use i* dependencies to capture the kinds of complementary relations among
capabilities and organizational entities, i.e. capabilities complement one another by
fulfilling goals, satisfying softgoals, providing resources, or performing tasks. i* dia-
grams that depict the overall capability configurations and relationships are called
Strategic Dependency (SD) models. The Strategic Rational (SR) models express
alternative means of achieving capability intentions and their contribution to quality
attributes represented as softgoals while specifying required tasks and resources. Hence
the future state of an organization is articulated by a series of choices regarding
potential alternatives that shape a transition path from the current state.

3.2 Analyzing Inflexibilities Using Dependency and Alignment
Propagation

Our approach draws on conceptions of flexibility from strategic management and IT
systems architecture. We identify potential inflexibilities in terms of (1) how tightly they
are coupled to other capabilities and organizational entities; (2) how and what kinds of
impacts (strategic intent) to expect from a change in a capability throughout the orga-
nization. To address the first aspect, we enable analysis regarding the effect of depen-
dencies and their propagation across the organization. Therefore one could answer
questions regarding how capability couplings influences value creation and how a
change would affect their complementary relations. To address the second aspect, we
allow analysis of (1) which dependencies and of what kinds are influenced by a change
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and (2) propagation of alignment intents of IT and organizational capabilities, to
understand what kinds of strategic consequences to expect from a change.

The strategic management literature identifies flexible capabilities that enable
enterprise transformation as a necessity to achieve dynamism [8, 9]. Flexibility in
strategic management refers to how manageable a capability is; in other words “the
ability to deploy and use a capability in multiple settings and conditions without
adjusting its nature” [8]. In a study of new development projects, Leonard-Barton
recognized that the more enterprises invest in a core capability, the higher the proba-
bility of causing rigidities towards new and innovative evolutionary alternatives [18].

In IS engineering, flexibility refers to how easy it is to change a system. Studies
identify architectural design principles to enable flexibility such as simplicity, coupling,
modularity, interoperability and compatibility, autonomy, scalability and redundancy
[13]. Quantifications of flexibility are proposed in software architecture research
[12, 20]. Bekkers [21], studies flexibility in e-government and identifies the technical
aspect that deals with linkages among variety of systems and networks and the social
aspect which deals with participants autonomy and strategic interest.

In order to capture the strategic intent of effective coupling between IT capabilities
on one hand and organizational capabilities on the other, we assign an “alignment intent”
to each of these dependencies in i* model. By analyzing how these alignment intents
propagate across the network of dependencies, we are able to determine the impact of
change on the achievement of strategic objectives.

To classify alignment intents, we adopt the well-known Strategic Alignment Model
(SAM) by Henderson and Venkatraman [11]. Although the original model was con-
ceived for alignment at the enterprise level, subsequent research has applied it at a
finer-grained level, e.g., at the level of alignment between projects [22]. We apply
SAM at the level of alignment between capabilities. SAM distinguishes four
“perspectives” in strategic alignment depending on the domain in which the alignment
is triggered and the path it follows. (1) The Strategy Execution perspective is triggered
by business strategy, influencing organizational infrastructure, and then IT infrastruc-
ture. (2) In the Technology Transformation perspective the objective is set by business
strategy, but then IT strategy articulates the requirements, with IT infrastructure
implementing the strategy. (3) The Competitive Potential perspective indicates the
ability of IT capabilities to influence enterprise competitiveness. The objective is set by
IT strategy, articulated by business strategy, and then adopted by organizational
infrastructure. (4) The Service Level alignment perspective deals with IT services
directly generating value, hence dominating the strategy making process. The objec-
tives are set by IT strategy, appear in IT infrastructure, and then implemented by
organizational infrastructure. The mnemonic symbols in Fig. 5 signify the path across
the familiar two-by-two grid of the SAM model for each of the four perspectives.

4 Applying Capability Modeling to an SOA Implementation

In this section a hypothetical case of SOA implementation in an educational institute is
presented. The models presented in this section give a visual representation of the
current state of capabilities and will answer questions such as (1) what are the
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capabilities? (2) What are their intents and associated routines and resources? (3) How
do they collaborate to generate value? In Sect. 5, we build on these models to answer
(4) whether the current state of IT capabilities can address changing requirements? (5)
What inflexibilities can appear in the future state? Current state of enterprise IT
capabilities and immediate organizational capabilities are presented in Fig. 1.

First the context of the organization and its i* representation is discussed. The
enterprise relies on three major IS for its day-to-day operation, Human Resource (HR)
management System, Educational System and Financial System represented as i*
agents in Fig. 1. These systems are developed and maintained by partner organizations
and hosted in-house, hence dependent on the capability of Infrastructure Management.
The Infrastructure Management consists of people, processes, and resources (hard
goods and operational budget) within the organization and therefore modeled as a
capability. It intends to enable server administration and resource allocation. The IT

Fig. 1. IT capabilities of the organization - current state (legend same as in Fig. 3)
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support capability intends to facilitate Enterprise Wide IT Adoption which is currently
achieved by in-house staff and processes. Doing this in-house is only one deployment
option among others, as indicated by the use of the i* means-ends relationship. The
Integrated Information Provisioning (IIP) capability (at the top right corner of Fig. 1)
enables personalized access to information. The IT department is responsible for
decision making regarding mentioned IT capabilities.

We focus our attention on the dependencies that HR System has on HR Operation
and HR Management. Similar dependencies exist among Educational and Financial
systems to their corresponding entities but are not shown in Fig. 1 for brevity. Likewise
the details of the HR Operation capability are not presented as it is not the subject of
analysis and decision making. However if the capability models are used for strategic
planning one would expect expression of the big picture [5].

In the second step, a dependency propagation graph is introduced in Fig. 2 to allow
change impact analysis and determine capabilities role in value creation. The principle
used in constructing the graph is based on impact analysis approaches in software
architecture [20]. The identifiers in the circles of Fig. 2 correspond to dependency
labels of Fig. 1 and the links represent causalities among dependencies. For example,
Virtualization Expertise (D11) is needed to perform Virtualization (in Infrastructure
Management capability) that enables Scalable Resource Pool which in turn will pro-
vide Easy Resource Allocation (D12). The link between the two dependencies entails
the propagation effect of a change from “D11” to “D12” as shown in the cloud.

Analyzing and tracing the capabilities role in value creation has significant influ-
ence in decision making [7]. The requirement is amplified when facing capabilities that
are not directly associated with revenue generation such as most IT capabilities [3]. To
track capabilities offerings, the nodes in Fig. 2 are presented in vertical segmentations
that represent IT capabilities of Fig. 1. For example, “D15” and “D16” in the third row
are provided by the IIP capability. The first, second and the fourth row respectively

Fig. 2. Dependency propagation graph – showing propagation effect of capabilities dependen-
cies – the closer to the right, the more direct contribution to value creation
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present dependencies provided by IT Support capability, Infrastructure Management
capability, and information systems such as HR System.

5 Analyzing Inflexibilities Arising from an SOA
Implementation

In this section we first analyze whether the current state of IT capabilities can address
changing requirements to enable Business Process Management (BPM) and Business
Intelligence (BI). We then study how the expansion of the Integrated Information
Provisioning (IIP) capability can cause inflexibilities; and point to design requirements
for the evolution with the intent to preserve flexibility. Our study, particularly points
out requirements for (1) virtualization expertise development and training to overcome
potential inflexibilities of the Infrastructure Management capability and (2) careful
engineering of the IIP capability to balance competing requirements of application
autonomy and flexible resource orchestration.

In Fig. 3, change requirements for BPM, BI and Enterprise Management capabil-
ities are presented. The BI capability relies on IIP to facilitate Access to Business
Aligned Data Objects. The BPM capability depends on IIP to facilitate Application
Autonomy while providing Flexible Access to Information.

A qualitative reasoning approach [23] is adopted to enable analysis of whether IIP
can satisfy BPM and BI requirements or not. The current status of the IIP capability
presented in Fig. 1, i.e. its Portal Application and Content Management processes,
cannot produce Business Aligned Data Objects. Furthermore the required Flexibility in
accessing information and making changes to applications are weakly satisfied.

Fig. 3. Change requirement – evaluating orchestration with the current state

60 M.H. Danesh and E. Yu



Therefore the analysis motivates expansion of IIP with Service Oriented Architecture
(SOA) solutions. In Fig. 4 the future state is presented with the proposed expansion.
The decomposition of IIP to Content Management and SOA infrastructure is not shown
for brevity. SOA is modeled as a capability because it is more than a software solution
and introduces a new architectural paradigm [24]. Introduction of the SOA capability
will impact the orchestration of BI and BPM capabilities.

The letters “E”, “T” and “C” are assigned to dependencies among IT and organi-
zational capabilities to indicate alignment intent. The letters represent alignment per-
spectives of SAM [11] as discussed in Sect. 3.2. The HR Operation Automation
dependency (D29) between HR Operation and HR system is an example of an exec-
utive alignment intent presented with an “E” in Fig. 4. Similar to Avison et al. [22], the
alignment intent is determined based on the domain that triggers alignment and the path
it follows through as described by SAM. For example, “D27” and “D28” are assigned
with a “T” representing technology transformation alignment as the IT department
(IT Infrastructure domain) implements systems to provide real-time access to information

Fig. 4. i* SD model of IT capabilities – future state (legend same as in Fig. 3)
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(IT strategy domain). However the IT strategy itself is derived by business requirement
of HR Management (business strategy domain). In contrast “D18” and “D21” make
fundamental changes to the decision making process; thereby indicating a competitive
potential alignment and represented with a “C”.

The dependency propagation graph in Fig. 5 corresponds to the state presented in
the i* SD model of Fig. 4. The number on the bottom of the circles is calculated by
counting the propagation effect of the dependencies, meaning the rank for “D11”
equals to the sum of the ranks of dependees (in this case 10 + 10) plus the number of
dependees (in this case 2). This enables ranking the elements by their potential impact.
The colors and mnemonic symbols that signify the path across the two-by-two grid of
SAM depict alignment intents and their propagation. For example the Virtualization
Expertise (D11) provided by IT Support to Infrastructure Management provides
executive, transformational and competitive contributions through different routes. The
high influential ranking of Virtualization Expertise (D11) can cause inflexibilities when
scaling IT capabilities without careful planning. In this example, if the necessary
training and engineering effort on virtual servers hosting information systems is not
provided in advance, adding the SOA Solution to the mix can cause resource deficits for
support and maintenance. The propagation graph not only points to causes of such
inflexibilities but also depicts the kinds of consequences to expect using alignment
intents.

Fig. 5. Dependency propagation graph showing propagation of alignment Intent – potential for
causing inflexibilities increase when moving from the right to the left
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The SOA capability which enables Flexibility in Resources Orchestration (D17)
and provides Business Objects (D24 and D25), can raise inflexibilities due to its highly
engineered design (D14). The commitment to SOA Engineering (D14) requires heavy
investments and limits future choices of the enterprise. The propagation graph facili-
tates identification of such sensitive elements so the enterprise can mitigate the risk by
monitoring and planning before they become rigidities.

6 Discussion and Conclusion

Designing information systems that can adapt and accommodate highly dynamic
environments is an ongoing challenge. In this paper, we examined the use of the i*
framework to depict capability complementarities and relations to organizational
entities. The i* framework was extended to facilitate modeling alignment intents of IT
and organizational capabilities. Furthermore by analyzing propagation effects of
dependencies, the approach facilitates analysis of value creation, potential inflexibilities
and change impacts. Such analysis assists decision makers and designers to identify
flexibility requirements for IT capabilities and architecture, therefore enable easier
enterprise transformations.

The use of the proposed modeling constructs were demonstrated in a BPM and
SOA implementation for a hypothetical case. The analysis revealed the need for careful
planning when (1) scaling the institute’s infrastructure management and (2) engineering
SOA implementation, before deploying new IT capabilities as they both can pose
rigidities. Moreover the analysis of dependencies suggest a more gradual and nuanced
flow of intent among organizational and IT capabilities in contrast to the clear-cut
architectural levels or domains typically adopted in enterprise architecture frameworks,
such as business, application and technology. The analysis will enable design of
complementary capabilities and allow planning for changes with different intents and
consequences whether business or technical.

The analysis in this paper was limited to IT capabilities of the organization. Further
investigation and validation of the findings with real case studies and complete capa-
bility portfolios is required. Tool support for reading and interpreting the dependency
propagation graph is essential as the models grow in size. The use of the dependency
propagation graph accompanied with quantification methodologies can enable eco-
nomic analysis of value creation. However the proposed propagation graph cannot
reason on how different quality attributes influence one another. Further investigation
on approaches that allow identification of cause and effects of capabilities and their
quality attributes to evaluate future behavior of alternatives is required.
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Abstract. Business process modeling is an important task for support-
ing business process management. One challenge of process modeling is
the diversity of expertise from novice modelers to expert designers, which
defines the need to provide different sorts of guidance during modeling.
In this paper, we discuss these expertise differences based on the cogni-
tive load theory and present an experiment that tested how people with
different levels of expertise work with different instructional material
presented as automatic feedback of a tool. Our conclusions suggest that
guidance on reworking models needs to take different levels of expertise
into account.

Keywords: Business process · Process modeling · Cognitive load theory ·
Process of process modeling

1 Introduction

The quality of business process modeling is of crucial importance for business
process management. Various works discuss techniques and concepts for improv-
ing the quality of process models covering modeling guidelines [1,2], labeling
guidelines [3,4], and pitfalls of process modeling [5]. Also the importance of the
way of how a model is created, which is called the process of process model-
ing (PPM), is discussed in this context [6,7]. However, many challenges are still
open [8], a.o. to take the diverse levels of modeling expertise into account.

It is generally agreed that suitable feedback and guidance during PPM (e.g.
by means of a tool) can help to raise the quality of process models, in particu-
lar for novices. These are modelers with little experience that do not yet fully
understand how correct and meaningful models can be created. The problem in
this context is that experts will likely be annoyed by seeing basic hints, which
distract them from the actual modeling task. Indeed, it has been found in exper-
iments that what helps novices to increase performance can actually decrease
performance of experts [9].

c© Springer International Publishing Switzerland 2015
A. Persson and J. Stirna (Eds.): CAiSE 2015 Workshops, LNBIP 215, pp. 69–80, 2015.
DOI: 10.1007/978-3-319-19243-7 6
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The objective of this paper is to investigate this trade-off in more detail.
We formulate the idea that guidance has to be adapted to the level of exper-
tise in order to be fully effective. To substantiate the benefits of such an strat-
egy, an experimental research approach is required. We describe the cognitive
foundations of such an experiment in terms of cognitive load theory [10]. We
complement our argument with initial insights from a pre-study.

Against this background, this paper is structured as follows. Section 2 presents
the background of effective guidance in terms of cognitive research. Section 3
describes our overall research design and the way how the experiment was con-
ducted. Section 4 presents the study results along with a discussion of the findings.
Section 5 concludes the paper.

2 Background

The central difference between novices and experts is that the latter will find
tasks easy that the former find difficult. Cognitive load theory [10] helps to dis-
cuss this matter in more detail by distinguishing intrinsic and extraneous cogni-
tive load. In essence, the intrinsic source of effort is related to the information
itself and the extraneous load is related to the presentation of the information.
Both can vary due to many factors: such as knowledge of the modeler, instruc-
tional procedures, or complexity of information.

Both types of cognitive load are related to differences between novices and
experts while solving problems, such as the use of means-ends analysis versus
domain-specific knowledge, respectively. Means-ends analysis, which is natural
for humans, requires considering the current state and the goal state. While
moving from the current state in the direction of the goal-state, humans verify
differences between them and try to apply problem-solving strategies to change
the state. Another difference according to cognitive load theory is that novices
need more effort, since they use thinking, different from experts, which use knowl-
edge. Instructional data may help novices. This bigger effort spent by a novice is
clarified by recent research with functional magnetic resonance imaging, which
demonstrates that the cerebral adaptation modifies the brain of an established
professional such that energy consumption is reduced [11]. Confirmatory exper-
iments have been conducted with different conceptual tasks such as translation
or interpretation [12].

These findings have implications for guidance in process modeling, specifically
the so-called worked example effect, the expertise reversal effect, or the guidance
fading effect. These effects imply that guidance for novices should present more
detailed instructional information and fill the knowledge gaps on novice’s knowl-
edge. Designers with higher level of expertise should work with problem-solving
based on prior knowledge. Thus, the instructional information should follow the
level of expertise of the designer; otherwise it may compromise the PPM.

These observations are complementary to recent research on process mod-
eling that identify user characteristics as factors of performance. Recker and
Dreiling [13] analyzed the comprehension of models and find that prior knowl-
edge of a modeling grammar and of business process management showed to
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be significant factors. Process modeling of novices is investigated in [14], sug-
gesting that a hybrid representation of text plus abstract graphical shapes lead
to better semantic quality. Theoretical arguments in this direction had been
provided before by Moody [15]. The observation that users approach a model-
ing task differently is described by Pinggera et al. [16]. The cognitive phases of
comprehension, modeling and reconciliation are identified in the record of their
modeling experiment. Similar observations are made by Soffer et al. [17].

In summary, the need for differentiating guidance for novices and experts can
be deducted from the literature. In the following, we describe a research design
to clarify the benefits of such an approach.

3 Research Design

This section presents our idea of guidance concerning different expertise levels,
our experiment and its threats to validity.

3.1 Guidance

We divide guidance in two types: (i) to help the modeler immediately during the
process modeling and (ii) after the modeling task is completed in order to enhance
learning, for instance regarding the complexity and the compliance with formal
guidelines [18] and number of errors per model. For this paper we focus on (i).

Considering a situation of immediate feedback in terms of instructional mate-
rial such as diagrams with detailed textual explanations. According to Sweller,
regarding the expertise reversal effect, [10], each of these materials would be suit-
able for novices, as they are new knowledge for them. However, the same instruc-
tion presented to experts may require additional cognitive resources to process
redundant material, compared to the same material without detailed text. An
example in the context of PPM occurs after the detection of a deadlock. If the
designer has a low expertise level, a worked example is shown, describing why the
deadlock may occur. A worked example exposes a step-by-step solution, which
provides the person with the problem-solving schemas that need to be stored in
long-term memory [10]. This may fill the gap of knowledge of the user, because
he may not know why deadlocks occur in process models. If the user has a higher
level of expertise, the elements causing the error may be marked, allowing the
designer to fix it. However, since the user knows why the deadlock happens, the
detailed explanation and even the worked example could create an extraneous
cognitive load and should not be shown.

Figure 1 presents an example for that case. A novice could be shown a red
marking in case of a deadlock. The image shows a simplified case, because the
situation where it occurred in the user’s modeling environment could be more
complicated, causing extraneous cognitive load. Besides the figure, a text explain-
ing why it occurs would be shown, such as: “The XOR Split, by its semantic,
will execute only ONE outgoing flow. The AND Join will wait for ALL incom-
ing flows before continuing the execution. Thus, the presented use will never
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Fig. 1. Worked example for a deadlock

complete, generating a deadlock”. This would help the novice designer to learn
during the modeling. If the user has a mid-low expertise level, the same image
with the short text “deadlock” could be shown. For users with a higher expertise
level the markers could be done in the current model and a short text “dead-
lock” could be shown. For experts, only the markers in the current model could
be more suitable. Empirical tests should be done in order to understand the
threshold and level of instructional material to use for each case. Besides guid-
ance during process modeling, based on data regarding modeler’s actions during
PPM, a personalized plan of study could be drawn for each modeler. Thus,
the modelers could follow the plan to learn about their mistakes outside of the
modeling activity.

In psychology the act of following common norms for a group, such as: staying
in line or stopping before a red signal is called conformity. Asch [19] and other
works present experiments that show the conformity behavior in humans and
discuss how this is important for life in society. We assume the process modeling
community to be a society. Thus, an operationalization for conformity could be
done by means of guidelines and best practices used by modelers. Data in this
context is used to measure conformity of the user within the society.

3.2 Experiment Description

In this work we tested, through an online experiment, how designers react to
some instructional material. The experiment was performed as within-subjects,
all participants received the same treatment. However, there are possible differ-
entiation amongst the participants regarding expertise level on process modeling.
The purpose of the experiment was to analyze the influence of different levels
of instructional material during the PPM. First of all, we asked the designers
to answer demographics (based on [6]), in order to try to assess their knowl-
edge on business process modeling and Business Process Modeling and Notation
(BPMN). The demographics are presented later on. Secondly, we inserted errors
intentionally in three process models - mortgage application, company resup-
plying and travel booking (based on models from an online collection1). The
designers had to describe which changes they would suggest to each model to
improve or fix them, nothing could be added to or removed from the models,
only changed. The problems applied were: for Model A, a deadlock, for Model B

1 http://bpmai.org.

http://bpmai.org
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a livelock and for Model C, verb-object style misuse. Assuming that a tool would
show instructional information about the detected problems, we organized the
same procedure. Models A and C have instructions, in two different levels. They
were presented in the following order:

1. Model A1: no instruction.
2. Model B1: no instruction.
3. Model A2: worked example (Fig. 1).
4. Model B2: no instruction.
5. Model A3: worked example plus textual description on the problem.
6. Model B3: no instruction.
7. Model C1: no instruction.
8. Model C2: red marks in the model to spot the problem, only.
9. Model C3: red marks plus examples and textual description on the problem.

Each of these steps was composed by a set of elements, some of them allowing
the participant to enter information (inputs). They are presented on Table 1.

Table 1. Elements of each step of the experiment, after demographics

Element Type Occurence Input

Model name plus description Text All No

Image of the process model BPMN model All No

Instruction level 1 Example A2 No

Instruction level 2 Example plus text A3, C3 No

Marks in the model Red marks C2, C3 No

Question for changes in the model Free text All Yes

Why the change should be made Free text All Yes

Mental effort for answering Likert 1–5 After each Yes

Confidence on the answer Likert 1–5 After each Yes

Wheter the participant knew VO Yes-No After C3 Yes

The subjective labels of the Likert scales varied from very low to very high
mental effort/confidence on checking the model quality, which were transformed
to 1 to 5, as presented on Table 1. To support this approach we consider the work
of Paas [20] that pointed out self-evaluation as valuable asset for mental effort
evaluation. The questions answered as free text require human evaluation, which
will be explained further on in this paper. Showing the same model could cause
a control problem. One could look different for the model because it is showed
repeatedly. We defined three variants (one per step) of models A and B. The
structure was kept the same, but we applied changes in domain, layout and used
synonyms where terms repeated amongst models. In this way, the models look
different but are actually the same regarding flow and mistakes presented. We
did not create variants of Model C because we spot the problem in the second
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and third times that it was shown. Model B does not have an instruction in
order to test if the instruction of Model A will help a similar problem.

In the steps where instruction was provided, the participant had to at least
open the instruction, only then the questions (the same for other steps) were
made available. Thus, he keeps the instruction open as much as was needed.
Based on answers of two questions for the same model we can infer the following
about guidance:

– Wrong and Wrong: necessary and not sufficient;
– Wrong and Correct: necessary and sufficient;
– Correct and Correct: not necessary and sufficient.

The reason why experts may find necessary to have marks showing the problems
could be explained by the Anchoring & Adjustment phenomenon [21]. Besides
the questions presented above, we also stored the overall time to perform the
experiment, time that each instruction remained open and amount of times
that each instruction was opened. We conjectured that experts will keep the
instructions open by much less time than novices.

3.3 Threats to Validity

Regarding the experiment, a possible drawback is the evaluation of experts vs.
novices. In addition, some measurements might not be possible, such as addi-
tional effort of experts caused by detailed instructional material. Our current
sample do not allow to perform statistical significance tests, a bigger and more
balanced sample is required. Lastly, the evaluation of answers is performed by
humans and thus it has to be done carefully to avoid causing bias.

4 Experiment Execution

This section presents the execution of the experiment altogether with analysis
and results.

4.1 Data Cleansing

A total of 33 persons participated of the experiment, from which 2 participants
have answered in Portuguese and were removed even before the evaluation of
answers. A translation could lead to bias and then was avoided. Another criteria
applied was to remove participants that applied less than 10 min in the exper-
iment, four participants were removed. Lastly, participants who stated having
more than 6 days of self-education or formal training were removed, as they could
have misunderstood the question, this happened to 5 participants. The question-
naire presented that one semester of classes would result in 3 days of training,
as the questions referred to self-education or training within the last 12 months,
is unlikely to have more than 6 days within 12 months. The possibility of having
two courses at the same time was not considered for our sample. Therefore, 22
participants out of 33 stand after data cleansing.
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4.2 Demographics

The participants are from academy (undergraduate, master and Ph.D. students)
and were chosen intentionally and not statistically at random. We sent invitation
for a known sample, some of them answered and some did not. In order to have
information about the participants we asked demographic questions based on
Pinggera (2012), which resulted 10 variables. They are presented, altogether
with a normalization, in Table 2:

Table 2. Descriptive for demographics variables and normalization

Variable Mean SD Scale Normalization New scale

Years of modeling 1.05 2.17 0–inf value * 2 0–inf.

Models analyzed 3.36 10.68 0–inf 0;25;50;75;100, +1 per level 0–5

Models Created 1.59 4.28 0–inf 0;25;50;75;100, +1 per level 0–5

Activities average 4.50 7.36 0–inf 0;5;10;15;20, +0.3 per level 0–1.5

Formal training 1.14 1.86 0–inf Value / 2 0–3

Self-education 0.59 0.80 0–inf Value / 2 0–3

Self-evaluation 1.86 1.39 1–7 IF (Value>2; Value-2; 0) 0–5

BPMN familiarity 1.95 1.50 1–7 IF (Value>2; Value-2; 0) 0–5

BPMN competence 1.86 1.39 1–7 IF (Value>2; Value-2; 0) 0–5

BPMN months 3.05 8.96 0-inf Value /12 * 2 0–inf.

The proper categorization of expert and novice users requires a deeper eval-
uation and we do not discuss this specific point here. In order to analyze our
data we performed a categorization based on years of modeling, transforming
the other variables to a value related to a year of modeling. For the variables
normalized by means of levels (i.e. models analyzed), for each level a certain
value was add, for example, reading 40 models gives the participant 2 points.
For variables arising from Likert scales (i.e. self-evaluation), points were given
only to participants that have value greater than 2. The first two options of the
scale were “strongly disagree” and “disagree” on questions such as “Are you
an experienced business process modeler?”. In this sense, selecting any of these
questions gives 0 points for the participant. After the normalization, we sum each
variable and participants with a score higher than 10 were considered experts,
the remainder novices. Based on that, 5 participants were selected as experts
and 17 as novices. This sample has an imbalance, which difficult the realization
of statistics and should be solved by having more participants.

To achieve 10 points the user needs at least almost one point in each variable.
It is not possible to achieve 10 points with only one variable, besides years of
modeling or BPMN months, which would give a certain degree of expertise in
case they are high. Also, it is very unlikely to have some variable and to not
have another, as some of them are connected.
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4.3 Answers Evaluation

The experiment required free text answers in some points and an evaluation of
those answers is necessary. We performed a peer review evaluation. Each reviewer
gave a score to each of the questions of all participants. The reviewer had three
options: wrong, somewhat correct and correct. After the subjective answers, they
were transformed to 0, 1 and 2, respectively. The mean was performed for the
scores and was used as score for each participants answer.

4.4 Results

The experiment allows us to compare many different aspects. First, we compared
the means of scores for each questions. A t-test would be suitable to test the
significance of the differences between the means of each group, however due
to the imbalance of our sample, novices group with 17 participants and experts
group with 5 participants, we did not perform significance tests. Table 3 show
the means for each question, comparing novices and experts.

Table 3. Means of scores based on answers evaluation (0–2)

A1 A2 A3 B1 B2 B3 C1 C2 C3

Novices 0.00 0.29 1.21 0.12 0.47 0.56 0.00 0.00 0.59

Experts 0.80 0.80 0.80 1.20 0.80 0.80 0.20 0.60 0.80

It is possible to see in Table 3 that only in question 3 of model A the group of
novices achieved better scores than experts. Novices having higher scores than
experts on A3 may be due to issues such as incorrect categorization of groups
(novice vs. expert), novices applying more attention and effort than experts or
that some experts did not detected the problems due to anchoring and adjust-
ment phenomena. Also, it is possible to note that aside of Models A and B for
experts, all groups increased scores, as the questionnaire evolves. In addition,
another interesting point here is that model B did not present an instruction,
it was expected that the instructions of model A, being similar, would help the
participants in questions of model B. They were showed in a paired fashion
with questions from model A, as presented on Sect. 3.2. Table 3 shows the means
increasing as instructions of model A were shown, for novices group, this may
suggest retention and transfer [22]. Table 4 show the means for model C using
as group the participants that did not know and that knew the guideline.

Table 4. Scores separated by knowledge about verb-object style (0–2)

C1 C2 C3

Did not know 0.06 0.06 0.59

Knew 0.00 0.40 0.80
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For all cases besides the first question, which did not have any help to spot
the problem, the group that knew the guideline achieved better scores. The sec-
ond question had marks in the activities containing the problematic labels, but
only the last question (instruction 3) presented knowledge about the verb-object
style. It is possible to note how complete knowledge elevates score for novices.
Suggesting that proper material is fundamental as feedback during modeling.
Besides the scores, we also analyzed time, Table 5 exposes the means of time
and count of instruction access for our experiment.

Table 5. Time and access means

Novices Experts

Total time for experiment 1343.6 977.4

Time for Instruction 1 48.7 9.4

Time for Instruction 2 70.6 43.6

Time for Instruction 3 78.1 50.6

Access count for Instruction 1 3.1 1.2

Access count for Instruction 2 2.4 1.4

Access count for Instruction 3 1.65 1.4

The novices group needed a greater amount of time to complete the whole
experiment. We used simple measurements of time, thus it is not possible to have
a great precision in this regard. Some participants did not go through all the
experiment at once. Thus, participants that used more than 50 min to perform
the experiment were set as missing values (2 participants). Also, participants
that used more than 5 min in any of the instructions were set as missing values
(1 participant). Novices had greater means for all instructions, both for time
spent and counting times opening each instruction, as conjectured.

As presented on Sect. 3.2, based on wrong and correct answers we infer
whether instructions were necessary and sufficient for participants. We performed
a percentage for each conclusion. It is important to note that we used only
full scores. For example, necessary and not sufficient (N&NS) means Q(N) and
Q(N+1) as wrong or score 0 for both. Necessary and sufficient (N&S) means
wrong (score = 0) and correct (score = 2). Finally, unnecessary and sufficient
(UN&S) means both correct (score = 2). Figure 2 shows the percentages for each
inference to all instructions, separated by novices and experts.

Figure 2 allows to verify that instructional material is necessary and should
be well studied as an improvement for process modeling tools. All instructions
on their first apparition (A1, B1 and C1) were at least 40 % necessary and not
sufficient for experts and at least 71 % necessary and not sufficient for novices.
Second apparitions had smaller percentages, thus the previous material or the
second material completeness might have helped.



78 J.B. Gassen et al.

Fig. 2. Necessary and sufficient conditions

4.5 Discussion

Due the imbalance of the current sample, we are not able to perform statistical
tests regarding significance, in this sense we cannot accept or reject our hypothe-
ses. However, the results allows us to have an idea on differences between experts
and novices and their interaction with instructional material regarding process
modeling. The classification of one as expert or novice is an important point.
Referring to instructional material presented by tools, in order to improve process
modeling, the use of the term experienced instead of expert might provide a bet-
ter semantics. Which means that the person in question has a wider range of
knowledge about process modeling. Yet, to provide better instruction to the
user, it would be interesting to gather data about a variety of different aspects
concerning the process of process modeling. It is possible to see the difference
on results between questions concerning a problem occurring in process models,
such as deadlock, and a guideline, such as verb-object style. Thus conformity
should also be considered. An expert modeler might not know specific guide-
lines, what does not make of him a novice. Hence a fine-grained approach, might
be more suitable than only classifying users as experts vs. novices. Web services
could be made available to tools that are willing to present this personalization.
They would have to call the web services in modeling time, based on modelers’
actions, and send the related data. Then the web services could provide suitable
feedback accordingly. In addition, improvement plans could be generated to the
modeler, describing aspects that should be studied by each modeler.

5 Conclusions

We presented discussions about expertise and conformity level of business models
designers and reactions based on that. Complementary empirical research has to
be done in order to test which specific aspects should be considered to suggest
the expertise level of users. Also, the instructional material for different levels of
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expertise has to be calibrated. However, defending the expertise level of modelers
is a very complex task. In this sense, gathering a wide range of data in a fine-
grained fashion might be a better solution. The feedback can be focused in each
fine-grained aspect. For example, an expert modeler might not know about the
verb-object style and it does not make of him a novice.

Other experiments in many directions should be performed. Companies may
have their own guidelines and best practices, which would create a local society.
The conformity is measured based on the global society, which refers to the
process modeling community in general. Thus it is possible to match the designer
with the local and global societies. Also, the conformity of the local society
(company) can be matched against the global society (BPM community).
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Abstract. The layout of business process models has a substantial effect on
their understandability. However, currently only few layout properties are well
defined, thus appropriate support for creating well-laid-out models is limited.
This position paper indicates the importance of developing a collection of layout
features which will correspond to meaningful layout properties perceived by
human. It reports an exploratory study for obtaining such a collection.

Keywords: Model layout � Understandability � Exploratory study � Cognitive
load

1 Introduction

Business process models have been the subject of extensive research in the past decade.
They serve different purposes and may have different forms along the life cycle of a
business process. This paper focuses on business process models as conceptual models,
facilitating understanding and communication among people.

For this purpose, model understandability is of crucial importance. Much research
has been conducted in recent years on factors that impact the understandability of
conceptual models in general (e.g., [4]) and process models in particular. Attention has
mostly been given to visual properties of the modeling language [9], but some research
also addressed properties of individual models. Examples include the influence of
model complexity [7, 14], modularity [19], grammatical styles of labeling activities [8],
and secondary notation [5, 15]. Obtained insights led to the development of empirically
grounded guidelines for business process modeling [8], and for avoiding process model
smells [18], such as unnecessarily complex process fragments [14] or edge crossings
[8]. Yet, as far as we know, a systematic investigation of the effect of the layout of a
model on its understandability has not been conducted.

Specific layout features have been discussed (e.g., line-crossing [8]). However,
layout can be characterized by a variety of features. Currently, only a few are accurately
defined [13]. Furthermore, there is no evidence that these features are the most relevant
layout features in terms of human perception. We argue that a basic collection of well-
defined layout features is essential for investigating the effect of model layout on its
understandability. Moreover, a collection of well-defined and meaningful layout fea-
tures can also be beneficial for gaining a better understanding of how individuals
construct process models.
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This paper explores the layout features of a process model with the aim of iden-
tifying the features that are dominant in forming the human perception of the visual
appearance of a process model. We report an exploratory study extracting a collection
of layout features through questionnaires and interviews.

The remainder of the paper is organized as follows: following a motivating
example, Sect. 3 discusses cognitive implications of model layout for model under-
standing and construction. The exploratory study and its findings are reported in
Sect. 4. Finally, a concluding discussion and future directions are in Sect. 5.

2 Motivating Example

As a motivating example, consider the models in Fig. 1, both depicting the same
process. The difference in their appearance is clear to the eye, but it is hard to clearly
indicate what makes this difference. We currently lack precise concepts to verbalize or
measure the appearance of the models and their differences. Our aim is to take a step
towards filling this gap.

3 Cognitive Considerations

This section discusses cognitive implication of layout features for model understanding
and for model construction.

3.1 Implications for Process Model Understanding

When reading a process model for the purpose of performing a certain task, the indi-
vidual uses the limited capacity of her short-term memory. According to the cognitive
load theory [16], three types of cognitive load are involved: intrinsic load, which stems
from the task, extraneous load, which relates to the information representation (in our
context, the visual appearance of the model), and germane load, relating to the inte-
gration of the current information with long-term memory knowledge. Many researches

Fig. 1. Two models of the same process
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(e.g., [1]) indicate that effective task performance can be achieved when extraneous load
is minimized, releasing more capacity for intrinsic load. Indeed, based on cognitive load
considerations, Mayer [6] has indicated that even a small representation manipulation
can yield significant differences in task performance results. A recent study that used
eye-tracking technology [3] has measured eye movements between different parts of the
display, reflecting an effort devoted to integrating information that was scattered in
different places. It was found that for display configurations which required less inte-
gration effort (thus less extraneous cognitive load), higher learning performance was
achieved. Considering process models, the layout of a model determines the extent to
which information integration efforts would be required. If elements that closely relate to
each other are located separately in the model, the reader spends more effort integrating
this information, thus extraneous cognitive load increases. Note that some layout con-
straints can be imposed by the modeling language. As an example, consider the
swimlanes that denote roles in BPMN. Using these constructs, activities performed by
one role are visually located in one lane, making their integration easier. On the other
hand, tracking the sequence of activities might be challenging if it moves among dif-
ferent roles, since information from different lanes needs to be integrated.

It follows that further investigation of the impact of different layout configurations
on model understandability is needed. We believe that identifying a meaningful set of
layout features would allow targeted investigation of their effect on process model
understandability and advance the construction of more understandable models.

3.2 Implications for Process Model Construction

When constructing a process model, the modeler determines its layout. In addition to
affecting the understandability of the resulting models, recent studies indicate that
extensive dealing with the layout during model creation can result in a long and
unfocused model construction process [10]. Reference [11] suggested that the mod-
eling style is affected by four groups of factors – individual interface preferences,
cognitive properties of the modeler, intrinsic and extraneous task properties. In par-
ticular, individual preferences are reflected in the layout of the resulting model. Con-
sider, for example, the two models given in Fig. 2. These are models of different
processes, constructed by the same modeler. While some visual similarity is clear to the
eye, we currently lack an appropriate set of concepts for expressing this similarity.

Fig. 2. Two models of different processes constructed by the same modeler
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4 Exploratory Study

4.1 Setting and Data Analysis

This section reports an exploratory study aimed at extracting a set of visual layout
features that are meaningful to the human perception. The study used questionnaires and
interviews with the participation of 22 Information Systems students. 15 undergraduate
students answered the questionnaire and 7 graduate students were interviewed, using the
questionnaire as a basis for the interview. The questionnaires included 5 pairs of process
models, to prompt the indication of features through comparison of models. The models
were made small to fit a single page, yet their structure was clear visually. Any label in
the model elements or on the edges was blurred in order to have participants address
only the visual aspect of the model. Examples of such pairs can be seen in Figs. 1 and 2.
Considering each pair, participants were asked to rate the similarity of the models using
a 7 points Likert scale and to indicate three different aspects and three similar aspects in
the models. In the interviews more detailed information was prompted using additional
questions. In particular, the questions related to features that support or hamper the
understandability of the models in order to encourage participants to engage in the
specific appearance features. All participants had basic knowledge of process modeling.
Participation in the study was voluntary.

The data analysis considered the text of the written questionnaires and the inter-
views text. Using qualitative methods [17], textual segments were first coded by the
model(s) they referred to and classified to categories of features. Saturation of the
categories was reached by the 4th interview. Second, the identified categories were
aggregated to higher-level categories of layout features.

4.2 Findings

The identified layout feature categories relate to the general structure of the model, its
direction, its ending points, properties of the edges and the angles between them,
alignment of the elements, and symmetry of blocks. Below we explain each category
and list the lower-level categories it includes.

Model structure – this includes the model’s general shape (e.g., horizontally or ver-
tically rectangular, square) and the model size – the space used on the canvas. This
category relates to a coarse-grained view of the model and its boundaries, indicated in
statements like “the size of the models is different”.

Ending points – the number of ending points, while reflecting the process itself, affects
the flow viewed by the model reader. The ending points form an anchor while reading
the model, thus a model with multiple ending points is more difficult to read than a
model with a single ending point.

Direction – includes several features. The general direction of the model, which can be
horizontal (left to right or right to left) or vertical (top-bottom or bottom-top). A typical
statement concerning the direction: “Both models are vertical”. The placement of
ending point(s) – in case of a single ending point it clearly marks the direction of the
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model; otherwise if ending points are placed apart from each other the direction might
be unclear. Branching off is a situation where different branches of the model go in
opposite directions (without forming a loop), blurring the direction of the model, as
said “It then goes in many directions”. Change in direction – when the general flow of
the model changes its direction, usually in attempt to fit a large model into one page.
This feature was highly indicated, e.g., “this model looks like a stair case”.

Edges – many sub-categories relate to the edges of the model. The length of the edges
may vary, creating a “messy” model. Alternatively, very short edges form a dense
model, while long ones result in a widely spread one. “Broken” edges that include
bending points bothered some of the participants (“Need to straighten all the broken
edges”). Crossing edges are a long recognized feature whose avoidance was recom-
mended [6]. Our participants indicated “…there are edges here that just go one on top
of the other”. Text on edges – annotations that are not necessarily related to branching
conditions were also indicated as reducing the readability of the model.

Angles – the angles between edges can affect the general look of the model and how
“neat” it appears. Specifically, 90˚ angles, sometimes referred to as “Manhattan lay-
out”, result in an easy to read model (as said: “90˚ angles gives a cleaner look”).

Alignment – when the elements of the model are aligned, forming a straight line, the
impression is of a tidy and clear model. A typical statement: “This model is clearer and
very aesthetic”

Symmetry – symmetry of the placed elements in the structured blocks appears aesthetic
and makes the model easy to read.

5 Concluding Discussion

The collection of layout features identified in the exploratory study provides an initial
terminology with which the layout of a model can be characterized. Yet, these are
qualitative terms rather than measurable properties. To this end, their quantification to a
set of metrics is in process.

We note that quantitative layout metrics already exist [12] and are used as a basis for
automatic layout functionality, which is available in process modeling tools (e.g., [2]).
Nevertheless, these metrics are not anchored in any theory or evidence of what humans
perceive as meaningful. Rather, they include properties which seemed important enough
and possible to implement. The most comprehensive set of metrics we are aware of has
been suggested by [13], relating to graphs in general. It includes metrics for the fol-
lowing features: edge crossing, bends (“broken” edges), symmetry, minimum angle
between edges, orthogonality of edges and of nodes (alignment), upward flow (con-
sistent direction of edges), and width of layout. All these features are included in the
collection obtained in our study, which includes 7 additional ones.

We consider a set of layout metrics to be important for several purposes. First, they
can be used in future studies for gaining a deep understanding of the effect of model
layout on its understandability. Second, they can serve in future studies of individual
preferences and layout decisions in the construction process of a model. Third, they can
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serve for modeling guidelines and for enhancing the automatic layout functionality in
modeling tools. Thus, eventually, the understandability of the created process models
will be promoted.
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Abstract. In business processes tasks are often executed by humans. Dynamic
role resolution is the (run time) selection of the optimal resource to execute a
task for a certain process instance based on conditions and requirements that are
specified at design time. For this purpose a classification of resources is made,
usually based on their organizational position (department, role). This is,
however, a very simple way of modeling resources. In this position paper, we
propose conceptual extensions to the current approach to role resolution that
focus on a more detailed and extended characterization of resources, cases and
process objectives in order to improve human and cognitive aspects of the
system such as motivation, learning and training of employees.

Keywords: Role resolution � Resource assignment � Task allocation � Human
and cognitive aspects

1 Introduction

Business processes are often supported by Business Process Management Systems
(BPMSs), a type of Information System that manages and coordinates the execution of
the business process and the allocation of tasks to resources in the process. Based on a
design time specification of the tasks and their order, and the organizational structure,
the BPMS selects at run time the optimal resource for the execution of a task for a
certain process instance. This allocation mechanism is often termed (dynamic) role
resolution, as the allocation of a resource is based on the role and position the resource
has in the organization (e.g. clerk of the financial department).

Current resource models and role resolution mechanisms are rather basic and
limited in their specification [1]. They focus on single human actors per activity, only
take into account basic organizational features of a resource (e.g. role, position,
department), and do not consider case information in the allocation of tasks to
resources. In this position paper we propose ideas to extend and advance the
resource modeling and role resolution capabilities of BPM technology specifically to
enhance human and cognitive aspects of the system. We propose a.o. to extend the
resource model with a resource’s characteristics such as its capabilities, experience and
expertise and to use this information in role resolution in order to improve e.g. the
quality of work, satisfaction, motivation, learning and training of employees.

© Springer International Publishing Switzerland 2015
A. Persson and J. Stirna (Eds.): CAiSE 2015 Workshops, LNBIP 215, pp. 87–93, 2015.
DOI: 10.1007/978-3-319-19243-7_8



The structure of this position paper is as follows. First, the current state-of-the-art in
role resolution is discussed in Sect. 2. Next, extensions towards human and cognitive
aspects are discussed and examples illustrating the opportunities and advanced
requirements for role resolution are presented. Finally, Sect. 4 presents a brief research
agenda and Sect. 5 concludes this paper.

2 Dynamic Role Resolution

BPMSs support and automate business processes by leading process instances (also
called cases) through the tasks of the process in the right order and by coordinating the
resources that execute these tasks. A resource is an entity that is assigned to a task and
is requested at runtime to perform a work item for a specific process instance in order to
complete the objective of the task for that case [1].

At the basis for this type of process support are two models: the process model
specifies which tasks have to be executed in which order, and the resource model
specifies the resources that are involved in the execution of tasks in the process, their
mutual relationships (who can replace who) and the organizational structure. These
models are specified at design time. In the process model it is indicated per task which
type of resource is allowed to execute the task, linking to the organizational structure
defined in the resource model. For instance, in Fig. 1 task B has to be executed by an
employee of role R1 and department G2. The specific resources that may execute task
A are employees Clare and Jody. At run time, when specific process instances are
executed, one of these specific resources is allocated to the work item.

Mostly, the resource models used in contemporary BPM technology and theory are
rather simple: resources belong to an organizational structure (group or department)
and execute a certain role (e.g. clerk, expert, manager). Role resolution mechanisms are
limited to this 2-dimensional organizational view. This paper proposes a number of
(conceptual) extensions to this limited view in order to improve the match between the
case and the resource and to enhance human aspects of work allocation.

Some researchers, however, have focused on further describing the allocation of
work items to resources from a technical perspective. [1] elaborates on assignment and
synchronization policies that determine in which way the work items from a case are

Fig. 1. A process model and accompanying resource model (taken from [2])
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distributed and assigned to employees. They distinguish for instance between push (the
system forces the resource to start working on a certain item) and pull (the resource
requests the next work item from the system) patterns, individual or group work item
inboxes, whether or not delegation to another resource after assignment is possible, and
whether the queuing of work items is done in a queue (fixed order) or pool (free
selection). Also, [3] presents a number of resource patterns that describe the technical
features in BPMSs mainly driven by the lifecycle of a work item. They evaluate which
of these theoretical patterns are actually supported by commercially available BPMSs.
And they also discuss a number of standard allocation rules such as round robin,
shortest work queue, selection of the same resource as for the previous activity for the
case, and the ‘four eyes principle’. Finally, some more recent work focuses on the
optimization of work item/resource allocation with respect to process performance
indicators such as waiting time, throughput time and resource utilization, e.g. [4], and
on most optimal work-handovers [5]. Neither of these prior works, however, focus on a
more advanced specification of work item allocation to resources with respect to
cognitive and human aspects.

3 Proposed Advancements

In order to advance role resolution mechanisms, we propose extensions to the current
state-of-the-art, being inspired by a number of practical BPM research projects [7, 8].
Figure 2 graphically depicts these extensions that are discussed one by one here.

Resource Characteristics - The current practice often considers a resource to be an
individual human being with a certain organizational position that allows him or her to
execute certain tasks in a process. In practice, especially in application domains outside
the administrative domain such as manufacturing and healthcare, also different types of
resources exist: teams consisting of several experts (e.g. surgery teams with a surgeon,
anesthesiologist, and nurses), non-human resources (e.g. robots, web services), etc. In
order to be suitable candidates for the execution of a task, these resources have to
satisfy a number of criteria (task requirements) that are not included in the organiza-
tional model. The different resource types may be interchangeable (e.g. a robot and a
human may both execute the same task). Furthermore, human resources are currently
selected based on their organizational position only. However, humans in the same
position are never exactly the same. They have e.g. different backgrounds, capabilities,
experience, preferences and personal goals. These additional characteristics may be
taken into account when allocating a resource: for instance, a clerk with many years of
experience executing a task may be more suitable to handle a difficult case than a clerk
who has just started. Or the allocation of work items may be matched with personal
learning goals of the employees.

Case Characteristics - In none of the existing allocation approaches the characteristics
of the cases that run through the process are taken into account. Of course, these cases
all have something in common – they have to be handled by the same process – but still
many specific characteristics such as history, personal details of the client, and details
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of the case (e.g. the amount of a loan, credibility category of the applicant, etc.) can be
taken into account to match the case with the best resource to execute a task. This may
also improve human and cognitive aspects of the system. For instance, a request for a
high amount of loan may be assigned to an expert employee to avoid mistakes (good
for both satisfaction and external quality), or a case may be assigned to the employee
that has communicated with the client before (in the context of another case or process)
leading to higher familiarity and less set-up time.

Process Objectives - The current role resolution mechanisms, including the proposed
extensions above, focus on the operational allocation of resources. On top of that, one
may also consider the goals of the process on the tactical level to improve the overall
process. Apart from the already researched process performance (e.g. shortest waiting
time) [5, 6], there may also be other objectives for the overall management of the
process. For instance, by using the detailed case characteristics and resource capabil-
ities, one may be able to match cases based on training purposes for the human
resources (once in a while the resource gets a more difficult case to execute), or
improve work variety for the human resource (the activities to be executed and the
cases to be executed differ enough such that the resource doesn’t feel bored). In
addition to that, the set of general allocation rules, such as the ‘four-eyes principle’,
may be extended with rules based on historical information and case and resource
specific information (e.g. a task that is disapproved always should be sent back to the
resource that originally handled it such that this resource can learn from mistakes).

Fig. 2. Overview of ingredients for advanced role resolution.
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These proposed extensions to the current state-of-the-art in role resolution are
illustrated with a few examples from practice that show the possibilities of improving
cognitive and human aspects in the process by advancing work item allocation.

Example 1 (inspired by [6]) – The invoicing department of a telecommunications
company has to process many invoices received from national and international sup-
pliers. These invoices can be of several types (from a preferred supplier or not, based
on a purchase order or not, etc.). All invoices are handled by the same process and are
therefore considered the same, but after an analysis of the process performance, it turns
out that many mistakes are made. The reason for this is that not all employees are well-
trained and experienced for all types of invoices. The inexperienced workers for
instance make many mistakes with the VAT of international invoices. When the
characteristics of the invoices and the capabilities of the resources are better mapped,
the matching between the resource and the invoice could be improved. First of all, one
could think of only assigning invoices to resources that are known to handle
these correctly, but in a later stage one could also try to improve the work variety of
the employees by offering alternating types of invoices and prevent workers from
boredom, or train and help the resources build new skills by assigning more difficult
invoices once in a while.

Example 2 (inspired by [7]) – a financial company offers personal loans to clients via
the internet. In order to request a loan the (prospected) client has to fill an online form
and add details about himself, his financial situation and the requested loan. When this
online form is received, some automatic checks are performed and a call agent calls
back the requestor to discuss the request, complete the information and to explain
the procedure that will follow. This call agent appears to have a large impact on the
success rate of eventually getting the loan offer accepted. Therefore, a good match
between the request/requestor and the call agent is essential. For instance, historical
data showed that a male applicant best could be called by a female agent, that the client
should preferably be addressed in his native language, that call agents with a lot of
experience were more successful with borderline cases, and that the time of calling
back related to the time of the online request also made a difference (the business rule
of calling back within an hour from the request was abandoned).

4 Research Challenges

In the previous section, we have explained our proposed conceptual advancements of
the current practice in role resolution in order to create better matches between cases
and resources, focusing on human aspects in the allocation. This section briefly dis-
cusses the research challenges to implement the above ideas in BPM technology.

At design time, the process, organizational model, but also the case characteristics,
resource capabilities, experience, goals, etc., and the allocation rules and process
objectives have to be modeled. Therefore, current process modeling languages have to
be extended in order to include this information. In some cases this may be a simple
information element added to an existing modeling language, but especially for
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modeling case characteristics and resource characteristics new models have to be
created. We may build on recent developments in the area of resource modeling [8]
experience and skill modeling [9, 10] and plan to investigate insights from the field of
work- and organizational psychology.

Secondly, at run time, the process execution engine also has to interpret the
additional information that was stored in the extended models (i.e., resource and case
characteristics, allocation rules, and performance) and select the optimal resource. This
requires a more advanced decision algorithm that can deal with the operational as well
as the tactical process objectives. Also, the process execution engine has to deal with
possible exceptions, such as sudden unavailability of a resource, and re-assign to
another resource on the fly in a more advanced way.

5 Conclusion

In this paper, we have proposed a number of extensions to the current state-of-the-art in
role resolution in BPMSs. The main goal of these proposals is to make a better match
between the case and the resources executing tasks for the case and by that improve the
process performance and process outcome (external quality), but also human and
cognitive aspects of the system such as work motivation, satisfaction (internal work
quality) and training. The ideas presented are mainly conceptual and still have to be
elaborated upon and implemented in a (prototype) BPMS.
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Abstract. Based on empirical evidence, acquired in two experiments, we argue
in this position paper that cognitive biases play a role in software engineering.
Our research has targeted mainly the problem of over-requirement, which refers
to specifying a system beyond the actual needs of the customer. The results of our
experiments have demonstrated the impact of four cognitive biases in the context
of software development, showing their connection to over-requirement, as well
as over-scoping and time-underestimation. We further argue that accounting for
cognitive biases in the software development context is not enough and that it is
important, in both the practice and research arenas, to investigate solutions that
already proved effective in reducing cognitive biases in other contexts. This paper
contributes to a better understanding of some of the cognitive processes under-
lying software engineering, focusing on improvement of software development
activities toward better performance and higher quality.

Keywords: Over-requirement � Endowment effect � IKEA effect � I-designed-
it-myself effect � Planning-fallacy

1 Introduction

Software development projects have always had considerable failure rates. Charette [1]
has reported about more than 30 software development mega projects that failed
between 1992 and 2005, noting that more than half of them were actually abandoned.
To overcome this unfortunate lack of success, new software development techniques
have been introduced over the years. Thus, software development approaches evolved
from the code-and-fix techniques, through traditional waterfall techniques, to rapid
prototyping as well as spiral incremental techniques and agile techniques [2]. Despite
these technical approaches hoped to increase success, the 2009 Standish Group Report
[http://www.standishgroup.com/newsroom/chaos_2009.php, cited by Boehm & Lane
[3]], reported the highest failure rate in the first decade of the 21st century in software
development projects. Specifically, only 32% of 9,000 projects delivered full capability
within budget and on schedule, 44% were significantly over budget, over schedule and/
or incompletely delivered, and 24% were completely abandoned before completion.
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Within the list of challenges associated with software development failures, the
primary focus of this position paper is on over-requirement, also termed gold-plating
[4] and over-specification [5]. Over-requirement refers to the problem of specifying a
product or a system beyond the actual needs of the customer or the market, overloading
it with excessive unnecessary features, sometimes called “bells and whistles”. Some
reports assert that at least 30% of developed features in software projects are over-
required [6]. The vastly negative consequences of over-requirement in software
development projects include project resource overruns, excessive system complexity,
decreased user satisfaction, and demise of the entire project [7–10].

Yet, the phenomenon of over-requirement has barely been explored. A search in 20
highly-rated Information Systems and Project Management journals rarely found ref-
erences to the over-requirement problem. Expanding the search to other closely-related
problems revealed only 13 papers to match this search.

The other problems closely related to over-requirement have similar overload
characteristics and consequences. Over-scoping, which refers to setting a scope that is
too large and includes more functionality than can be implemented within available
resources [11], is one example of a problem associated with the overload challenge.
Another example is the set of creep phenomena (scope creep, requirements creep, and
feature creep), which refer to expanding the project scope by changing and adding
requirements and features once the project is already under way [12]. A somewhat
different problem related to the overload challenge is time-underestimation, which
refers to overly optimistic schedules and completion time [13] that might result with the
commitment to doing more than can be accomplished.

Technical approaches to system development have solved neither over-requirement
nor the other related problems plaguing software development projects. Thus, since the
overload challenge has persisted despite technical progress in software development
methods and techniques, one is motivated to look elsewhere for solutions.

According to the literature, the paths leading to the problems we consider in this
paper are mostly rooted in human nature and behavior. Over-requirement, for instance,
is mainly attributed to the tendency of developers and users to overload the project. On
one hand, users follow their desire to ask for as much as possible [9, 14, 15]. Devel-
opers, on the other hand, follow their professional interest to work at the forefront of
technology and often strive like users for the best possible solution [5, 10, 16], adding
just-in-case functionality to fulfill all potential future needs [8, 9].

Research on the behavioral aspects of the above problems associated with the
overload challenge in software development projects is thus needed, in line with the
call by Goes [17] for the consideration of behavioral economics in the context of
information systems (IS). The position we present next is mostly to raise awareness for
the cognitive biases that might be at the root of project overloading. In addition, we call
for studying solutions recommended by behavioral economists as means towards
coping with the overload challenge, presenting empirical evidence in support of our
position.

Four behavioral biases are addressed next. The first bias is the endowment effect,
which refers to the tendency of people to overvalue their possessions [18]. The second
bias is the IKEA effect, which refers to the tendency of people to overvalue their self-
constructed products [19]. The third bias is the I-designed-it-myself effect, which refers
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to the tendency of people to overvalue their self-designed products [20]. The fourth
bias is the planning fallacy, which refers to the tendency of people to underestimate the
time needed to perform a task and to overestimate its benefits [21].

2 Argumentation

We argue first that the over-requirement problem in software development projects is
partially due to the emotional involvement of developers with the software features that
they deal with. Similar involvement has been demonstrated for physical items due to
the endowment effect, the IKEA effect, and the I-designed-it-myself effect because
people come to overvalue items they possess, create or design [18–20, 22]. We also
posit that the problems of over-requirement, over-scoping and time-underestimation are
partially the result of too optimistic assessments about the number of required and over-
required functions that can be delivered on time and the importance of these functions.
This behavior involving benefit overestimation and schedule underestimation is rec-
ognized as a cognitive bias termed the planning-fallacy [21, 23], and has been dem-
onstrated for a wide variety of tasks, including origami folding, school work, tax-form
completion, and computer programming [24].

To test our arguments, we conducted four experiments in which the behavioral
effects were manipulated in the context of software development. All the experiments
were based on factorial designs, with advanced undergraduate students majoring in IS as
participants. For the sake of brevity, and since the results of all the experiments were
similar, we describe next two of the four experiments. The first experiment involved
specification of one feature and evaluation of feature importance. The second experiment
involved estimation task of feature development time and the proper project scope.

The first experiment [25] involved 212 participants assigned with a specification
task. For each effect, i.e., the endowment, IKEA, and I-designed-it-myself effects, we
respectively manipulated and measured time, difficulty and freedom. Each of these
factors is known to impact the specific effect. All participants were presented with a
fictitious to-be-developed software system along with 16 potential features, diverse in
terms of importance toward achieving the goal of the system, and were asked to
evaluate the importance of each (on a 1 to 100 scale). After we randomly assigned them
to four experimental groups that differed by task duration (10 or 30 minutes) and task
freedom (low or high), they were asked to complete a specification task for one of the
features, deliberately chosen to be unnecessary but nice to have. Finally, after com-
pleting the specification task, they were asked to help management decide about scope
reduction, evaluate once again the importance of the over-required feature that they
specified, and assess the difficulty they experienced in performing the task.

The results of the first experiment demonstrate the presence of the endowment,
IKEA, and I-designed-it-myself effects in behavior of those charged with software
development tasks and their potential impact on over-requirement. Supporting this
conclusion is the finding that the overall valuations participants provided after
completing the specification task (M = 78.11) were significantly above the valuations
they provided before the specification task began (M = 70.77; t203 = 4.113, p < 0.001).
The experiment provided additional interesting results in support of previous research.
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Measuring the perceived difficulty of the specification task, for example, the results
confirmed the argument of Norton et al. [19] that for higher valuation to hold, the task
should be difficult enough but not too difficult. This experiment thus highlights the
overload challenge and demonstrates that people involved in a specification of a
software feature, even an unnecessary one, overvalue it and are unwilling to exclude it
from project scope.

The second experiment involved 85 participants assigned with an estimation task.
It focused on the planning fallacy and tested whether the outside-view approach, shown
to mitigate problems related to the planning-fallacy, can also help overcome over-
requirement, over-scoping, and time-underestimation in planning software development
projects. In four experimental groups, we manipulated two outside-view mechanisms:
reference-information about past completion times (present/absent) and role-perspective
(developer/consultant). Participants in the second experiment were first presented with a
fictitious to-be-developed software system along with 16 potential features, diverse in
terms of their importance toward achieving the goal of the system. They were then asked
to estimate feature development times and to recommend which of the features to
include within scope given a pre-determined project duration.

The results of the second experiment confirm the presence of over-requirement,
over-scoping, and time-underestimation in software development projects. Moreover,
the results show that these problems are mitigated, yet not eliminated, by presenting
reference-information about past completion times and by holding a consultant role. On
average, while participants without reference-information estimated it would take
17.73 h to develop all features and included 12.00 features within scope, of which 2.54
were over-required, participants with reference-information estimated it would take
28.18 h to develop all features and included 9.82 features within scope, of which 1.74
were over-required. Similarly, on average, developers were more inclined towards
time-underestimation, over-scoping, and over-requirement (with 21.64 h, 12.22 fea-
tures within scope, and 2.97 over-required features, respectively) than consultants (with
24.37 h, 9.61 features within scope, and 1.32 over-required features, respectively). This
experiment thus highlights the overload challenge, demonstrating not only the mani-
festation of the planning-fallacy in software development projects, but also the effec-
tiveness of solutions recommended by behavioral economists.

3 Conclusion

This position paper calls for the exploration of the underlying behavioral mechanisms
that drive biased requirement definition problems in software development projects,
including the over-requirement, over-scoping, and time-underestimation problems
associated with the overload challenge. The results of the two experiments presented
above provide empirical evidence in support of our argument that cognitive biases do
play a role and, therefore, it makes sense to look for solutions found effective in solving
problems related to behavioral effects in contexts other than software engineering.
Once such solutions would prove effective, costs of over-requirement and other
problems as well as budget and schedule overruns would diminish while system quality
and integrity would increase.

Behavioral Solutions to Software Development Challenges 97



Along different phases of a software project lifecycle, cognitive biases seem to
interfere with and sabotage the quality of decisions [25, 26]. Indeed, we empirically
demonstrated that the endowment, IKEA, and I-designed-it-myself effects are related to
over-requirement. We also showed that the planning-fallacy is related to over-
requirement, over-scoping, and time-underestimation.

Our search for solutions focused on remedies that behavioral economists recom-
mend for overcoming problems related to the planning fallacy. Indeed, our results show
that over-requirement, over-scoping, and time-underestimation problems are mitigated,
yet not eliminated, by the presence of reference-information about past completion
times and by holding a consultant role. Mitigation, yet not elimination, of problems
related to the planning fallacy already proved effective when outside-view solutions are
applied in contexts other than software development.

The exploration we thus recommend should assess the problems associated with the
overload challenge, their relationship to cognitive biases, and the relevant solutions
proved effective in overcoming problems emanating from the respective biases.
A comprehensive exploration would not only enhance our knowledge and awareness of
such problems but also identify effective remedies for their mitigation.

Among other goals, the move away from plan-base development methods toward
agile ones aimed to improve requirement definition. Yet agile software development
did not eliminate the persisting overload challenges [11]. In addition to the experiments
conducted by us, we call for empirical research to explore the consequences of the
cognitive biases we investigated, as well as of other cognitive biases reported in the
behavioral economics literature, in software development projects that employ agile
methods.
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Abstract. Technical debt represents the situation in a project where developers
accept compromises in one dimension of a system in order to meet urgent
demands in other dimensions. These compromises incur a “debt”, on which
“interest” has to be paid to maintain the long-term health of the project. One of
the elements of technical debt is documentation debt due to under-documenta-
tion of the evolving system. In this exploratory study, our goal is to examine the
different aspects of developers’ motivation to document code. Specifically, we
aim to identify the motivating and hindering aspects of documentation as per-
ceived by the developers. The motivating aspects of code documenting we find
include improving code comprehensibility, order, and quality. The hindering
aspects include developers’ perception of documenting as a tedious, difficult,
and time consuming task that interrupts the coding process. These findings may
serve as a basis for developing guidelines toward improving documentation
practices and encouraging developers to document their code thus reducing
documentation debt.

Keywords: Documentation � Technical debt � Motivation

1 Introduction

Technical debt is a metaphor describing a situation where long-term code quality is
traded for short-term gain, creating future pressure to remediate the expedient [2].
Some technical-debt inducing elements are code-related and some are not. Docu-
mentation debt [15] is one of the elements of technical debt; this form of debt occurs
when software products lack the necessary internal documentation. A detailed review
of technical debt and documentation debt can be found at [11].

Documentation contributes to understanding of [4], and communicating about, the
software system, thus making it more maintainable. Maintenance is known to be a
substantial, as well as the most expensive, part in the software lifecycle [9]. Lacking
and outdated documentation is one of the main causes of the high cost of software
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maintenance [8]; in other words, inappropriate documentation creates a technical debt
to be redeemed, with interest, in the maintenance phase.

Despite the importance of code documentation, studies show that code comments
are often neglected relatively to code development [6]. There may be several reasons
for this phenomenon: external, referring to the work environment, and internal,
referring to the programmers themselves. For instance, an external reason could be that
practitioners often work under very strict deadlines and therefore choose to leave the
documentation behind, and an internal reason, that documenting is not perceived a
creative activity, thus developers prefer solving algorithmic problems over writing
documentation [2]. An additional internal reason related to developers’ lack of moti-
vation to document is that not documenting behavior in some cases may promote job
security [5].

The internal explanations may indicate that there are additional motivation-related
factors that cause developers’ reluctance to document their code. Therefore, we believe
that it is important to investigate these factors further, as it will allow proposing
effective solutions for encouraging documentation. This research aims to explore and
better understand developers’ motivation for code documenting. Specifically, our
research question is: “What are the motivating and the hindering aspects that can
influence developers’ code documenting behavior?”

The rest of the paper is organized as follows: Sect. 2 presents related works with
regard to different aspects of documentation; Sect. 3 focuses on the research method of
our ongoing research, with the preliminary findings presented in Sect. 4. We discuss
these findings and our future research directions in Sect. 5.

2 Related Work

Software documentation refers to several types of documents, which accompany the
development process; for example, documents describing requirements, design,
marketing demands, end-user manuals, and technical documentation. The latter is
documentation of code, algorithms, and interfaces, which is very important for
understanding software programs [14].

Code is not documented enough in practice, despite the high, agreed upon,
importance of code documentation, and specifically software engineers’ understanding
of its importance [14]. Moreover, the growth rate of code tends to be much higher than
the growth rate of comments, because developers’ tendency to neglect documenting
newly added code [6].

In agile development, face-to-face conversations are considered the most efficient
and effective method of conveying information and documentation is often paid less
attention. However, over half of the developers in agile development teams find doc-
umentation to be important or even very important while, at the same time, too little
documentation is available in their projects [12].

One of the reasons for the scarcity of documentation seems to be the lack of
developers’ motivation to document their code. The Fogg Behavior Model (FBM) [7]
suggests that behavior depends on the following three factors: motivation, ability, and
triggers, each of which has several subcomponents. The motivation factor consists of
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three core motivators, each of which having two sides: pleasure vs. pain, hope vs. fear
and social acceptance vs. rejection. In our ongoing research, we aim to address
the three factors of FBM. The current paper is a starting point, in which we focus on the
motivation factor. To encourage documentation, a triggering environment has to be
devised, in which developers’ motivation will be channeled toward enhanced docu-
mentation. In addition, the devised environment should also boost developers’ ability
to document in an efficient and informative manner.

Several research works have focused on investigating motivating and de-motivating
aspects in software engineering in general. Two of the main models that refer to
software developers’ motivation are the job characteristics model, and the model of
task design [10]. These models examine the motivation for the software development
profession as a whole [1]. However, as far as we know, no such model was proposed in
the context of code documentation, despite the evidence for its importance on the one
hand, and the relatively little attention it receives in practice on the other hand.

3 Method

The goal of this study is to explore and better understand what influences developers’
motivation for code documenting. Data collection and analysis were performed using
qualitative research methods based on the grounded theory research principles [13].

The research consists of three stages, planned according to its exploratory nature.
First, in order to gain an initial understanding of the problem, we conducted five in-
depth interviews. Second, based on the results of the interviews, we developed a pilot
questionnaire and distributed it among ten additional participants. Third, yet to be
accomplished, stage, is a refinement of the questionnaire toward large-scale distribu-
tion. The results reported here are based on the preliminary findings obtained in the first
two stages.

The participants of the study were software developers with various seniority
levels, with at least two years of development experience, employed in different
software firms. We interviewed five software developers (three women and two men).
We used semi-structured interviews, which consisted of predefined open questions, and
also allowed time for free discussion. The interviews, as well as the later constructed
questionnaire, consisted of two types of questions: open-ended questions regarding
motivation to document and background questions. Ten developers (two women and
eight men), with an average experience of about 7 years, filled in the pilot question-
naire. The data elicited were inductively analyzed, classifying answers to emergent
categories in the investigated topics: motivating and hindering aspects of
documentation.

4 Findings

Table 1 describes categories that emerged from the analysis of the answers regarding
the motivating aspects of code documenting. Specifically, we asked: “What do you
enjoy when documenting your code?”
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Three participants did not provide any motivating aspects of documentation. One
jokingly answered: “the suffering,” another asked with wonder: “enjoy?” and the third
replied: “Odd question… nothing. It’s part of the job.”

In order to identify the hindering aspects of documenting, we asked the partici-
pants: “What don’t you enjoy when documenting your code?” The categories that
emerged from the analysis of the answers are presented in Table 2.

In addition, we wanted to check whether peer or management feedback and
company policy play a role in developers’ motivation to document. For this purpose,
we asked the participants whether they recalled receiving positive or negative feed-
backs regarding documentation on code they had developed, or general instructions
regarding documentation.

Table 1. Categories of motivating aspects of documentation

Category Example

Increases code
comprehensibility

“Documenting the code helps me to better understand my own
work.”

“Makes it [the code] more readable, easier to understand later on for
me and for other people that look at the code.”

“It’s useful when the code is complex and there is no good
refactoring. When going over the code, it [documentation] helps
to remember.”

Increases order “It helps to keep things in order.”
“Adds more structure to the code.”

Increases code quality “It [Documenting] helps to organize my thoughts. I find that this
[practice] is directly related to TDD- if you write comments prior
to the coding [instead of the tests as in TDD] before the code, it
helps to develop better code”.

“Good documentation shows that your work was done perfectly.”

Table 2. Categories of hindering aspects of documentation

Category Example

Tedious task “To explain complicated issues - why this was done in a particular way.”
“To explain what each parameter does.”
“This [documentation] is no fun, because I solved the problem already.”

Difficult task “ To be formal”,
“Sometimes it [documenting] is difficult, because I do not know how to
explain the change. For example, I entered a fix reusing a feature that
worked in a different place in the code.”

Interruption of
coding

“Breaks the continuity of coding;”
“Documenting is difficult to do retroactively, after you had written
the method, because you think it is self-explanatory and that it is quite
obvious how it works.”

Time constraints “It [documentation] takes time.”
“When I have a tight deadline, documenting is left behind.”
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Four out of the ten questionnaire respondents replied that they had never received
any feedback on their documentation when participating in code reviews. The other six
participants recalled receiving positive feedbacks to documentation on the code they
had developed. For example: “Yes, [I was told] that it helped them [the colleagues] to
understand my code.” Only two participants recalled receiving negative feedbacks on
their documentation, for example, that the documentation was not detailed enough.

All ten participants answered that that their company does not have a strict policy
regarding documentation, and one respondent mentioned an informal policy: “We [the
developers] are advised to document our code and our manager reminds us about it.”
One of the developers stated that in his opinion, “being forced” to document by
company policy would not be effective. “Most of the developers are creative people
and do not like being told how to do their job”. These results further emphasize the
need to focus on internal motivation of developers in order to encourage them to
document, which may be more effective than external ones.

5 Discussion and Future Work

Our study aimed to identify the aspects that influence developers’ motivation to doc-
ument, as a first step toward meeting the objective of our ongoing research to increase
developers’ motivation and performance of documentation activities. The results of this
study indicate that developers are often aware of the importance of documentation,
which corresponds with previous findings [14]. However, commensurate with other
previous studies, code documentation is often overlooked in practice [6].

We found that developers’ reluctance to document is related to their perception of
the task of documenting as tedious, difficult and distracting from the main task of
coding as well as being time consuming; however, most of them could find motivating
aspects as well. Accordingly, we contend that emphasizing the motivating aspects of
documentation tasks, for example the documentation contribution of the developers’
understanding and promoting the quality of their own code, and masking the hindering
aspects thereof, for example by making this a less tedious task, would allow devising a
solution that would increase developers’ motivation to document.

These findings should be carefully considered, given the limitations of the study.
For example, our findings indicate that a motivating aspect of code documentation is
improving code comprehensibility. In this context, it is worth mentioning that the fact
that documentation promotes code understanding may also serve as a de-motivator to
documentation, for example, when producing unclear code promotes job security [5].
Noteworthy, this de-motivating reason did not appear in our findings. The absence of
evidence regarding such de-motivating reasons could indicate either that our partici-
pants do not subscribe to these reasons, or it could possibly reflect responders’ strategy
to withhold such ‘selfish’ reasons, a limitation rooted in our use of self-reporting
methods for data collection.

As for hindering aspects of documenting, the participants stated that they do not
enjoy the writing process itself, and that code documenting breaks the continuity of
coding. Moreover, code documenting requires time, which is often a scarce resource in
developers’ daily work. Time constraints were mentioned as a hindering aspect of
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documentation; however, the presence of this aspect in the interviews and question-
naires was not as dominant as we had expected. This may indicate that the lack of
documentation in practice is mainly a result of developers’ perception of this task as not
enjoyable, rather than it being time consuming, as perhaps is commonly believed.

The results confirm that currently there is a lack of motivation among developers to
document. Recall that motivation is a key factor upon which behavior is dependent
according to the FBM model [7]. Thus, we believe that our findings are an important
step in order to develop a solution that will encourage developers to document their
code.

This study has several limitations. First, our sample consists of Israeli participants
only. It is possible that cultural factors are related to motivational issues, and this study
has to be replicated on populations from different cultures. The full-scale survey will
focus on recruiting a large number of participants from different parts of the globe and
from different cultures. Second, our data gathering tools were interviews and ques-
tionnaires, and relied on self-reports of the participants; the data may therefore reflect
self-serving bias, to some extent.

In the next step of the research, we plan to distribute a survey for further validation
and extension of our findings. Subsequently, a solution will be sought using motiva-
tions theories for increasing developers’ motivation to document their code.
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Abstract. The acceptance and correct use of new paradigms in information
systems engineering is highly affected by cognitive dispositions of the indi-
vidual engineers. In particular, the engineers’ intuition – based on their vast
experience – may come in the way of accepting the rationale of a new paradigm.
Analyzing engineers’ reaction to a newly introduced paradigm through the lens
of cognitive psychology may highlight potential barriers to the paradigms’
successful adoption and use. In this position paper we demonstrate the potential
benefit of the above-proposed approach via a case study focusing on the para-
digm of inconsistency management. We present our findings, based on in-depth
interviews with 20 practitioners, and analyze them using the dual-process theory,
highlighting a clear clash between their intuition and the paradigm’s rationale.

Keywords: Cognitive processes � Paradigm acceptance � Dual-process theory �
Inconsistency management

1 Introduction

New paradigms for information systems engineering are constantly introduced.
Organizational processes and related aspects, such as organizational climate and cul-
ture, play an important role in new paradigms’ acceptance and adoption, and are vastly
discussed in literature. However, a necessary condition for a successful adoption is the
individual engineers’ acceptance of the paradigm and their ability to correctly use it,
which highly depends on their cognitive disposition. This aspect of paradigm accep-
tance has received far less attention thus far. Analyzing paradigms through the lens of
cognitive psychology may provide new insights into the cognitive aspects that may
hinder the paradigms’ successful adoption and use. In order to demonstrate the
potential benefit of this approach, in this position paper we discuss, as an example, the
paradigm of inconsistency management, which has been gaining attention in recent
years in the field of information systems.

Handling inconsistencies is a key challenge in the process of information systems
(IS) development. Inconsistency may occur, for example, when requirements or
specifications contain conflicting or contradictory descriptions of the expected behavior
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of the system or of its domain. Such conflicting descriptions may come, for example, as
a result of conflicting goals between different stakeholders, changes introduced during
the evolution of the requirements, etc. [11].

Until recently, inconsistencies in IS developmentwere viewed as a problem that needs
to be eliminated before further activities can take place. Over the last two decades,
however, a more tolerant approach toward inconsistency has evolved (e.g., [2, 3, 11, 13].
In “Leveraging inconsistency in software development” Nuseibeh et al. [11] argue:
“Maintaining consistency at all times is counterproductive. In many cases, it may be
desirable to tolerate or even encourage inconsistency to facilitate distributed teamwork
and prevent premature commitment to design decisions” (p. 24). Finkelstein [3] further
advocates this paradigm shift, proposing that rather than removing inconsistency, we
need to manage it by “preserving inconsistency where it is desirable to do so, identifying
inconsistency at the point where decisions are required and removing (or otherwise
remedying) inconsistency prior to taking action. This requires a major change in the way
we think” (p. 2).

But changing the way we think is not always simple. In our ongoing research on
practitioners’ perceptions regarding a paradigm of inconsistency management, we
found that practitioners strongly reject the very idea of not immediately eliminating
inconsistency, many times even when they admit that it makes sense. Cognitive psy-
chology theories provide a possible explanation for this phenomenon: Our thinking
processes rely many times on automatic responses based on our vast past experience,
roughly corresponding to what is commonly called intuition, rather than on analytical
reasoning [9, 14]. This intuition may hinder integrating new ideas, as reasonable as
they may be, into our thinking processes. Therefore, an in-depth understanding of this
cognitive phenomenon is a necessary step toward ‘changing the way we think.’ In this
paper we demonstrate this cognitive analysis on the case of inconsistency management
based on empirical evidence, reflect on its implications, and propose directions for
future research.

2 Preliminary Observations

2.1 Data Collection

The original objective of the empirical study was to understand practitioners’ per-
ceptions regarding the paradigm of inconsistency management. Due to the exploratory
nature of our study, we took a qualitative research approach [10]. More specifically,
we used the grounded theory methodology, which is appropriate in order to generate
descriptive or explanatory theory [15]. When applying grounded theory, consideration
of literature is allowed for guiding data analysis [16].

Twenty participants were carefully selected and interviewed in our study. Partici-
pants’ sampling was performed according to the theoretical sampling principles [15].
The sampling criteria we defined were as follows: Only participants with academic
background in IS or computer science, and professional experience in industry and/or
in research in IS, were selected. In order to reflect variations within our data, we also
aimed to achieve a diverse sample of participants, with different levels of experience
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and from different domains. The participants’ sample included software developers of
different seniorities and different roles, including: software architects, requirements
analysts and project managers. The participants’ professional experience was 13 years
in average, varying from three to 35 years.

The main tool of data collection was semi-structured in-depth interviews, which
were conducted by the authors. The interview questions focused on the notion of
inconsistency in the context of IS. We asked the interviewees to explain what incon-
sistency is and how it is manifested in IS, and scrutinized their perceptions and attitudes
toward its different manifestations. The full result set obtained in this study is beyond
the scope of this paper. Here we focus on the data related to the strong rejection of the
ideas of inconsistency management demonstrated by the study participants, and its
interplay with their own analytical reasoning about this topic.

2.2 Cognitive Analysis of the Empirical Results

Already during the first interviews, we found that participants react very strongly
toward inconsistency, and specifically could not accept the possibility of tolerating it.
When asked how inconsistency should be handled, in the context of examples brought
up by the participants, their answers were typically uncompromising. Examples of
answers we received from different participants include: “We must eliminate [the
inconsistency] on sight.”; “[The inconsistency] must always be resolved. ASAP.”; “It
[the inconsistency] must be fixed. It must be clean.”; “As soon as we find it [the
inconsistency] it needs to be investigated and solved.”

Witnessing this strong uncompromised reaction, we decided to present to the par-
ticipants a case in which it makes sense to tolerate inconsistency, based on the incon-
sistency management literature [11]: “The observation that some inconsistencies never
get fixed seems counterintuitive at first. […] Many local factors affect how you handle
an inconsistency, including the cost of resolution, the cost of updating the documen-
tation, and the developers’ level of shared understanding. Ultimately, the decision to
repair an inconsistency is risk-based. If the cost offixing it outweighs the risk of ignoring
it, then it makes no sense to fix it” (p. 27). Accordingly, we asked the following
question: Imagine there is a case in which there is an inconsistency in requirements
relevant only to rare cases, however resolving this situation would be of high cost. What
would you do?

Following this question, we observed different reactions; while answering, the
participants expressed their thoughts out loud, reflecting the thinking process that took
place. We observed two patterns of response:

1. Immediate acceptance of the rationale of tolerating inconsistency, despite having
rejected it until that point of the interview. For example:

– “The fact that there are two contradictory requirements doesn’t mean that they are
important. Perhaps they refer to situations most users won’t encounter, and then
perhaps they do not even have to be fixed.”(Developer, three years of experience)

– “I guess that in such situations one can consider leaving it [the inconsistency] as is,
and of course document [its existence].” Notably, a far less tolerant attitude toward
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inconsistency was reflected in this participant’s’ answers to previous questions, e.g.:
“One has to think ahead and not get into these situations [of inconsistency]. But,
it’s not always possible, therefore it has to be resolved on sight.” (Developer, six
years of experience)

– “In this case, the inconsistency may be tolerated. If it has no legal meaning, it’s
possible to leave it.” Here, too, a less tolerant attitude toward inconsistency was
reflected previously, e.g.: “Immediately when it [an inconsistency] is detected, the
problem must be investigated; its source must be found and resolved.” (Project
manager, 17 years of experience)

2. Transitioning from strong rejection to reluctant acceptance.

– “No one would ever agree to live with it [the inconsistency]. I, for sure, wouldn’t be
able to live with it. [Pause] It’s all about cost verses benefit. It it’s a minor problem,
it would ignored.” (Senior developer, 10 years of experience)

– “I can’t see how that’s possible. In my case, there are no situations like this. If it’s a
primary issue, I don’t see how it can be ignored regardless the cost. If it’s some-
thing small, it may be possible. The final answer depends on the type of incon-
sistency.” (Senior architect, 16 years of experience)

– “There is no such thing! It shows a severe failure. [Pause] It’s all about matching
expectations. It’s about the contract between you and the customer.” (Chief
architect, 20 years of experience).

In both patterns we see that the participants changed their minds from their previous
general disposition of intolerance toward inconsistency to a more tolerant attitude.
Moreover, in the second pattern we observe a significant change of view during the
participants’ thinking processes, without any external interaction. What are the cog-
nitive mechanisms that may account for this change? One of the mainstream theories in
cognitive psychology that may explain this phenomenon is the dual- process theory
[9, 14].1 According to this theory, our cognition operates in two different modes, called
System 1 (S1) and System 2 (S2), roughly corresponding to the notions of intuitive and
analytical thinking respectively. S1 processes are characterized as being fast, automatic,
effortless, unconscious, and inflexible (difficult to change or overcome). In contrast, S2
processes are slow, conscious, effortful and relatively flexible, and serves as monitor
and critic of the fast automatic responses of S1. There are situations in which S1
produces quick automatic non-normative responses, while S2 may or may not intervene
in its role as monitor and critic [9].

Analyzing the data through the lens of the dual-process theory, we can explain the
change in the participants’ attitude toward the presented case of inconsistency tolerance
as the intervention of S2, namely the analytic reasoning, in the thinking process,
overriding the initial S1 response made based on the participants’ intuition that
inconsistency is an evil to be eliminated on sight.

The data further indicate that while the participants typically understood the
rationale of tolerating inconsistency in certain cases and agreed with it, employing S2,

1 There are many theories about the dual process of the human mind. We rely here on the research
program of 30 years by Kahneman and Tversky, summarized in [9].
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in terms of the dual-process theory, they struggled to reconcile the conflict between the
two systems. This struggle was reflected, for example, in the following quotes:

– “If I have a way to confirm, that this [the inconsistency] is indeed very esoteric, and
that it would indeed cost a lot to fix it, then it may be tolerated. It’s a decision of the
higher management. But it seems to me very individual. I would for sure fix it. But it
can be a strategic decision [to tolerate the inconsistency]. Ideally, clearly it should
be fixed. In reality there are additional considerations, mainly economic ones.”

– “It [the inconsistency] can be tolerated. I, personally, would fix it in any case,
because things need to be consistent. Consistency is important for software.”

This tension between S1 and S2 is a known phenomenon, as vividly described by
Gould [5], referring the normative decision in the famous Linda problem2: “yet a little
homunculus in my head continues to jump up and down, shouting at me [that the
normative decision cannot be correct]” (p. 469). Our participants explain that although
they understand the rationale of tolerating inconsistency, they would not have felt
comfortable following it.

3 Discussion and Future Research

‘Changing the way we think’, as suggested by [8], is not always simple. It is not
enough to rationally accept an idea that contradicts one’s intuition; people consistently
make non-normative decisions that contradict knowledge they evidently hold [9]. This
was also found specifically in the field of software development [6, 7]. Moreover, the
stronger S1 is, the more difficult it is for S2 to override it. In our case, S1 was based on
the participants’ vast experience of software development, which led them to believe
that “Consistency is important for software” to an extent that does not allow com-
promise under any circumstances. This is usually not a bad heuristic, and the reason
that this heuristic exists lies in the vast experience that formulated it. For this reason, S1
decision-making is generally more often than not the correct one [4, 17]. However,
there are cases, such as the one we witness here, where a heuristic that is usually useful,
needs to be set aside.

Our impression was that the participants’ years of experience and their role might
affect their pattern of behavior. More specifically, we saw that developers with many
years of experience were more reluctant to tolerate inconsistency, while product
managers and less experienced developers found it easier to accept this rationale.
A quantitative research is required to confirm these hypotheses. Based on the expla-
nation above such a finding would make sense; the more experience participants have
in software development, the stronger their S1 influence is in this matter.

Our findings highlight the importance of exploring practitioners’ intuition when
introducing a new paradigm. Importantly, the identification of potentially counter-
intuitive principles of a paradigm is only the first step, the next being exploring means
for reconciling these principles (as understood by S2) with intuition (S1). Therefore,

2 A frequently cited example in this field: http://en.wikipedia.org/wiki/Conjunction_fallacy.
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another important direction for future research is exploring means for overcoming the
conflict between S1 and S2, toward an acceptance of new paradigms that may cause
this conflict. An approach that could be beneficial to this end is the one proposed in the
context of mathematical education: To help students bridge the gap between S1 and S2
thinking, one needs to bridge down the analytical solution to the students’ intuition by
devising and presenting a bridging task which would be logically (roughly) equivalent
to the original analytical task, but psychologically much easier to accept (i.e. closer to
intuition) [1]. In the information systems field, constructing bridging means for
overcoming a paradigm’s conflict with intuition may go a long way toward wider
acceptance of the paradigm in practice.

It is our hope that this position paper will initiate a discourse on the cognitive
concerns that are involved in new paradigms’ adoption. We intend to continue the
research presented in this paper, for further validation and generalization of its results
in the context of inconsistency management.
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Abstract. In this position paper we argue against the application of
universal quality criteria for the visual notation of modeling languages.
Instead, we make a point that (1) the cognitive capabilities that modelers
have, and (2) the different cognitive requirements placed on them while
modeling specific aspects (e.g., processes, goals, regulations) mean that a
visual notation should be optimal for a specific modeling effort, and not
a best-for-everyone solution. We clarify this point by giving an example
of a modeling effort where this comes into play, and propose a research
agenda that can set out to deal with these issues.

Keywords: Modeling language · Visual notation · Cognitive require-
ments

1 Introduction

Many modeling language notations are not as suitable for their users as they
can be. One major component of that is the fit, or lack thereof, with their
users’ cognitive properties. As a result, elements of modeling languages may be
difficult or outright counterintuitive for their (intended) users. On the one hand,
sometimes a visual notation is too sparse in what it offers, causing its users to
improvise and make up their own additional symbols and structures. On the
other hand, sometimes a notation will offer so many different elements that it
becomes difficult to still easily comprehend the models created with them – let
alone knowing which notational elements to choose while modeling.

There is a large body of research focused on the comprehensibility of mod-
eling language notations, analyzing and critiquing their quality from a variety
of perspectives. This research is generally based on theories and frameworks
that synthesize existing literature, best practices, and insights from other fields
like cognitive science, semiotics, and interface design in order to arrive at a
well-informed best practice for how a visual notation ought to be (re)designed.
Earlier frameworks used for such improvements, like the Cognitive Dimensions
of Notations [3], although widely used at some time, have been critiqued to lack
scientific rigor [4], and were further developed into more well founded set of
principles constituting a design theory for visual notations: Moody’s “Physics of
c© Springer International Publishing Switzerland 2015
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Notations” [4]. Moody’s work has been actively used to analyze, critique and pro-
pose improvements to the visual notations of a number of modeling languages,
including for example UML [6], i* [5], UCM [1], and BPMN [2].

2 The Modeler-Notation Mismatch

The systematic way in which this single, ‘universal’ theory for improving a visual
notation has been applied to such a diverse amount of modeling language nota-
tions is problematic. Applying the same standards of quality to languages that
are used for different purposes, capturing different aspects1 is a practice that
should be critically reflected on. By applying one theory and one set of quality
criteria to the notations of all our modeling languages we essentially say that
there is little difference in the quality criteria important for these modeling lan-
guages. But is that really the case? Should the quality of the notation used for,
say, a UML class diagram giving a quick overview of the component structure of
a web service be judged in the same way as the notation for a complex overview
of an organization’s total process structure in BPMN?

While there is ample work on model quality, also performed on specific lan-
guages [8,11] (albeit having much less interest on the notational quality), the
focus on the person doing the modeling remains under researched. We see two
points here that deserve more attention to determine whether a single theory to
critique visual notations by is optimal:

1. Modeling efforts have different purposes and cognitive requirements

The creation of conceptual models is done to facilitate communication
between stakeholders, capture (current) knowledge of a domain, to reason with
those models about the domain, and so on [7]. While there are many other pur-
poses as well such as the more practical modeling of (IT) solutions and their
impact [12], creating a model that represents (some part of) a domain remains
the major focus for most modeling efforts. If the purpose of a model is to commu-
nicate with other non-technical stakeholders (e.g., ‘the business’), such models –
if shown to them at all – should be as simple and understandable as possible. But
when these models are used between experts to create a systematic mapping of
all elements in a domain, or to create a comprehensive overview of the dynamics
and interconnections between, for example, processes of a business, it stands to
reason that the model can be more complicated. In this case the purpose of the
models are clearly different. The cognitive requirements, that is, the mental skills
and properties expected of their users to work with them correctly and easily is
likely different, with the latter model demanding more abstraction capabilities.
The requirements and quality criteria that we set for the visual notation used for
these two modeling purposes should thus not automatically be the same, as the
former model has to be much more forgiving than the latter.

1 By different aspects of we mean different areas of modeling like process modeling,
goal modeling, software architecture modeling, and so on.
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2. Differences between (groups of) modelers themselves

Determining the quality criteria for how understandable a visual notation is
purely on basis of the elements of the model and its notation (e.g., enforcing
upper limits on shapes and colors, limiting complexity via the amount of ele-
ments shown) foregoes a major aspect of the modeling process: the people doing
the modeling. Earlier research has shown that for model understandability per-
sonal factors have a stronger positive correlation than the properties of the model
itself [10]. This means that even when a model is unclear, for instance the nota-
tion used for it is too vague or ambiguous, the model can still be understood
fine depending on the person interpreting it. Indeed, Petre found that: “experts
are capable of understanding even complex and poorly laid out diagrams” [9]. It
has also been shown that people have different abstraction levels, which impacts
their ability to model complicated domains or aspects (cf. [13,14]). Focusing
purely on the intrinsic quality of the notation without involving the (cognitive
differences) of their users then forfeits a major, perhaps primary component of
understandability. Thus, not only the properties of a model and its notation, but
also those of the users of the model should be taken into account when making
claims about how understandable a notation is. As modeling different aspects
and using them for different purposes likely place different cognitive require-
ments on their users, it stands to reason that being aware of their differences
and cognitive capabilities becomes important.

Based on these arguments, it does not seem to make sense that the analysis
and critiquing of the quality of a modeling language’s visual notation should be
performed on a one-size-fits-all basis using one ‘optimal’ theory. Instead, a clearer
understanding of the cognitive requirements placed upon modelers engaged in
modeling different kinds of aspects, combined with an understanding of what
(quality) aspects of a notation are most important to them should be achieved
before anything else. After achieving such understandings, (re)designing optimal
visual notations for modeling languages can then be done more in line with the
actual cognitive requirements placed on their users.

3 An Example Modeling Effort

To motivate our idea we will give a fictional example of a modeling effort where
we belief the quality criteria for the visual notations used should not be judged
by the same standards.

A rather large, internationally operating business wants to stay up to date
with the ever-changing business environment, new regulations placed upon it by
local and international regulating bodies, in doing so optimizing how it works.
Hopefully by doing so also maximizing its profits. The main product they offer
to consumers is a complicated package of services and products say, of a pharma-
ceutical nature. Not wanting to simply experiment with how they do business by
trial and error, their first step is to create a comprehensive Enterprise Model that
captures all the important aspects of their organization, hopefully being able to
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use this model to make well informed business decisions with. They contract a
company to do so, which sets out to map these different aspects. They model all
their business processes (i.e., what they do) in BPMN, the exchanges between
company and consumer where value is generated in e3Value, the strategic and
tactical goals of the enterprise in i*, a number of other specialized aspects in
equally as specialized modeling languages, and finally, a comprehensive integra-
tion in an EM language, say, ArchiMate.

The enterprise modelers start creating an overview of all the aspects, and
quickly run into the point that some aspects of the business are more compli-
cated than others. The process structure is complicated, but manageable as the
main issue is simply the sheer number of processes to capture and interrelate,
nonetheless managing to do so without to many inconsistencies. They then move
on to capture the regulations the business needs to adhere to, for example in
how many pharmaceutical objects they are allowed to sell to intermediaries per
time unit, and so on. These models become quickly very complicated as they
run into inconsistencies between national and international regulations, and as
the legal advisors of the business inform them of ways to work around certain
regulations but not others. Another team of modelers sets out to capture the
value exchanges, which for this business were fairly straight forward, clearly
generating value at points of sales, and generating value at points of exclusivity
contracts, and so on. The different levels (and kinds of) complexities of these
models made it so that for some aspects the modelers wanted to be able to use
a great amount of visual elements, shapes, colors, and so on to clearly denote all
the different elements in the domain, and to use even more visual markers for
conflicting information in the regulation models.

Being experts in their field, the modelers who captured all the regulation
information chose to extend the notation they used with additional symbols,
just to be able to more accurately capture all the different elements. While
this decreased the ease of reading of these models for non-experts, they quickly
realized the business stakeholders preferred to be told about the models, instead
of being shown them and asked to work with them. Thus, in the end the modelers
decided to adapt the modeling languages they used to (perhaps) the limit of their
cognitive abilities where it was necessary to do so, using some other languages as-
is because the domain was not too demanding, and finally always communicated
with the business using PowerPoint and pen and paper sketches2. When the
business asked the enterprise modelers to translate their ideas and strategies for
changes in the business into the model environment, the modelers did so, and
convened the outcomes to them in more simplified models and natural language.

In this example, due to the different requirements placed upon modelers by
the aspect they worked on (e.g., the complexity of regulations, the great amount
of processes), they decided to adapt the notations they used to deal with them.

2 While this is a fictional example, it is be backed up by the real-world practice of
modeling. As evidenced by a quote from an ongoing series of interviews we are
performing among Enterprise Architects: “The primary tool for communicating [with
business people] is PowerPoint”.
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The models whose purpose was to capture the information about a domain were
accepted to be more complicated, because the modelers themselves could deal
with it and translate it to more understandable explanations for business stake-
holders. Thus, we strongly believe that efforts to optimize a modeling language’s
visual notation should be done in line with the requirements placed upon it by
the specific purpose of the modeling effort, and by the cognitive requirements
placed upon its users.

4 Research Agenda

We propose the following research agenda to deal with the issue we have pre-
sented and exemplified in this paper. The major aims are to have a stronger
understanding of the personal differences between people in regards to how well
they can still understand a model and use it, and whether such differences can
perhaps be said to be specific to particular modeling efforts and domains. These
tie into two hypotheses to be tested by investigating some research questions.

Hypothesis 1. The quality criteria for the visual notations of different modeling
efforts and aspects are not universal.

We see the following questions contribute towards the testing of this hypothesis.

1. What quality criteria for the visual notation of a modeling language are most
important to its users?

2. Does the creation and use of models of different aspects place different (levels
of) cognitive requirements on its users?

The first would be investigated by using factor elicitation (i.e., Repertory Grid)
and structured interviews with users of multiple modeling domains and efforts.
The second question can be explored by using the Think-Aloud-Protocol for a
number of modeling tasks of different aspects. In such a study participants would
be asked to model a textual description, and to verbalize all their thoughts.
Analysis of the recording of such sessions together with coding schema to deter-
mine the difficulty users verbalized would give a good approximation of the
different levels of cognitive skill that users experienced.

Hypothesis 2. The visual notation of a modeling language can be optimized for
the modeling of a specific aspect with a specific purpose.

The following question here contributes towards the testing of this hypothesis.

3. Given prior cognitive requirements for specific aspects, what is the optimal
trade-off between complexity and usability for modeling a given aspect?

Investigating this research question relies on data elicited from the earlier research
questions. If quality criteria are important to users, and different cognitive require-
ments from aspects are known, a design science approach with a strong focus on
evaluation can then be taken. Several ‘dialects’ of the visual notation for a specific
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modeling language can be made and evaluated with users in to find a balance
between how well the notation accommodates the modelers in their work, and
how difficult the created models become to work with. This can be done through
experiments, again using Think-Aloud-Protocol, where modelers are asked to
capture the same domain in a number of different dialects, and coding of the
recorded verbalizations are used to determine which dialect is most successful.
As a result, a notation optimal for the specific aspect(s) and modelers involved
should be found.

5 Concluding Outlook

We have argued that analyzing and critiquing the visual notation of modeling
languages should not be done to a universal standard. We made a point that
different aspects of a domain might place different (cognitive) requirements upon
its users, and that users have different cognitive abilities in themselves. Visual
notations should thus optimized for such specific modeling efforts. The research
agenda we proposed can lead to changes in the way modeling languages are
developed, as it could lead to guidelines for adapting the visual notations more
closely to the needs of the domain and aspect the language is used for, as well
as the people (envisioned) using the modeling language.
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Abstract. This paper presents a summary of ongoing research with regard to
the reconfiguration of business models with the help of digital technologies.
Based in Amit and Zott’s seminal notion of a business model, studies of a large
set of digital business models have uncovered a set of dimensions that when
reconfigured with the help of digital technologies may produce successful digital
businesses. These dimensions are a business model’s outputs, activities, actors,
transaction mechanism and governance, and may be regarded as a set of heu-
ristics to guide managers’ business development efforts into the digital world.

Keywords: Digitalization � Economic value � Unbundling � Decoupling �
Sharing

1 Introduction

The renewed American firm Kodak was a hugely successful market leader in the
camera and film industry, at its peak employing more than 120 thousand people. In
2012 it filed for reconstruction as it was on the brink of bankruptcy. Despite being early
in developing digital options to its main analogue products, Kodak failed to align its
business model to this new technology and died from relying on an outdated business
model that had lost market relevance [1]. In the same year, the tiny start-up firm
Instagram employing only a dozen people was acquired by Facebook for $1 billion,
after having been in the marketplace for less than a year! [1] Today’s market capi-
talization of Facebook is greater than $ 200 billion (e.g. ychart.com) and all these three
firms are operational in the same fundamental business, namely information logistics.
This is also valid for many other digital companies such as Google, Spotify, Netflix,
UberTaxi and AirB2B and also for traditionally non-digital firms that are now pursuing
digitalization efforts, such as General Electric’s digitalization of electric power gen-
erators and related equipment [2].

One question that emerges is why some firms succeed with their digital efforts
while others fail. This is of course a complex question that resists simplistic answers.
Our research efforts address the structure, content, governance and dynamics of digital
business models [3], where a digital business is understood broadly as a business that
employs contemporary information and communication technologies for its business
activities. This includes such aspects as the actual configuration of the content of a
digital business model, the managerial processes needed for their development and
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adaptation, their revenue models, and their sources of value creation and appropriation.
This paper presents a summary of the preliminary findings of ongoing research that
addresses configuration of the content of a digital business model.

The paper is organized as follows; the next section summarizes some key
challenges, both empirical and theoretical, to the comprehension of a digital
business. Thereafter, the assumed notion of a Digital Business Model, with its
theoretical underpinnings, is briefly accounted for. The next part represents the main
contribution of this paper, being a summary of our current research findings with
regard to the configuration dimensions of the content of a digital business models.
These dimensions may be utilized by managers as heuristics, or rules of thumb, for
challenging existing business models and guiding their transformation into digital
business models. The paper ends with a brief description of areas for future
research.

2 The Digital Challenges of Conventional Notions of a Business

The desire to acquire a comprehensive understanding of a firm, including its nature,
success and failure has been around at least since Adam Smith’s The Wealth of
Nations. To that end, a number of qualified candidates have been advanced. Such a list
may include at least the following intellectual contributions: Schumpeterian innovation
[4], value chain analysis [5], competitive strategies [5], corporate strategies [5], stra-
tegic capabilities [6], dynamic capabilities [7], game theory [8], strategic network
theory [9], transaction cost economics [10], and more recently organization economics
as such [11]. When faced with an empirical phenomenon such as Instagram, Facebook
or Spotify, a practitioner may ask how to make sense of the theoretical bodies provided
by decades of research and their studies.

Indeed, one limitation of current comprehension attempts of any business is that the
conventional theoretical bodies currently available provide a partial understanding at
best – sometimes complementary while other times contradictory [12]. Another key
limitation inherent in those theoretical bodies, which is particularly pertinent to our
context of digital businesses, is that those theoretical constructions have largely been
developed from empirical studies conducted several decades ago, prior to the advent
and adoption of contemporary information and communication technologies (ICT), as
well as other key changes of marketplaces, for instance massive deregulations. This
means that potentially, most current theoretical bodies addressing the notion of a
business cannot fully account for the phenomenon of a digital business and its context
of contemporary marketplaces.

3 The Notion of a Digital Business Model

Given the assumed position that current theoretical bodies are not equipped to offer a
comprehensive conception of digital businesses, various attempts have emerged with
the aspiration to overcome the mentioned theoretical partiality and to account for the
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digital reality of businesses. These attempts are sometimes rather unfortunately labelled
‘business models’. This is not the place to provide a comprehensive review of business
model literature, including its various strands of thought; rather we rely on one such
recent and excellent review [13]. The research findings reported here rely on one
particular notion of a business model, as advanced by Amit and Zott [1, 3, 14–16]. This
notion is by far the most advanced in terms of theoretical groundings and empirical
support, and offers some unique abilities to account for the realities of digital business
models.

In summary, Amit and Zott’s elaboration understands a business model as the
structure, content and governance of a specific actor network, linked by transaction
mechanisms that jointly execute value chain activities so as to create and appropriate
value in a marketplace [1]. In this conception, the structure accounts for the actors
involved, how they are related and the transaction mechanisms involved in their
interactions as well as the order of actors’ interaction. The content of a business
model accounts for the inputs received and outputs generated, so as to provide
products to their recipients in the network; the content also accounts for the capa-
bilities inherent in the actor network conducting the transformation of inputs into
outputs. Finally, the governance of a business model refers to the present design of
command and control set-ups that govern the mentioned transformation of inputs to
outputs (both informational and material) and the actor-network conducting it; this
also includes the legal content of the contracts that govern both each actor and the
actor network, as well as their incentive set-ups. Both early and recent contributions
emphasize that a business model should be regarded as a system, hence featuring and
accounting for its systemic characteristics [14, 17, 18], even though some challenges
to this have been observed [19].

This business model notion focuses on how economic value is created and
appropriated and who generates it, and is thereby not limited to a single firm only or an
industry – indeed it is truly boundary spanning of firms and even industry [14], thereby
being able to account for such firms as Apple, whose business model spans several
industries and is highly dependent upon a successful interaction with a large set of
actors.

By integrating several existing theoretical bodies, this conception of a business
model enables us to articulate several sources of economic value creation and appro-
priation. The Schumpeterian foundation accounts for business models that offer novel
designs and generate value from creative destruction. The resource-based view of
business focuses on the importance of complementarity of capabilities, and products
that a business model can account for. The strategic network theory accounts for the
frequent situations when the locus of value creation is not a single firm but a network of
firms, and thereby brings in the lock-in mechanism as value appropriator. Transaction
cost economics account for the governance efficiency of alternative governance
mechanisms that mediate transactions between actors.

Given the above conception of a digital business model, with its constituents and
functions that generate economic value creation and appropriation, the core question of
our concern here is: how can the content of a business model be configured by means
of digitalization. The remaining part of this paper addresses that question.
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4 Heuristics for the Configuration of a Digital Business Model

The starting point here is how conventional, not digitalized, business models can be
transformed into digital business models. At least five dimensions of a business model
may be regarded as areas for modification, which have shown capability of producing
novel digital business models. These are Output, Activity, Actors, Transaction Mech-
anisms, and Governance.

4.1 Reconfiguring Outputs

Reconfiguration of the products that are present in a marketplace was one of the first
effects of novel digital business models in the market places. Often referred to as
unbundling [20] this kind of reconfiguration focuses on the content of given infor-
mation products, such as books or newspapers. As such products are typically com-
posed of several subcomponents that are bound into one offering, the reconfiguration or
unbounding of such a package aims to provide the customer with some of its parts only
or another configuration or bundling of the product. For example in the case of a book
constituted by a dozen chapters, the customer may acquire one or two chapters only if
so desired and is not forced to acquire the whole book due to its bounding. In this
manner, the customer acquires only what represents value to her while the business
model differentiates itself from the conventional by offering that freedom to acquire
only those parts of a given book that are needed.

It is difficult for conventional business models to defend themselves against such
reconfigurations. One defence is to block the technical opportunities to unbound and
rebound bound products, which is rather difficult both technologically and also from a
market opportunity viewpoint – i.e. if a chosen album of music is not provided digitally
song by song, then customers will take their money elsewhere. Another defence of
business models that unbundle products of conventional business models is to recon-
figure the products in novel manners aimed at various customer segments with different
pricing models. For example; music, songs, films, and books or magazines may be
bundled into packages with a single monthly fee, and where a specific bundling is
provided to a given customer segment with distinct needs. This approach realizes
transaction efficiency in so far as it reduces the cognitive burden for customers’ search
and also offers significant discounts for the consumption of the given products during a
given time period, while at the same time securing a certain volume of revenues per
customer.

4.2 Reconfiguring Activities

As the notion of reconfiguration of a business model into a digital one, as such, was
introduced above, together with the output reconfiguration, the focus here is on the
reconfiguration of activities present in the actor network that constitutes a business
model. Starting with non-digital reconfigurations, a notable example is the Swedish
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furniture maker IKEA, who reconfigured the notion of furniture production, distribu-
tion and consumption. One key change to the old business model of furniture was to
sell them disassembled accompanied with instructions so that consumers who bought
them could assemble their new kitchen table at home from the parts provided – in this,
the assembling activity was relocated from the producer to the consumer. This solution
together with IKEA’s sales via very large outlets positioned in the suburbs of major
cities realized both on innovation and transaction efficacy and complementarity as their
product range with regard to home furniture is almost endless.

Innovative digital business models frequently disentangle, or decouple, an
existing activity chain [21]. One such reconfiguration is manifested by IP telephony
providers, such as Skype. In the conventional business model the calling activity is
coupled with paying-per-each-call activity, where the latter offers revenue stream for
the telephone service provider. IP telephony, on the other hand, succeeded with a
decoupling of those two activities – the first value creating and the second value
appropriation – and cut a large part of long distance calls from the conventional
telecom industry. As a response, these companies must look to change their business
model both with regard to outputs and activities and also revenue sources. In the case
of telecom firms, one such attempt is to rebalance the revenue streams from being
dominated by telephone calls into data traffic. At the same time, IP telephony is
associated with another value appropriation activity, namely advertising. Skype’s
main value creation came from its disruptive innovation, hence novelty, and also the
efficiency offered – the first faded as other players with similar offerings arrived in the
market place while the second is still present. It also shows the power of the lock-in
mechanism, as by being first in the marketplace Skype realized network effects, as the
more subscribers this free service acquired the harder it was for them to move to
another supplier.

4.3 Reconfiguring Actors

Yet another form of business model reconfiguration targets the actual resources that
execute the activities present in a business model. A recent and somewhat sensational
example of this is the UberTaxi firm that offers a new business model for taxi rides
[22]. Conventional taxi firms acquire their key resource, the taxi car, and typically use
it for that purpose only while also employing car drivers; they also offer a taxi calling
function and a payment transaction service. UberTaxi, on the other hand, does not
acquire cars nor employ drivers; rather it connects people with a car to those in need of
transportation at a given point of time and place by offering dedicated digital services
for calling and payment. Clearly, the key resources of the conventional taxi business
model – the car and the driver – are here replaced with other resources. As this business
model assumes a significantly lower cost mass than any given taxi drive, it is able to
ask a much lower ride-fee and thus attract a large customer segment out of the con-
ventional business model. This business model also realizes novelty and effectivity as
sources of economic value creation.
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4.4 Reconfiguring Transaction Mechanisms

Yet another reconfiguration of the digital business model addresses the way a trans-
action mechanism is designed. A transaction “occurs when a good or service is
transferred across a technologically separable interface. One stage of processing or
assembly activity terminates, and another begins”, says Williamson [10:104]. Indeed,
the advent of internet has shown a large array of transaction mechanism reconfigura-
tions, enabling for example the so-called outsourcing of some business model activities
to other suppliers, often operating at distance, geographically, temporally and cultur-
ally. Procurement of digital books from Amazon.com capitalizes on its transaction
mechanism being radically different from the conventional book store, with regard to
how information about products is exchanged, how the actual products are exchanged
and also how payment is conducted. One of the more radical transaction mechanism
reconfigurations is represented by the case of Priceline.com with so-called reversed
auctions (that received a US patent!). In this case, a potential customer provides
information about travel and the fee that she or he is willing to pay for such travel,
while travel providers can bid for that customer by offering as favourable offerings as
possible. Besides the obvious innovation, this transaction mechanism also offers sig-
nificant transaction efficiencies for both parties: the buyers and the sellers.

4.5 Reconfiguring Governance Set-ups

The last reconfiguration area of a business model to be articulated here is that of the
actual governance of a business model, which addresses the set-up of command and
control of the actors, the activities and the transaction being conducted. This includes
the legal content of contracts, business norms, and incentive structures. The obvious
digitalization of the governance of some activities and actors is that of automation that
has been pursued since the advent of the computer. However, it is particularly the
effects of the dimensions of the business model being digitized as detailed above that
gives rise to a reconfiguration of the governance set-ups of a business model. One
example is peer-to-peer lending, where money is lent to unrelated individuals, or peers,
without going through the conventional banking activities of risk assessment and so on.
In this governance reconfiguration, the lending and risk assessment (i.e. activities) is
not allocated to a central bank but to a peer (i.e. actors), who decides on whether to lend
money or not, how much and with what conditions. In addition, music streaming
services, such as Spotify, reconfigure the legal content of the music, by offering the
right to listen to a song and not to download a file, where the latter is also a legal
reformulation compared with the DVD-based music distribution.

5 Further Research

The above-listed dimensions of a business model articulate characteristics that can be
re-configured with the help of digital technologies. While these dimensions are pre-
sented one-by-one, as the various accompanying illustrations suggest, they are in
practice often reconfigured jointly in a specific and unique manner to produce a digital
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business model that aims to realize some of the four sources of the economic values
creation and appropriation. With regard to this kind of business model re-configuration,
much research is still necessary if we are to discover which digitized configurations
succeed and why. Do some particular underlying patterns of reconfigurations give rise
to particular patterns of value creation and appropriation? Another crucial area, men-
tioned above briefly only, is that of the revenue models utilized by a specific business
model configuration. Do some specific business model configurations depend more on
certain revenue model set-ups, and if so which? These and similar questions deserve
further attention if we are to develop a firm understanding of our future digital
businesses.
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Abstract. Digital technologies persuasively are changing business landscape
thus disrupting traditional business models of many sectors, particularly those
that engage with information-based products. Organizations struggle to change
their business models. Overtime business models become deeply ingrained and
represent the dominant logic. This research in progress aims to explore the
challenges and success factors in the transformation from traditional to digital
business models. The assumed focus is on cognitive dependencies that hinder
and enable such transformation given that this transformation involves a fun-
damental shift of core cognitive assumptions and beliefs held by the manage-
ment of organizations in terms of value creation and value network.

Keywords: Digital business models � Cognitive dependencies

1 Introduction

Rapid developments of Information and Communication Technologies (ICTs) and
digitalization are creating numerous opportunities for organizations. Many new ventures
(EBay, Spotify, Netflix etc.) have taken advantage of these developments, creating
novel business models and at the same time disrupting business models of incumbent
organizations [1, 4]. The impact of digital innovation has been prevalent particularly for
business models of organizations that deal with information-based products due to their
potential to be fully digitized [13]. In order to succeed incumbents must innovate their
business models. Nevertheless literature and practice indicates that business model
change is multifaceted and only few such transformations succeed [6, 15]. The question
is, why is business model change difficult for incumbent organizations? Why some
organizations are actually able to adapt while others fail? A recurring explanation in the
business model literature is that overtime business models become path-dependent and
represent the management dominant logic of value creation. Managers become cogni-
tively bounded by this logic and these cognitive schemas or as often called knowledge
structures act as a funnel that filters information, with an attention directed only on the
data that conform to the dominant logic while discharging others. For example,
Polaroid’s failure to adapt to digital imaging is predominantly attributed to the inability
of altering managerial strong beliefs in the analogue model [18]. Similar explanations
are found in the shift of newspapers from print to online [9].

© Springer International Publishing Switzerland 2015
A. Persson and J. Stirna (Eds.): CAiSE 2015 Workshops, LNBIP 215, pp. 131–136, 2015.
DOI: 10.1007/978-3-319-19243-7_14



The purpose of this study is to explore the challenges and success factors in the
transformation from traditional to digital business models. The assumed focus is on
cognitive dependencies that hinder and enable such transformation. We argue that
focusing on cognitive dependencies is important for two reasons. First, transformation
from traditional business models to digital business models imposes certain cognitive
dependencies due to the significantly distinct nature of these logics. Non-digital
businesses function in terms of conventional economic wisdom while digital business
models function within the economics of digital information, e.g. negligible marginal
costs, significance of network effects, new revenue models, information asymmetry
shrinking, transaction cost reduction etc. Second, the boundary-spanning nature of the
business model imposes a multi-actor thinking. This feature becomes more evident in
the digital word, which challenges the traditional view that value is created within
boundaries of the firm only [7]. Consequently, transforming a business model from
traditional to digital requires coordination between several actors, each operating on
their own dominant logics thus requiring a synchronization of multiple logics. This
transformation involves a fundamental shift of core cognitive assumptions and beliefs
held by the management of organizations in terms of value creation and value network.

The rest of the paper is structured as follows. We begin by providing a review of
digital business models and the economics of digital information. Next, we proceed to
explain the relation between cognitive dependencies and business models. We then
discuss the theoretical and managerial implications of the study.

2 Digital Business Models and the Underlying Economics
of Digital Information

Business models emerged as a term during the dot-com hype, a period that was
characterized with emergence of many new ventures that began to conduct business
online. The trend, however, fainted quickly with most of these ventures failing. This
failure was mostly attributed to the firms adopting flawed business models. Later, a
renewed interest was marked, stemming from several fields, using the business model
construct to explain the phenomena such as e-business and use of IT in organizations,
strategic issues such as value creation, firm performance and innovation and technology
management [23].

Digital business models or IT-enabled business models [14] represent one instance
of digital innovation alongside product and process innovation [8]. Digital innovation
refers to any innovation that is ICT enabled that results in creation of new forms of
digitalization [21]. Amit and Zott [2] explored the theoretical foundations of the
business model construct by investigating the sources of value creation in e-businesses.
Their results show that no single strategy and entrepreneurship theory of value creation
such as transaction cost economics, strategic networks, resource bases view, value
chain, Schumpeterian innovation can fully account and explain the value creation in the
digital world. Value creation in the digital world requires an integration of these
theories, enabled by the business model construct itself. In this context a business
model is defined as a ‘system of interdependent activities that transcend the focal firm
and spans its boundaries’ [22]. This conceptualization is inherently comprehensive
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since it accounts for the mutual interdependence between a firm and its business
environment.

Weill and Woerner [20] elegantly illustrate this with a simple example of Wall
Street Journal. In the traditional newspaper industry, Wall Street Journal was respon-
sible in producing its own content of the newspaper articles and related photos. This
content was then placed in printed newspaper with all the cosmetics and details that
newspapers like any other publication needs. Thousands of copies needed to be print
and delivered through established infrastructure (e.g. people, trucks). Carefully planned
integration and management of these components produced customer value. In the
digital world these components have changed. Content of newspaper is no longer as
proprietary and has expanded, with Wall Street Journal obtaining content from other
sources and engaging other partners to deliver the content to customers. Wall Street
does not control infrastructure in the digital world anymore. Infrastructure involves a
combination of internal and external digital platforms that can be accessed anytime and
everywhere.

Aswe see from the illustration, traditional business world is product focused, tangible
and customer transaction oriented, that operates according to the conventional economic
wisdom, while digital realm is concerned with customers’ experience and with focus on
digital information-based products [20] that challenge the conventional economic rules.
Instead they function according to the economics of digital information that involves
some inherent unique features such importance of network effects, negligible marginal
costs, different pricing mechanisms, reduction of transaction costs, shrinking of infor-
mation asymmetry and different revenue models [2, 19]. These features make digital
information difficult to translate and address in economic terms [10] and require a new set
of assumptions, because the production, distribution and consumption of digital infor-
mation products encompasses a distinct inherent logic [3, 19]. Adaption to the new logic
that digital context brings to the forefront, requires a shift of managerial cognitive frames
that are ingrained with the old traditional logic.

3 Cognitive Dependencies as a Barrier to Business
Model Change

The role of cognition in organizations can be traced back to [11] who claimed that
managers are embedded in certain cognitive structures and when faced with uncertain
environment that fall outside these structures, managers draw upon these frames to
create simplified representations of the information environment. Cognitive perspective
is argued to have a great potential to offer insights into any type of organizational
renewal. Despite the importance, the way cognitions shape innovation processes have
not been empirically examined [17].

Several authors [5, 6, 16, 18] have explored the role of cognitive dependencies in
business model change. Cognitive structures or as referred in the business model
context as business model schemas are conceptualized as involving ‘concepts and
relations that organize managerial understandings about the design of activities and
exchanges that reflect the critical interdependencies and value creation relations in
their firms’ exchange networks’ [12]. There is a common agreement that cognitive
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frames represent the main driver of path dependence of business models and are crucial
in shaping business model change [5, 16]. Although these studies are very insightful
and provide a solid foundation, there are some noted limitations. None of the studies
particularly address the transformation of the business model from traditional to digital.
Sandström and Osborne [15] argue that previous explanations on challenges that
incumbents face when changing their business models are not specific for business
models but instead they draw on previous arguments deriving from the product
innovation and technology management literature and moreover apply to any type of
organizational change. The role of managerial cognition occupies a central place in the
literature of technology innovation management [6, 18]. While these studies provide
deep insights about the role of cognitive dependencies in business model change they
approach technology as a black box. Opening the black box is crucial for digital
technologies due to the unique properties that are not inherent in any type of other
technologies. Moreover [15] argue that challenges that are specific to business model
should be intertwined to its network of multi actors, which means that business model
is not controlled by the firm itself. This perspective however is often overlooked in
previous studies, particularly in those that investigate the role of dominant logic in
business model change.

4 Discussion

This paper presents a research in progress that aims to explore the key challenges and
success factors involved in the transformation of the business model from traditional to
digital. The assumed focus in on cognitive dependencies that hinder and enable such
transformation. A central argument around which this study revolves is on the fun-
damental distinctions between non-digital and digital business models. We argue that
traditional business models are guided by conventional economic wisdom whereas
digital business models by the economics of digital information. We derive this
argument on explanations drawing on the fundamental properties of digital technology
and economics of digital information that involve negligible marginal costs, signifi-
cance of network effects, new revenue models, information asymmetry shrinking,
transaction cost reduction etc. Moreover, we argue that exploration of cognitive
dependencies and success factors in the transformation of business model should
account for boundary-spanning nature of the business model as the most unique feature
that differentiates it from other constructs. Digital transformations profoundly change
the whole notion of value creation and capture and as such cannot be conceived
without the value network, like eBay, Facebook, YouTube who cannot be compre-
hended without their networks.

The study will contribute to the rather nascent literature on the dynamics of
business models. While previous scholarly contributions have given insights about the
role of cognitive dependencies and path dependence in general [5, 6, 16] digital context
exposes organizations to novel forms of value creation and capture that are quite
distinct from the conventional ones, thus requiring a fundamental shift of dominant
logic. Given that digital businesses represent the most dynamic and a crucial segment
of the new economy, this study will unleash significant implications to the practice.
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It will inform managers of information intensive organizations engaged in business
model change endeavors by providing s set of structured processes and guidelines that
firms can use systematically about cognitive hindrances and success factors to over-
come these challenges.

References

1. Al-Debei, M.M., El-Haddadeh, R., Avison, D.: Defining the busines model in the new world
of digital business. In: Proceedings of the 14th Americas Conference on Information
Systems (AMCIS 2008), Toronto, Canada, pp. 1–11 (2008)

2. Amit, R., Zott, C.: Value creation in e-business. Strateg. Manag. J. 22(6–7), 493–520 (2001)
3. Benkler, J.: The Wealth of Networks: How Social Production Transforms Markets and

Freedom. Yale University Press, New Haven (2006)
4. Bharadwaj, A., El Sawy, O.A., Pavlou, P.A., Venkatraman, N.: Digital business strategy:

toward a new generation of insights. MIS Q. 33(1), 204–208 (2013)
5. Bohnsack, R., Pinkse, J., Kolk, A.: Business models for sustainable technologies: exploring

business model evolution in the case of electric vehicles. Res. Policy 43(2), 284–300 (2014)
6. Chesbrough, H., Rosenbloom, R.S.: The role of the business model in capturing value from

innovation: evidence from xerox corporation’s technology spin-off companies. Ind.
Corp. Change 11(3), 529–555 (2002)

7. El Sawy, O.A., Pereira, F.: Digital business models: review and synthesis. In: Business
Modelling in the Dynamic Digital Space. Springer, Heidelberg (2013)

8. Fichman, R.G., Dos Santos, B., Zheng, Z.: Digital Innovation as a fundamental and powerful
concept in the information systems curriculum. MIS Q. 38(2), 329–353 (2014)

9. Gilbert, C.G.: Unbundling the structure of inertia: resource versus routine rigidity. Acad.
Manag. J. 48, 741–763 (2005)

10. Lester, J., Koehler, W.: Fundamentals of Information Studies: Understanding Information
and Its Environment, 2nd edn. Neal-Schuman, New York (2007)

11. March, J.G., Simon, H.A.: Organizations. Wiley, New York (1958)
12. Martins, L., Rindova, V.P., Greenbaum, B.: Unlocking the hidden value of concepts: a

cognitive approach to business model innovation. Strateg. Entrepreneurship J. 9(1), 99–117
(2015)

13. Nylén, D., Holmström, J.: Digital innovation strategy: a framework for diagnosing and
improving digital product and service innovation. Bus. Horiz. 58, 57–67 (2015)

14. Rai, A., Tang, X.: Research commentary—information technology-enabled business
models: a conceptual framework and a coevolution perspective for future research. Inf.
Syst. Res. 25(1), 1–14 (2013)

15. Sandstrom, C., Osborne, R.G.: Managing business model renewal. Int. J. Bus. Syst. Res. 5
(5), 461–474 (2011)

16. Sosna, M., Trevinyo-Rodríguez, R.N., Velamuri, S.R.: Business model innovation through
trial-and-error learning: the naturhouse case. Long Range Plan. 43(2–3), 383–407 (2010)

17. Thrane, S., Blaabjerg, S., Hannemann Møller, R.: Innovative path dependence: making
sense of product and service innovation in path dependent innovation processes. Res. Policy
39, 932–944 (2010)

18. Tripsas, M., Gavetti, G.: Capabilities, cognition, and inertia: evidence from digital imaging.
Strateg. Manag. J. 21(10/11), 1147–1161 (2000)

19. Varian, H.R.: Markets for Information Goods. University of California, Berkeley (1998)

Inherent Cognitive Dependencies in the Transformation of Business Models 135



20. Weill, P., Woerner, S.L.: Optimizing your digital business model. MIT Sloan Manage. Rev.
54(3), 71–78 (2013)

21. Yoo, Y., Lyytinen, K., Boland, R., Berente, N., Gaskin, J., Schutz, D., Srinivasan, N.: The
Next Wave of Digital Innovation: Opportunities and Challenges: A Report on the Research
Workshop Digital Challenges in Innovation Research, Fox School of Business, Temple
University, PA, USA. (2010)

22. Zott, C., Amit, R.: Designing your future business model: an activity system perspective.
Long Range Plan. 43, 216–226 (2010)

23. Zott, C., Amit, R., Massa, L.: The business model: recent developments and future research.
J. Manag. 37(4), 1019–1104 (2011)

136 E. Kurti



Capability-as-a-Service: Investigating
the Innovation Potential from a Business

Model Perspective

Kurt Sandkuhl1,3(&) and Janis Stirna2

1 Institute of Computer Science, University of Rostock,
Albert-Einstein-Str. 22, 18059 Rostock, Germany

kurt.sandkuhl@uni-rostock.de
2 Department of Computer and Systems Sciences,

Stockholm University, Forum 100, SE-16440 Kista, Sweden
js@dsv.su.se

3 ITMO University, 49 Kronverkskiy pr., 197101 St. Petersburg, Russia

Abstract. Capability management is expected to contribute to a new level of
productivity in developing and deploying IT-based business services offered by
digital enterprises to their customers. Work on capability management so far
emphasizes the technology perspective of capability design and delivery. The
paper addresses the question of what is the potential of capability management
with respect to business model innovation by considering a case study from
business process outsourcing as an example. The aim is to apply an established
business model conceptualization as a framework for analyzing the case study
and to compare the possibility of identifying business innovations with and
without defined capability characteristics.

Keywords: Capability management � Business model � Innovation potential �
Business process outsourcing

1 Introduction

Capability management is expected to contribute to a new level of productivity in
developing and deploying IT-based business services offered by digital enterprises to
their customers. One of the key features in capability management is to explicitly
capture the delivery context of business services and to provide mechanisms for
configuring an existing information system (IS) or generating its delivery according to
a capability design (see Sect. 3). Work on capability management so far emphasizes the
technology perspective of capability design and delivery, for example as designed
in the Capability Driven Development (CDD) approach of the EU-FP7-project
Capability-as-a-Service (CaaS) (see Sect. 3).

The initial application of capability as a construct for supporting context dependent
design and delivery of business has been promising (c.f. for instance [1]). As the next
step of making the CDD approach practicable, this paper ponders on the question ofwhat
is the potential of capability management in general and the CDD approach in par-
ticular when it comes to business model innovation? The paper addresses this question
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by considering a case study from business process outsourcing as an example. The aim of
the paper is to apply an established business model conceptualization as a framework for
analyzing the case study and to compare the possibility to identify business innovations
with and without defined capability characteristics. The business model conceptualiza-
tion provides a number of partial business models that represent perspectives on the
business model (see Sect. 2.1). Based on the comparison, we will identify the most
promising partial business model for assessing the business innovation potential.

The remainder of the paper is structured as follows: Sect. 2 summarizes the
background for the work from the areas of business models and capability manage-
ment. Section 3 presents the main aspect of the CaaS approach to capability design and
delivery which includes essential aspects of capability management. Section 4 intro-
duces the case study including a selected business service. Section 5 analyzes the case
study from Sect. 4 using the business model conceptualization from Sect. 2 and the
capability design and delivery approach from Sect. 3. Section 6 summarizes the work
and draws conclusions.

2 Background

As a background for the work presented in this paper, this section briefly summarizes
work in the areas of business models and capability management.

2.1 Business Models

Business models have been an essential element of economic behavior since decades,
but received significantly growing attention in research with the advent of the Internet
[4] and expanding industries dependent on post-industrial technologies [3]. In general,
the business model of an enterprise describes the essential elements that create and
deliver a value proposition for the customers, including the economic model and
underlying logic, the key resources and key processes.

Zott and Amit identified three major lines of work in their analysis of recent
academic work in business model developments [14]:

• Business models for e-business scenarios and the use of IT in organizations
• The strategic role of business models in competitive advantage, value creation and

organizational performance
• Business models in innovation and technology management.

For analyzing the business innovation potential of capabilities, we consider both value
creation based business models for the service industry and approaches from e-business
as promising [2, 12]. For the purpose of this paper, the proposal by Wirtz seems to be
most suitable due to the explicit identification of six partial models: capital model,
procurement model, manufacturing model, market model, service offer model, and
distribution model. In this way the essential parts of value creation are covered. The
capital model is subdivided into financing model and revenue model. The financing
model describes the sources of the capital that is necessary for business activity.
The revenue model provides means to generally systemize business models by four
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dimensions: direct or indirect generation of revenue, as well as the transaction-
dependent and the transaction-independent generation of revenue. The procurement
model describes production factors and their sources. Here the distribution of power
between suppliers and demanders is an important aspect. The manufacturing model
covers the combination of input factors to new goods and services. Demand structures
as well as the competitive situation are described by the respective sub-models of the
market model. The service offer model defines which IT services are provided to the
customers, while the distribution model focuses on the channels that are used to make
the IT services available to the specific customer groups. Wirtz has proposed a cate-
gorization of e-business models by the kind of IT service offered (see Fig. 1).

2.2 Capability Management

The term capability is used in different areas of business IS. In the literature there seems
to be an agreement about the characteristics of the capability, yet there is no generally
accepted definition of the term. The definitions mainly put the focus on “combination
of resources” [6], “capacity to execute an activity” [5], “perform better than compet-
itors” [8] and “possessed ability [13]”.

The capabilities must be enablers of competitive advantage; they should help
companies to continuously deliver a certain business value in dynamically changing
circumstances [9]. They can be perceived from different organizational levels and thus

Fig. 1. Partial models of the integrated business model [12]
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utilized for different purposes. According to [10], performance of an enterprise is the
best, when the enterprise maps its capabilities to IT applications. Capabilities as such
are directly related to business processes that are affected from the changes in context,
such as, regulations, customer preferences and system performance. As companies in
rapidly changing environments need to anticipate variations and respond to them [7],
the affected processes/services need to be adjusted quickly. i.e., adaptations to changes
in context can be realized promptly if the required variations to the standard processes
have been anticipated and defined in advance and can be instantiated.

In this paper capability is defined as the ability and capacity that enable an
enterprise to achieve a business goal in a certain context [16]. Ability refers to the
level of available competence, where competence is understood as talent, intelligence
and disposition, of a subject or enterprise to accomplish a goal; capacity means
availability of resources, e.g. money, time, personnel, tools. This definition utilizes the
notion of context, thus stresses the variations of the standard processes.

To summarize, capabilities are considered as specific business services delivered to
the enterprises in an application context to reach a business goal. In order to facilitate
capability management, we propose business service design explicitly considering
delivery context by an approach that supports modeling both, the service as such and
the application context.

3 The CaaS Approach to Capability Design and Delivery

Business services are IT-based services that digital enterprises provide for their cus-
tomers. Business services usually serve specified business goals, are specified in a
model-based way, and include service level definitions. To ease adaptation of business
services to new delivery contexts, changes in customer processes or other legal envi-
ronments, the CDD approach, developed in the CaaS project, is to explicitly define (a)
the potential delivery context of a business service (i.e. all contexts in which the
business service has to be potentially delivered), (b) the potential variants of the
business service for the delivery context, and (c) what aspect of the delivery context
would require what kind of variation or adaptation of the business service.

The potential delivery context basically consists of a set of parameters or variables,
the, so called, context elements, which characterize the differences in delivery. The
combination of all context elements and their possible ranges defines the context set, i.e.
the problem space to cover. The potential variants of the business service, which form
the solution space, are represented by process variants. Since in many delivery contexts
it will be impractical to capture all possible variants, we propose to define patterns for
the most frequent variants caused by context elements and to combine and instantiate
these patterns to create actual solutions. If no suitable pattern is available, the con-
ventional solution engineering process has to be used. The connection between context
elements, patterns and business services has to be captured as transformation or mapping
rules. These rules are defined during design time and interpreted during runtime.

The above simplified summary of the CDD approach has been further elaborated by
defining meta-model and method components (available in [11, 17], respectively), by
specifying a development and delivery environment, and by performing feasibility studies.
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In order to implement the CaaS approach, a capability development and delivery
environment was designed and currently is under development. The main components
of the environment are capability design tool, context platform, capability delivery
navigation application, as well as capability delivery application. The architecture of
the environment is shown in Fig. 2. The main functional components of the environ-
ment are as follows:

• Capability modeling module - provides modeling elements defined in the capability
meta-model and models the required capability including business service (e.g.
business process model), business goals, context and relations to delivery patterns.

• Pattern composition module - identifies appropriate patterns for capability delivery
and composes the patterns together. It supports incorporation of external resources
into the composition. If some of the patterns required are not available then the
modeling of missing information is supported and new patterns can be proposed
and documented.

• Repository of capability patterns - storage and maintenance of available capability
delivery patterns.

• Context platform - captures data from external data sources including sensing
hardware and Internet based services such as social networks. It aggregates data and
provides these data to subscribers.

• Context modeling module - represents the context data in terms of the capability
modeling concepts and provides means for context analysis and amalgamation.

• Capability assessment (evaluation) module - performs assessment of financial and
technical feasibility of the proposed capability.

• Capability integration module - generates the capability delivery navigation appli-
cation, which also incorporates algorithms for capability delivery adjustment.

• Capability delivery navigation application - provides means for monitoring and
adjustment of capability delivery. It includes monitoring module for monitoring
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Fig. 2. Components of the capability development environment
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context and goal KPI, predictive evaluation of capability delivery performance and
delivery adjustment algorithms. The capability delivery adjustment algorithms are
built-in in the capability delivery navigation application. The algorithms continu-
ously evaluate necessary adjustments and pass capability delivery adjustment
commands to the capability delivery application.

Capability delivery application is developed following the process and technologies
used by a particular company. The CDD methodology only determines interfaces
required for the CDA to be able to receive capability delivery adjustment commands
from the capability delivery navigation application and to provide the capability
delivery performance information.

4 Case Study from Business Process Outsourcing

The industrial case study presented in this section is a part of the CaaS project. It is
carried out at. SIV.AG from Rostock (Germany). SIV offers different kinds of business
process outsourcing services. The target group for these services is medium-sized
utility providers and other market roles of the energy sector in Germany, Bulgaria,
Macedonia and several other European countries.

Energy distribution companies are facing a continuously changing business envi-
ronment due to new regulations and bylaws from regulating authorities and due to
competitors implementing innovative technical solutions in grid operations or metering
services, like intelligent metering or grid utilization management. In this context, both
the business processes in organizations and IS supporting these processes need to be
adaptive to changing organizational needs. Examples for typical business functions are
assets accounting, processing and examination of invoices, meter readings, meter data
evaluation, automatic billing, customer relationship management, maintenance man-
agement, inventory management, order management, and project management.

A key service area of SIV.AG is business process outsourcing (BPO), i.e. the
performance of a complete business process for a business function by a service
provider outside an organization. This service has to implement potential variations of
the clients’ way of performing business. One variation is inherent in the business
process as such. Even though core processes can be defined and implemented in
standard software systems, configurations and adjustments for the organization in
question are needed. The second cause of variation is the configuration for the country
of use, i.e. the implementation of the actual regulations and bylaws. The third variation
is related to the resource use for implementing the actual business process for the
customer, i.e. the provision of technical and organizational capacities. Basis for these
services is SIV’s software product kVASy4. Integrated with the business process
environment, the “native” kVASy4 services providing business logic for the energy
sector are implemented using a database-centric approach.

As an example for a BPO service offered by SIV, we will in the following describe
the MSCONS business service. MSCONS is offered by SIV due to defined business
goals. A business goal is defined as desired state of affairs to be attained [16]. The goals
in this case are modeled using the 4EM-Approach [15]. Due to the relationships
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between the SIV.AG and its customers, a distinction was made between customer goals
and SIV goals, i.e. customer goals are more operational whereas SIV follows strategic
business goals. This can be considered as a support relationship. Respectively the main
goal of SIV is to deliver constant business value to its customers, which supports to
efficiently control business processes goal of the customer. Goals can be refined into
sub-goals, thereby forming a goal hierarchy. To efficiently control business processes,
customers aim to optimize case throughput and to achieve a high process quality. Both
can be considered as subordinate goals in the use case.

According to the CaaS approach, business goals require capabilities to be suc-
cessfully fulfilled. Enabling the SIV´s customers to optimize their case throughput
requires SIV to deliver capabilities for them to route their processes in accordance with
the workload. For this case, this capability is called “Dynamic Business Service Pro-
vider (BSP) Support”.

The high level business process “message validation” is required by the capability
“Dynamic BSP Support”. In particular, the industrial case implements the MSCONS
(Metered Services Consumption Report Message) validation processes from a global
view. The purpose of the global process in MSCONS use case is the transmission of
energy consumption data from one market role to another role. By regulatory
requirement, all data must be sent by e-mail and its format must comply with the
international UN/EDIFACT standard. In addition to this requirement, national variants
of the EDIFACT standard may exist that add further constraints to the syntactical
structure of exchanged messages. Thus, messages must not only comply with the
international but also with the national EDIFACT standard, which are subject to
periodical change by the regulatory authorities, with usually two releases per year.

An invalid message causes an exception to be thrown. Currently, all of these
exceptions are treated manually, involving a knowledge worker; dynamic aspects, such
as the handling of exception by customer under certain conditions, are not taken into
account. Offering dynamic capabilities to route the exception handling process requires
recognizing the application context, in which the exception is thrown. e.g., the cus-
tomer might prefer to outsource his processes to SIV.AG if there are huge numbers of
errors when validating the MSCONS message. The process outsourcing might depend
on the backlog size, exception type and available resources at SIV, which are arranged
with a service contract between SIV and the customer. As a result, two process variants
are of use – the handling of the exception by customer or by SIV. The CaaS approach
applies patterns for the implementation of the respective process variants that react to
the anticipated changes in context and adjust the capability delivery process properly.

5 Business Model Analysis and Innovation Potential

To illustrate business model analysis and identification of innovation potential, we
selected the MSCONS business service discussed in Sect. 4. Starting from an analysis
of the partial business models according to Wirtz’s approach we will discuss innovation
potential in Sect. 5.1. In Sect. 5.2 we will extend the MSCONS business service to a
capability using the CaaS approach and, discuss business innovation for this capability
as well as compare it to the findings from Sect. 5.1.
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5.1 Analysis of MSCONS Business Model

When analyzing the business model of the “MSCONS” service in Table 1, we assume
that the IT-infrastructure for providing the service and the software platform (kVASy
ERP system, EDIFACT messaging, document management, etc.) already have been
installed, i.e. the focus is on the service as such. The actual analysis consists of
describing the different partial business models in order to expose the different aspects
of the business model.

Table 1. Business model of “MSCONS”

Partial models of business
model

Business model of MSCONS

Market
model

Demand
model

Main target group are medium-sized enterprises from utility
industries. Within this group, different segments are
distinguished, e.g. energy provides, water providers, gas
providers or grid operators

Competition
model

For the MSCONS service, several other software vendors
provide platforms which can be used as software-as-a-service,
but only two of them offer business process outsourcing.
These two BPO providers can be considered as competitors

Procurement model A few elements of the service are contracted to other service
providers:

• Transaction printing services, if requested by the client, are
outsourced to a printing center

• if the client requires post-processing of the transactions and
export to specific information system, data conversion services
are used from external providers

Manufacturing model The processing of meter data, business process monitoring and
handling of exceptions by knowledge workers all are
provided from the own back-office of SIV. SIV offers using
IT hardware and software systems, but the client may select to
host the actual application in its own data center

Service offer model The MSCONS BPO service is offered as stand-alone service or
as “accounting bundle” with other services within accounting
and billing

Distribution model Distribution is based on VPN connections and dedicated
communication lines. Service delivery also depends on the
customer’s ability to provide an appropriate operating
environment for the back office applications needed

Capital
model

Financing
model

Operating costs are financed by internal funds of the enterprise.

Revenue
model

The pricing for the service includes a basic fee for each client
depending on the size of the customer base. An additional fee
is charged for exception cases to be handled manually by
knowledge workers

If the service is bundled within the accounting bundle, the basic
fee is the same as for a single service, but the customer-based
fee is higher
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Business model innovations can be identified by going through each and every
partial model, analyzing each model for potential alterations in the current status and
examining the effects on the other partial models. e.g., if for the demand model a new
target group is identified, this might have immediate effects on procurement and
manufacturing model. One of the traditional ways to identify innovations potential is,
however, to take a value chain perspective and analyze whether business should be
extended to neighboring parts of the value chain. A change in the procurement model
to no longer outsource account printing but to do it in-house would be such an
example, which again has the effects on most other partial models.

5.2 Capability Analysis Regarding Business Innovation Potential

Following the CaaS approach for capability design and delivery, capability modeling
includes as an initial step to capture the delivery context of a business service in a
context model with specified relationships to business goals of the enterprise [18].
When doing this for the MSCONS business service, three main business drivers are
identified, which cause variations and thus provide stimulus for changes. The first
business driver is the contractual aspect, which specifies parameters such as backlog
threshold as well as the process variant to be implemented regarding the backlog size,
such as “if the backlog size exceeds the agreed threshold, then the case is routed to
customer”. The second business driver, payload aspect, includes information of the
service call such as the market role, the faulty message and the exception type etc. The
last driver, the operational aspect, is related to both SIV Services personnel deployment
plan and the kVASy-operating environment. These are captured as variation aspects,
which are further elaborated to identify context elements. Table 2 illustrates the context
elements, their properties and allowed ranges.

Using the context model with the above context elements, the business service
MSCONS can be extended to a capability by providing adaptations of MSCONS for all
desired delivery contexts, e.g. by using patterns, and by controlling and configuring
MSCONS for these different delivery contexts using the capability navigation
application.

From a business model perspective, the extension from a business service to a
capability will not make the business model described in Sect. 5.1 invalid or obsolete.
The initial MSCONS business service still can be offered. However, as the context
elements identify potential variations in the business service caused by a change in
delivery context, these variation points form starting points for identifying changes in
partial business models which eventually will lead to changes in MSCONS and the
overall business model.

The variation aspect “operation” with its context element “operating platform” can
serve as an example. The three different context element values are “data center”,
“cloud” and “customer”. Each of these values can be considered as representing
variants of the existing business model: MSCONS operated in the own data center, in
the cloud, in the customer’s data center, or as a mixture between own data center, cloud
and customer’s data center. If it would make sense to actually distinguish the business
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model for these variations depends on the effects on the other partial models. However,
the investigation of potential innovations can start from the context elements.

6 Summary and Concluding Remarks

Based on an example of a business service from BPO in energy industries, the paper
showed how to decompose the underlying business model into different partial models
according to Wirtz’s approach. When extending the business service into a capability
by – as a first step - modelling the context for service delivery, the context model
proved to be useful for identifying potential variants of the existing business model and
thus potential business innovations, as the context elements represent starting points for
changes in the partial business models.

The main limitation of our work is that we have analysed only the business model
for one business service. More services will have to follow to develop our observations
into clear implications. Furthermore, the business model analysis was done by a
researcher from the field, not by a practitioner from the company. Future work will
have to include a validation of the results by a practitioner.

The business model analysis resulted in a so far unrecognized option for capability
modelling. We had a strong impression during analysis that the different partial busi-
ness models could actually help identifying context elements in capability modelling
and thus help defining more complete and precise capability definitions. For example,

Table 2. Context elements as causes of variability

Variation
aspect

Context element Measurable
property

Context element range

Operation Operating
platform

kVASy
deployment

{data center, cloud, customer}

BSP human
resources

Schedule {low, average, high}

Payload Market role Role segment {grid access provider, balance supplier,
MDC, MOp, consumer}

Message
exchange
format

Format
segment

{MSCONS, UTILMD}

Process subtype Subtype
segment

{VL, LG}

Message
version

Version
segment

{2.2a, 2.2b, 5.0, 5.1}

Contract Backlog
threshold

Backlog size [0–5]

Exception type BAM
notification

{list of exception types}

Business
Service

Process type {list of business services}
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the use of a different supplier for accounting printing was identified as part of the
procurement model. This indicates that there probably is one more variation aspect
which should be part of the capability definition.
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611351 CaaS – Capability as a Service in Digital Enterprises.
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Abstract. Services have become a vital catalyst for economic growth
worldwide. From a business perspective, innovation in services is regarded
as being a key pillar in order to sustain the growth momentum of the ser-
vice sector. The capability to create innovative services constitutes a com-
plex problem for service providers. A major problem identified through a
review of the literature concerns the lack of a service innovation framework
that puts emphasis on the development of customer value or value being
proposed by a service to customers. This paper presents a value devel-
opment framework, called ServiceMIF, which can contribute to creating
service innovation opportunities during service development through the
creation of new or improved customer value. Ongoing preliminary trial
results show that ServiceMIF can effectively help businesses to propose
new or improved customer value while enhancing the quality of their ser-
vice offerings.

Keywords: Service innovation · Value development · Service design ·
Service quality · Service experience

1 Introduction and Motivation

It is an undeniable fact that services have become a vital catalyst for economic
growth worldwide. Service innovation is regarded as being a key pillar in order
to sustain the growth momentum of the service sector. Despite considerable
research efforts to understand and support innovation in services, organisations
still face many difficulties in offering new service offerings to their customers.

In order to better understand the service aspects which can have an impact
on service innovation, researchers and practitioners have been surveying various
service innovation research streams such as New Service Development (NSD)
[9] and Service Design [8]. While these research efforts are continuously reshap-
ing the service innovation landscape in positive ways, a major problem identified
through a review of the literature concerns the lack of a service innovation frame-
work that puts emphasis on the development of customer value or value being
proposed by a service to customers. The creation of new or improved customer
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value is an essential goal of service innovation and is well recognised as being the
next source of competitive advantage for service organisations [11]. This value
that customers perceive and create through their service usage is linked to the
set of individual benefits that a service proposes to its users [7]. The need for a
framework to develop new or improved customer benefits is put forward based
on a number of identified research gaps. A review of the service innovation litera-
ture over the past ten years, performed using Thomson Reuters’ Web of Science1

based on search terms and keywords including “service innovation”, “value”, and
“benefits”, indicates an absence of a value development framework to create new
or improved customer value at the level of the individual benefits for customers.
This is confirmed through extensive and critical reviews of the service innovation
literature carried out by Droege et al. [5] and Carlborg et al. [3].

Service design techniques and tools [10], such as the service blueprint and
the customer journey map, do not explicitly treat value as customer benefits
that need to be managed and improved as part of service development. More-
over, popular service innovation methodologies based on a service marketing
perspective, such as the outcome-driven innovation [2] and the FORTH method-
ology2, concentrate their efforts only on the initial ideation phase of a service
innovation process whereby new service ideas are produced. As a result, these
do not consider the potential for innovation during the development of a ser-
vice throughout its various phases of conception, production, consumption and
feedback. The authors argue that ServiceMIF, the value development frame-
work presented in this paper, helps in creating service innovation opportunities
during service development.

2 The Value Benefit Template

ServiceMIF refers to the individual benefits that form part of the value proposed
by a service as value benefits. Each value benefit is represented using a value
benefit template which adopts a similar structure to that of a user story used to
capture software requirements. Each value benefit describes the service context
in which a service stakeholder performs a service action in order to trigger a
customer benefit.

The service context describes the factors, in terms of ‘Who’ is interacting
with the customer, ‘Where’ a service encounter is taking place, and ‘When’ a
service encounter is happening, which typically involve some form of physical
and/or virtual interactions between a customer and one or more actors from
either the service provider’s or the network partner’s side.

A service action or activity refers to one or more operations that a service
stakeholder, such as a customer, a service provider’s employee, and a service
network partner, performs or would like to perform as part of a service encounter.
Such operations are the ones which will trigger the benefits for the customer.
For the latter, a service action can be linked to the use of one or more senses of
1 Web of Science: https://webofknowledge.com.
2 FORTH Innovation Method: http://www.forth-innovation.com.

https://webofknowledge.com
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a human being such as hearing, sight, taste, smelling, and touch. For example,
a customer who calls an after-sales service requires the use of hearing and voice
so as to respectively hear and communicate with the called party.

A customer benefit is part of a set of benefits that customers expect to
perceive through usage of a service. The latter provides benefits, both in terms of
functional (what are the tasks a service accomplishes) and non-functional (how
the tasks are being provided), to the customer.

3 The DISSECT Approach and Service Models

DISSECT is the value development approach of ServiceMIF and is comprised
of five value development stages known as DIScovery, Solicitation, Evaluation,
Capture, and Translation.

Fig. 1. The DISSECT stages and corresponding Service Models

As shown in Fig. 1, each stage is performed during a specific service devel-
opment life cycle phase and produces a corresponding service model to process
customer value as the latter flows from one stage to the next. The end of the
Translation stage signifies that a “version” of a service has been developed. The
DISSECT approach can then be re-executed for improving this service version.

3.1 First DISSECT Stage: DIScovery

The first stage of the DISSECT approach, called DIScovery, focuses on the
discovery of two main aspects of a service, namely: (1) the identification of the
points of service interaction in the form of touchpoints through which value
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Fig. 2. The Service Journey Map of the DIScovery stage

benefits can be proposed to customers, and (2) the identification of provider
processes that are necessary to support the proper execution of touchpoints.
In effect, these two service aspects respectively define ‘where’ and ‘how’ value
benefits can be proposed to customers of a service. The DIScovery stage makes
use of a Service Journey Map whose model editor support, developed using the
Eclipse Graphiti framework [6], is shown in Fig. 2 based on a small example of
an online event booking service called Concierge.

A service stage along with two touchpoints and two provider processes are
shown on the diagram. The ‘Booking Stage’ is being performed by two touch-
points, namely ‘Book Event’ and ‘Receive Confirmation’, which are supported
by two respective provider processes. For instance, Concierge’s ‘IT and Book-
ing’ departments are the ones involved in the processing and validation of every
booking transaction made by customers via the ‘Book Event’ touchpoint.

3.2 Second DISSECT Stage: Solicitation

The Solicitation stage of DISSECT involves soliciting the feedback of all the
service stakeholders to articulate the right set of value benefits for the right
customers using the value benefit template described in Sect. 2. This stage is
concerned with what value benefits to offer and why these need to be provided
according to three factors, namely: (1) customer needs, (2) value propositions,
and (3) business capabilities.

Customer needs imply that value benefits must be connected to the latent
needs and quality expectations of customers during each service encounter in
the form of touchpoints and service stages. The articulation of value benefits
based on customers’ needs ensures that a service’s “essential” offerings are cov-
ered. In addition, service providers must offer value propositions which contain
unique value benefits aimed at the differentiation of a service from others. A ser-
vice provider needs to ensure that it has the right business capabilities such
as infrastructure, manpower, and expertise in order to support the provision
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Fig. 3. The Value Articulation Model of the Solicitation stage

of value benefits through tasks performed by provider processes. Value benefits
may need to be modified or removed if a service provider and its partners can-
not guarantee their provision due to business constraints. For each articulated
value benefit in a touchpoint, service employees need to confirm if all the tasks
required to be performed by a provider process can reliably be provided based
on the provider’s business capabilities. If many value offerings are competing
for the same set of business capabilities, service providers may have to prioritise
their value offerings based on their current business capabilities that they have.

The Solicitation stage makes use of a Value Articulation Model whose model
editor support is shown in Fig. 3 based on a continuation of the Concierge exam-
ple. Using the Service Journey Map produced during the DIScovery stage, one
functional and two non-functional value benefits have been identified for the
‘Book Event’ touchpoint. Each value benefit can be assigned a quality attribute
and one or more value propositions. Some of the service quality attribute tags
shown in Fig. 3 include ‘OUT’ for outcome, ‘SPE’ for speed of execution, and
‘SEC’ for security. The value proposition numbered ‘02’ is thus assigned to the
non-functional value benefit, ‘When customer is on the payment page, customer
sees the padlock. . . ’, which adheres to the security quality attribute.

3.3 Third DISSECT Stage: Evaluation

The Evaluation stage is aimed towards obtaining feedback from customers about
their service experiences at the basic value benefit level. Later, the Capture stage
will look at their experiences at the touchpoint and overall service levels. Each
value benefit can be evaluated by customers according to three possible percep-
tion scenarios, namely: (1) fully perceived, (2) not or partially perceived (“lost”),
and (3) perceived but not proposed (“extra”).

A value benefit is termed as fully perceived when its enclosed customer benefit
has been perceived or created by customers based on its service context and
service action. A fully perceived value benefit for a service provider is a sign that
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both its business processes and service personnel are effective at providing that
particular value benefit to customers. Thus, a service provider should ensure
that all its proposed value benefits are being fully perceived by customers.

A value benefit that has not or has only been partially perceived by customers
is referred to as “lost”. This situation may arise from two possible cases. The
first case, not perceived, involves customers not being able to perceive or create
the benefit promised by the value benefit due to quantitative or qualitative dis-
crepancies assuming that the service context and service action are unchanged.
Therefore, the actual benefit perceived is different than the one described in a
value benefit. For example, a quantitative discrepancy may be due to customers
perceiving webpage loading times of more than five seconds whereas a value
benefit promises a period of less than three seconds. An example of a qualita-
tive discrepancy may arise when customers perceive a ‘Low’ level of satisfaction
from the outcome of a booking transaction instead of the ‘High’ satisfaction level
originally proposed and advertised by the service provider.

The second case, partially perceived, occurs when the proposed benefit has
been perceived in a different service context or using a service action that was
not described in the value benefit. Any deviations which affect the predefined
service context or service action need to be investigated as this implies that the
provision of the benefit is no longer predictable.

The third value perception scenario relates to a value benefit that is perceived
by customers despite not being proposed by a service provider and is called an
“extra” value benefit. The latter is one that has had a genuine impact on the ser-
vice experience of customers and is articulated from their viewpoints. The causes
for an “extra” value benefit may be due to the following reasons, namely: (1) the
service provider overlooked the actual value benefit and considered the latter to
be not important in the eyes of the customer, (2) the value benefit is the unin-
tentional outcome of the tasks performed within one or more provider processes,
and (3) the value benefit has been indirectly and unexpectedly produced by one
or more proposed value benefits.

The Evaluation stage makes use of a Value Perception Model whose model
editor support is shown in Fig. 4 based on a continuation of the Concierge exam-
ple. Using the Value Articulation Model produced during the Solicitation stage,
the functional value benefit, ‘When customer is on the. . . ’, is marked as fully
perceived as is the case with the non-functional value benefit ‘When customer
is on the payment page, customer sees the padlock. . . ’. However, the other non-
functional value benefit has been partially perceived with customers perceiving
a time of more than five seconds (shown as the red dotted arrow) to confirm
payment transactions as compared to the three seconds promised by Concierge.
Thus, this value benefit is regarded as being “lost”. Furthermore, there is an
“extra” value benefit that was perceived by customers, namely ‘When customer
is on payment page, customer sees that payment info. . . ’.

3.4 Fourth DISSECT Stage: Capture

The fourth DISSECT stage, Capture, aims to capture the service experience
of customers by analysing their levels of satisfaction or emotional attachments



Supporting Service Innovation Through a Value Development Framework 155

Fig. 4. The Value Perception Model of the Evaluation stage

towards the overall value perceived at both the touchpoint and service levels.
To achieve this, two experience indices, known as Single Touchpoint Experi-
ence Index (STEI) and Cumulative Touchpoint Experience Index (CTEI), are
measured.

The single touchpoint experience index measures customers’ experiences or
levels of satisfaction of the value perceived from individual touchpoints. If some
customers have had bad service encounters through a particular touchpoint, then
the latter may receive a poor STEI rating. Based on the feedback provided by
customers during the Evaluation stage, all the “lost” value benefits that they
have effectively not been able to perceive from a touchpoint can cause them to
give this touchpoint a negative rating. On the other hand, touchpoints with few
“lost” value benefits and additional “extra” ones can gain positive ratings from
customers. A Value Perception Model can thus come in handy to investigate the
root causes of poorly rated touchpoints.

The concept of a cumulative touchpoint experience index is different to that
of a STEI. Instead of measuring customers’ experiences of a single touchpoint,
a cumulative touchpoint experience index captures customers’ experiences of
a touchpoint based on the accumulated experiences of other touchpoints that
are part of the service journey encountered so far. Based on the CTEI rat-
ings, poorly rated parts of a customer’s service journey, which can consist of
a collection of consecutive touchpoints, can be clearly identified. The CTEI is
based on the notion that while each touchpoint should provide maximum satis-
faction to customers, the focus of attention should be on the customer’s end-to-
end journey by taking into account the experiences of one or more touchpoints
together. A cumulative touchpoint experience index can help in the identification
of provider processes which need to be optimised or improved since the latter
are responsible for supporting customer interactions across touchpoints.

The Capture stage makes use of an Experience Journey Map whose model
editor support is shown in Fig. 5 based on a continuation of Concierge. An Expe-
rience Journey Map contains three experience bands for representing possible
‘BAD’, ‘GOOD’, and ‘GREAT’ service experiences. Using the feedback obtained
during the previous DISSECT stages, the ‘Visit Website’ touchpoint was awared
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Fig. 5. The Experience Journey Map of the Capture stage

a STEI rating of two while its CTEI rating is five. This indicates that customers
did not like the experience proposed by the ‘Visit Website’ touchpoint – pos-
sibly due to problems they faced while browsing Concierge’s website. On the
other hand, a CTEI rating of five might be due to customers’ great experi-
ences hearing about Concierge, for instance, from friends prior to visiting the
website. Due in part to the bad experience perceived from the ‘Visit Website’
touchpoint, customers awarded the next touchpoint with a lower CTEI rating of
three which indicates how customers’ cumulative experiences may change over
time along a service journey. For instance, the last touchpoint, ‘Receive Confir-
mation’, illustrates how customers’ CTEI rating was upgraded as they perceived
a better cumulative touchpoint experience from both ‘Book Event’ and ‘Receive
Confirmation’.

3.5 Fifth DISSECT Stage: Translation

The Translation stage targets the improvement of a service at three interaction
levels, namely: the (1) value benefit, (2) touchpoint, and (3) overall service. Each
improvement objective consists in analysing responses gathered from customers
during the Evaluation and Capture stages and translating them into improve-
ment opportunities with the renewed participation of customers. The identifi-
cation of these improvement opportunities is important so as to help service
developers align customer needs with service offerings during the next execu-
tions of the DIScovery and Solicitation stages for developing the next version of
the service.

Value Benefit Improvement Objective. The value benefit improvement
objective consists in identifying opportunities for proposing improved value ben-
efits in the next version of a service. Three such improvement opportunities have
been identified and termed as follows:
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– Value Benefit Addition: refers to an “extra” value benefit that customers
would like to be officially proposed.

– Value Benefit Modification: refers to an existing value benefit which has one
or more of its components, including the service context or service action or
customer benefit, modified.

– Value Benefit Removal : refers to an existing value benefit that customers
would like to be removed and not officially proposed anymore.

Additionally, there is a fourth value benefit improvement opportunity which
consists in basically taking no action on a value benefit. This implies that the
latter can be considered to be proposed again in its current form in the next
version of the service. Each type of value benefit discussed in Subsect. 3.3 can
be improved based on the above improvement opportunities.

A fully perceived value benefit can be improved according to three improve-
ment opportunities: value benefit modification, value benefit removal, and taking
no action on it. The modification of a fully perceived value benefit occurs when
customers are not fully satisfied with one or more components of the value ben-
efit and would like to bring changes to them. For example, the service context
component may not accurately capture the state in which customers perceive
the benefits. Another reason can be due to an issue faced with the service action
component that does not describe the right set of operations involved. Lastly,
customers may wish that the benefit perceived is different to the current one.
The removal of a fully perceived value benefit is due to customers finding it
unnecessary to be offered because of its limited significance to their service expe-
riences. This statement implies that the removal of such a value benefit should
not have an impact on touchpoints’ STEI and CTEI ratings. The fourth and
last improvement opportunity for a fully perceived value benefit is concerned
with leaving it as it is without any modification. If customers do not require any
modifications or removal operations to be made on the value benefit, then the
latter is a good candidate to be offered again in the next version of the service.

A not or partially perceived (“lost”) value benefit presents itself as a warn-
ing sign for which the service provider should provide remedial actions. Two
improvement opportunities are possible, namely value benefit modification and
value benefit removal. The modification of a not or partially perceived value ben-
efit is performed because customers have not fully perceived it. Consequently,
customers have to point out the changes to be made either to the service or to
the description of the value benefit such that they would then be able to fully
perceive it. The removal of a not or partially perceived value benefit follows the
same principle adopted for a fully perceived value benefit as discussed before.

A perceived but not proposed (“extra”) value benefit is one that has had a
genuine impact on customers’ service experiences and can become a potential
source of innovation for the service provider. To leverage the beneficial aspects
of an “extra” value benefit, two improvement opportunities have been identified:
value benefit addition and value benefit modification. The addition of an “extra”
value benefit signifies that customers are satisfied with the benefit perceived
and want the value benefit to be officially recognised and proposed. From a
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service provider’s perspective, the addition of an “extra” value benefit involves
treating it as an officially proposed value benefit and thus making sure that
business resources are properly allocated to ensure the value benefit can be
offered. The modification of an “extra” value benefit follows the same logic used
for a fully perceived value benefit since, by definition, an “extra” value benefit
can be regarded as a value benefit that is fully perceived by customers. Thus,
an “extra” value benefit is modified because customers are not fully satisfied
with one or more of its components. After the “extra” value benefit has been
modified, it can be added to the list of officially proposed value benefits.

Touchpoint Improvement Objective. The touchpoint improvement objec-
tive involves having an overview of the value perceived from each touchpoint and
identifying touchpoint modification opportunities in terms of making additional
changes to value benefits. Based on customers’ assistance, service developers
must investigate opportunities to upgrade the STEI rating of each touchpoint
as depicted in the Experience Journey Map produced during the Capture stage.
For example, if a touchpoint is given a STEI rating of two, customers must be
asked about the changes that could be implemented on the touchpoint’s value
offerings in order for them to award a better experience rating of ‘GOOD’ and
‘GREAT’. Apart from the addition, modification, and removal of value ben-
efits, some customers can also propose to articulate new value benefits which
they would like to perceive or create during their service experiences. These
new value benefits can serve to fulfil missing customer needs that can improve
customers’ satisfaction of touchpoints present in a Service Journey Map.

Service Improvement Objective. The third improvement objective of the
Translation stage takes place at the overall service interaction level and focuses
on the improvement of customers’ service experiences across touchpoints for the
entire service journey or parts of it. Based on the CTEI ratings of touchpoints
in the Experience Journey Map created during the Capture stage, customers can
express their concerns about gaps or problems they have encountered with the
service delivery or with the proposed value benefits. Using a similar approach as
that adopted for the touchpoint improvement objective, service developers must
investigate opportunities to upgrade each touchpoint’s CTEI rating along a ser-
vice journey or parts of it with the help of customers. These service improvement
opportunities consist in the creation of new touchpoints as well as the modifica-
tion and removal of existing ones.

The creation of new touchpoints can be attributed to customers willing to
have additional service encounters that better connect touchpoints together and
enhance their end-to-end service experiences. A Service Journey Map can be
used to redesign the service journey based on customers’ inputs. The modifi-
cation of existing touchpoints is concerned with the identification of additional
touchpoint modification opportunities, based on the articulation, addition, mod-
ification, and removal of value benefits, which were previously not identified dur-
ing the previous value benefit and touchpoint improvement tasks. The removal
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Fig. 6. The Value Improvement Model of the Translation stage

of existing touchpoints can occur if customers feel that one or more touchpoints
are not necessary and can thus be safely removed without impacting the STEI
and CTEI ratings of other touchpoints.

The Translation stage makes use of a Value Improvement Model whose model
editor support is shown in Fig. 6 based on a continuation of the Concierge exam-
ple. The four value benefits which were evaluated during the Evaluation stage
are now shown in a ‘Touchpoint Offering’. No action will be taken on the first two
value benefits since they are left unchanged – probably due to customers having
fully perceived them and having not identified ways to further improve them.
The third value benefit, ‘When customer is on payment page, customer confirms
payment. . . ’, however, was not fully perceived by customers. Thus, this “lost”
value benefit needs to be modified (e.g., by identifying the cause(s) of the non-
perceived benefit) for customers to perceive the promised payment confirmation
time of less than three seconds.

The “extra” value benefit now becomes an ‘added’ value benefit in ‘Touch-
point Improvement’ indicating that customers would like this value benefit to be
officially proposed in the next version of Concierge. In addition to the ‘modified’
and ‘added’ value benefits, two new value benefits have been articulated for the
‘Book Event’ touchpoint. These new ‘articulated’ value benefits can contribute
to the outcome and usability quality of Concierge.

4 Conclusion

This paper has presented a value development framework that can contribute
to creating service innovation opportunities during service development. This
framework relies on a practical approach that comprehensively examines how
to create innovative service offerings by taking into account key service factors
affecting both businesses and customers. Current research is being carried out
to validate the five-stage process of the DISSECT approach based on real-world
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case studies, involving the European CITI-SENSE project [4] and others, with
the help of both academic and industry partners. Furthermore, the integration of
ServiceMIF with OMG’s Value Delivery Modelling Language [1] for modelling
both customer value and a service provider’s business-focused value, such as
revenue, market share, and employee satisfaction, is being envisaged.
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Abstract. It has become an increasingly common practice that software com-
panies collaborate with external developers to develop a software platform for a
shared market, constituting software ecosystems. One main concern in adopting
the practice of software ecosystem is how to attract external developers to a
platform, and how to establish sustainable collaborative relationships with them.
We discuss that explicating and in-depth analysis of developers’ objectives and
decision criteria can facilitate the design of sustainable collaborations in soft-
ware ecosystems. Scenarios from Apple iOS and Google Android ecosystems
are used for illustration.

Keywords: Software ecosystems � Analysis � Google Android � Apple iOS �
Mobile operating system ecosystem � Design � Modeling � Decision making

1 Introduction

It has become an increasingly common practice for software development companies to
collaborate with external developers in order to develop a software platform for a
shared market, founding software ecosystems [1, 2]. In a software ecosystem, a key
software platform developer (referred to as the keystone) engages external developers
in the promotion of its software platform in various ways such as developing or
extending the platform, or providing complementary applications and services for the
platform [3].

Various forces lead to the adoption of software ecosystem practice among software
companies, including sharing the cost of production, dealing with the diverse and
numerous demands of end users, using the domain expertise of external stakeholders to
develop domain-specific applications, co-innovating, and fighting against competitors.
Moreover, the success of software platforms heavily depends on the number of sup-
porting applications and services [4, 5]. To benefit from the above advantages, it is
crucial for a keystone software company to expand its collaboration network in soft-
ware development and service provision, and to attract and retain as many external
developers and collaborators as possible.
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The pivotal role that collaboration plays in the success of modern-day software
development and provision demands concentrated effort to support the elaborate design
and configuration of healthy and sustainable relationships in software ecosystems.
Establishing collaborative relationships is a multifaceted problem for a keystone
platform developer, spanning various technical, business, organizational, and social
concerns that must be addressed simultaneously. A successful software ecosystem
needs to have a viable business model, a well-organized inter-organizational interaction
model, a well-designed collaborative software development process, and a software
platform that enables the collaboration [3, 6–8].

However, despite the widespread adoption of the Software Ecosystem practice
among software companies, there is still no rigorous systematic approach for estab-
lishing sustainable collaborative relationships in a software ecosystem. Current
approaches (e.g. [3, 9]) mostly propose several general rules of thumb to develop
software ecosystems. It has been neglected that each software platform and keystone
software company has a specific set of characteristics which attracts external devel-
opers, and with each software ecosystem specific groups of developers collaborate
pursuing a diverse set of business, social, and technical objectives [10]. Moreover, little
attention has been given to the systematic structuring and design of collaborations in
software ecosystems.

To address the above issue, in this paper, we take two steps:

1. We discuss that in order to create a healthy and sustainable software ecosystem, a
keystone platform developer needs to elicit and analyze the objectives and decision
criteria of both its organization and external developers for participation.

2. Using real-world scenarios from the smartphone software ecosystem (extracted
from [10]), we illustrate how to use the objectives and decision criteria of the
collaborators in configuring a sustainable software ecosystem. To model and ana-
lyze the objectives of collaborators, we use the i* goal-oriented social modeling
technique [11].

2 Motivating Scenario: The Smartphone Software Ecosystem

To make our discussion concrete, we use common scenarios from the smartphone
software ecosystem. The scenarios are extracted from a recent study [10] investigating
what motivates application developers to join mobile software ecosystems such as
Apple iOS and Google Android.

Scenario. In the smartphone software ecosystem, the key platform is mobile operating
system, mainly developed by keystone software companies such as Google, Apple, or
Microsoft. Complementary software applications and services play a crucial role in the
success of a mobile operating system in the market. Hence, it is essential for mobile
platform developers to establish a large network of external collaborators. External
collaborators are mostly engaged in the development of complementary application and
software services for the operating system. For this purpose, the keystone software
companies usually provide a software development toolkit (SDK) for the platform.
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This toolkit provides necessary infrastructure for the external developers to develop
software applications [10].

Question. One main concern for a keystone mobile platform developer is “How to
attract and retain a large network of application developers?” or “How to establish
sustainable collaborative relationships with application developers?”

3 The Proposed Method

Generic Approach. Intuitively, to answer the above question, the mobile platform
developer needs to do the following:

1. Identify different types of application developers that collaborate with the mobile
platform developer, and categorize them according to their behavior by under-
standing their motivations, expectations, and criteria for deciding to join an eco-
system. Application developers may contribute to a mobile platform for various
reasons. These objectives can be technical (i.e. related to the features and quality
attributes of the software platform) or non-technical (related to personal, social, or
business motivations). For example, some developers join a software ecosystem
based on their business motives of selling applications to the end-users of the
mobile platform to achieve financial gain, while others join to improve their pro-
gramming or technical skills. Knowing these expectations and objectives enables
the mobile platform developer to seek for alternatives to fulfill them. Moreover,
obtaining information about the objectives of application developers and analyzing
these objectives avoids premature commitment to some rules of thumb for attracting
external developers in a software ecosystem. Clarifying the objectives and decision
criteria of developers can be used as a source of information to derive the specific
requirements that adequately fulfills the expectations of each group of application
developers.

2. Explicate and analyze the technical and non-technical requirements for designing a
sustainable collaboration. Having gained overall insight into the main groups of
external collaborators and their motivations and expectations, the next step will be
to refine and analyze the obtained information about each group of application
developers as a source for deriving the requirements of an appropriate collaborative
environment.

3. Derive alternative solutions for designing an appropriate collaborative environ-
ment that fulfills the elicited requirements. After identifying the specific require-
ments of the software ecosystem, the final step is to decide what courses of action
should be taken to design or improve the configuration of the collaborations among
the keystone software company and the application developers.

Modeling and Analysis Guidelines. Although the above steps outline the main
activities that address the mobile platform developer’s concerns, they do not provide
specific guidance on how these activities can be performed. To perform the above
steps, we adopt a model-based approach. We develop a set of guidelines for how to
model and analyze application developers’ objectives and criteria in order to establish
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sustainable collaborative relationships with them. The following steps identify what
should be modeled and what analyses are needed to be performed on the models.

1. Explicate and model the objectives and decision criteria of the developers who
contribute to the software platform. In this model, the developers, the activities and
tasks that these developers perform in the software ecosystem, the factors that
influence their decision for choosing a specific platform, and their relationships with
the keystone software company should be identified and explicated. This infor-
mation can be obtained through various ways such as surveying (as used in [10]) or
interviewing application developers.

2. Clarify and refine the objectives and decision criteria to the extent that they
can be translated into design requirements for a software ecosystem. To find
concrete design solutions, the objectives and decision criteria of developers need
to be refined to the extent that they can be translated into alternative design
solutions.

3. Investigate the degree of the fulfillment of the objectives and decision criteria. From
developers’ perspective, their expectations and objectives may be fulfilled to vari-
ous degrees in a software ecosystem. Therefore, it is required to identify and
evaluate the fulfillment of the objectives and decision criteria through gathering data
about the perception of the developers from the software ecosystem.

4. Identify the importance of the objectives and decision criteria and prioritize them.
Having gained insight into the requirements of the software ecosystem, the next step
is to identify the importance of these requirements and prioritize them in the soft-
ware ecosystem. The elicited requirements in previous step may be of different
degree of importance and influence both from the perspective of keystone platform
developer and the external software developers. Therefore, before coming up with
alternative design solutions, the priority and influence of the requirements should be
explicated. This type of information can be elicited through various sources or
approaches such as interviewing application developers.

4 Analyzing and Designing the Smartphone Software
Ecosystem

Now, we return to the motivating scenario. We aim to help a mobile platform developer
to come up with alternative solutions for structuring sustainable collaborative rela-
tionships with application developers, following the proposed method.

In the following, we first explain how to model collaborators’ objectives and
decision criteria using the i* goal-oriented social modeling technique [11] (Sect. 4.1).
Then, we apply the proposed method in Sect. 3 to analyze the objectives and decision
criteria of collaborators in the smartphone software ecosystem in order to find out
appropriate solutions for developing collaborative relationships. Since we need infor-
mation about the objectives and decisions of collaborators, in Sects. 4.1 and 4.2, we use
available scenarios from the Apple iOS and Google Android ecosystems.
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4.1 Guidelines for Model Construction Using the i* Technique

In Fig. 1, based on the content of the scenario described in Sect. 2, we have developed a
generic model of collaboration between mobile platform developer and application
developer in the smartphone software ecosystem. Figure 1 explicates two main col-
laborators in the mobile operating system ecosystem, the activities and operations of
each collaborator, the objectives and motivations of the collaborators, and the depen-
dencies between them. In the following, we explain how this model is developed from
the content of scenario:

(a) Collaborators (modeled as “Roles” or “Actors”): In Fig. 1, “Mobile Platform
Developer” and “Application Developer” are modeled as Roles. Each role can be
occupied by specific mobile platform developers such as Google and Apple or the
specific application developers who collaborate with each of these two companies.

(b) Operations and Activities (modeled as “Goals” and “Tasks”): The main operation
of “Mobile Platform Developer” is to develop the mobile software (expressed in the
goal of “Mobile Software be Developed”). Modeling this operation as goal means that
it can be achieved via various alternative activities and tasks. Developing mobile
software include two finer-grained activities of developing mobile operating system
platform and developing complementary applications and services. In the mobile
software ecosystem, the common strategy is to delegate the development of comple-
mentary applications to external developers. This approach is demonstrated through
“Means-Ends” relationship between the hard goal of “Mobile Complementary

Fig. 1. Generic model of collaboration between keystone software company and software
application developers in mobile operating system ecosystem
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Applications and Services be Developed” and the task of “Delegate Application
Development to External Developers”. On the other side, the main activity of
“Application Developer” is to develop complementary mobile applications, which
requires to obtain the software development kit for the platform. These activities are
depicted in the decomposition relationship between “Mobile Application be Devel-
oped” goal and “Obtain software development kit”.

(c) Objectives and Decision Criteria of Collaborators (modeled as soft-goals): Capturing
motivations and initiatives in soft goals conveys that there is no clear-cut criteria for
assessing whether these objectives have been achieved or not. In the mobile software
ecosystem, collaborators pursue specific objectives for collaboration. The main objective
of “Mobile PlatformDeveloper” is to increase the attractiveness of the platform. To achieve
this objective, “Mobile platform developer” pursues open innovation initiatives, explicated
as “Open Innovation” soft goal. For Open initiatives to be successful, external developers
should be attracted to the mobile platform. This relationship is shown as “Make” rela-
tionship between “Open Innovation” and “External Developers Attracted” soft goals. On
the other side, application developers would continue to collaborate with the keystone
software company if their expectations are satisfied. Although feeling satisfied means
differently among various developers, it can be considered as a common objective among
all the application developers. This objective is captured in terms of “Development Sat-
isfaction” soft goal in “Application Developer” role.

(d) Reasoning behind the adoption of specific approaches and tasks by each collab-
orator: In mobile software ecosystem, collaborators adopt specific activities for specific
reasons. For example, the reason for delegating development of complementary
applications to external developers is that it helps the open innovation initiative which
in turn helps promote the attractiveness of mobile operating system as a high-level
business objective. These relationships are shown as “Help” relationship between the
related tasks and soft goals.

(e) The relationships among collaborators (modeled as “strategic dependencies”):
Delegating the development of complementary applications to application developers
creates specific relationships between the collaborators: “Mobile Platform Devel-
oper” depends on the “Application Developer” for the goal of “Complementary
applications be developed” to be achieved. On the other side, “Mobile Platform
Developer” depends on “Application Developer” for his/her satisfaction from
development.

As Fig. 1 illustrates, for the mobile operating ecosystem to be successful, a “Mobile
Platform Developer” needs to fulfill “Development satisfaction” in the “Application
Developer”. Hence, the mobile platform developer needs to know the different groups
of application developers who collaborate with it, understand why they collaborate, and
create an environment that motivates them to collaborate.

To explicate and analyze developers’ objectives and motivations, in the following,
we build upon scenarios from the mobile platform developer of Apple iOS and Google
Android the application developers who develop applications for these two platforms.
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4.2 The Apple iOS Software Ecosystem

Scenario. Mobile Platform Developer: iOS is the Apple operating system for mobile
phones and tablets, having been developed since 2007. iOS is exclusively used for
smartphones and tablets produced by Apple, its license is proprietary and its source
code is not publicly available. To develop applications for iOS, external developers
must register in the fee-based “iOS Developers Program”, which enables them to
download iOS SDK. Third-party applications are extensively reviewed by Apple to
check their compliance with the guidelines set in the iPhone SDK agreement, before
becoming visible to the end users via App Store. Apple charges developers for 30 %
share of the application sale, but no fee is received for free applications [10].

Application Developers: According to the study [10], Apple third-party developers are
mainly driven by financial gains. Intellectual stimulation is also an important factor for
the developers who join Apple iOS ecosystem. These developers often prefer to charge
fee for their application being used by Apple iPhone/iPad end users. The main char-
acteristics of the iOS platform that motivate this group to join Apple iOS ecosystem are
as follows: (a) Large network size of the platform (composed of the number of users,
the market size, and the number of applications), and (b) the tight integration of the
platform. A tightly integrated platform makes the complementary application devel-
opment process easier for developers with strong motivations in financial gains by
optimizing development efforts and facilitating the targeting of the applications.

Fig. 2. Collaboration model between keystone software company and software application
developers in Apple iOS software ecosystem
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Applying the Method. (1) Explicating the objectives of the developers. As conveyed
in the scenario, one major group of developers who contribute to iOS platform are
driven by business and financial motivations. In the scenario, “Financial gain from
application development” and “Intellectual stimulation” hint to the main motivations of
iOS developers (explicated as two soft goals contributing to “Development Satisfac-
tion” soft goal in Fig. 2). Efforts to improve the satisfaction of these social and business
soft goals would help enhance development satisfactions of iOS developers’. More-
over, “Tight integration of software platform” soft goal elicits one technical charac-
teristic of iOS platform which is of importance to external developers. A tightly
integrated platform contribute to “Optimized development effort” and “Easy to target
application” decision criteria of iOS developers. Therefore, finding solutions to
improve the integration of the software platform would also increase the development
satisfaction of iOS third-party developers.

(2) Deriving design requirements. (a) Clarifying developers’ objectives. “Financial
gain from application development”, “Intellectual Stimulation”, and “Tight Integration
of Software Platform” hint to some requirements of Apple iOS software ecosystem.
However, to reach to specific design solutions, these requirements need to be further
refined and elaborated. For this purpose, questions such as the following should be
answered: “What factors influence or increase intellectual stimulation in Apple
application developers?”, or “To what factors tight integration of platform refer to?”
Elaborating on these questions requires information which are not provided in the
above scenario. Therefore, more information needs to be gathered about Apple iOS
software ecosystem to elaborate the requirements. (b) Investigating the fulfillment of the
elicited requirements. The objectives and decision criteria of the iOS developers may
be fulfilled to various extent. For example, it is possible that “Tight integration of
platform” is fulfilled to a good extent, but “Being intellectually stimulated” could be
not satisfactory enough. Therefore, before focusing the design attempts, it is required to
gather information about the fulfillment of the elicited requirements. (c) Prioritize the
requirements: We assume that from among the two non-technical requirements of
“Intellectual Stimulation” and “Financial gain from application development”, the latter
is probably more important for Apple application developers. Hence, it will be more
effective to focus the design efforts to improve the satisfaction of this non-technical
requirement among iOS developers.

(3) Concluding the requirements and reaching to design solutions: Since Apple iOS
developers are mainly motivated by financial gain, “Sell Mobile Applications” is one
activity that these developers perform in the software ecosystem. For performing this
task, developers become dependent on iOS platform developer, for the goal of
“Applications become visible to the market place” (see Fig. 2). Explicating these
requirements enables the Apple iOS platform developer to find out appropriate solu-
tions to support the application developers. One solution for supporting external
developers is to “Build market channels for applications” which is currently realized by
the development of App Store.
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Conclusions from Modeling and Analysis. As identified in the above study, financial
gain is one main requirement to sustain a collaborative relationship between iOS
application developers and Apple. Therefore, building a market channel for software
applications is one appropriate solution to support iOS external developers. We illus-
trated that this solution can be concluded by elaborate analysis and investigation of the
case of third-party developers who collaborate with iOS.

However, depending on the specific situation of a software ecosystem, solutions for
supporting external developers differ. To demonstrate this difference, in the next sec-
tion, we walk through scenarios from Google Android Software Ecosystem.

4.3 The Google Android Software Ecosystem

Scenario. Mobile Platform Developer: Android OS is developed by Open Handset
Alliance − an alliance of 84 companies specialized in software, hardware, and tele-
communication led by Google, since 2008 − as an open-source project based on Linux
kernel. The open-source strategy aids to increase the adoption of Android OS platform
among various mobile device manufactures. A set of software development tool kits
are available for Android. External developers can download many of these SDK’s for
free and without registration. The developed applications undergo a short checking
process by Google Employees and are then made available to the market (via Google
Play Store). Developers are charged for a non-recurring registration fee to access
Google Play. However, there are also other Android app stores besides Google Play
store, some of which do not charge developers with fees. The ease of use and high
accessibility of free Android SDKs enables Google to attract a wide and diverse range
of application developers. Similar to Apple, Google charges the application developers
for 30 % of unit sales, but do not charge fees for free applications [10].

Application Developers: According to the study [10], low entry barriers (including low
monetary and low technical requirements) and platform openness are the major char-
acteristics of Google Android platform that motivates external developers to join this
ecosystem. Low monetary barrier refers to the point that Android SDK is free to
download. Low technical barrier refers to the point that Android OS is open-source,
various SDKs are available for Android, and there is no specific technical requirements
or restrictions for using Android SDKs. As a result, one major group of Android
application developers are motivated by intrinsic reasons such as improving their
programming skills, and having fun during development. Other social reasons, such as
gaining reputation in the Android community also motivates this group of developers
to choose Google Android ecosystem. Moreover, the majority of Android application
developers publish their application for free on Google Play Store.

Applying the Method. (1) Explicating the motivations of developers. As described
in the scenario, one major group who contribute to Google Android platform are
driven by intrinsic and social motivations, and they mostly develop Android applica-
tions for free. In the scenario, “Experiencing fun during software development”,
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gaining “Reputation” among Android developers and end users, and “Low entry
barriers” refer to the factors motivating Android application developers.

(2) Deriving design requirements. (a) Clarifying developers’ objectives. The above
explicated objectives need to be further clarified and elaborated to derive the design
requirements in Android ecosystem. Similar to the analysis of Apple iOS, questions
such as “What factors influence or increase the experience of fun in Android devel-
opers”, or “To what factors Low entry barriers refer to?” should be answered. As
described in the scenario, “Low entry barriers” consists of sub factors of “Low tech-
nical barriers” and “Low monetary barriers”. One factor which contributes to “Low
technical barrier” in Android is “Platform Openness”. The refinement of the devel-
opers’ objectives is explicated in decomposing soft goals via “Help” links in Fig. 3. (b)
Prioritize the requirements: From among the explicated requirements, we assume that
“Reputation” is more critical than the others. Consequently, attempts to improve the
feeling of being recognized in Android developers would contribute to the sustain-
ability of Android software ecosystem.

(3) Concluding the requirements and reaching to design solutions: As reasoned about,
to sustain collaborative relationships with Android developers, improving the sense of
being recognized in the users and developers community (“Reputation” soft goal) is
one main requirement. For the “Reputation” soft goal to be satisfied, Android Devel-
opers are dependent on Android platform developer” for the goal of “Innovations
become visible to the community”. Android platform developer should find out

Fig. 3. Collaboration model between Keystone software company and software application
developers in Google Android software ecosystem
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appropriate solutions to support the application developers. One solution for supporting
external developers could be to “Develop Community Websites” to publicize the
information about the innovations to the end user and developer community [10].

Conclusions from Modeling and Analysis. As identified above, in contrary to Apple
iOS, Android application developers choose the open-source platform to cultivate their
intrinsic motivations such as skills development and reputation enhancement.
Assuming the reputation enhancement as the main requirement for designing sus-
tainable collaborative relationships with Android developers, it was concluded that
different approaches should be adopted to support Android developers, such as
developing community websites to publicize developers’ innovations.

5 Related Research

In this study, building upon our previous attempts [8, 12], we explained how to
systematically explicate and analyze the objectives of the members in order to design
sustainable and healthy collaborative relationships in software ecosystems. To the best
of our knowledge, no similar approach has been proposed in the literature related to
software ecosystems. However, there are two main groups of research efforts that are
closely related to this study:

Analysis and Design of Software Ecosystems in General. Analyzing and designing
software ecosystems is a recent and multi-faceted issue. To reduce the complexity of
the problems raised in the design of software ecosystems, existing efforts mostly
advise to separate business, organizational, social, and technical concerns, and address
each of these concerns independently (e.g. [13]). While few efforts (e.g. [13, 14])
analyze a set of these aspects simultaneously but separately, the majority of existing
research efforts merely focus on one dimension (e.g. [15] focusing on the technical
dimension). Very little attention has been given to (a) analyzing the interrelationships
between technical, business, social and organizational factors in the design of software
ecosystems; and (b) aligning these dimensions with each other. Herein, we illustrated
how tomodel and analyze the interrelationships among various socio-technical factors
in the design of software ecosystems.

Designing Collaborative Relationships in Software Ecosystems in Particular. One
specific issue in the design of software ecosystems is structuring collaborative
relationships with external stakeholders (i.e. other software companies and indi-
vidual application developers). Only a few systematic approaches and techniques
have been proposed to address this issue (e.g. [14, 16, 17]). However, these efforts
mainly focus on the business and inter-organizational relationships between the
members of a software ecosystem. There are also few studies, (e.g. [18]) that focus
on designing technical collaborations among the members. In this study, we
illustrated how to model and analyze the overall perception of the collaborators
from the socio-technical environment of a software ecosystem to identify appro-
priate solutions for developing sustainable collaborations.
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6 Conclusions

One main step in transition into a software ecosystem approach is to attract external
software developers to a software platform, and to establish sustainable collaborative
relationships with them. Using scenarios from Apple iOS and Google Android software
ecosystems, we illustrated how modeling and analyzing developers’ objectives help
find appropriate solutions for designing sustainable collaborative relationships with
external developers.

Limitations of this study. (1) This study is performed by post-mortem modeling and
analysis of available scenarios on existing software ecosystems. To demonstrate the
viability of the developed modeling and analysis guidelines, experimentation in the
context of real case studies is required. (2) The developed guidelines outline some
analyses that are needed to be performed on collaborators’ objectives and decision
criteria. These prototype analyses need to be elaborated with specific techniques for
eliciting, evaluating, and prioritizing collaborators’ objectives and decision criteria.
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Abstract. This paper investigates the role of business models for exploiting
digital options within digital clusters (that are clusters where collaboration is IT-
dependent). To this aim, this research focuses on digital platforms, a specific IT
artifact supporting an inter-organizational system (IOS), which finds a typical
application domain in clusters of enterprises. Thus, the paper first discusses the
theoretical background and presents a literature review that has been used to set
up a framework for analyzing the factors influencing the exploitation of digital
platforms at cluster level. The framework is developed through a Design Science
Research (DSR) methodology whose empirical ground will be represented by a
cluster of more than a hundred of manufacturing small-medium enterprises. An
exploratory case study is then discussed in this paper, meant to represent the
early stages of application of the DSR method.

Keywords: Digital platforms � Business models � Clusters of enterprises

1 Introduction

This paper presents a research in progress focusing on the adoption of digital platforms
in a cluster of enterprises in the manufacturing sector. Digital platforms for online
collaboration (in the following: Digital collaborative platforms - DCP) can potentially
improve the coordination between different actors (e.g., trading partners) and activities
(e.g., joint activities), information diffusion, communication within different groups or
communities, and the generation of knowledge [6]. The growth in adoption and rele-
vance of DCPs at societal as well as at business level has raised questions about their
value, especially when dealing with participation and knowledge sharing spanning
beyond the enterprise boundaries [4, 5]. As argued by [13], IT can act as either an
operand resource (often tangible and static) “that an actor acts on to obtain support for
executing a task”, or as an operant resource “(often intangible and dynamic)” “that act
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on other resources to produce effects”. Thus, in a case a DCP can be considered an
enabler of innovation process and outcomes; whereas, in the other case, it acts as a
trigger, informing rather than being informed by the users. At the state of the art, the
literature on DCPs and innovation has focused mainly on the role of the single
enterprises participating to the platform rather than the inter-organizational network of
experts as a whole that a DCP enables [4, 5]. Little consideration has been devoted to
the use of DCPs to support clusters of enterprises and the related supplier-customer
relationships. Maybe also because of the variety of organizations involved (large
incumbent corporations and small and medium enterprises) as well as business models.

Taking these issues into account, in this paper we aim to understand the factors
impacting on the use - within clusters - of digital collaborative platforms as an operand
resource, and the diverse trajectories that they can trigger as an operant resource. In
particular, we are going to investigate the role of business models for exploiting digital
options [19] by the use of the platforms adopted for knowledge sharing within what we
call digital clusters, that are clusters where collaboration is IT-dependent, i.e. depen-
dent on the participation to a DCP. Therefore, the following explorative research
questions (RQ) arise:

RQ1: What’s the role of business models, among other factors, for the use of DCPs
and their digital options exploitation?

RQ2: Consequently, is there a business model for an enterprise that better fits the
needs - as well as allows to better exploit the benefits - of using a DCP to support the
activities in a being part in a digital cluster?

The paper is structured as follows. First we present the research method and
introduce the analysis of the theoretical background as well as the main concepts
emerging from the literature review. Then, we propose an analytic framework and we
use it to preliminarily discuss the outcomes of a case study about an industrial cluster.
The conclusive section outlines limitations and future work.

2 Research Method

This research follows a Design Science Research (DSR) approach [10]. According to
[10] scholars applying DSR should carry out a sequence of research activities that are
building, evaluating, theorizing on and justifying artifacts. The work presented in this
paper concerns the reconstruction of the theoretical background underpinning the two
research questions mentioned above (building), the discussion of the outcomes of a
case study (evaluating) and the proposal of an analytic framework (theorizing on). In
particular, the case study presented in this paper and the subsequent discussion are
meant to represent the early stages of application of the DSR method. The case study is
exploratory [24] and based on an interpretive approach to research in information
systems [11, 23], involving both researchers and practitioners. The case study aims to
produce an understanding of the context of a DCP adoption in a cluster, and how the
business model of a company may bind or else enforcing it. As sources of evidence we
have considered memoranda and formal reports (documentation and archival records:)
as well as interviews [3]. Details on data collection and analysis follow.
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2.1 Data Collection

A questionnaire, originally designed in English and later translated in Italian (with the
contribution of a native English speaker), was used to carry out interviews. The ques-
tionnaire was distributed to two small and medium-sized enterprises (SMEs): one can be
considered an innovator given the digital proactivity of its representatives; on the
opposite, the other firm can be considered conservative given its digital aversion. To get
a higher data reliability the interviews were carried out in two different timings: at the
beginning of the project (October 2012) and after almost one year the firms were using
the platform (July 2013). The CEO or its representative and/or the marketing and sales
manager were interviewed. To increase the validity of our coding and data analysis
procedure, we aggregated multiple sources of evidence [24]: artifacts (i.e. extracts from
the platform), documents from each firm (about performances and financial situations)
and information from websites. All data were collected from primary sources and
secondary sources: documentation, archival records, interviews, direct observations,
participant observations and physical artifacts [24]. Information coming from websites
or from the sections of the platform dedicated to each firm of the cluster was useful in
order to triangulate the data: the presentation of the firms, their activities, the repre-
sentatives, their presence in foreign countries, information regarding international
projects (agents, branches or at least a contract). Other data regarded the participation
and the presence at the social and business meetings happening inside the cluster and
organized with the aim to explain, through practical sessions, how to use the platform.

2.2 Data Analysis

All interviews have been tape-recorded and transcribed: the transcripts from the
interviews were aggregated into a case protocol helping the researchers in organizing
data. The projects were encoded and structured using the software NVIVO 10 fol-
lowing a grounded theory approach [9, 20] that aims at finding properties or links
between data. The coding procedure was done as follows: first, in order to mitigate
potential bias, the junior researcher (first coder) who had not taken part in the inter-
views read and coded the interview transcripts by identifying text passages that
included information about the constructs of the theoretical framework. Following the
coding of the first coder the senior researcher (second coder), likewise, coded the
transcripts. The comparison of the two coding resulted in an average inter-coder reli-
ability of 85%. The two coders then examined the mismatched coding and agreed on a
final coding matrix that was used for the data analysis. The reasons for mismatches
were always very obvious (e.g. one coder had simply overseen an issue within a
statement). Only in two cases the professor (third coder) was called in as a referee.

3 Related Work

Business model emerged as a relevant research topic as well as a business’s strategic
concern with the advent of the internet, literally exploding between 1995-2010 [1].
Notwithstanding the vast literature actually available, the definition for what is a
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business model is still subject of debate [25]. Among others, we adopt the perspective
by Zott & Amit [26], who conceptualize a business model as “a system of interde-
pendent activities that transcends the focal firm and spans its boundaries. The activity
system enables the firm, in concert with its partners, to create value and also to
appropriate a share of that value” [26]. Furthermore, Zott & Amit [26] identify for an
activity system architecture a set of design elements (i.e. content, structure and gov-
ernance) and design themes (novelty, lock-in, complementarities and efficiency) for the
sources of the activity system’s value creation.

Business model representations as result of business modeling have been developed
to provide a tactical and strategic perspective to requirements engineering, conse-
quently aligning traditional conceptual modeling areas such as business process
modeling [2, 8, 14, 15]. Thus, considering business models representations as a way to
provide high-level requirements to, e.g., Chief Information Officers to design a com-
pany IS, the gap seems to be actually a matter of alignment between different repre-
sentations of as-is, as-whished, or to-be IS [18].

However, being the focal firm the traditional focus of the business model’s liter-
ature, the question about the difference between its application to industrial ecosystems
[21] and clusters (as a specific type of such ecosystems) instead of a single organization
deserve further attention and seems worth to require further investigation, focusing on
the boundary spanning characteristics of business model as a system-level concept [25].
The possibility itself to name with the term “cluster” a set of firms is related to the
presence of structural linkages, i.e. systematic - although eventually weak - interac-
tions. As argued by Porter [17], “clusters are geographic concentrations of inter-
connected companies and institutions in a particular field. Clusters encompass an
array of linked industries and other entities important to competition”, such as, e.g.,
suppliers, manufacturers of complementary products, governmental institutions or
universities. While it can be debated whether interactions in a cluster can lead to
cooperation, coordination or collaboration, there is no doubt they could not occur
without the (systematic) exchange of information. Contrary to single organizations
alone, firms in a cluster show geographical distances, cultural differences and diver-
gences of strategic aims that shall be bridged through inter-organizational information
systems (IOS) such as, e.g., DCPs for coordination, cooperation, and knowledge
sharing [16].

Considering now platforms, the state of the art literature provides a clear definition
of platform [12] as “a set of technological building blocks and complementary assets
that companies and individuals can use and consume to develop complementary
products, technologies and services”. Furthermore, [7] provides a classification of
technological platforms, while [8] has investigated how externally focused so-called
“industry platforms” affect innovation. The growth in adoption and relevance of DCPs
at societal as well as at business level has raised questions about their value, especially
when dealing with participation and knowledge sharing often spanning the enterprise
boundaries [4, 5],

At the state of the art, the literature on DCPs and innovation has focused mainly on
the role of the single enterprises participating to the platform rather than the inter-
organizational network of experts as a whole that a DCP enables [4, 5]. Little con-
sideration has been devoted to the use of DCPs to support activities within clusters of
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enterprises and their supplier-customer relationships. Clusters are complex organiza-
tions, often involving large incumbent corporations and diverse small and medium
enterprises, and where different business models as well as aim for entrepreneurial
action coexist [2]. In principle, complexity could be smoothed by improving the
knowledge sharing among enterprises (as actually digital collaborative platforms are
claimed to do [16, 22]). Thus, our work stands from previous research with the aim to
study if and how the usage of a DCP in a cluster can lead to improving mutual
knowledge and creating joint activities.

4 Case Study

Following Zott & Amit’s [26], the business model of a firm can be seen as an activity
system that is characterized by a set of important design parameters: activity system
content; activity system structure; activity system governance. Within this paper, these
parameters are used to map two firms, two SMEs belonging to the Lombardy Energy
Cluster (LEC, a cluster of firms in the thermo-mechanical industry located in the
Lombardy Region, Italy). It is worth noting that in this paper we added the value
proposition perspective to what proposed by [26] and we explicitly described how
firms build activities to get to customers. The first firm under study, given its young top
management and its proactivity in using the DCP tool, may be considered an “inno-
vator”. This firm is active on the DCP and posts commercial opportunities and market
information that can be exploited by other firms in the cluster. The value proposition of
this firm is to become a central firm in the cluster by providing value added activities
for other firms in the cluster. The activity system of this firm is based on the following
selected activities: treatments and coatings, both for aesthetical and protective purposes
on a wide variety of materials.

Other firms in the cluster, which are manufacturer and producers of mechanic
component for the oil and gas industry (such as valves, vessels, tubes and pipes), could
send them to this firm in order to have executed those specific activities. The activity
system, with the usage of the DCP is changed given that the firms is using the new IT
tool as a way to improve visibility inside the cluster. Therefore the opportunity to have
a personal webpage, where the firm is presenting its relevant activities and compe-
tences, is a way to strengthen relations with other firms. With regard to the activity
system structure, the firm posted opportunities for collaboration online and organized to
make them happen offline. Considering the activity system governance, the son of the
CEO plays a pivotal role and acts both as Head of Innovative Projects and formal
representative in cluster and institutional meetings (he is, for example, the President of
the Italian Delegation of Young Entrepreneurs at G20). This person, proactive and
passionate of new digital technologies, acts as a digital champion among other entre-
preneurs and helps pushing the growth and usage of the DCP.

A totally different management characterizes the second firm. Both the CEO, (i.e.
the entrepreneur) - a baby boomer - and his son, the Head of the Technical Department,
are not familiar with and generally reluctant to use digital technologies. Oppositely to
the first firm, this one can be labeled as “conservative”. They access the DCPs few
times only and with the attitude of lurkers: they do not share any information about
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commercial or market opportunities; rather, they try to exploit opportunities posted
from other firs participating to the platform.

The value proposition of this firm is to support other firms by providing highly
specialization in design of ecologic plants, thermals, handling and stocking ones. From
an activity system perspective [26], this firm is specialized on activities of design of
specific plants that put the firm in an outlier position in relation to other firms of the
cluster. In fact, while the majority of firms are producers and manufacturers of specific
components, this firm’s activities are peculiar and its needs, therefore, are alike.
Referring to the activity system structure, the usage of the DCP impacted at different
levels on current firms activities. During the development and first usage of the DCP
the representatives of the firm participated in several offline meetings and were pro-
active in sharing their needs and objectives. After this positive start, the CEO and his
son were not active on the DCP and showed a sense of mistrust towards the DCP
because they feared opportunistic behaviors from the other participants. As a result,
their interactions with the other firms of the clusters remained limited to traditional
media, such as phone calls and offline meetings, to start new projects and make new
customers.

Activity system governance is referred to who performs the activities. Within the
second firm of the study the design department plays a pivotal role: since all the firm
activities are orchestrated from here. The person in charge of this is the son of the CEO
and has a complete visibility among all activities performed. The CEO, on the other
hand, plays an important role as formal representative during institutional and cluster
meetings.

5 Discussion of the Results

The analysis of the case study focused, on the one hand, on the relationship between
business models and clusters - seen as business ecosystems -, to explore the possibility
to represent a cluster as a “business model ecosystem”, i.e. a set of specific, interrelated
business models characterizing the firms of a cluster. In doing so, we were interested in
the emerging variables able to explain the implications of the different business models
on the adoption and usage of DCPs. Figure 1 shows the main constructs of the
framework.

A cluster of firms can be abstracted as a configuration of business models, where we
recognize two main types: business models describing the firms affiliated to the clus-
ters, and the business model of the organization in charge of formally managing the
clusters (the “cluster head”). The business models of the affiliated firms can vary
significantly, as the two firms of the case study show rather stereotypically. Such
diversity allows highlighting three main factors influencing the fit between the DCP
and a certain business model of a cluster affiliated firm. In fact, different business
models:

– imply different information needs and IT infrastructures; thus, a firm affiliated to a
cluster, when opting to participate into a DCP, would require to verify the IS/IT
alignment at firm level;
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– deal with different types and topologies of networks of social relationships due to
different clients and channels; thus eliciting the strength of network ties among the
actors in the cluster is relevant to anticipate the usefulness of the DCP as a support
to such ties;

– incorporate different organizational cultures and in particular different attitudes
towards competitive vs. collaborative behaviors, within the firm and with its part-
ners; thus, assessing the willingness to collaborate characterizing a business model
is key to assess the effectiveness of the DCP as a medium for sharing firms
contributions.

The case study reported above provide evidence of two different business models
that actually lead to opposite usages of the platform. It is evident that a lurker behavior
contradicts the principle of collaboration and - if spread among the firms participating
to the DCP – would quickly lead to the ceasing of any contribution on the platform, i.e.
the abandoning of the DCP. Nevertheless, the presence of only pure “innovators”, like
the first firm in our case study, may generate conflicts to achieve a leadership role
within the community hosted by the DCP, which, in turn, could lead to disaffection and
abandonment of the DCP from the firms. We can anticipate – therefore – that the ideal
cluster should include a composition of several business models to exploit at best the
potential of a DCP.

Due to the complex and multidisciplinary nature of the subject, we acknowledge
the limitations of the state of the art analysis presented above. We can identify two
possible directions for further research. First, it would be relevant to identify several
business models (beyond the two presented in this case study), to describe a com-
prehensive business model ecosystem. Second, it would be interesting to address the
three variables as dynamic properties of the business models, evolving along time as

Fig. 1. An analytic framework for understanding the dynamics adoption and exploitation of
DCPs at cluster level and the role of business models.
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the cluster evolves and as the usage of the DCP evolves. To do so, we will follow the
DSR approach and will run another iteration of the building-evaluating-theorizing
cycle using case studies and a further systematic survey to support and improve the
analytic framework introduced in this work.

6 Conclusion

The subsequent steps of application of the DSR method will involve the application of
the theoretical framework presented above to a specific cluster of firms. The cluster
object of the study is the Lombardy Energy Cluster, a cluster of thermo-electro
mechanic firms located in Lombardy, a region in Northern Italy. More than 100 firms,
mainly SMEs, belong to the LEC and offer a variety of products (e.g., pipes, tubes,
valves) and services (e.g., coating, thermal treatments, painting). Since 2012, LEC had
adopted a DCP, social-networking like, to foster knowledge sharing and collaboration
among cluster members. The research study is based on a qualitative multiple case
studies approach that takes into consideration a selected pool of firms, 6 firms, that can
be considered representative (in terms of size, turnover, age of top management,
relationships with other firms in the cluster, etc.) of the cluster itself. Further extension
of the research would be on different directions: first, extending the pool of firms
analyzed in order to grant multiple and extended insights on different DCP adoptions;
second, combining different research approaches (such as survey-based plus case
studies) in order to exploit benefits deriving from multiple perspectives; third, com-
paring the study carried out within this specific cluster with other clusters that could
either have adopted DCPs or willing to do it.
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Abstract. This paper explores novel forms of technological and digital societal
innovation putting the full potential of the Future of Internet into Web-based
innovation, web-Entrepreneurship and Internationalization (IEI) of businesses. It
introduces an approach to extend and complement existing incubation envi-
ronments, which are no longer sufficient to deal with the dynamicity of the Web-
Entrepreneur. Based on personal and professional relations, and new business
models empowered by social media and the Web 2.0, together with a set of
interoperable ICT services supporting virtual or agile enterprises, the authors
propose a federation of open-source platforms for the to-be born and existing
enterprise life-cycle management, instantiating the Unified Digital Enterprise
concept. The novel approach ensures full reuse of existing solutions, developing
targeted research to support web-entrepreneurship with cooperation between
people, businesses, and assets, namely focusing on innovative methods and
architectures for competitive intelligence; crowd-based market sensing; idea
incubation and simulation; knowledge intensive team building; as well as
interoperability to enable internal federation and external platform integration.

Keywords: Web-Entrepreneurship � Open innovation platforms and services �
Unified Digital Enterprise � Future Internet

1 Introduction

Innovation, Entrepreneurship and Internationalization (IEI) are essential processes of
an interlinked chain to fight-off an economic and financial crisis that has been con-
sidered the World’s worst since the U.S. depression in the 1930’s. As our world
becomes increasingly interconnected, Future Internet (FI) technologies are the tools for
change [1, 2] since they enable cultures, industries, and people to collaborate and
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partner in new ways, stimulating businesses, and capitalizing existing assets, such as
individuals, technology, data, knowledge, or physical resources. Entrepreneurship, with
its emphasis on Web-based innovation and growth, can provide the spark that’s needed
to ignite new economic and societal vibrancy [3–5].

Jerome Engel [6], claims there is no better timing to kick-start innovative projects
of what in periods of decline. However, to be entrepreneur in recessions is not easy, nor
can derive only from a logic of survival. He defends it is important to invest in new
business models and innovative technology-based ideas that can create an imprint in
the digital society of the future. Also, the potential entrepreneur must be prepared for
the fact that the capital investment will be much harder to find and the filters for
evaluating ideas will become tighter. New forms of business models supporting
extended, virtual or agile enterprises in the FI will have the advantage. Thus to max-
imize that creativity, relationships with universities and research are requested.

For startups that are part of global networks of clusters of innovation, opportunities
are increasingly not only a competitive challenge but also a business imperative.
Indeed, building upon the ideas of Engel in global clusters of innovation, the emer-
gence of new technology and digital enterprise innovation can be achieved and
attributed to the leverage of multi-national, multi-cultural knowledge, people, and other
resources around the world. Whereas in the past, this collaboration phenomenon could
be related to human physical migrations and the consequent ‘‘brain circulation’’,
nowadays it is expected that the FI and the Social-Web can provide new forms of
business relations and enhance cooperative networking in the innovative entrepre-
neurship process.

However, European entrepreneurs fear the possibility of bankruptcy, and the risk of
irregular income and unemployment still remains an issue. Among the young, numbers
are even more disturbing. In February 2014, 5.392M (under 25 years) were unem-
ployed in the EU-281. Hence, to face these issues, the EC Entrepreneurship 2020
Action Plan ([5]) defines three main actions to encourage the appearance of new
entrepreneurs: (1) Entrepreneurial education and training to support growth and busi-
ness creation; (2) Creating the right business environment and; (3) Role models and
reaching out to specific groups.

This paper proposes an approach to extend and complement existing incubation
environments for the needs of the Web-Entrepreneur. It specifies an ICT open inno-
vation platform to be deployed at local entrepreneurship clusters, to support an agile
enterprise IEI. Section 2 analyses the UDE concept in face of to the to-be born
enterprise. Together with advanced modelling and engineering strategies it supports of
not only the start-up creation but also its entire lifecycle. Section 3 specifies WEnOIP, a
Web-Entrepreneur Open Innovation Platform and its services, while Sect. 4 depicts a
possible scenario that highlights the platform’s advantages. Finally Sect. 5 concludes
the paper, drawing some considerations on the work developed and to-be developed.

1.1 Future Internet and Business Innovation: The Gap to Cover

It is widely acknowledged that the advantage of one company over another stems from
the way it manages its process of innovation. However, if the enterprise information
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systems used are not efficient experiencing communication and automation issues,
innovation might not be realized [7]. Hence, Future Internet Enterprise Information
Systems (FInES) has been in the past an important area of research to ensure the
competitiveness and growth of enterprises [8, 9]. Specific solutions and research is
being developed and supported by the EC, and the 2025 Research Roadmap ([10]) has
so far addressed existing enterprises, indicating the socio-economic spaces where they
prosper, the qualities of being they aim to achieve, the enterprise applications they need
to innovate, and the basic FI technologies for a Universal Business System.

In summary, a Web-Entrepreneur is capable of using the social media and the apps
“world” for creating concepts for web start-ups and stimulating web-based innovation
in existing businesses.

Nevertheless, considering the economical perspective and entrepreneurship vision
addressed before, the roadmap attends some issues related to innovation of existing
enterprises into digital enterprises, but others remain unattended, e.g.:

• How to accelerate innovation of the to-be-born enterprise?
• How can Internationalization of businesses be better achieved?

To cover the gap, it is required to provide support for web entrepreneurship and
Internet businesses, engaging new stakeholders in visions of web-based innovation,
enabling and demonstrating innovative services for businesses and citizens which build
upon the most advanced technologies.

2 The Unified Digital Enterprise (UDE)

The UDE, as defined in the 2025 FInES Roadmap consists in a full digital image of the
enterprise, representing various aspects, such as conceptual and factual (data),
behavioural and structural aspects, at various levels of detail. A Unified Digital
Enterprise is a complex structure that emerges from the collection of several knowledge
resources logically and geographically distributed, inside and outside of the enterprise,
e.g. products, clients, human resources, tools, etc. [11]. Figure 1 illustrates a view on
the UDE, which addresses enterprise related knowledge in a holistic way, contributing
to overcome the current fragmentation, where data of the same enterprise entity is
frequently stored in different databases, managed by different departments, and using
different tools without interoperability concerns [12].

In the context of UDE, no satisfactory techniques and modelling languages have
been developed that can adequately describe in a holistic form all enterprise knowledge
components and their inherently complex interactions, including human behaviour.
Similar concepts are being explored commercially with management platforms that
gather both business and IT information in a common single platform. Nevertheless
this is neither a solution focused to starting entrepreneurs nor it is interoperable with
many of the legacy system applications in use by a large majority of organizations.

In this work, the authors propose to use and instantiate the UDE components
envisaging a holistic view over existing applications to enable innovation, as well as to
implement these components in the web-entrepreneur eco-system in which they must
be delivered. The idea is to proceed towards a totally integrated approach from the
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functional point of view, providing a sustainable model constantly aligned with the
reality, along the to-be born and innovative enterprise life cycle, supporting the IEI
processes. This poses a research challenge that requires significant progress beyond
state of the art in highly dynamic scenarios that require constant monitoring of the
internal and external events, and quick responses to changes, maintaining the UDE
model aligned [13]. Along this line, the notion of Enterprise Architecture (EA) and
Enterprise Modelling (EM), as well as methodologies, such as Model-Driven Archi-
tecture (MDA - www.omg.org/mda/) are important.

Following some of the most relevant works in these domains (e.g. [14–18]), meth-
odologies such as MDA/MDI or semantic annotation can provide a valuable addition to
more traditional EA/EM frameworks, allowing complementary technologies to be
identified and put together, while enabling the recompilation of a full digital represen-
tation of the enterprise assets and components at any point in time of the UDE lifecycle.

3 Novel Approach to Supporting Local Clusters
of Innovation

So far, the Future Internet (FI) research has provided a plethora of technical solutions
addressing the development of better products, services and devices that can improve
significantly the enterprises’ and industries’ performance, but there is a need for
complementary support, linking potential web entrepreneurs with key actors at inter-
national level. In fact, organizations and institutions from all three major institutional
sectors that make up a society (i.e. civil, state, and businesses) are working constantly
to resolve the challenges ahead. Facing our common wisdom, they reveal promising
new perspectives that meet and need to be met by ICT developments.

Fig. 1. View on the Unified Digital Enterprise Concept
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Traditionally, local innovation clusters facilitate the connection of entrepreneurs
with talent networks, investors and mentors regionally. However, many times they lack
the technological support for the web-entrepreneur, and the internationalization
potential. Indeed, major difficulties are frequently posed, whether it is in the creation of
something new or the innovation of the existing, there is the need to strengthen the
environment for web entrepreneurs to grasp the new opportunities offered by the web
and the app economy.

Apart from the classic financial difficulties and risk associated with any entrepre-
neurship project, there is a panoply of other issues that need to be attended, such as:

• The e-conceptualization of the idea;
• The elaboration of e-business/expansion plans;
• The analysis of e-market requirements and e-market monitoring;
• Finding the right team for the job;
• Product support;
• E-Branding, e-marketing and finding customers;

Hence, the authors propose an ICT platform to support local innovation clusters
overcome their problems. The proposal is based on a federated concept of innovation
platforms interlinked among each other via interoperable services. Together, they
create a network capable to capitalize on all the FI technology being developed to
provide the above services, and facilitate internationalization. Besides enabling the
innovation ecosystem itself through capacity building and stakeholder engagement
activities, it has the ability to connect with existing platforms for funding or mentoring.

3.1 Web-Entrepreneur Open Innovation Platform (WEnOIP)
Specification

WEnOIP complements that need, setting the ICT framework conditions for web-entre-
preneurs to start-up and develop business ideas, bringing them to a worldwide market. It
introduces a federation of open source platforms to support the web-innovation, web-
entrepreneurship and web-internationalization, as well as the integrated to-be born
enterprise life-cycle management, covering the issues identified and enabling the
instantiation of the Unified Digital Enterprise (UDE) challenge, as well as establishing
synergies and building up existing innovation frameworks.

To realize the vision, the proposed platform explores and pioneers novel forms of
technological and digital business innovation, progressing beyond the state of the art by
using the full potential of the network effect to support the IEI processes. As illustrated
in Fig. 2, the platform to support the web entrepreneur open innovation cluster relies on
a next generation model for the web-based digital enterprise set-up, and a set of
interoperable ICT services supporting extended, virtual or agile enterprises in the
Future Internet. Making an analogy with the Human incubation process, it envisages at
modelling the 9-months gestation of the new idea, including tests and ultrasound scans,
i.e. identifying what phases to go through, which methods-tools-ICT support are
needed in each of the phases, and providing intelligent interconnected services, crowd-
mining ideas, crowd-funding or competitive intelligence to deliver the best web-based
incubation environment for the UDE.
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In detail, six modules are envisaged and accessible through natural-style user
interfaces, reflecting advances in conceptual foundations, new models and methodol-
ogies, and aggregating services for the web-entrepreneur: (1) “FI Market Sensing” with
services made available for the analysis of market requirements and market monitoring,
where the proposed crowd mining concept (based on social media and the Web) leads
to the identification of short or long term business opportunities; (2) “UDE”, with ICT
support to planning and conceptualization of the idea (e.g. business plan elaboration),
applying modelling technologies to support UDE and build a digital image of the
enterprise, overcoming the current fragmentation of concepts and achieving a holistic
vision of the enterprise (to-be born or not) which is dynamically aligned with the
business reality along its entire lifecycle; (3) “Financing”, enabling interconnectivity
with traditional systems such as banking platforms (including financial simulators), but
envisaging at novel strategies (e.g. crowdfunding and web-based pitch presentations);
(4) “Team Building”, fostering dynamic alliances/partnering among enterprises with
complementary objectives, and intelligent selection of human resources (e.g. semantic
capabilities for profile reasoning through the social web); (5) “Product Support”,
enabling interoperability with existing ICT platforms that can complement the design/
development of the Enterprise product/prototype; (6) “Mentoring”, providing digital
support to the IEI chain, while enabling remote personal assistance.

Ensuring generalization and full reuse/take-up of existing methods and tools,
WEnOIP is specified and described exploiting existing frameworks (e.g. OpenIdeo) as

Fig. 2. Platform to support the web entrepreneur open innovation cluster
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well as the Enterprise Interoperability (EI) Science Base (EISB) [9], thus supporting
that initiative and sustaining external future developments.

3.2 Open Innovation & Business Innovation Platforms

There are various platforms on open innovation that can be connected and allow
companies to use crowd wisdom and diverse capabilities around the world in order to
speed up innovations and open the innovation funnel. In that direction OpenIDEO
(openideo.com), IdeaConnection (www.ideaconnection.com) and InnoCentive (www.
innocentive.com) open the innovation process and assign tasks to teams that get awards
to solve specific problems, coming from really industrial needs. Moreover, various
platforms try to cultivate a community and ecosystem around their products or services,
exporting APIs and SDKs to the community; Facebook and Twitter APIs are some of
the most successful examples in that direction, but the FIWARE catalogue (catalogue.
fi-ware.org/), DARPA open catalog (www.darpa.mil/opencatalog/) move a step further
and try to allow companies use code and services coming from research. There are also
many platforms running idea competitions, like IDEA (www.ideacompetition.org),
IDSA Idea (www.idsa.org/idea) and Big Ideas @Berkeley (bigideas.berkeley.edu).
Other platforms create a network of people and teams, trying to bring them together in
order to solve specific problems; P&G was one of the first companies to open its R&D
labs, exporting knowledge while trying to boost innovation as never imagined before,
with the P&G Connect+Develop platform (www.pgconnectdevelop.com).

There are platforms that support finding a co-founder to run a startup, like Found-
erDating (founderdating.com), and CoFoundersLab (www.cofounderslab.com). Groups
that support team building and startup launching, like Meetup (www.meetup.com),
Women 2.0 (women2.com) and Lean Startup Machine (www.leanstartupmachine.com),
or platforms that facilitate hiring for Startups, like F6S (www.f6s.com). Additionally, there
are many tools that can support business modelling and visual collaboration, like Mural.
ly (mural.ly) and Business Model Canvas (www.businessmodelgeneration.com/canvas),
or can support customer development process and business model validation, like
Business Model Alchemist [19], or FounderSuite (www.foundersuite.com). As entre-
preneurs start validating their business model and look funding to expand, there are
platforms that enable pitching and advising from distance, e.g. Startup pitching night
(www.startuppitchnight.com/startuppitchnight).

Finally, there are also many early-stage networking and idea-sharing platforms,
without focusing on the business planning, market fit and business development of an
innovative idea or solution. Proven methodologies such as Lean Startup or Customer
Development Methodology, and various individual software solutions and visual tools
support them [20, 21]. What is really missing is the real online support, the experienced
contribution of advisors and investors who will support and drive entrepreneurs out of
the “valley of death” of an entrepreneurial idea. The proposed approach meets this need
with a platform (i.e. of software and networking solutions) that allows web entrepre-
neurs to combine existing tools, methodologies and networks coming from successful
platforms, with a network of investors and advisors who will support them across
Europe through newly developed e-Advising and e-Pitching platforms and events.
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4 Scenario

Actors Involved: (1) A web-entrepreneur (John) wishes to set-up a new business and
(2) A Capital fund agency (Cap) is willing to support the development of an innovative
product in the creative industry market at the start-up stage.

Baseline: John has just finished his engineering studies at university and is a pro-
grammer fond of building innovative mobile games. He is willing to sell them to the
public so he plans to set-up a company of mobile games. He now has his idea in mind
and wants to materialize it into a real product. In order to set-up his own start-up John
has to think about the different problems that he will face:

1. It is necessary to explore who are going to be the potential customers and which are
their problems and needs. A major reason why start-ups are unable to succeed is
that there is little or no market for the product or service that they want to build.
Many start-ups find it really difficult to know exactly the size of the market
accessible for them;

2. It is essential to develop a game that fits the market needs. Too many start-ups begin
with an idea of a product that they think people want and spend months, even years,
optimizing it without ever showing the product to the prospective customer. When
they fail to reach broad uptake from customers, it is often because they never spoke
to them and determined whether the product was interesting for them. This normally
ends up in the start-up failing, which is a failure to achieve Product/Market fit.

3. Lack of funding. John will need to demonstrate as soon as possible that his idea is
feasible to materialize so as to being able to obtain funding.

4. It is essential to incorporate social media into the marketing strategy. It is essential
to know how to monitor the impact on the target audience. Monitoring the cus-
tomers’ questions is a great way to understand what is on their mind, their problems
and how we could help.

5. Look for an experienced team, with technical and management skills.

All these issues should be solved in a reduced period of time while spending the least
possible amount of money, as it is really important to create a product as soon as
possible that provides added value to the customer. However, John, who has no pre-
vious experience in business making and has no sustainable cash-flow yet, finds really
difficult to deal with all these problems without external help (external business con-
sultant) and of course, he does not have the economic capacity to enjoy the full-time
support of external consultants.

4.1 How WEnOIP Will Help This Creative IT Industry Start-up
to Succeed?

From the Start-up Point of View: WEnOIP provides John different services that will
help him cover all the aspects needed to set up his own start-up. First, in order to find
the potential customers for John’s product, WEnOIP will gather data from social media
correlating them with gender, age, education, demographic or seasonal information so
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as to identify temporary or constant trends in consumers’ behaviour, thus detecting
short or long term business opportunities.

WEnOIP supports the lean start-up methodology and its “build-measure-learn
feedback loop”. The first step is figuring out the problem that needs to be solved and
then developing a minimum viable product (MVP) to begin the process of learning as
quickly as possible. Once the MVP is established, a start-up can work on adapting it to
the target public needs. This will involve measurement and learning and must include
actionable metrics that can demonstrate cause and effect question. In our use case, and
by means of WEnOIP platform the process will be as follows:

1. John selects one of his game ideas as an innovative initiative.
2. Some key indicators are chosen so as to check that the product can work (number of

downloads, number of requests for information, number of positive and negative
comments in Social Networks, number of likes, number of recommendations to
friends, etc.).

3. A prototype or minimum viable product of the game is developed (just a local game
with no capabilities to play online yet with friends).

4. Based on users’ feedback (e.g. users want to play online with their Facebook
friends) and the key indicators chosen, the result of this first launch is analysed.

5. Based on these results, John may decide whether to opt for a different game or to
begin again the cycle so as to improve and adapt the game to users’ needs. (e.g.
John may want to introduce the capability of playing online with online friends).

Enabling this Lean Start-Up methodology, WEnOIP will find it easier to get funding as
the feasibility of the product will be demonstrated in a short period of time. As the
product will be evolved progressively according to user needs, the funding agency
(Cap) may be interested in providing even more funding to the creative start-
up. Moreover, WEnOIP will serve also as a human-resources support system as it will
help John to find the right team for the job, by looking for CVs in appropriate web
locations (such as LinkedIn) and by selecting the best candidates by means of rea-
soning services. WEnOIP will also help John to find alliances and partnerships with
other companies with complementary interests that may be interested in working in a
project together. During the whole process, remote assistance will also be facilitated.
As it can be seen, the WEnOIP environment will help to set up a digital start-up from
the beginning covering all the aspects that should be taken into account so as to be a
successful start-up. It will afterwards cover the whole cycle of product optimization,
collaboration and even internationalization.

4.2 How WEnOIP Will Help the Funding Company?

From the Funding Company Point of View: Cap is looking for innovative business
ideas and projects so as to provide funding and promote the creation of new start-ups in
the creative industry. Cap is contacted by WEnOIP so as to provide funding to John
and help him develop his idea. After a quick and first market analysis, WEnOIP
demonstrates to Cap the business opportunity that has been identified. It decides to
provide a certain quantity of money to John so that he can start developing his idea.
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As a first prototype of the mobile game is soon in the market, Cap is able to see the
results of its investment and as they notice the success of this project, they decide to
increase the funding so that John can follow optimizing and adapting his product
according to customers’ demands.

5 Conclusions and Future Work

As the Flash Eurobarometer 354 reflects in the report “Entrepreneurship in the EU and
beyond” [22], entrepreneurs and start-ups are often faced with important barriers to
their flourishing and market access. The lack of capital is seen as a barrier to self-
employment by a relatively high number of citizens. However, in the case of Europe,
people see the current economic climate not being suitable for starting a new business
as an important obstacle. Apart from that, not having enough skills to be self-employed
and having little or no business ideas are significant restrictions, which discourage
potential entrepreneurs to set up new enterprises. Thus, the generation of favourable
business ecosystem conditions are critical to both scale and success of start-ups, and is
essential to create the right framework to foster entrepreneurs.

The motivation for the presented work is to promote web-entrepreneurship along
the IEI chain of processes, while enhancing the full potential of the Future of the
Internet and Web 2.0 into Web-based Innovation. The WEnOIP platform and the
proposed approach empowers cooperative networking, supporting entrepreneurs to
develop their innovative ideas into real business while also supporting funding agencies
and business angels to find new potential innovative business to whom provide funding
always being based on evidence-based funding policies. This work is targeted to
convince SMEs and entrepreneurs willing to set-up their start-ups that innovation is the
key in order to be competitive, not just in their set-up but also in their later lifecycle.
Indeed, as about 50 % of companies fail in their first five years, it is fundamental to
support the whole cycle of product optimization, collaboration and networking with
peers, R&D coaching and mentoring, and even internationalization.

Based on the federation of localized innovation clusters, it is possible to maintain
proximity with the entrepreneurs, and at the same time, promote interaction between
entrepreneurs across countries and support crosslinks that might develop comple-
mentary business between start-ups and SME’s. Also, besides the advantages for the
web-entrepreneur, nowadays, companies such as funding agencies find difficult, if not
impossible, to set-up evidence based funding policies. This is particularly true for the
implementation of micro-credit allocations. WEnOIP could help to increase their
impact, which is a very useful instrument in the start-up phase. It would also allow a
more intelligent, dynamic and evidence-based use of the funding resources and will
leverage the implementation of incremental funding schemes based on various itera-
tions of MVP development.

For future work the authors intend to validate the proposed approach in a set of
local innovation clusters, providing WEnOIP services for market sensing, UDE
modelling, financing, team building and interoperability among the platforms, as the
MVP to demonstrate the concept in a real life scenario. It is absolutely necessary to
delineate at an early stage of its development: the appropriate methodology for
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intelligent team crowd-building, indicating the information necessary, the decision-
making steps, the criteria for a successful team building process and the mitigation plan
for possible risks; and the appropriate methodology for social media consulting in each
cluster. UDE modelling, trend analysis and market sensing are already developed
[23–25] as separate tools, so the remaining services are to-be tested in longer-term
perspective.
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Abstract. Nowadays, digital enterprises are confronted with disruptive tech-
nological advancements in their constant quest for innovation and creativity. In
order to evolve towards new forms of enterprises, driven by constant business
model transformation, a number of challenges need to be addressed from a
research and practice perspective. In this paper, a glimpse of the technological
trends and visionary scenarios for Enterprises of the Future is provided, leading
to the elaboration of the research challenges along the following dimensions: (a)
Collaborative, Real-time, Proactive Business Analytics-as-a-Service, (b) Inno-
vative, Web-based Business Models for New Kinds of Economies, (c) Feder-
ated, Innovation-driven Enterprise Collaboration Platforms, (d) Dynamic
Discovery and Negotiation of the Intellectual Property Rights’ Flow.

Keywords: Digital enterprise � New forms of enterprises � Technological
trends � Scenarios � Research roadmapping � Research challenges

1 Introduction

The world is experiencing one of the most extraordinary periods in history. Returning to
growth and higher levels of employment, combating climate change, and moving
towards a low-carbon society require urgent and coordinated action. A convergence of
forces is reshaping the global economy: emerging regions, such as Africa, Brazil, China,
and India, have overtaken economies in the West as engines of global growth; the pace
of innovation is increasing exponentially; new technologies have created new industries,
disrupted old ones, and spawned communication networks of astonishing speed; and
global emergencies seem to erupt at ever-shorter intervals. Any one of these develop-
ments would have profound implications for organizations and the people who lead
them. Taken together, these forces create many challenges and opportunities, thus, a
new context for entrepreneurship [1]. Entrepreneurship has never been more important
than it is today in this time of financial crisis [2]. Innovation and entrepreneurship are
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generally viewed as an engine of technological progress and economic growth and
provide a way forward for solving the global challenges of the 21st century, building
sustainable development, creating jobs and advancing human welfare [3, 4].

Today, we are living through moments of disruptive technological change accel-
erating the transition from a business-driven culture to a more ‘social-oriented’ one.
Open innovation has become more influential and models of production and value
creation are changing. The advent of big data, social media, cloud computing and the
Internet of Everything that will eventually pervade business, government and society
heralds a new motif of socioeconomic organization, exemplified by the App Economy
that is already emerging as a collection of interlocking innovative ecosystems [5]. In
this context, Business Innovation in the Future Internet has already taken new impetus
according to analysts across the world. Enterprises of the future thus need to leverage
Future Internet-based technologies to define their own paths to competitiveness and
generate hybrid value constellations (combining business and social innovation
networks).

Digital Enterprise is considered as a long-standing concept that has gained traction
over the last decade: initially, intertwined with mere digitalisation of the traditional
processes of an enterprise and eventually, encapsulating its digital transformation and
digital value creation. Throughout the years, a number of relevant concepts, like Social
Enterprise, Sensing Enterprise and Enterprise 2.0, have emerged and transpire similar
directions for enterprises who want to thrive and prevail in the Digital era. In the
context of our work in the EC-funded FutureEnterprise project, the term “new forms of
enterprises” has been adopted to reflect the next evolutionary step of a Digital Enter-
prise, along the following definition: New forms of enterprises are “Enterprises of the
Future, driven by constant business model transformation and innovation, acting as
multi-sided platforms built on -as well as emerging from- digital innovations at the
global, as well as local level, to produce shared value including that beyond
monetisation”.

Along these lines, the present paper aims at discussing a number of instrumental
research challenges that need to be tackled by researchers and practitioners in order for
new forms of enterprises to evolve and flourish. In Sect. 2, the methodological
approach is presented, leading to Sects. 3 and 4 that summarize the trend analysis and
the visionary scenarios for Enterprises. Section 5 outlines the identified research
challenges. Section 6 concludes this work and presents next steps along this approach.

2 Methodology

The methodological approach followed towards identifying research directions for
future digital enterprises consisted of 5 main phases: (a) identification and analysis of
“trends”, accompanied by the formulation of “mega-trends”; (b) extraction of “key
uncertainties”; (c) conduction of an open crowdsourcing exercise; (d) elaboration of the
different socioeconomic factors and of the role of enterprise; (e) elaboration of “future
scenarios”; (f) identification of grand challenges and research challenges.

An initial identification of basic technological trends - together with macro-trends
concerning Politics, Economy, Society as well as the ones related to Business,
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Entrepreneurship, and Innovation - has been carried out to document in a structured
way the trends that may affect the future of enterprises. The analysis has been carried
out on: (i) the normative visions of the FutureEnterprise Expert’s panel, comprising
from high-calibre experts in the domain, (ii) the results from an online crowdsourcing
exercise carried out between January and March 2014, (iii) comments and notes from a
focus group of entrepreneurs held on March 2014, and (iv) a sample of 50 selected
secondary sources (from an initial set of 300 documents), made up of:

• Reports and data sets from the European Union and international institutions such
as the OECD, United Nations, World Bank;

• Organisational reports working every year on Global Entrepreneurship Monitor or
the Global innovation Index;

• Articles and studies from academic research on the considered domains.

Identified trends have been then merged into “Mega Trends”, describing at higher level
the way that the aforementioned domains are affected. A Mega Trend can be linked
with more than one domains of study, as it is a combination of underlying trends.
Based on the “Trends” and “Mega Trends”, various “Key Uncertainties” have been
extracted, handpicked based on their influence to the creation of “New Forms of
Enterprises”. Then the “Key Uncertainties” have then been placed on open consultation
in order to filter out the unrealistic and improbable combinations of these “Key
Uncertainties” and the final results have driven the consortium to a set of “Probable”
and “Desirable” futures as envisioned by the community. These futures constituted the
finalisation of the scenario building exercise, whose purpose is to explore different
probable alternatives for the future of society and economy, and elaborate on possible
impacts (in terms of both opportunities and risks) that the future of research on New
Forms of Enterprises may hold. The starting point for the scenario generation activities
was (as described above) the trend analysis, as it allowed the identification of the main
impact dimensions that are likely to influence research directions in the area of Digital
Business Innovation in the future.

A number of Business Models Innovations [6] (i.e. Closed-Loop Production;
Physical to Virtual; Produce on Demand; Rematerialiasation; Sell One, Give One;
Cooperative Ownership; Crowd funding; Freemium; Innovative Product Financing; Pay
for Success; Bait & Hook; Differential Pricing & Customisation; Microfinance; Micro-
Franchise; Open Innovation; Multisided platform) have been studied along the following
aspects: Existing enabling technologies, Dependency with innovation diffusion /
acceptance factors (analysed under both the current situation in Europe and the future
desirable scenario), Changes brought to existing business models (in accordance with the
business model canvas elements), Key research directions needed to enable or boost
every business model innovation, characterised with the expected impact on enterprises,
SMEs and web entrepreneurs. Such an analysis has led to the identification of 25 research
challenges, along with the projected timeline for their realization, and to their grouping
into Grand Challenges, which represent significant research paths to be followed in the
years to come, based on their relevance.
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3 Trends

In order to understand the forces that drive enterprises to be born digital (digital native
enterprises) or digitise their activities and seek innovation - regardless if it refers to a
specific subset of their activities or to their organisation as a whole - it is of the utmost
importance to study the underlying technological trends. It can be taken also for
granted that, besides technological trends and advancements, additional factors exist
that can affect the strategic decisions of both new and existing enterprises and degree of
transformations of existing organisations; thus, trends of non-technological nature have
to be taken into consideration too. Towards this direction, an extensive state-of-the art
analysis was realized and various differentiated sources were studied (e.g. OECD,
United Nations, World Bank, private companies mostly of consulting nature) in order
to identify, categorise and report key trends that can accelerate digital entrepreneurship
and digital transformation of existing enterprises.

The analysis led to the identification of 7 categories of trends, covering a wide
spectrum of areas, namely Political, Economic, Societal, Business, Entrepreneurship,
Innovation and Technological. Putting more focus on the technological trends, every
recognized trend has been classified on the basis of its strength and horizon.

Figure 1 visually depicts the complete list of technology trends accompanied by
information on their strength and implementation horizon. The possibility itself to name
with the term “cluster” a setof firms is related to thepresence of structural linkages,
i.e. systematic - although eventually weak - interactions.

Fig. 1. Technology trends
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With regard to its strength, a trend may be considered as:

• Emerging, when its diffusion is limited to a certain territory, and there is a small
population with a consequent limited number of mainstream publications or reports
discussing it as relevant.

• Peak of expectations, when its diffusion and acknowledgment are mainstream,
overcoming a limited set of specialists. However, the trend’s impact is still difficult
to clearly evaluate, whether it is positive, negative, or else neutral (no effect on
business or entrepreneurship), thus, pointing out or leading to a potential failure.

• Dominant, when its diffusion and acknowledgment are mainstream and the impact
is clearly evaluated as it is evident in many different cases.

Finally, as far as a trend horizon is concerned, it can be Short (less than two years to be
fully deployed), Medium (between two and five years to be fully deployed), Long
(between five and ten years to be fully deployed) and Very Long (more than ten years
to be fully deployed).

4 Scenarios

A visionary scenario analysis was then conducted based on a foresight exercise,
including the analysis of the key areas coming from these trends, placing them in the
context of various different future scenarios and envisioning, for each scenario, the
future landscape and its implications in an enterprise. Following the classification of
Popper [7], a distinction can be made between a methods’ orientation (normative or
exploratory), its nature (quantitative or qualitative) and its essence (expert-based,
creativity-based, interaction-based or evidence-based). The objectives of a foresight
exercise and the degree of uncertainty and complexity involved, guide the selection of
methods for a particular exercise. A scenario is to be intended as a systematic vision of
future possibilities [8]. In foresight research this usually means plausible possibilities
and ones that do not rely on too extreme wild cards. They are used as tools for political
or strategic decision-making and to explore the impact of particular decisions or
developments in the future. More specifically, scenario-building aims to identify
uncertain developments in the future and take those uncertainties as elements of the
scenario narrative.

The aim of the scenario-design exercise developed as part of Future Enterprise is to
explore different possible alternative futures in the context of the enterprises of the
future, rather than predicting the future; then elaborate on possible impacts that the
future mainstream on society of ICT tools in this domain may have. Both the time
horizon of this exercise (i.e. 2030) and the interdependency of various developments
affecting it (e.g. rapid developments in specific domains of ICTs) make the future of
this domain of research dynamic, complex and uncertain. It is therefore difficult to use
quantitative and evidence-based methods. Courtney et al. [9] describe this amount and
type of uncertainty as a ‘level 3’, at which a range of different possible futures can be
identified. They describe three types of foresight methods that can be used at this level:
scenario writing back casting and early warnings systems. As the latter two approaches
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are often incorporated into scenario writing, the method of scenario design has been
used for this exercise [10].

Having in mind the limitations in current scenario building exercises (like the
limitations imposed by the extreme 2-dimensions axes), a differentiated approach has
been adopted, where a larger set of Key Uncertainties exists and the different Probable
and Desirable scenarios, as voted by the experts. This way, not every possible
combination of the aforementioned Key Uncertainties is examined (as this would
generate a huge number of scenarios) but focus is laid on what is most likely to happen
(Probable Scenarios), and also on what seems like an ideal future (Desirable Scenario).
The different scenarios that are created are in this way based on the majority of the
votes of the public and in this way provide a more realistic, unbiased and collective
representation of insights on how our world would look like in some years from now,
but also provide the collective perception of people of how an ideal world should look
like in the future.

The Key Uncertainties for the purpose of the FutureEnterprise roadmap approach
that have been selected for building the above discussed scenarios and which corre-
spond with the trends and the megatrends identified in this deliverable and follow the
PESTEL (Political, Economic, Sociological, Technological, Legal, Environmental)
pattern are presented in the table below. Each column in the following table is inde-
pendent from the others and presents the three values of each Key Uncertainty (the
header row). In this context, a future scenario can be derived as a combination that
includes only one value from each column of that table (Table 1).

It needs to be noted, that all uncertainties and scenarios developed have as a central
point of focus the “Enterprise”, as the interest of the roadmap would be the recom-
mendations of activities that will help enterprises to evolve and shape into the entities
that will drive business innovation and production in the future.

The Key Uncertainties previously discussed have been announced to the public in
order to engage it towards providing its feedback by pointing out which they consider
more likely to realise (Probable Scenario) and which they would like to happen
(Desirable Scenario). Upon collecting a total of 102 responses, the authors analysed the
various responses and set some threshold points order to distinguish the different
combinations that prevail and that lead to scenarios that are quite different from each
other. Based on a qualitative analysis of the patterns received, the threshold was set to

Table 1. Key Uncertainties and Possible Values

Wealth &
Well-Being

Legal
Framework

Value Creation and
Capture

Operations &
Decision Making

Markets

Prosperity Global
Legislation

Corporate Social
Responsibility

Machine
Intelligence

Global
Markets

Stability Fragmented
Legislation

Shared Value Knowledge based Glocal
Markets

Scarcity Self-
Regulation

Shareholders
Value

Crowd Wisdom Local
Markets
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33% of votes for the probable scenario in order to derive 2 probable scenarios which
are different from each other in at least 3 dimensions (key uncertainties), while as long
as it concerned the desirable scenario, the threshold was set to 50% of votes, which
clearly pointed out one scenario. The different votes and the threshold points set by the
consortium are visible in the following two figures (Fig. 2).

The three scenarios derived, which are also discussed in the next section are the
following.

• Probable Scenario #1 - A global, federated network of self-organised communities
(Disruptive Communitarianism), which includes the following values of the Key
Uncertainties: Stability, Fragmented Legislation, Shared Value, Knowledge-based,
Global Markets

• Probable Scenario #2 - Distributed Islands of Capitalism (Elysium), which
includes the following values of the Key Uncertainties: Scarcity, Fragmented
Legislation, Shareholders Value, Knowledge-based, Glocal Markets

• Desirable Scenario – Prosperity, Social Caring and Equal Opportunities (Garden
of Eden), which includes the following values of the Key Uncertainties: Prosperity,
Global Legislation, Corporate Social Responsibility, Knowledge based, Glocal
Markets

5 Roadmap

The research challenges that have been eventually identified in a collaborative way
have been bundled in the following four grand challenges which represent significant
research paths to be followed in the years to come:

Grand Challenge 1: Collaborative, Real-time, Proactive Business Analytics-as-a-
Service, dealing with a radically different context for business analytics for the
enterprise personnel, either high-level executives or shop floor workers. It encompasses
the following research challenges:

Fig. 2. Answers to Key Uncertainties regarding the Probable and Desirable Scenario
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• RC1.1 - Multi-source Data Analytics Services for Real-Time Production Critical
Decisions. Analysis of data coming from widely deployed IoT and smart dust
networks in the production lines of enterprises to constantly monitor information
and data towards providing proactive notifications and decision support to the
business personnel, regarding the optimum and uninterrupted operation of the
enterprise and the maximisation of its goals.

• RC1.2 - Predictive and Prescriptive Crowd-based Analytics powering Business
Innovations. Analytics and value added information generation shall be delivered to
enterprises through real-time monitoring and analysis of internal and mostly
external information sources (such as social networking systems) and of behaviours
of targeted stakeholders, towards revealing potential innovation and market-related
business opportunities.

• RC1.3 - Business Transformation Platforms combining Human Knowledge with
Information Flows. Combining enterprise critical data flows with human derived
ideas, knowledge and experience, artificial intelligence enterprise agents trans-
porting knowledge, experience and data across all enterprise divisions (as well as
beyond its borders in some cases), will be deployed to grasp on emerging oppor-
tunities and automatically transform business realities and processes in a flexible
and agile manner.

• RC1.4 - Enterprise-wide smart, personalised intelligence and delivery systems. Next
generation analytics, combining raw sensor data, historical logs and business
knowledge and best practices, coupled together with smart and personalised rec-
ommendation systems to provide intelligence-rich services beyond plain informa-
tion mining and visualization to various stakeholders over different access channels.

• RC1.5 – Generation and Exposure of SMEs Analytics over federated cloud-based
platforms. Deployment of federated cloud-based platforms that interface with
hundreds of proprietary and open source business solutions and data repositories, to
transform SME data and expose them through meaningful and value-added cloud-
based analytics, without compromising their classified business intelligence.

• RC1.6 - Smart and Collaborative APIs for cognisant business processes. Next
generation APIs integrated to all business-related systems to allow the controlled
exposure of information at real-time, turning every machine and IT platform into
IoT elements, and being able to retrieve data as well, acting as cognisant objects
collaborating together for a common goal, realising in that way the highest degree
of objects and platforms interoperation.

• RC1.7 - Responsive and Dynamic Visualisation and Augmented Reality Services
for Business Functions. Intuitive and responsive visualisations and augmented
reality methods applied to all business related functions and processes, to combine
physical, digital and virtual characteristics of products and services and enterprise
knowledge, for demonstrating spherical and inclusive information surrounding
products, services and business processes as well towards offering a homogeneous
experience to their users.

• RC1.8 - Proactive ICT-powered preventive workforce safety and security systems.
Exploitation of sensor data, from the business environment and from wearable
gadgets, and extraction of early detection signs on threating conditions for the safety
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and the security of employees, resulting in the provision of smart recommendations
for active or passive prevention measures.

Grand Challenge 2: Innovative, web-based business models for new kinds of
economies, exploring the definition, experimentation and constant evolution of novel
business models that challenge traditional operating models, follow the paradigms of
the Sharing Economy and the Circular Economy, and capitalize on novel technologies
and Future Internet assets in business environments in order to introduce unique
innovation propositions at multiple levels, ranging from the innermost configuration
and the core offerings of an enterprise, to the customer-facing, networking elements of
its business system (user experience). It encompasses the following research
challenges:

• RC2.1 – Circular Supply Chain Management. Novel methods and platforms to bi-
directionally manage the supply circle operations, to optimize a cycle of disas-
sembly and reuse, to explore efficient recovery and treatment techniques and to
create secondary marketplaces need to be developed in order to translate potentially
circular products to attractive value propositions for enterprises and end-users.

• RC2.2 - Collaborative Prosumption Models. Applications of next generation
technologies (from 3D printing to Wearable technologies and from Social Com-
puting to Internet of Things) and the exploration of intersections between tradi-
tionally separate ways of working makes everyone an enterprise in a “peer-to-peer”
fashion that eventually not only empowers multi-sided platform thinking, but also
disrupts existing industries and creates new markets.

• RC2.3 – Collective Ideas Flow on ever-evolving and interactive Business Plan
Lifecycles. Advanced modelling and simulation techniques to understand and
simulate how the flow of ideas, that have been expressed internally or beyond the
enterprise boundaries, affect the underlying business reality and performance in
order to embed collective intelligence in business settings and to proceed with the
necessary, ever-evolving adaptations of the adopted business model.

• RC2.4 – Instant, crowd market validation of Business Innovations. Through
advanced enterprise gamification and social networking techniques, instant col-
laboration channels across the supply chain, involving users, suppliers and
employees, shall be established, serving the purpose of instant validation of any
potential business innovation on which an enterprise plans to invest.

• RC2.5 – Reverse engineering of innovation. With the help of next generation
business modelling and simulation techniques, reverse engineering of a business
model from its parts shall become feasible, assisting any stakeholder understand the
business plan which is recommended to pursue for their offerings when they are
trying to “copy” external innovations.

• RC2.6 –Innovation Diffusion & Adaptation Patterns and Techniques. Novel tech-
niques to investigate the innovation patterns across markets in systemic ways,
diffuse and adapt innovations beyond the geographic and organizational boundaries
still need to be explored in order to assist a company or an entrepreneur to apply
inverted /reverse innovation.
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Grand Challenge 3: Distributed, Innovation-driven Enterprise Platforms,
embodying a radically different context for business innovation and collaboration
among organisations, where platforms promote collaboration among enterprises and
web entrepreneurs, boost productivity and enable business innovation in consistent
lifecycles; from invention to production, from supply chain management to ERP
systems, and from customers’ adoption to collaboration with internal business func-
tions or external partners. It encompasses the following research challenges:

• RC3.1 - New forms of Enterprise Marketplaces. New forms of marketplaces
allowing collaboration among organisations to develop solutions that meet business
problems in better, more efficient ways using novel transaction methods and
allowing community-driven validation and authentication in decentralised, distrib-
uted manners.

• RC3.2 - Real-time, Interoperability and Openness in Enterprise Platforms. Ren-
dering existing enterprise systems available and connectable through common,
secure, real-time enabled APIs, enabling trustful transactions among different or-
ganisations and offering standardised analytics, protecting at the same time the
privacy of all sensitive data of the transaction parties.

• RC3.3 – Subscription Mechanisms to Real-time, Anonymised Business Analytics.
Subscription mechanisms and interfaces to infuse real-time, anonymised analytics
making them available to third parties, taking advantage of on the spot sensors,
wearable devices, logging data and close-communication protocols in combination
with mesh networking technologies, to collect and process data.

• RC3.4 – Innovative Project Management Platforms driven by Lean Paradigms and
allowing Experimentation. Platforms providing tools, methodologies and manage-
ment techniques in order to build experimenting frameworks and increase inno-
vation rate, promote internal and external collaboration, and make use of interfaces
with crowdsourcing platforms and linked-data to facilitate knowledge management
and market research.

• RC3.5 – Independent Platforms for Inter-organisation Relationships and Trust in
doing Business. Unstructured data analysis and KPIs evaluating the situation of an
organisation, allowing financial situation identification, and building trustful rela-
tionships among different organisations, all powered by analytics to evaluate pro-
spective markets, identify consumer patterns, and facilitate decision-making
towards stronger synergies and business networks.

• RC3.6 – Recommendation systems in B2B transactions and partnerships deals.
New generation recommendation systems, powered by real-time data, to provide
useful recommendations to organisations about new B2B offerings, capable of
improving their performance, facilitate operations and solve existing problems.

Grand Challenge 4: Dynamic discovery and negotiation of the intellectual prop-
erty rights’ flow, addressing effective management, monitoring, identification and
creation of IPRs and knowledge generation and handling, through the use of innovative
ICT tools and platforms that will exploit the collaborative features of existing platforms
and the power of analytics. It encompasses the following challenges:
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• RC4.1 - Open Repositories and Marketplaces for IPRs. Implementation of reposi-
tories that will accommodate the storage of and effective search amongst the various
intangible assets, as well as of intangible assets’ marketplaces incorporating specific
models for access to enable innovation acceleration and defining novel IPR mod-
elling methods.

• RC4.2 - IPR Recommendation and Governance Platforms. Next generation smart
platforms for the efficient and effective recommendation and governance of IPRs,
allowing discovery of IPR, relevant to a specific issue of interest, relevant recom-
mendation mechanisms and automated reasoning of specific conflicts based on
existing IPR schemes.

• RC4.3 – Traceability of IPR Licences across their derivatives. Coping with patent
schemes and IPRs when developing a new product/service in the one side of the
coin. An equally challenging task is to locate and identify the various patents and
IPR contained in derivatives of products/services. This research challenge refers to
the design and implementation of methods and mechanisms that will allow clear
and effective recognition and traceability of all active patents and IPR contained in
specific (series for) products/services in order to facilitate all stakeholders aiming
either to use or exploit in entrepreneurial activities the aforementioned products/
services.

• RC4.4 - Smart Platforms for Real-Time IPR Negotiation Real time. The structured
ways of describing IPRs and the detailed modelling of them (see RC.3.1) is
expected to not only facilitate the quick discovery and use of them, but constitutes a
prerequisite for supporting negotiation activities between interested organisations
that would like to access and use IPRs for any imaginable reason. Smart platforms
should handle the negotiation of such IPRs in real-time, at execution time of
transactions, cutting down negotiation costs and time, proposing alternative IPR
schemes and pre-defined agreement contracts in order to satisfy the interest of all
involved parties to the best possible extent.

• RC4.5 - Community-based Platforms for Shared IPR and Patents’ Generation.
Tapping the power, the dynamics and the wisdom of the crowd to achieve IPR and
Patents’ generation through open platforms allowing collaboratively conceptualis-
ing, describing, modelling and formalising new IPRs and Patents and offering them
back to the community for adoption, standardisation and exploitation.

6 Conclusions and Next Steps

In the aftermath of the recent financial crisis and in light of the emergence of disruptive
technological paradigms, how to conduct business in an ever-changing environment
appears more challenging than ever. The surging app economy, manifested within a
platform-oriented, mobile-driven and collaboration-rooted era, has already paved new
paths for digital business innovation. Stimulating break-through innovation for added
value products and services is in fact well acknowledged at research and policy level
and embedded in the mind-sets of leading enterprises, successful entrepreneurs, and
forward-looking researchers, yet recognised philosophies of doing business ‘better’
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(e.g. “Think Fast, Move Fast, Fail Fast, Learn Fast, Succeed Fast” [11]) are still not
integrated in the strategies and approaches of many companies, especially in Europe.

In the present paper, a number of research challenges to be tackled in the years to
come in order for enterprises to evolve towards new forms of enterprises have been
elaborated. Next, iterative steps along our approach include: (a) further elaboration of
the research challenges based on case studies along the Digital Business Innovation
aspects and (b) recommendations on how to maintain a “live” roadmap, with contri-
butions by any interested stakeholder.
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Abstract. Significant progress in ontology engineering during the last decade
resulted in a growing interest in using ontologies for industrial applications. This
paper presents lessons learned and recommendations for ontology engineering
projects with focus on industrial applications. The research is based on the
analysis of a number of case studies in different industrial domains. Based on the
case studies the paper presents experiences from ontology development and gives
recommendations for industrial ontology construction projects. The recommen-
dations concern (1) selection of development methods, (2) perspectives on gen-
eralisation/specialisation strategy, (3) aspects of user participation in ontology
construction and (4) effects on knowledge management in organizations.

Keywords: Ontology construction � Ontology engineering � Experience report

1 Introduction

During the last decade, significant progress was made in development methods,
engineering tools and application environments of ontologies, which resulted in a
growing interest from industry in applying ontologies for solving various industrial
problems. Research and development in ontology engineering during the last years
focused on techniques for reusing ontologies or parts of them, automation of laborious
tasks like ontology population or conversion of texts to ontologies, matching between
ontologies or the standardization of knowledge representation and its interlinkage with
data. Integration with other technology areas, like knowledge management, enterprise
knowledge modelling, or information systems is another reason for the increasing use
of semantic technologies in industry.

This paper presents experiences and recommendations for ontology construction
projects with focus on industrial application contexts. Our aim is to contribute to the
body of knowledge in the field of ontology construction by taking a focus on practices.
The research is based on a number of case studies that were carried out in industrial
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enterprises from different domains. Two of these cases were caused by the fact that
modern market opportunities require companies to introduce new strategic objectives
and tools. They have to build strategies that provide maximum flexibility and can
optimally respond to changes in their environment [3, 7] In order to cope with these
requirements, companies need to deeply transform both their product development
structure and the structure of their business processes. Enterprise modelling can sig-
nificantly contribute into this transformation since in this respect models are often used
as a supportive means that are able to capture and represent different aspects and
constructs of an enterprise [14]. Usually, enterprise models consider different enterprise
aspects and rise to different meta-levels. In this regard, application of ontologies as
conceptual bases that can clarify relations within and between different abstraction levels
is believed to be helpful. Ontologies have shown their usability for this type of tasks.
They provide a way of knowledge representation, which is widely used today for
intelligent analysis of knowledge. As a consequence of this, ontologies will also have the
power to clarify the relations between focal areas and the constructs within a focal area
[18]. Ontologies are content theories about the sorts of objects, properties of objects and
relations between objects that are possible in a specified knowledge domain. They
provide potential terms for describing the knowledge about the domain [2].

The remainder of the paper is structured as follows: After a brief description of
important concepts and methods for ontology construction (Sect. 2) and the research
approach taken (Sect. 3), three industrial cases of ontology development from different
application domains are introduced (Sect. 4). Experiences and recommendations are
presented and discussed (Sect. 5) related to development strategy, development
methodologies and user participation. Conclusions and future work are presented in
Sect. 6.

2 Background

The background for this work primarily comes from the field of ontology construction.
From the many different definitions of the term “ontology” in computer science related
research, Gruber’s proposal will be used in this paper: “An Ontology is a formal,
explicit specification of shared conceptualization.” [6].

Ontology Representation: For case 1 and 3 presented in Sect. 4, Protégé frames or the
W3C recommendation ontology language OWL (Web Ontology language) are used to
represent the ontology. An OWL ontology consists of Individuals, Properties and
Classes. In case 2 an object-oriented constraint network paradigm [15] is applied,
which supports capturing of constraints in a more sophisticated way. The OOCN-based
ontology consists of Classes, Class Attributes (Values), Value Domains and Con-
straints. The Class Instances (Individuals) are stored separately from the ontology. The
OOCN representation can be transformed to OWL and vice versa.

Ontology Development Methods: Ontology construction is a challenging task and
ontology engineers are in need of methods and guidelines to increase the possibility of
the project success. There has been a series of approaches proposed for developing
ontologies. Despite the fact that the methodologies for ontology development have
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been subject to research during a number of years, there is no one ‘correct’ way or
methodology for developing ontologies. Previous analysis of ontology development
methodologies [12] showed differences in the guidelines provided for the user of the
ontology and in the coverage of the ontology lifecycle, i.e. is the ontology construction
covered or also evaluation, use and supporting activities? Table 1 shows a (non-
exhaustive) list of existing methodologies with selected features.

Experience Reports in Ontology Engineering: There is only a small number of articles
that reflect on experiences and practices from ontology engineering and provide the
results of applying a development method, most of the work reports experiences with
ontology development methods in the conclusion sections, if at all. Reference [5]
discusses strong points and weakness of the Systematic Approach for Building
Ontologies (SABiO) ontology development approach and proposes improvement
opportunities. Reference [8] develops an ontology based on the guidelines provided by
METHONTOLOGY, examines the method utility and addresses the drawbacks. Ref-
erence [10] presents results of the practice of ontological engineering without
addressing any specific method. Reference [1] reflects experiences from merging dif-
ferent ontology development methods and best practices in software engineering.
Finally, our previous work in [9] reports on experiences from ontology construction in
practice, which is substantially extended and revised in this paper by including many
more cases.

3 Research Approach

From a research methodology perspective, we performed a qualitative analytical sur-
vey. Since our objective is to derive experiences for ontology engineering in practice
our focus has to be on data sources containing very detailed experience reports and rich
case descriptions. As this type of report is quite sparse in scientific literature on
ontology engineering (see Sect. 2) we decided to base our analytical survey only on
ontology development projects performed in our own research groups. For these
projects, the original project documentation and the personnel involved in the project
are available. The projects analysed originated from three research contexts, (i) Rostock
University (Germany), research group business information systems, (ii) St. Petersburg

Table 1. Selected ontology development methodologies

Method Life-cycle coverage Detailed definition

Enterprise Ontology incl. whole life-cycle no detailed guidelines
TOVE incl. whole life-cycle no detailed guidelines
METHONTOLOGY incl. whole life-cycle fairly detailed
Sugumaran and Storey Focus on construction building phase, very detailed
Ontology Development 101 lacks parts (e.g. eval.) building phase, very detailed
Sure et al. incl. whole life-cycle fairly detailed
OntoSME incl. whole life-cycle fairly detailed

Ontology-Driven Enterprise Modelling 211



Institute for Informatics and Automation (Russia), Computer-aided Systems lab and
(iii) School of Engineering at Jönköping University (Sweden), research group infor-
mation engineering who in some projects jointly worked on the tasks.

The analysis of the projects was done in distributed teams using a joint list of
aspects to be investigated. Table 2 shows the list of projects analysed.

4 Industrial Cases of Ontology Construction

This chapter introduces the industrial cases forming the basis for discussion of expe-
riences in Sect. 5. When selecting these cases, the objective was to achieve a wide
heterogeneity regarding the type of project (research project, applied research, contract
development), the application domain and the purpose of the ontology developed
(information structuring, model integration, product codification).

4.1 Autoliv Electronics

The first industrial case was taken from automotive industries. Automotive manufac-
turers and suppliers have to manage a large number of product variations and their
integration into a specific car model. In order to manage and control variety, manu-
facturers and suppliers increasingly recognize the need to manage project entities like
models, documents, metadata, and classification taxonomies in such a manner that the
integrative usage of these entities is supported.

Table 2. Ontology construction projects analysed in this paper

Project Main purpose Methodology Performed at

BaSeWeP Integration of knowledge
sources in web portals

Ontology
Development 101

Fraunhofer
ISST, Berlina

SCM-PLM
Integration

Interoperability of SCM and
PLM

OOCN development SPIIRAS

SPIDER Modeling of enterprise
competences

Ontology
Development 101

Jönköping
University

SEMCO
(Autoliv)

Product engineering for airbag
systems

METHONTOLOGY Jönköping
University

Media-ILOG Semantic search in newspaper
articles

METHONTOLOGY Jönköping
University

Festo Product knowledge for
configuration purposes

OOCN development SPIIRAS

ExpertFinder Competence Modeling/
Matching

Ontology
Development 101

Jönköping
University

IMSK Knowledge fusion for civil
security applications

eXtreme Design
(XD)

Jönköping
University

Intelligent
ILOG

Trailer Surveillance in
transport industries

Ontology
Development 101

Rostock
University

The project was performed by the same staff members who now work at Rostock University or
Jönköping University
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The application scenario for the ontology developed is integration of different kinds
of structures reflecting the artefacts and their interrelations. On the one hand, model
hierarchies have to be captured, indicated and implemented by different modelling
levels (system, software, hardware, etc.), which furthermore will have model instances
(artefacts) to be managed. On the other hand, term networks and taxonomies have to be
considered as equally important. These networks represent organizational structures,
product structures or taxonomies originating from customers that are closely related to
artefacts. Explicit denotation of these relationships is considered beneficial for identi-
fication of reuse potential of components or artefacts.

The ontology construction was performed in a Swedish automotive supplier of
software-intensive systems. The development process applied is an enhanced version of
the METHONTOLOGY process as described in 2.2. Most important knowledge
sources were (1) a description of the suppliers internal software development process
with defined procedures for all major aspects of software development and software
project management and (2) documentation of two example cases for requirement
handling, including original customer requirements, system and functional require-
ments, and (3) interviews and working sessions with members of the software devel-
opment department were conducted including project manager, software developers
and engineers. The resulting ontology consisted of 379 concepts and with an average
depth of inheritance of 3.5 [20].

4.2 Festo

The second industrial case originates from long-term joint work with Festo AG&Co
KG, an industrial company that has more than 300 000 customers in 176 countries
supported by more than 52 companies worldwide with more than 250 branch offices
and authorised agencies in further 36 countries [13]. In this case the goal was to build a
problem-oriented ontology for the given, specific purpose. Some early steps of this
collaboration related to implementation of the product codification system have been
reported in [17]. As a result it was more reasonable to build a new ontology using the
formalism that met the requirements than to try to adapt other existing ontology models
like CYC or SENSUS.

The complete approach used in this case relies on the ontological knowledge
representation for its sharing. The ontology describes common entities of the com-
pany’s knowledge and relationships between them. Besides, the dynamic nature of the
company requires considering the current situation in order to provide for actual
knowledge or information. For this purpose, the idea of contexts is used. Context
represents additional information that helps to identify specifics of the current trans-
action. It defines a narrow domain that the user of the knowledge management platform
works with. One more important aspect covered by the approach is the competence
profiling. Profiles contain such information as the network member’s capabilities and
capacities, terminological specifics, preferred ways of interaction, etc.

The approach is based on the idea that knowledge of the company can be repre-
sented by two levels for the modelling purposes. The knowledge of the first level
(structural knowledge) is described by a common ontology. In order for the ontology to
be of reasonable size it includes only most generic common entities. The common

Ontology-Driven Enterprise Modelling 213



ontology is used to solve the problem of knowledge heterogeneity and enables inter-
operability between heterogeneous information sources due to provision of their
common semantics and terminology. It describes all the products (produced and to be
produced), their features (existing and possible), production processes and production
equipment. This ontology is used in a number of different workflows. The tools are
interoperable due to the usage of the common ontology and database. Knowledge map
connects the ontology with different knowledge sources of the company. Knowledge
represented by the second level is an instantiation of the first level knowledge.

The ontology creation operation was done automatically based on existing docu-
ments and defined rules of the model building. The resulting ontology consists of more
than 1000 classes organized into a four level taxonomy, which is based on the VDMA
(Verband Deutscher Maschinen – und Anlagenbau, German Engineering Federation)
classification [19]. Taxonomical relationships support inheritance that makes it possible
to define more common attributes for higher level classes and inherit them for lower
level subclasses. The same taxonomy is used in the company’s PDM and ERP systems.
For each product family (class) a set of properties (attributes) is defined, and for each
property its possible values and their codes are defined as well. The lexicon of prop-
erties is multilingual and ontology-wide, and as a result the values can be reused for
different families. Application of the central single ontology provides for the consis-
tency of the product codes and makes it possible to instantly reflect incorporated
changes in the codes. The place of the developed ontology in the product development
and configuration process is shown in Fig. 1 (the detailed description of the process can
be found in [16]).

Fig. 1. Product development and configuration process for the Festo case
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4.3 Trailer Surveillance Ontology

The third case is based on an industrial research and development project from
transport and logistics industries. One of the world’s largest truck manufacturers is
developing new transport related services based on integration and orchestrated
interpretation of different information sources, like on-board vehicle information sys-
tems, traffic control systems and fleet management systems. The case aims at using
wireless sensor networks in trailers for innovative applications. The wireless sensor
network is installed in the position lights of a trailer and could be used for protecting
the goods loaded on the trailer against theft, offering additional assistance to the driver
of the truck or for surveillance of the goods. The wireless sensor network in the
position lights is controlled by a gateway in the trailer, which communicates with the
back-office of the owner of the trailer or the owner of the goods, and – for some
application cases – with the on-board computer of the truck.

In order to implement the above services, various kinds of knowledge need to be
available and combined, which is one of the main purposes of the ontology develop-
ment performed in the case. Observations acquired through the different sensors in the
trailer have to be combined with information coming from other sources, like an
authentication service for the driver’s identity. Furthermore, we have to detect potential
critical events, according to what is specified by the IT services. For this purpose, the
ontology had to accommodate transportation domain knowledge, the sensors and their
observation possibilities, and a conceptual model for situations.

The ontology development followed an extended version of “ontology develop-
ment 101” [4]. The resulting ontology for transport surveillance (OTS) was developed
in several iterations. OTS adopts the Semantic Web Rules Language (SWRL) for
modeling rules which provides the ability to add Horn-like rules expressed in terms of
OWL concepts. Observing the relations between objects or entities, situation aware-
ness (or assessment) aims at providing a projection based on situations, which describe
a state of affairs adhering to a partial view of the world. A subject is aware, if he is
capable of observing some objects and making inferences from these observations.

5 Experiences

Experiences and recommendations presented in this section were based on the indus-
trial cases introduced in Sect. 4 and findings from other research and development
projects applying ontologies (see Table 2 in Sect. 3). The experiences regarding user
participation (5.3) are to a large extent already reported in earlier work (see [9]). They
are included in this paper as they were confirmed by the later cases and additional
recommendations were added.

5.1 Development Methods

Concerning the ontology construction methodologies, we applied ontology develop-
ment 101, METHONTOLOGY, XD and OntoSME, as already shown in Table 2. As
the individual experiences with these methods have been reported in detail in previous
publications (see Table 2), we will focus in this section on the general view.
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Although ontology development 101 is considered as rather limited method due to
its focus on ontology construction only and the closeness to Protégé as a tool, we find it
still one of the most useful approaches when focusing of the core content of its seven
development steps and adapting it to contemporary tool support. As in all modelling
and development projects, domain and scope of a project should be clearly defined and
reuse of proven solutions should be considered, which make the first two steps
important. Competency questions from our view are a valuable way to express scope
and focus. In case 3 after iteratively listing the competency questions, we searched for
the existing ontologies that might be refined or extended. Unfortunately neither
transport domain ontologies nor information models for the truck-trailer surveillance
domain were identified. Nevertheless the reviewed models were to some extent reus-
able and beneficial, e.g. through the models, ontologies and approaches, it was prac-
ticable to identify important terms & controlled vocabularies, to define the classes, class
hierarchies as well as the relationships between them. Hence, it is possible to reuse
existing ontologies or even models as an instrument to identify semantic specifications
in the domain. The way of defining attributes and value ranges of the concepts and of
capturing instances (steps 5 to 7) is affected by the selected tool. Nevertheless, the
activities as such remain important and required.

5.2 Concept Identification During the Development Process

Additional experiences contributed by this paper concern the identification of relevant
concepts, relation and properties or constraints. One aspect to discuss is whether to
work top-down, bottom-up or middle-out. Our impression from ontology development
projects indicates that experience from enterprise modelling concerning these strategies
can be applied as rule of thumb for ontology projects.

Top-down approaches should be used in application domain well-known to the
project team where the complexity in terms of required level of detail and the scope of
the development is clearly defined. An example from our background would be the
Festo case, where the existing codification system, number of products and potential
variation limited the complexity of problem at hand. In cases with unclear or unknown
complexity, there is the danger of consuming the resources allocated to the project
before reaching the goal of having developed an ontology. Bottom-up approaches can
result in a number of thoroughly defined parts of an ontology, which are not very well
interlinked and do not cover the intended scope of the ontology. These “solution
islands” often contain more details than required for the purpose of the ontology. Our
recommendation is to always test suitability of the bottom-up approach by using it in a
pre-study with limited scope and clearly defined evaluation criteria. Finally the middle-
out approach is from our experience suitable to explore both, complexity of the
problem at hand and required level of detail, in application fields unknown to the
ontology expert. The approach was used in the trailer surveillance case in order to
capture sensor related concepts in combination with situations to be detected. What
level of detail of situation information was needed in order to describe the sensor
information in sufficient detail became only clear during the ontology development
process.

216 K. Sandkuhl et al.



In addition to this generalisation/specialisation strategy, we recommend to also
have different lifecycle phases of an ontology in mind during the development process,
such as the conceptual, implementation and application stage. In the first stage the main
elements, structures, relations and constraints of an ontology are identified based on the
knowledge of the domain experts and other knowledge sources. This stage should be
independent from the actual ontology representation or ontology engineering tool to
be used in order to avoid unnecessary dependencies from implementation technology.
The implementation stage codes the result from the conceptual stage in appropriate
representation with a suitable tool, which allows for selection of the implementation
technology based on the lessons learned from the conceptual stage. The last stage
optimizes the implementation for application purposes, which for example can include
additional instances or axioms for consistency purposes. To distinguish between these
different phases is part of several methods, such as METHONTOLOGY. However,
many other methods do not make this strict distinction, which is why this paper
emphasizes the importance of clear separation.

5.3 User Participation

Since more than a decade, participative modelling is recognized as valuable and
practicable instrument contributing to solving design problems in particular in orga-
nizational contexts (see e.g. [11]). As opposed to the traditional approach of gathering
facts by interviewing stakeholders in an organization and afterwards developing a
solution without stakeholder involvement, the participative way of working includes
development of the intended solution with direct involvement and contribution of the
future users, like modelling in facilitated group sessions.

Experiences from ontology development projects like the cases presented in Sect. 4
indicate the value of user participation even for ontology development projects. The
main recommendations are to thoroughly prepare participation and to concentrate on
the conceptual stage of development.

The preparation of user participation should start with the key persons at the
industrial company, who should be introduced to the potentials and limits of ontology
use. However, this introduction should not include representation techniques or tech-
nical details of ontologies, since this usually is not relevant for decision makers and
could create distraction from the modelling task. By clearly defining purpose of the
project, intended use of ontologies and known limits, the expectation of the industrial
partner can reflect the realistic possibilities. This should preferably happen before the
ontology development starts.

After sufficient management information and attention, the intended participative
steps of the ontology development should be prepared by individual discussions with
the participants. Each participant should be informed about the purpose of the ontology
development project and the intended way of working. However, main purpose of these
individual discussions is to start identifying existing knowledge sources in the orga-
nization relevant for the ontology development, to build up trust to the participating
users, and to increase their commitment to the project.
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During the participative parts of the ontology construction, focus should be on the
conceptual stage of the ontology development and on use of techniques like card
sorting or pencil and paper sketches. Main reason for this is to not put the burden of
learning and understanding the formalities of an ontology language on the domain
experts and end users participating. A notation that everyone understands should be
used, otherwise to too much attention is lost when the participants try to understand the
notation used.

5.4 Organizational Changes Triggered by Ontology Development

In the Festo case we observed that ontology development was part of an organizational
change process towards a more knowledge-aware organisation. Implementation of
complex changes in large companies faces many difficulties: business process cannot
be stopped to switch between old and new workflows; old and new software systems
have to be supported at the same time; the range of products, which are already in the
markets, has to be maintained in parallel with new products, etc. Another problem is
that it is difficult to estimate in advance which solutions and workflow would be
efficient and convenient for the employees. Hence, just following existing knowledge
management implementation guidelines is not possible and this process has to be and
iterative and interactive.

During the work on the mentioned case studies the following observations related
to knowledge management implementation in companies have been made:

• Engineers and managers are concentrated on their work and cannot pay enough
attention to additional tasks related to trying new knowledge-based workflows. This
was in a higher degree applicable to the product managers and product engineers.
At the levels of production engineers and production managers, this issue was less
obvious, because the “experimental” knowledge-based production planning could
be done in parallel with the actual one.

• A target knowledge management consisting of people volunteering to assist in
implementing knowledge management in the company group has to be formed.
These people have to be experts in their roles and in several other roles, which
would re-use some of the knowledge of this role. They will be involved into the
processes of building the initial common ontology and implementing knowledge-
based workflows, thus slowly involving other roles into the process of knowledge
management implementation.

• Role-based approach makes it possible to implement knowledge management
incrementally, with initiative coming from employees. E.g., an experimental
knowledge-based support of one workflow could be implemented for one user role
letting the users estimate its efficiency and convenience. Then, workflows reusing
some of the knowledge of the experimental workflow can be added, etc. Repre-
sentatives of other roles seeing the improvements of the implemented knowledge-
based workflows also wish to join and actively participate in the identification of the
knowledge needed for their workflows and further turning their workflows into the
knowledge-based ones.
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6 Conclusions

Based on the analysis of a number of ontology development projects performed in three
different research groups and on the discussion of three industrial cases in detail this
paper presented a number of experiences and recommendations for ontology con-
struction in an industrial context, which can be summarized as follows:

• Consider using “simple” methods, like ontology development 101, for the con-
struction phase of ontologies; adapt the methodology to the situation at hand, e.g.
regarding tool use and iteration of phases

• Use top-down development for well-known domains with clearly defined scope; use
middle out development for unknown application fields; always perform a pre-study
before deciding to use bottom-up development; clearly separate between concep-
tual, implementation and application stage

• Create realistic expectations on company management side; use participative work
mainly in the conceptual stage, i.e. avoid details of ontology representation

• Prepare for accompanying organizational change projects triggered by ontology
development; investigate the role structures in the organization “neighbouring” the
ontology development project

Although the work presented in this paper is based on quite a few industrial cases, the
main limitation of the research is that the empirical grounding should be improved by
an increased number of cases. The recommendations presented are considered useful,
but they cannot be expected accurate for all industrial cases. Future work will include
further elaboration on the recommendations. The above list of recommendations should
be extended in more detailed guidance or good practices for ontology developers.
Furthermore, there are a number of experiences from industrial projects not discussed
in this paper because they were just based on a single case, like the use of ontology
design patterns, the reuse of existing ontologies, or the integration of ontologies with
existing IT-systems in the companies under consideration.
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Abstract. This paper explores how to make Enterprise Architecture (EA)
aware of consumer values. Current proposals in enterprise modeling recognize
the need for user needs, although often without taking explicit account of the
consumer values that are at the root of the exchange process. Enterprise
architecture provides a roadmap for the development of systems that can support
the creation and delivery of products of interest. First, a survey of enterprise
architecture practitioners highlights the importance and significance of inte-
grating consumer values into enterprise architecture through. Next, the survey
results are used to enhance a consumer value meta-model for better integration
with enterprise architecture, specifically The Open Group Architecture Frame-
work (TOGAF).

Keywords: Value � Consumer value � Enterprise modeling � Enterprise
architecture

1 Introduction

Consumer values are the interactive, preferential experiences that power commerce: the
catalysts leading to the value exchanges between consumers and businesses. A priori to
the exchange itself, consumer values are foundational to the well being of enterprises
because without them, the reason for that business would not exist.

However, for all of their importance, consumer values are little studied within the
realm of information science and are most often left to research communities in
marketing and psychology. It is the contention of this paper, however, that their
inclusion in the design of information technology (IT) is crucial for its ultimate success;
without taking the values of consumers into account from the earliest stages of their
design, IT artifacts risk irrelevance and purposelessness.

Indeed, as consumers are requiring more qualitative experiences than ever before,
the future of successful information systems (IS) design requires greater alignment
between business and its supporting IT infrastructure. These in turn lead to the need for
new and novel means and methods to capture real values of consumers and then relate
such values to requirements for information technology.

Concurrent to this shift towards a more consumer focus is the need for complex
software to coordinate the activities of modern enterprises. This has become a necessity
for their success, with the competitive conditions of today, where business sectors are

© Springer International Publishing Switzerland 2015
A. Persson and J. Stirna (Eds.): CAiSE 2015 Workshops, LNBIP 215, pp. 221–232, 2015.
DOI: 10.1007/978-3-319-19243-7_22



rapidly reshaping, organizations are becoming global, and consumers have seemingly
endless choices, requiring software engineers to incorporate consumer values—personal
judgments based on comparative, preferential experiences—into the design of such
supporting software.

This research addresses the problem of the lack of consumer values awareness
within enterprise architecture by first establishing a conceptual link between the values
of consumers and system requirements. It accomplishes this by engaging directly with
the enterprise architecture framework TOGAF [21]. A survey of practicing enterprise
architects demonstrates the need for consumer values to be included into enterprise
architecture, while also evaluating an initial attempt at integrating consumer values into
EA. Next, a known meta-model for working with consumer values—the Consumer
Preference Meta-Model [19, 20, 24]—is utilized to capture consumer values and
provide them to TOGAF.

This paper is structured accordingly: Sect. 2 introduces information relevant to this
research from two areas: consumer values as understood through the Consumer Pref-
erence MetaModel; and enterprise architecture through TOGAF framework. Section 3
details the process involved in this research’s primary contributions, first by presenting a
survey of practicing enterprise architects, and then utilizing its results to restructure an
existing consumer values model for integration with TOGAF. Section 4 demonstrates
the contributions of this research through a case example of an online education system,
and Sect. 5 concludes the paper with a discussion and preview to future work.

2 Background

2.1 Values, Consumer Values, and Value Frameworks

At the highest level, value is viewed as the relative status of a thing, or the esteem in
which it is held, according to its real or supposed worth, usefulness, or importance. As
evidenced in the previous section, this is very different from the business view of
values (e.g., value transfers of resources) and, for Holbrook, a value is simply a
preference judgment represented by distinct types within the consumption experience
[8]. Value is also the perception of a need-satisfying capability in an object. In this
guise, value has a “parasitical” existence; it depends on an object as its value carrier.

To clarify the concept of value, frameworks for its description and discussion, as
well as means to measure it, are utilized throughout this research. There are a number
of possibilities, from various fields such as psychology and organizational theory,
including the three needs theory [13] and retailing, including Servqual [15], among
others. For illustrative purposes, this report relies on three: Maslow’s Hierarchy of
Needs [11], Schwartz’s Value Theory [16], and the Typology of Consumer Values [8].
These were selected because of their wide acceptance, application across a variety of
industries, and robust conceptual frameworks.

In [24] the Consumer Preference-aware Meta-Model (CPMM) is proposed to
explicitly address consumer preferences as an important requirement for information
systems development. It accomplishes this by addressing preferences—for example,
the Needs of Maslow and Basic Values of Schwartz are seen as generic drivers of
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human actions, while Holbrook’s value framework (Consumer Value) concerns pref-
erences on consumption, i.e. Value Objects. In Sect. 3.3 the CPMM, and its rela-
tionship to EA is presented.

2.2 Enterprise Architecture

Architecture is defined as the fundamental organization of a system, embodied in its
components, their relationships to each other and the environment, and the principles
governing its design and evolution [21]. As the master plan for the whole enterprise,
one that takes into account the business in its totality, enterprise architecture enable
communication among different stakeholders and promotes a shared terminology. Its
primary goal is to align the IT-related activities within the enterprise [21].

TOGAF. The Open Group Architecture Framework (TOGAF) is a framework—a
detailed method and a set of supporting tools — for developing an enterprise
architecture.

In TOGAF, “architecture” has two meanings depending upon the context:

• A formal description of a system, or a detailed plan of the system at component
level to guide its implementation

• The structure of components, their inter-relationships, and the principles and
guidelines governing their design and evolution over time.

TOGAF’s Architecture Development Method (ADM). TOGAF’s Architecture Devel-
opment Method (ADM) contains nine iterative phases, and is the formalized process of
populating the elements of an enterprise’s architecture. Key to this research is Phase B:
Business Architecture, whose pertinent tasks are: to describe the product and/or service
strategy, and the organizational, functional, process, information, and geographic
aspects of the business environment, based on the business principles, business goals,
and strategic drivers; to select and develop the relevant architecture viewpoints that will
enable demonstration of how the stakeholder concerns are addressed in the Business
Architecture; and, to select the relevant tools and techniques to be used in association
with the selected viewpoints.

TOGAF’s Motivation Extension. TOGAF’s Content Meta Model (CMM) provides a
basic enterprise architecture model with a minimum feature set, one that supports the
inclusion of optional extensions during engagement tailoring. One of these is the
Motivation Extension, which supports linking drivers, goals, and objectives to orga-
nizations and services [21].

Drivers are an external or internal condition that motivates the organization to
define its goals. Goals are high-level statements of intent or direction for an organi-
zation, typically used to measure success. Objectives are time-bounded milestone for
an organization used to demonstrate progress towards a goal. A service is a logical
representation of a repeatable business activity that has a specified outcome.
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3 Contribution

The values of an individual have an effect on their behavior as consumers through their
attitudes, which in turn impact on their choices within the value exchange [1, 10, 17,
23]. Additionally, it has been shown that values relate to real-life choice, and may also
influence behavior through different manifestations, such as habits [18].

Many authors have pointed out that cultural and psychological dimensions of
consumer behavior should be seen as the core of retail strategy [4, 24] as such data
could allow marketers to create new consumer experiences [2, 3].

Consumer values within enterprise architecture are an area that has been discussed
but never completely addressed. This is borne out by several facts: first it is known that
consumer values are the a priori ingredient necessary for a value exchange to occur.
Additionally consumer values are covered tangentially within the Motivation Extension
of TOGAF’s Content MetaModel, and as well consumer values having been explicitly
included in the latest version of Archimate [9], the enterprise architecture modeling
language designed around TOGAF. Finally the survey of enterprise architecture
practitioners conducted as part of this research indicated a strong belief in the
importance of including consumer values into TOGAF (see Sect. 3.2).

Accordingly, the solutions presented in this work focus on capturing consumer
values and introducing them into the development of enterprise architectures that
support businesses intent on providing goods, services, and experiences to satisfy
consumers’ needs, on the basis of their values.

Section 3 discusses the creation of the artifacts that are the main contributions of
this research study. Section 3.1 provides theoretical and practical justifications for the
importance of including consumer values in enterprise architectures. Section 3.2 details
a survey of practicing enterprise architects that justifies the inclusion of consumer
values within enterprise architecture. The section is concluded Sect. 3.3 in which the
results from this survey are used to restructure an existing model—the Consumer
Preference Meta-Model—for integration with TOGAF as the CPMM-EA.

3.1 Consumer Values in Enterprise Architecture

The process closest to consumer values that TOGAF provides can be considered the
completion of the two viewpoints necessary to complete the Core Content Metamodel’s
Motivation Extension: the Driver/Goal/Objective Catalog and the Goal/Objective
Service Diagram.

Created within Phase B, Business Architecture, of the ADM, the Driver/Goal/
Objective catalog provides a cross-organizational reference of how an organization
meets its drivers in practical terms through goals, objectives, and (optionally) measures.

The Driver/Goal/Objective catalog contains the following metamodel entities:
Organization Unit, Driver, Goal, Objective, Measure (optional) [21].

Also found in Phase B, Business Architecture, the Goal/Objective/Service diagram
defines the ways in which a service contributes to the achievement of a business vision
or strategy.
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Services are associated with the drivers, goals, objectives, and measures that they
support, and the Goal/Objective/Service diagram allows the enterprise to understand
which services contribute to similar aspects of business performance. It also provides
qualitative input on what constitutes high performance for a particular service [21].

TOGAF’s ADM is self-admittedly agnostic to the methods employed to fulfill its
stepwise and cyclic approach to architecture development. The single process steps are
described very generically and hence are not easy to implement without consulting.
This flexibility becomes problematic when a topic is considered sufficiently important
to include in the framework but concrete methods for fulfilling it are under-researched
or are simply not extant.

The purpose of the Motivation Extension is to influence the company’s products
and services. A problem similar to the ADM is that the Motivation Extension contains
no guidelines for how customer values should be captured and classified in order to
influence the company’s products and services, but is rather a set of to-be-completed
entities with no guidance on how to capture them, let alone make them consumer
values aware.

3.2 Empirical Study: Consumer Values Potential in TOGAF

In April 2014, a survey of 18 career enterprise architects who are employed by Tieto,
the largest IT services company in Scandinavia, was conducted. Founded in 1968,
Tieto employs approximately 15 000 people in twenty countries with headquarters in
Helsinki, Finland, and through those employees offers IT services that include con-
sulting, operation and maintenance services, system integration, and industry solutions.
Tieto uses TOGAF as its primary enterprise architecture framework, both for itself and
for its clients. As a large IT consultancy that supports TOGAF internally and exter-
nally, the survey respondents were ideal candidates based on their work as
practitioners.

Survey Structure. The survey consisted of 12 questions, five covering basic demo-
graphic information, five assessing the proposed artifact, and two assessing the
inclusion of consumer values within TOGAF. The survey, along with a complete data
set, can be downloaded from http://svee.blogs.dsv.su.se/CAME-2014.zip.

Demographic Information. Table 1 summarizes the demographic information col-
lected by the survey: gender, age, job title, education, and experience using TOGAF,
for the survey cohort.

Consumer Values Within Enterprise Architecture: Questions 8, 12. These answers
highlight the potential benefit of including consumer values within enterprise archi-
tectures as seen by experienced practitioners (Table 2).

Artifact Assessment: Questions 6−7,9−11. The artifact that was developed for the
survey was named the Consumer Aware Motivation Extension (CAME). It was
designed to work within TOGAF’s Motivation Extension and was proposed as a way to
introduce the concept of consumer values within enterprise architectures that also
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would elicit feedback from TOGAF experts: they would be familiar with TOGAF’s
vocabulary, but the method was completely new.

CAME was developed by mapping concepts from the value frameworks of Sch-
wartz [16] and Holbrook [8], as used in the CPMM, to the Motivation Extension of
TOGAF’s Content Meta Model. This allowed for a structure based on TOGAF, but that
included a known mechanism for both capturing and describing consumer values. The
goals of comprehensibility and ease of use for the survey participants were accom-
plished by designing CAME using terms from TOGAF, along with a notation similar to
what was contained within its standards documentation (Table 3).

Summary of Results. Analysis of the results leads to the following conclusions:
consumer values do and should affect the company’s Drivers, Goals and Objectives;
CAME is understandable; CAME is informative/instructive; CAME is partly a good
model for capturing consumer value and further affect the company Drivers, Goals, and
Objectives; it is not clear how CAME can be used in practice; CAME needs to be tested
in practice.

The outcomes of the survey were sufficient to conclude that proceeding with inte-
grating consumer values into enterprise architecture was a useful goal, and that using a
tested tool for accomplishing the integration would be the preferred means to accom-
plish this. Additionally, the survey supports the primary contention of this research: that
consumer values should be included in the design of enterprise architectures.

Table 1. Summary of survey demographic information

Gender of participants 22.2 % Female
78.8 % Male

Participants’ ages Avg.: 46.1 years
Max.: 65 years

Participants’ job titles
Architect (Systems/Software) 44.4 %
Enterprise architect/Enterprise consultant 16.7 %
Technician/Manager/Consultant 38.9 %

Table 3. Summary of artifact assessment

Is CAME understandable? 88.8 % Partly/fully
Is CAME appropriate to use for capturing CV? 83.3 % Yes
Would you use CAME? 66.7 % Probably/definitely

Table 2. Summary of consumer values within enterprise architecture

Consumer values should be included in
TOGAF

22.2 % Female
78.8 % Male

Level of expertise 44.5 % Experienced/
Expert
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3.3 Consumer Preference Meta-Model for Enterprise Architecture

CPMM was then adapted to the findings of the survey and to the vocabulary of
TOGAF, becoming CPMM-EA. Its foundational concept is Holbrook’s view consumer
values as interactive, preferential experiences. Several entities were renamed, and
complete definitions can be found in Table 4.

In the original CPMM, following business value modeling studies [6, 7, 14], the
exchange of a product, a good, or a service is a transaction involving two primary
actors: a provider and a consumer, economically independent entities. The exchange
assumes transfer of the value object—the product’s ownership or rights for its use—
from the provider to the consumer, in return for direct or indirect compensation.

Consumer is a role representing a group of people in the consideration for the
evaluation of the value object, based on individual preferences. Any value framework
can be taken into consideration, and can categorize its values as a measure; these can be
quantitative and/or qualitative. For example, REA could be applied in its standard form
[12], or through the use of an enterprise architecture ontology [6].

A segment encompasses the information characterizing a subclass of consumer,
further distinguishing it from demographics and context of use properties. A segment is
used to refine the measures to elicit a variety of subclasses of consumers. Demo-
graphics encompass consumer characteristics, such as age, ethnicity, education, and
similar. Context of use reflects an individual’s context [5, 9], where the main attributes
for context of use are location, where the consumer will use a value object and envi-
ronment, and which objects, devices, services, and regulations and under which
weather conditions the value object will be used. Finally, identity is covered by
demographics, i.e., who the consumer is.

Fig. 1. Consumer preference MetaModel for enterprise architecture [CPMM-EA]
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In the transition from CPMM to CPMM-EA, Consumer became Stakeholder, and
because there is no Value Object per se in enterprise architecture, TOGAF’s term
System of Interest was adopted. Value Exchange is still utilized, though only for the

Table 4. Summary of CPMM-EA classes, with descriptions

Class Description

Actor Contains the independent entities that are the primary participants within
the exchange of goods, money, rights, or services

Consumer value Examples of value types that CPMM-EA is capable of utilizing, in this
case Holbrook. Basic Values [] and Human Needs [] are also instances
in this particular example

Context of use Information based used to classify the segment sub-class of stakeholder
Context of use
Type

Information specifically tailored to suit the needs identified in Context of
Use

Demographics Information based on aggregated data used to classify the segment sub-
class of stakeholder

Demographic
type

Information based on aggregated data, specifically tailored to suit the
needs identified in demographics

Measure Quantifies and conceptualizes values, with sub-classes of means contained
within each of the various frameworks that can be used for
conceptualization and quantification

Provider An independent entity that participates in the value exchange by providing
the goods, money, rights, or services in exchange for compensation

Quantitative
measure

Information that measures the stakeholder’s preferences that is
quantitative in nature and supports the stakeholder’s concerns

Qualitative
measure

Information that measures the stakeholder’s preferences that is qualitative
in nature and supports the stakeholder’s concerns

Segment Encompasses the information characterizing a subclass of stakeholder,
refining the measures used to elicit a variety of subclasses of consumers

Stakeholder An independent entity that participates in the value exchange by
consuming the goods, money, rights, or services in exchange for
compensation

Stakeholder
Concern

Captures the preferences that drive a stakeholder’s evaluative process as
they seek fulfillment. Key interests that are crucially important to the
stakeholders in the system-of-interest, and determine the acceptability of
the system. Concerns may pertain to any aspect of the system’s
functioning, development, or operation, including considerations such
as performance, reliability, security, distribution, and ability to evolve.
Used in place of the more commonly known Value Driver

System-of-
Interest

Constitutes the focus of the process wherein the stakeholder evaluates
whether the system-of-interest satisfies the motivation, value, or need
driving their desire to participate in the exchange process. Generally a
collection of components organized to accomplish a specific function or
set of functions

Value
Exchange

Captures the transaction between two parties (a stakeholder and a
provider) where ownership is exchanged
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appraisal of the System-of-Interest/Value Object, as per the interactive, preferential
experience derived from Holbrook.

Constraints Within CPMM-EA. Apart from the cardinality constraints included in
the meta-model, a set of constraints is also introduced to capture the permissible
instantiations of concepts found in the frameworks.

At least one instance of both Stakeholder and Provider must belong to the same
context. Moreover, an instance of SystemOfInterest provided by an instance of Pro-
vider which is an instance of Actor which belongs to an instance of Context is the same
instance of ValueObject obtained by an instance of Stakeholder which is an instance of
actor that belongs to the same instance of Context.

Additional constraints include that at least one instance of both Stakeholder and
Provider classes must belong to the same ValueExchange. Moreover, Provider pro-
vides an instance of SystemOfInterest that is part of ValueExchange, that is the same
instance of SystemOfInterest that a Stakeholder uses.

An example of the differences between the two populations can be seen in their
understanding of the value Universalism/Ethics. Not only was the value prioritized
differently (the non-master’s students consider it their most important value, whereas
for master’s students it is their third), but also the ways they choose to express it are
quite different. Master’s students are more inclined to see ethical lapses as something
that the university should manage.

4 Discussion

Enterprise architecture frameworks such as TOGAF [21], etc. are aligned with the
concepts of the ISO/IEC 42010 architecture description model. Because of this close
relationship TOGAF carries forward concepts from that standard; for example, its
definition of stakeholder is nearly identical— “people who have key roles in, or
concerns about, the system” [21]. They also share a problem: both lack an explicit
consumer value-aware orientation. Certain EA standards do address this issue, though
not explicitly, containing concepts which can contain consumer values but which do
not explicitly call for them. Prior work has been done to align the ISO standard with
consumer preferences [19].

TOGAF is an excellent exemplar of an awareness of consumer values without a
concrete implementation; several TOGAF concepts relevant to this research are
Motivation Extension which contains Drivers, or external or internal conditions that
motivate an organization to define its goals; Goals, or high-level statements of intent or
direction for an organization that are typically used to measure success; and Objectives,
which are time-bounded milestones for an organization used to demonstrate progress
towards a goal. The logical progression is that the Organization is motivated by the
Driver, which creates the Goal, which is realized through the Objective. These benefits
can only be accrued when the values are properly elicited and captured, a critical
advantage provided by the use of CPMM-EA.

One additional benefit of CPMM-EA is that it both provides means to model those
consumer values that are discovered. Archimate, the enterprise architecture modeling
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language for TOGAF, recognizes the importance of CV: it adds the consumer values
concepts that TOGAF is missing: it models TOGAF:Concern as Archimate:Driver,
which leads to Archimate:BusinessGoal. These goals are realized by Archimate:
Principle, which are in turn sharpened as specific Archimate:Requirement [9]. How-
ever, because it is used for representation, it also does not contain a method of cap-
turing consumer values, something that CPMM-EA does.

5 Conclusions and Future Work

This work proposed to assist in the development of enterprise architectures by mod-
eling values of consumers as a starting point. The presented consumer values-aware
requirements framework consists of a value-based Consumer Preference Meta-Model
for Enterprise Architecture (CPMM-EA), and a method for its use to capture prefer-
ences of stakeholders.

A survey of practicing enterprise architects designed around a simplified version of
CPMM-EA (CAME) lead to the following conclusions: consumer values do and should
affect the company’s Drivers, Goals and Objectives; CAME is understandable; CAME
is informative/instructive; CAME is partly a good model for capturing consumer value
and further affect the company Drivers, Goals, and Objectives; it is not clear how
CAME can be used in practice; CAME needs to be tested in practice.

Future work in the area of enterprise architecture will focus on further developing
CPMM-EA into a tool that will address needs indicated by the practitioners in the
survey: although it addresses their desire to have consumer values introduced to
enterprise architecture, the tool itself must be straightforward as well as lightweight and
easy to use in the field. Such a tool would necessarily need to be evaluated on a
conceptual level, as well as its usefulness in practice.

The outcomes of the survey were sufficient to conclude that proceeding with
integrating consumer values into enterprise architecture was a useful goal, and that
using a tested tool for accomplishing the integration would be the preferred means to
accomplish this. Additionally, the survey supports the primary contention of this
research: that consumer values should be included in the design of enterprise archi-
tectures. Future work in these areas is already being planned.

Additionally, the survey of experienced enterprise architects is unique in the lit-
erature: any explicit inquiry about the incorporation of consumer values into enterprise
architectures in general, and TOGAF specifically, is not extant in the literature. This
supports the novelty these initial explorations in the area of enterprise architecture, first
from the ISO 42010 standard, next to its framework as expressed in TOGAF, and
furthermore with its modeling language Archimate. CPMM-EA is the next vital step in
bringing consumer value awareness to enterprise architectures by both providing such
values into a conceptual model, but also by having that model be useful for populating
the artifacts of the larger enterprise framework.

Future work in the larger subject of consumer values includes their further intro-
duction, integration, and development into areas such as requirements engineering and
software engineering, among others.
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Abstract. When developing Enterprise Models, it is common to aggre-
gate information from several partial models that describe a fragment
of the enterprise. This integration is made by connecting elements from
different domain models, and is usually a manual task for two reasons:
(1) the criteria for connecting pairs of elements is mostly subjective and
requires specialized domain knowledge, and (2) any error may impact
the coherency of the whole model. However, manual weaving is a dif-
ficult and tedious task, with limited support both from methodologies
and tools alike. In this paper, we describe a visual approach for weaving
domain models, connecting model elements by using adjacency matrices,
and visualizing changes at the moment they are made.

Keywords: Enterprise Architecture · Enterprise Models · Business
Models · Composition

1 Introduction

Enterprise Models are the cornerstone of model-based Enterprise Architecture
and its related fields. These models cover different dimensions that come across
an organization, such as the Business, Application and Technology dimensions.
In turn, each dimension can be subdivided into several knowledge domains,
at varying levels of abstraction: For instance, we can identify domains such
as Strategy, Processes, Value Stream, Products, Organization Structure, among
several others, as part of the Business Dimension.

However, with more widespread use and more powerful modeling tools avail-
able, we now have two contradictory needs: On one hand, we need small, man-
ageable artifacts to model the organization with a reduced set of concerns at
the time. On the other hand, in order to answer complex questions through their
analysis, we need really big and detailed models that give the sense of whole-
ness to the organization, and enable the examination of cross-cutting properties,
such as alignment and change impact.

Under this light, we can identify two tendencies: (1) Heavyweight, estab-
lished EA Frameworks such as Zachman, TOGAF, and EBMM, that propose a
fixed (tough in some cases extensible with profiles) metamodel, and (2) More
c© Springer International Publishing Switzerland 2015
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recent, customizable approaches, such as Multi-perspective Enterprise Model-
ing [7], which aim to incrementally construct the Enterprise Model with multiple
extensible domain-specific metamodels.

The former are the product of a group of experts that suggest a model-
ing method, as well as relevant concepts and their relationships, and aim for a
general, one-size-fits-all description of the enterprise. Heavyweight metamodels
manage the complexity of modeling by using multiple Views of the model (which
are models by their own rights), and offer a limited set of analysis techniques.
On the other hand, Multi-perspective approaches argue that there is no easy
way to describe every organization by using the same criteria, given their differ-
ent business needs and maturity. Their flexibility translates into more freedom
for designing and analyzing their respective models, but their development can
be more expensive, and require more experience and knowledge to accurately
describe an organization.

Independent of the approach, we can suggest that Enterprise Models are just
a snapshot of the state of an organization in a given instant of time, so it is always
subject to change, and it can happen at the instance level or at the meta-level.
For example, we can add a new Process at the instance (model) level, or we can
enhance the definition of what a Process is, –e.g. to now include an ownership
relationship to an OrganizationalArea (see Fig. 1)– at the metamodel level.

Fig. 1. A single mapping of two concepts at the meta-level can result in m*n relation-
ships at the instance level.

Instance-level modifications are trivial, as it just means that we create, delete,
or update an instance or relation of the model. Meta-level change is more trouble-
some, as we need to consider that changes in the metamodel affect the models
that are produced with it. Again, this issue has been approached by several
authors, and nowadays we have several languages and tools to perform auto-
mated (or semi-automated) weaving of models. However, we have to consider
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that these approaches are not totally accurate, as they rely on techniques –such
as textual comparison of instance attributes– that can miss several matches, for
instance, the link between the Sales and Marketing Area and the Advertising
Process in Fig. 1, or make incorrect mappings, like adding a relationship from
the General Management Unit and the Claim Management Process.

Thus, the responsibility of discovering and correcting mistakes in the weaving
process falls entirely in the modeler and his ability to grasp the whole model
inside his head. This can be a complex and daunting task, even for the smallest
of the cases: relating two concepts from different domains at the meta-level can
result in a considerable number of relationships (see Fig. 1). This problem is
more evident in situations when we must be careful with the details, e.g. when
composing multiple domain models that describe different (but related) aspects
of the enterprise, without affecting the semantics of individual metamodels.

In this paper, we will argue that current modeling and weaving tools do not
work so well under these circumstances, as they do not offer enough information
for the modeler to assess if the weaving is being done correctly at any stage of
the process. In order to give immediate feedback when modeling, we consider
that Visual Analysis techniques can provide a better support for this task, as
well as reduce the effort of the modeler. With this in mind, we propose the use
of a set of coordinated views to visualize this weaving process and the elements
involved, complemented with the use of an adjacency matrix that facilitates the
insertion and removal of relationships at the instance level.

In order to explain our approach, Sect. 2 will deepen on the characterization of
Fine-grained model weaving, and introduce a concrete use case, the integration of
Business Domains. Section 3 will describe similar approaches, both with general
purpose modeling tools, as well as specialized weaving approaches. Then, Sect. 4
will describe our proposed approach, as well as the tool that implements it.
Finally, Sect. 5 will illustrate the use of the tool for combining five Business
Domains of a Social Networking service.

2 Fine-Grained Weaving of Multiple Domains: The Case
of Business Models

In order to design, implement, and manage software and technological artifacts,
as well as to integrate them to the existing organization structure and infrastruc-
ture, we make use of several domain methods that encapsulate domain knowl-
edge. For instance, it is common for us to use Business Process Model and
Notation (BPMN) diagrams to describe the Roles, Processes, Tasks, and control
flows of a given Core Process, or ArchiMate models to describe the Business,
Information, and Technological domains from a high level of abstraction, as well
as how they are interconnected.

Each of these models are, of course, limited in scope, and usually describe -in
varying levels of detail- a small dimension of a real-world system. In fact, we want
these models and their metamodels to remain small, as it allows us to break the
enterprise into manageable parts. After all, modeling is a human activity, and
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we have problems visualizing –grasping– hundreds of components of the model
in the same view.

Not only we make use of multiple languages; we create new ones, that can be
based on existing languages that are too complex, or even brand-new languages
for domains that haven’t been formalized yet. The development of these tai-
lored metamodels has been gaining traction, as it allows flexibility, modularity,
and reuse, and contrasts with one-size-fits-all perspective of early business and
enterprise metamodels.

2.1 Business Models

Recently, there has been a lot of interest around the integration of Business Mod-
els (BMs) and Enterprise Models [8,14], in order to add coherency to the business
dimension of the latter. Ultimately, BMs are a description of the value creation
dynamics of an enterprise, describing phenomena that cannot be explained with
just its operation, thus becoming a valuable knowledge asset.

Literature on Business Models [16] usually starts by acknowledging that we
cannot express how an organization creates value from an individual viewpoint,
and several authors have attempted to formalize the term by describing the
different components of a Business Model.

For instance, Osterwalder et al. [13] propose a group of nine subject areas
that are critical for the proposition of a Business Model, and are the building
blocks of the Business Model Canvas –BMC– [12]. They also underscore the
need to formalize concepts and provide a common language through “Rigorously
defined meta-models of business models in the form of formal reference models
or ontologies”.

Fig. 2. General purpose views for editing models. Left: A visual editor showing a BMC
model. Right: A tree editor of a Business Model.

However, existing Business Model ontologies, such as the BMC, are mainly
descriptive in nature, which means they can be valuable brainstorming tools,
but they are not helpful when it comes to implementing BMs [15], as well as to
promote experimentation and innovation with those models [2], e.g. by extending
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their metamodels with other domains. Moreover, constructs such as Strategy,
Ecosystem, Business Processes, and Partnership Network are outside of the scope
of the BMC, but have a strong relation to Business Models.

With the purpose of exemplifying the need of fine-grained model weaving,
we will consider the case of Business Models, which will be our concern for the
rest of this paper.

2.2 Fine-grained Weaving

We can assert that BMs embed several domains (or perspectives) that are of
our interest in the context of Enterprise Modeling. Moreover, depending on their
context, some aspects can be given more of less detail; for instance, a manufacture
company may require Product and Provisioning Models to describe its intent,
while a banking company may require detailed information of its financial model,
to provide an accurate description of its business.

Our approach for integrating and analyzing these separate domains consists
in providing several visual aids that lower the cognitive burden of the addition
and deletion of inter-domain relationships, as well as offering a way for diagnosing
the quality of this weaving. Please note that this is a particular method that
makes sense only when we have multiple domain models that we wish to integrate
into an Enterprise Model. We associate elements from different domains because,
from the perspective of the modeler, they are related in some way, even when
there is no explicit connection by comparing their attributes (see Fig. 1).

In summary, we will use the term Fine-grained Model Weaving to refer to
the lightweight integration of different models under these conditions:

1. This is a sensible task that requires an expert, as errors or missing relation-
ships affect the quality of the integrated model.

2. The weaving at the instance level is considerably complex (i.e. the possible
number of inter-domain relations is large).

3. It is mostly manual, but can be assisted by automatic and semi-automatic
weaving tools.

4. The modeler requires mechanisms for discovering and correcting errors, as
well as providing a feedback of the weaving progress.

3 Related Work

Model Weaving, a discipline of Model Engineering, addresses the different types
of changes in models, and is commonly used “to unify two complementary, but
potentially overlapping, models that describe different views on the same system”
[9]. More formally, weaving is a special case of model transformation, and it can
be expressed in terms of two input models that are operated by a series of steps,
and its output is a single new model. Since the first experiments with model
weavers made by Bézivin et al. [1], we have seen excellent methods and tools
that support this task. We can identify three categories of approximations to
model weaving:
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3.1 General Purpose Modeling Editors

Recent modeling environments and editors of specialized Enterprise Architec-
ture Management tools provide the most simple way of relating model instances
through relationships. They provide textual, form-based, and graphical views
of the model, which can be used simultaneously for better results. However,
these views do not scale when the model is of a considerable size (See Fig. 2),
resulting in overlapping relationships, or incomplete views: For instance, Tree
editors display relationships as properties of a given element (see Fig. 2), so the
modeler has to maintain in his head the current state of the weaving. Also, being
a manual task, it is error prone, and the only way of validating the quality of
the weaving is by exhaustively looking at each element and relationship.

3.2 Specialized Weaving Languages

Considering the pitfalls presented by manual, unconstrained edition of models,
several authors have proposed interesting approaches that automate model evo-
lution. Following the Model Driven Paradigm of ‘Everything is a model’, these
approaches are supported by an underlying weaving metamodel that provides
the syntax for describing concrete weavings between two models.

The ATLAS Model Weaver [4], as well as other approaches such as Epsilon
Merging Language [9], offer a textual method using a language for automated
matching and merging of changes. These approaches match model elements by
using multiple techniques that compute patterns of similarities using different
criteria. In particular, element-to-element similarity is often calculated compar-
ing the source and target instance attributes by string comparison and dictio-
naries of synonyms [4]. As an automated, unsupervised process, this similarity
is a coefficient that indicates the level of confidence in the matching.

This means that there is always the possibility of having false positives and
false negatives in this matching process (see Fig. 1). For this reason, Del Fabro
and Valduriez [3] suggest an additional verification stage, thus parametrizing the
Weaving Engine to consider cases where none of the pattern matching techniques
available could find a high degree of similarity. This requires an exhaustive and
manual inspection of both models, as well as validating each proposed match.

3.3 Visual Approaches

Fill examines in [5] different methods for the visualization of semantic IS models,
and introduces the business ontology as a form of integrating multiple metamod-
els, as it ‘structures the terms and relates the concepts that are used within a
business’, and introduces a framework for visualization in IT-based Management.
Fil also provides in [6] a method for annotating Visual Modeling languages, thus
allowing traceability in the decisions made in the conceptualization phase of
modeling.
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3.4 Outlook

While with these approximations we can perform the weaving of any type of
input models, we argue that when dealing with multi-domain models, the bur-
den of guaranteeing coherence is mostly in the head of the modeler. This is an
issue caused by their large scale, the high number of possible matches for each
inter-domain relationship, and the lack of methods for automatically match-
ing elements with absolute confidence. For this reason, but without seeking to
replace these approaches, we propose an additional layer on top of the facili-
ties that these approaches suggest, in order to overcome the cognitive burden
and complexity of this task, as well as offering the possibility of inspecting the
correctness of this weaving at the same time that it is performed.

Fig. 3. Overview of the visual weaving process for an individual relationship type.

4 Sigourney: a Visual, Fine-Grained Weaver

Fine-grained Weaving is a goal-oriented and incremental process (see Fig. 3),
where the modeler matches pairs of instances for each inter-domain relation
type, one pair at the time, and with a refinement and validation stage at the
end of each iteration.

We relate this composition to the activity of assembling a jigsaw puzzle.
As with real-world puzzles, a good strategy is to first connect pairs of pieces, and
when a pattern arises, we can start assembling larger chunks, in order to provide a
total view of a fragmented picture. Additional pieces (domains) can be connected
to the puzzle (the BM), given that their shapes connect (i.e. concepts between
domains are connected by inter-domain relations). A visual approach can be
a more effective vehicle for this task, as it does not rely on the memory of the
modeler (or his endurance) when adding hundreds (or thousands) of relationships
between domains.

4.1 Tool Overview

Sigourney, our tool for Fine-grained Model Weaving, is supported by PRIM-
ROSe, a Visual Analysis platform for Enterprise Models [10]. The workbench of
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Fig. 4. Workbench of the tool, comprised of multiple sections, which are labeled
counter-clockwise: (a) Adjacency matrix for a relation type. (b) Filter panel. (c) Tar-
get instance attributes. (d) Visualization technique selection. (e) Visualization panel.
(f) Source instance attributes.

Sigourney (see Fig. 4) is comprised of two main parts: an Edition Section –at
the bottom of the workbench–, and a View Section, displaying a Visualization
of the model, as well as detailed information on source and target instances.

4.2 Edition

In order to filter the model and show only relevant instances and relationships,
this panel contains an adjacency matrix that permits their insertion or removal
for given Source and Target metatypes. This matrix is a cross product of all
the instances of a Source Type S versus all the instances of the Target Type T ,
so each position in the matrix represents a relationship from an instance of type
S to an instance of type T .

Each modification in the matrix is updated immediately in the Visualization
Panel, and hovering on each position of the matrix updates the Source and
Target Panels. In order to generate the adjacency matrix, the user must select
a Source Type, a relationship name, and a Target Type on the Filter Panel.
This selection also updates the Visualization, filtering unrelated elements and
relationships.

4.3 Visualization

The process of weaving instances of a given pair of metatypes usually starts with
an empty adjacency matrix, which translates to a set of unconnected elements
(see Fig. 3). As the modeler updates the matrix and connects instances, the
visualization is updated with the respective links. The process ends when the
modeler deems necessary, and validating the correctness of relationships is easily
done, as the visualization contains only the relevant elements.
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Visualization Techniques. Currently, the tool provides two interactive visu-
alizations for Fine-grained weaving. The user can switch between them at any
time, and both favor different purposes. The first technique, displayed in Fig. 4,
is a Force-directed Graph, where each color represents a metatype. Unconnected
nodes roam freely, while interconnected nodes pull their neighbors a distance
proportional to the number of incoming and outgoing links of each node. At any
time, the user can switch between an overview of the whole woven model and a
filtered model containing relevant instances.

Fig. 5. 3D Layered visualization technique. Each point in the plane represents an
instance of a concept, and each line parallel to the plane is a domain relationship. The
lines between planes are inter-domain relationships.

The second visualization technique is what we call a Layered Visualization
(see Fig. 5). While the graph visualization is constrained to a 2-dimensional
space, this one allows the user to roam freely and navigate the model as he
pleases. This technique consists of two planes, each one containing the force-
directed graph of a domain, and inter-domain relationships appear in the midst
of both planes, and are relative to the position of the source and target elements.
This visualization is useful for assessing the completeness of the weaving between
two metatypes, and also allows individual selection of elements and relationships,
both intra-domain (in the domain plane) and inter-domain.

5 Illustration

Forever Alone (FA) is an ‘Elite’ social networking service for people with simi-
lar interests to meet, communicate, and if both persons agree, plan encounters
on the real world. These encounters usually are in establishments that have
an agreement with Forever Alone, and are recommended by the platform based
on the shared interests of both persons. The service is location-aware, and has
a recommendation engine for meeting new people near the user.

The target audience of the service is single males and females, with high
income margins, over 27 years old, and in general, that are not interested in
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Fig. 6. Fragment of the weaving of Forever Alone at the metamodel level.

having a long-term relationship with anyone. Their high profile usually means
that they require additional security and privacy considerations. Being an elite
service, Forever Alone is strict with the application process, where potential new
users are screened and profiled, in order to determine if they meet the above
requirements.

From its inception, the Business Model of Forever Alone was designed using
the Business Model Canvas, which describes the aspects described above. Its
strategy has been described in terms of the Business Motivation Model [11],
and its high-level Business Process Architecture is defined in terms of the
Value Chain of the enterprise, using a custom metamodel, where processes are
divided into Value-Add (Core), Strategic, and Support Processes. In addition,
in order to support decision making and provide a link between the different
Business Domains, FA has constructed a Capability Model, where high level
capacities of the enterprise are formulated, and are realized in the Business Model
as Value Chain Links, Organizational Units, and Role Functions. Finally, we have
a tailored Organizational Structure Model that describes the Areas, Roles,
and Functions of employees of the company. The consolidated model contains
798 elements and 1460 relations.

Conscious of the potential gain in knowledge of having an Enterprise Model,
for instance, through its analysis, Forever Alone has decided to integrate the
Business Domains described above. Each domain model is a detailed description
of some aspect of the Business, and it can be considered complex enough.

As a first step, the Enterprise Architecture Committee of FA has integrated
five metamodels into one Business Domain Metamodel by connecting concrete
concepts of each domain with inter-domain relationships (see Fig. 6). We started
by connecting Capabilities -from the Capability Model- with Organizational
Areas of the company. Then, after this weaving is done, we proceeded to con-
nect Capabilities with Value Chain Links. Later, we matched Capabilities with
Functions that are assigned to Roles of the Organization Structure.
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Fig. 7. Graph representations of the model before and after the weaving. Circles are
model elements, and arcs are relationships between these elements. Left: Initial Busi-
ness Model of Forever Alone, with five different domain models: (a) Capabilities, (b)
Business Process Architecture, (c) Business Model Canvas, (d) Business Motivation
Model, and (e) Organization Structure. Right:Woven Business Model.

Then, we connected Activities of the BMC with Capabilities, Human
Resources, also of the BMC, with Roles from the Organization Structure. Finally,
we connected Business Motivation Model elements with Canvas Elements. The
final result can be seen in Fig. 7, and consists of 798 elements and 2015 relations.

6 Conclusion

We have described in this paper a novel way for combining Business Models,
by using a special case of Model Weaving, which we call Fine-grained Weaving,
and consists of interconnecting these domains with optional relationships at the
metamodel, and using a tool of our own, Sigourney, for weaving model instances.

The reasons behind creating this tool, instead of using existing approaches,
lie in non-functional aspects of modeling and weaving. We consider that the scale
of the task has a negative impact on the modeler, and brings the uncertainty
with respect to the coherence of created relationships. In our experience, this
integration is difficult to attain, and demands new methods for this case of
weaving.

Another benefit of this approach, while not shown on this paper, is that we
can have it on top of existing weaving methods, thus serving as a validation and
diagnosis tool, something that existing approaches lack.
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Abstract. In complex organizations Business Processes tends to exist
in different variants that typically share objectives and part of their
structure. In recent years it has been recognized that the explicit mod-
eling of variability can brings important benefits to organizations that
can more easily reflect on their behavior and more efficiently structure
their activities and processes. Particularly interesting in this respect is
the situation of the Public Administration that delivers the same service
using many different and replicated processes. The management of such
complexity ask for methods explicitly supporting the modeling of vari-
ability aspects for Business Processes. In this paper we present a novel
notation to describe variability of Business Processes and an approach to
successively derive process variants. The notation takes inspiration from
feature modeling approaches and has been implemented in a real tool
using the ADOxx platform. The notation, and the corresponding app-
roach, seems particularly suitable for the Public Administration context,
and it has been actually experimented in a complex real scenario.

1 Introduction

In complex organizations Business Processes (BP) tends to exist in different
variants that typically share objectives and part of their structure. In recent
years it has been recognized that the explicit modeling of variability can brings
important benefits to organizations that can more easily reflect on their behavior
and more efficiently structure their work.

The delivery of services to citizens by Public Administrations (PAs) can cer-
tainly be re-conducted to such a situation. In this case the PA as a whole can be
considered as a single organization in which the same BP could be declined in
many different forms. So for instance, a residence move service will be supported
by a BP that at a certain level of abstraction is described by a specific law also with
reference to specific activities that have to be performed. Successively the possi-
ble many departments constituting the PA will independently implement their
services, and supporting process, taking into account specific constraints related
to the specific characteristic of the department itself. All this BP models share
many characteristics but without a suitable support to represent such variability
it will be difficult to share knowledge among the different part of the organization.
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The case of PA is particularly interesting in reference to the possibility of
representing variability for BP. In fact at a certain level of abstraction, and with
respect to a specific process, all the departments will share the same abstract
process. Nevertheless when detailed activities have to be introduced in order to
make the service concrete the process models start to differentiate in order to
include specific department characteristics [5]. For instance it is possible that in
a big municipality different activities related to residence move will be carried on
by different offices, while in a small municipality they will be carried on within
the same office.

To solve this gap it is necessary to introduce a modeling approach that is able
to represent law constraints and variability according different PA organizational
structures.

To do that, we presents the Business Process Feature Model (BPFM) nota-
tion that combines in a new notation concepts coming both from feature mod-
eling and from BP modeling. The notation permits to represent activities, their
partial execution order, and involved data objects. A BPFM model collects all
the possible BP variants, and via a configuration step it is possible derive the
most suitable one for the specific organization. From a PA point of view, a BP
manager configures the BPFM model according to the PA organizational struc-
ture. Then using a set of mapping rules we defined, BP manager can derive BP
fragments. These fragments can be further enriched with control flow informa-
tion considering specific characteristics of the PA. This two stages process to
variant definition seems particularly suitable in a context in which all variabil-
ity dimensions cannot be fully defined a priori. This is the case for instance of
organizational aspects that can impact on the structure of a BP to be deployed,
and for which variability aspects cannot be easily enumerated a priori.

The approach has been applied, with encouraging results, in the SUAP case
study with reference to the Start-up Certified Notification scenario. The service
refers to the activities that the Italian PAs have to put in place in order to per-
mit to entrepreneurs to set up a new company or more in general to organize a
business activity. SUAP includes more than 110 BPs, that are different consid-
ering the request target, nevertheless all of them are quite similar and overall
they could be considered a single process family. Using the ADOxx development
platform we also implemented a modeling environment supporting the usage of
the BPFM notation.

The paper is organized as follow. Section 2 reports some background mate-
rial, while Sect. 3 reports relevant related works. Successively, Sect. 4 gives an
overview of the approach, and Sect. 5 shows the proposed notation. Section 6
presents the developed tool. Validation activities are discussed in Sect. 7. Finally
Sect. 8 reports conclusions and opportunities for further research.

2 Feature Modeling

Feature modeling is an approach emerged in the context of Software Product
Lines to support the development of a variety of products from a common plat-
form. The approach aims at lowering both production costs and time in the
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development of individual products sharing an overall reference model, while
allowing them to differ with respect to specific scenarios to serve, e.g. different
markets [15]. In the last years feature modelling have been used also to represent
commonality and variability in Business Information Systems, introducing the
concept of family of BP.

A FM is a graphical model that, using a tree representation where the root
represents the general product to develop, permits to express different relation-
ships among the possible features that can be included in a specific variant of the
product. In particular, in the first feature modeling approach proposed, named
Feature-oriented Domain Analysis (FODA), mandatory, optional or alternative
constraints on features have been introduced [9]. A Mandatory feature represent
a characteristic that each product variant must have. For instance considering
the production of different mobile device types we could define a constraint
requiring that any mobile device variant have to include a screen. An Optional
feature is used to represent characteristics that a product can have but a fully
functional product can also be derived without including such a feature. For
instance this could be the case of mechanisms supporting connection to 4G
networks that could be included only in high-profile products. An Alternative
feature represents characteristics that cannot be present together in a product.
For instance a mobile device can have a standard screen or a touch screen, but
not both. Researchers have proven that basic FM models are too restrictive to
represent all the relationships between features which are useful to character-
ize a family of products [1]. As a result the FM notation has been extended
to permit the definition of feature cardinality, permitting to define how many
features in a set are needed to have a working product. It is possible then to
express relationships such as “at least one feature in a set of features is needed
in each product”. This is done via OR features constraints. Additionally, include
relationship constraints are used to express that a feature selection implies the
selection of another feature that is on a different part of the tree, and exclude
relationship constraints are used to express that a feature selection requires to
discard another one that is on a different part of the tree.

Once a feature model has been defined it is possible to derive a specific
product defining a configuration that express explicit features selection, and
according to the constraints defined in the feature model.

3 Related Works

BP modeling has been identified as a fundamental phase in order to better
understand how to behave and organize activities within a complex organization.
Different classes of languages to express BP models have been proposed in the
last years such as BPMN 2.0 [12], EPC [18] or YAWL [20]. These notations
permits to specify BPs even if they do not have mechanisms to represent classes
of similar BP that can be represented as a family. Indeed this has emerged as
an important characteristics since in similar contexts processes can share several
characteristics which are difficult to reuse with standard notation. As a result
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in recent years the interest towards techniques for modeling such variability has
clearly raised [2].

Modeling variable BP is the ability to represent in a single model many alter-
native BPs sharing the same goal [16]. In order to describe variable BPs sev-
eral approaches have been proposed, in some case extending already available
notations. Relevant examples are certainly languages such as C-EPC [17], Config-
urable integrated EPC (C-iEPC) [11], vBPMN [4] or C-YAWL [7]. Also language
independent approaches have been proposed. Among the others PROVOP [8]
and PESOA [19] are probably the most used.

Differently from our proposal such modeling languages permits to derive
variants for which the control flow is fully determined. The configurable model
includes all the possible control flow relations and a subset of them are included in
a derived variant. This approach cannot be applicable when the characteristics
to consider to derive the variant are not enumerable. Our approach instead
permits to derive variants for which the control flow have to be successively
refined considering information available only at configuration time.

Alternative approaches are those based on the declarative paradigm such as
CMMN [13] and Declare [14]. Nevertheless differently from our proposal such
approaches do not intend to provide variants with a fully specified control flow
and typically defer the definition of a precise order between the activities till
their execution.

4 Overview of the Approach

The proposed approach is organized in four main steps (Fig. 1) and it results to
be particularly suitable in situations in which an abstract definition of a process
needs to be successively refined to consider specific aspects of the deployment
context, such as the specific characteristics of the organization supporting the
process itself. This is a quite common situation for processes supporting PA
services to citizens. In such a case objectives and activities constituting the
process are general and independent from the specific characteristics of the offices
delivering the service itself. Nevertheless the precise definition of the process,
in terms of roles and ordering of the activities, depends from deployment related
aspects such as for instance the organizational model.

Input of the proposed approach are the laws regulating the provisioning of a
service, while the final output will be a BP variant that can be deployed accord-
ing to the characteristics of the service under analysis, and the organizational
model of the Public Administration which delivers the service to the citizen.
In particular the approach is organized in 4 successive steps:

– The first step aims at defining a general model that can be successively consti-
tute the basis for the definition of a process variant for the specific deployment
context. The model will be codified using the BPFM notation presented in
the next section. This step include knowledge acquisition through the study
of legal and regulatory frameworks governing the delivery of the PA service
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Fig. 1. Steps of the approach.

under study. This step should be carried on only once for each service delivered
by the PAs. The activity performed by a focus group or a competence centre,
will permit to derive a model that will include only the activities that have to
be carried on, the relations among them, and the data structure they possibly
get in input or produce in output (as said this information are codified in a
BPFM model as illustrated in the following).

– The second step foresees the refinement of the previously defined model taking
into account the specific needs of the service that has to be delivered and of
its deployment context. Similarly to what it is done in feature modeling this
step foresees the definition of a configuration on the BPFM model which will
permit to define a specific variant from the BP family.

– The third step takes in input activities and data objects resulting from the
configuration defined in the previous step. Through the application of map-
ping rules we define it is possible then to automatically derive BP fragments
representing portions of the behaviour that has to be completed to reach the
goal of the service to be delivered.

– The last step concerns the derivation of the fully specified BP variant start-
ing from the generated BP fragments. At this stage process designers add
control flow relationships among the generated BP fragments, also taking
into account the specific characteristics of the PA organization that needs to
deliver the service to citizens. It is worth mentioning that the same activity
could be associated to different roles in different BP variants, as a result of
possible different organizational models for different PA offices.

For the sake of space in this paper we mainly focus on the notation we introduced
to perform the first step described above, and we will not report the mapping
rules needed to perform step 3 that can be retrieved here [3].

5 Modeling Variability with BPFM

The BPFM notation intends to provide a tool to model a family of BPs that is
identified by the root element of a model. In a BPFM model feature elements
represent activities that can be included or not in a BP variant successively
derived. Activities are decomposed going up-to-down in a tree model giving the
opportunity to introduce variability aspects thanks the possibility of using a
superset of the connectors used in the standard FM notation (see Fig. 2).

Activities can be atomic in case they are leafs of the BPFM tree, or composed
in case they are parents of other activities. Data objects are also included in
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Fig. 2. BPFM constraints.

BPFM permitting to include information that will be successively helpful for
the definition of correct BP variants.

Feature constraints express if an activity must or can be inserted in a BP
variant, and if it must or can be included within any execution path at the
instance level (i.e. real execution of the process). Feature (activity) constraints
can be 1-to-1 or 1-to-n depending on how many features they refer to. Moreover
each feature can be involved in many binary relations playing the role of the
parent. Nevertheless an activity can also be the parent in just one 1-to-n relation.

Feature constraints can be binary or multiple depending on how many child
activities are connected to a parent activity. With respect to the binary constraints
we consider the following. A Mandatory Constraint requires that the connected
child activity must be inserted in each BP variant, and it has also to be included
in all execution paths (Fig. 2-A). A Optional Constraint requires that the con-
nected child activity can be inserted (or not) in each BP variant and it could be
included (or not) in each execution path (Fig. 2-B). A Domain Constraint requires
that the connected child activity must be inserted in each BP variant but it could
be included (or not) in each execution path (Fig. 2-C). A Special Case Constraint
requires that the connected child activity can be inserted (or not) in each BP vari-
ant. When it is inserted it has to be included in each execution path (Fig. 2-D).

With respect to multiple constraints we consider the following. An Inclusive
Constraint requires that at least one of the connected child activities must be
inserted in each BP variant, and at least one of them have to be included in each
execution path (Fig. 2-E). A One Optional Constraint requires that exactly one
of the connected child activities has to be inserted in each BP variant, and it
could be included (or not) in each execution path (Fig. 2-F). A One Selection
Constraint requires that exactly one of the connected child activities has to be
inserted in each BP variant, and it has to be included in each execution path
(Fig. 2-G). A XOR Constraint requires that all the connected child activities
must be inserted in each BP variant, and exactly one of them has to be included
in each execution path (Fig. 2-H). A XOR Selection Constraint requires that at
least one of the connected child activities has to be inserted in each BP variant,
and exactly one of them has to be included in each execution path (Fig. 2-I).
Finally, Include and Exclude relationships between activities are also considered
according to the base definition of FM (Fig. 2-J and Fig. 2-K).

In BPFM the modeling of Data Objects plays also an important role. BPFM
includes all types of BPMN 2.0 Data Objects and it uses the same symbols
(Fig. 3-A). As well as in BPMN 2.0 Data Object elements can be connected as
inputs and outputs to activities (features). In particular child features inherit
Data Objects from the parent node, and if a Data Object is connected as input
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(or output) to a feature, all the child activities will need such Data Object. It
is worth noting that given that different correct configurations could include or
not some node, it is possible that different BP variants will include different sets
of Data Objects.

Fig. 3. Data Object in BPFM.

Fig. 4. Composed Data Object in BPFM.

In BPFM a status can be associated to a data. An activity can require or can
generate a Data Object in a specific state and consequently can change its state.
If the state is not explicitly reported the activity is state independent. A Data
Object cannot be in two different states at the same time (Fig. 3-B). The state of
a Data Object is represented with square brackets under the Data Object name.
Moreover in BPFM, differently from BPMN 2.0, we introduced the possibility
to represent composite and part-of Data Objects that can be extended for each
type of BPMN 2.0 Data Object (see for example Fig. 4).

– A composed Data Object indicates that the Data Object is composed by a
set of specific block of data, and it is marked with the letter C.

– Part-of Data Object indicates that the Data Object is contained in a specific
block of data, and it is marked with the letter P. It also explicitly refers to the
Data Object of which it is part reporting the name of it inside curly brackets.
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The increased expressiveness of BPFM in modeling data related information
results to be particularly useful in modeling processes within the PA context
where complex data structures and relations (forms, documents etc.) typically
drive the execution of a BP.

Once a BPFM model have been derived a variant can be obtained thanks
to the definition of a configuration. A configuration selects some of the features
according to the constraints included in the model. This step is absolutely sim-
ilar to what it is done with traditional FM models. Nevertheless thanks to the
mapping defined in [3] a set of BP fragments will be immediately derived from
a configuration. Successively fragments have to be composed by the modeler to
finally derive a fully functional BP variant for the specific PA organization.

6 BPFM ADOxx Prototype

The modeling approach illustrated in this article is supported by a modeling
environment that can be freely downloaded at the BPFM web page (http://
www.omilab.org/web/bpfm). It has been developed thanks to the functionality
made available by the ADOxx platform1. ADOxx is a set of tools developed
in order to make easy the implementation of modeling environments based on
meta-models [6,10].

To derive a modelling environment we designed the BPFM meta-model accord-
ing to what it is shown in Fig. 5. Therefore Activity represents atomic or composed
tasks. Constraint expresses the relationships between activities. Constraints can
be Binary Constraint or Multiple Constraint. Then Binary Constraint is further
specialized in four sub-classes that are Mandatory, Optional, Domain and Special
Case. Multiple Constraint is specialized in five sub-classes that are XOR Selection,
XOR, Inclusive, Alternative and One Optional. Data Object introduces input out-
put data for activities they can be specialized in three sub-classes, they are Data
Input, Data Output and Data Store. Data Object Connector representing the rela-
tionships between activity and Data Object that can be Input Data Object Con-
nector or Output Data Object Connector.

Focusing on the Activitiy, they can be specified using the attribute type that
can assume the following values: standard, service, send, receive, manual, user,
script or business rules. Relationship between an Activity and Constraint, and
vice-versa, are exclusively characterized as binary or multiple. For what concern
constraints each activity can take in input zero or one binary constraint or one
multiple constraint. There is one special activity, named root, that has zero input
constraints. In output the activity can have zero or more binary constraint or
one multiple constraint. Relationship between activities can also be expressed
via Include or Exclude relationship. Each Activity can include/exclude zero or
more Activities. From the other side, each Activity can be included/excluded by
zero or more Activity.

Regarding Data Object the attribute Collection specifies if the Data Object is
a collection or not. Data Object has a self-relationship to represent the notion of
1 http://www.adoxx.org.

http://www.omilab.org/web/bpfm
http://www.omilab.org/web/bpfm
http://www.adoxx.org
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Fig. 5. BPFM meta-model

composition. Each Data Object can be part of zero or one Data Object. On the
other side each Data Object can be composed by zero or more parts. Focusing
on the Data Object relationship with Data Object Connector, each Data Object
must be connected to at least one Data Object Connector. For each Data Object
Connector there is just one connected Data Object. Finally, Data Object Con-
nector must be connected to an Activity, and an Activity can be in relationship
to zero or more Data Object Connector.

Then according to the described meta-model BPFM ADOxx prototype has
been developed. We first created all the elements, constraints and graphical
representations discussed in Sect. 5 and then we include them in the BPFM
model-type. Therefore using the resulting Modeling Toolkit, it is possible then
to define BPFM models using a graphical editor.

7 The SUAP Case: Start-Up Certified Notification

The described approach has been applied to model processes related to the
Italian “Sportello Unico per le attività produttive” (SUAP). This is a service
that the Italian Public Administrations have to put in place in order to permit
to entrepreneurs to set up a new company. Among the many processes composing
the service we refer here to the Start-up Certified Notification (SCIA). From the
point of view of entrepreneurs this is just a notification. Instead if the point of
view of the PA is considered, this is a quite complex process that ask to check
the correctness and good faith of the application, mainly composed by self-
certifications. Therefore it requires to involve, when needed, all the appointed
offices in the same or different Public Administrations.

Starting from the law BPFM can be generated representing the SCIA service
(Fig. 6). This is a quite simple BPFM that at the same time seems sufficiently
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complex to show the potentialities of the notation. The root of the BPFM model
represents the SCIA service, and as it can be observed also Data Objects are
included. They are input/output for activities in the SCIA BP. For the sake of
space we discuss here some interesting detail about the model.

Receive SCIA Instance activity is connected using a Mandatory Constraint,
it is available in any SCIA variant as well as in any execution path since in
any configuration it will obviously necessary to receive the application from the
entrepreneur. The entrepreneur self-certification is sent to the PA offices and
third parties administrations involved in the verification activity. They check the
correctness of the self-certifications and give back feedback in order to clarify if
the self-certifications are valid or not. These activities are represented by Give
SCIA instance to internal office and Formally send instance to external PAs
connected to Send SCIA Instance to other PAs via a Special Case Constraint
and a Mandatory Constraint respectively. Manage SCIA Instance Integration
is connected to the root using two Domain Constraints, so they have to be
available in each BP variant and it is not always available in each execution path.
Integration is asked to the entrepreneur to complete the self-declaration. Send
Communication to stop the Business Activities is connected using two Domain
Constraints, so they have to be available in each BP variant and it is not always
available in each execution path. It could be that incomplete self-certification
and some legal issues observed during check asks for the termination of the
business activity.

Notwithstanding the complexity of the process modeling of the scenario has
revealed that the notation permits to focus at different stage to different aspects.
In particular the derivation of the BPFM model asks to the modeler to mainly
focus on the function and data perspective, while the behavioral perspective
is considered in step 4. This separation of concerns results to be particularly
fruitful when complex scenario are considered.

8 Conclusion and Future Work

In this paper we presented a notation and a modeling environment to represent
variability in business processes. The approach seems particularly suitable to
derive process variants for services delivered by the PA. The first experiments
made with the notation provided encouraging results and permitted to model
quite easily a complex scenario and to derive the corresponding processes.

In the future we plan to continue the experimental work and to continue the
implementation of the tool to support all the steps foreseen by the approach.
Another important aspect we plan to investigate refers to the definition and
introduction of mechanisms to verify that derived BP variants are valid with
respect to the BPFM model constraints.
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Abstract. Enterprise Architecture (EA) has been used for planning
business and IT systems capturing different aspects, including services,
processes, resources, and data. To date, it has mostly been coordinated
by single organisations, even if external interactions with outside orga-
nizations play an important role in developing an EA. This paper pro-
vides insights about the role of EA in business network planning through
the development of a method to conceptualize a multi-partner network,
which reflects new affordances opened by a digitally connected world,
where shared interactions and dependencies across organizations,
through business networks, are converging into cohesive network busi-
nesses. We present a five stage approach to adopt EA for business net-
work planning by illustrating how novation requirements can be defined
in integrated scenario models specifying how local roles and their set of
skills (capabilities) can be substituted, extended etc. at the level of the
network, such that models retain their compact form. Our method bene-
fits from extensive insights observed through the eGovernment One-Stop
Shop adopted by Australian governments (Department of Human Ser-
vices and MyGov at the federal level, Service NSW and One-Stop Shop
Implementation Office in Queensland Government) and also from the
upstream petroleum oil and natural gas industry. This approach estab-
lishes important correspondences between the (internal) operation plan-
ning of an organization and (external) business network planning.

Keywords: Business networks · Enterprise architecture · Resource def-
inition · Capabilities · ArchiMate

1 Introduction

IS modeling and architecture methods have become indispensable for the sys-
tematic planning, analysis, design and implementation of IT systems. While
the focus of systems modeling, at a detailed level, has been on single organisa-
tions, many proposals have developed higher-level, contextual modeling for the
cross-organisational perspective. Prominent examples include business process
choreography modeling [1], service networks [2] and virtual organisational mod-
eling [3]. Enterprise architecture (EA) methods [4] are of particular interest
c© Springer International Publishing Switzerland 2015
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because they combine a variety of available modeling concepts and techniques,
encompassing several types of organisational artefacts, which are integrated
through a core meta-model and layered to support business and IT viewpoints.

Despite the plethora of EA methods and specialized techniques for cross-
organisational modeling, a major uncertainty remains about the adequacy of
modeling and analysis for dedicated business network planning. Much of the
focus is on the modeling of interactions across organisations through coordi-
native artefacts such as processes, services and resources. As an example, in
process choreography modeling [5], a cross business process perspective is mod-
eled based on message (data) exchanges between processes. Thus, an analysis of
how artefacts are shifted, as a whole, across partners, to leverage the improve-
ments and opportunities opened up through participation in networks, is only
available in a limited range of interaction contexts. Thus, an understanding of
the full impact of artefacts deployed through new arrangements introduced by
networks, such as understanding the feasibility of offsetting existing artefacts
through third-parties for efficiency gains and new innovations, and the creation
of virtual enterprise structures out of existing artefacts, remains limited. This
paper sheds light on extensions for enterprise architecture to support conceptual
business network planning. It is structured as follows. Section 2 develops the use
of novation requirements in business networks. Section 3 contains a description
of the two case studies including the eGovernment OneStop Shop adopted by
Australian governments (Department of Human Services and MyGov at the fed-
eral level, Service NSW and One-Stop Shop Implementation Office in Queensland
Government) and the upstream petroleum oil and natural gas industry. Given
space limitations main focus is on the One-Stop Shop including business archi-
tecture and interactions between government agencies. The second case study
is discussed in less detail, focusing only on aspects of the integration scenario.
Section 4 discusses the related work in EA domain. Finally, Sect. 5 summaries
the paper and future work for EA adaptation for business networks.

2 Novation Requirements and their Use in Characterising
Business Network Partner Correspondences

Current enterprise modelling techniques provide coarse modelling primitives for
the capture of inter-organisation correspondences in regard to business processes
but have difficulty in expressing relationships between the artefacts within partner
organisations that underpin overall business network composition and operation.
Such artefacts may include services, resources and data repositories maintained
within a specific organisation which may have broader potential for use by part-
ners in the context of the business network. As a remedy to this shortcoming, we
propose the use of novation requirements as a means of capturing these correspon-
dences. Novation requirements operate at a business network level as a means of
identifying correspondences between artefacts within distinct partner organisa-
tions. Such correspondences can relate to obligations, dependencies or affordances
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Fig. 1. Illustrative format of a novation requirement

that may exist between then two partners. The general form of a novation require-
ment is illustrated in Fig. 1.

A novation requirement is indexed from a specific capability in the global
capability map of the business network. This immediately gives its applica-
tion overall context within the business network in a general format that is
not anchored to any specific partner in the network or their associated business
vocabulary. They are deliberately designed to be easy to capture, ensuring that
service providers can rapidly assemble the range of novation requirements that
define their participation in a business network. The configuration and utilisation
of novation requirements is illustrated in Fig. 2.

There are five distinct steps in preparing to leverage the potential opportu-
nities that they offer:

Fig. 2. Configuration and leveraging of novation requirements



260 A.R. Bakhtiyari et al.

1. Local service providers work to delineate their local capabilities and estab-
lish mappings from these capabilities to the various artefacts within their
enterprise.

2. A global capability map is established that characterises the range of capa-
bilities supported across the business network.

3. Local service providers align their local capabilities with those defined in the
global capability map.

4. Novation requirements are specified against global capabilities identifying the
novation opportunities that exist between artefacts in distinct business part-
ners enterprises.

5. In conjunction with the network collaboration scope, local partner operations
and novation requirements are used to generate new configurations of EA
model interactions in terms of their constituent artefacts.

A novation requirement expresses a specific correspondence between artefacts in
the context of two specific business network participants. The range of potential
correspondence relationships they support is identified in Table 1.

As indicated earlier, the use of these novation requirements provides the
opportunity for specifying a range of utilisation scenarios for artefacts at the busi-
ness network level. This is something that current enterprise architecture tech-
niques do not provide support for. The range of potential use cases pertaining
to novation requirements includes:

In-sourcing an Artefact. An organisation participating in a business network
can utilise an artefact maintained by another participant in the network in
order to access capabilities that it does not possess locally. (relevant novation
requirements: R/MS)

Out-sourcing an Artefact. An organisation participating in a business net-
work can provide an artefact that it maintains to other participants in the
network allowing them to access capabilities that they otherwise do not pos-
sess or have access to. (relevant novation requirements: R/MS)

Migrating the Deployment Model or Availability of an Artefact. In this
scenario, an organisation is able to change the way in which an artefact is
facilitated or deployed. Part of it may be out-sourced or in-sourced subject
particular circumstances or the range of partners to whom the artefact is
offered may be changed. (relevant novation requirements: E/R/I/MS/CS)

Augmenting an Artefact. An artefact that an organisation maintains has its
capabilities further extended through the selective acquisition and inclusion
of other capabilities available in the business network. (relevant novation
requirements: E/R/I)

Composing an Artefact. An organisation is able to create an artefact purely
on the basis of artefacts offered by other business partners in the business
network. (relevant novation requirements: E/R/I)

Constraining an Artefact. An artefact offered by an organisation is restricted
in terms of how it can be utilised or accessed. These limitations and con-
straints are specified in the context of the capabilities and artefacts of other
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Table 1. Business network novation requirement alternatives

Novation

Requirement

Description Service Resource Data

Dependency

(REQUIRES)

A business artefact of a partner REQUIRES

that of another partner with DIFFER-

ENT capabilities to that partner. E.g.

a goods ordering service of a provider

REQUIRES a track-and-trace service for

improved tracking of customer orders

Y Y Y

Anchoring

(INCLUDES)

A business artefact of a partner INCLUDES

that of another partner with DIFFER-

ENT capabilities to that partner. E.g.

a goods ordering service of a provider

INCLUDES a track-and-trace service for

improved tracking of customer order

Y Y Y

Extension

(EXTENDs)

A business artefact of a partner EXTENDS

that of another partner with further capa-

bilities to that partner. E.g. a firm is

restructured so that its domestic shipping

service EXTENDS into an international

shipping service by another partner with

cross-border transportation capabilities

Y Y Y

Strict substitution

(MUST

SUBSTITUTE)

A business artefact of a partner MUST SUB-

STITUTE that of another partner with

SIMILAR capabilities to that partner.

E.g. a firm is restructured so that its

mortgage sales fleet can include indepen-

dent mortgage brokers.

Y Y Y

Optional substitution

(CAN

SUBSTITUTE)

A business artefact of a partner CAN SUB-

STITUTE that of another partner with

SIMILAR capabilities to that partner.

E.g. a firm is restructured so that its

mortgage sales fleet can include indepen-

dent mortgage brokers

Y Y Y

Incompatibility

(CONFLICTS)

A business artefact of a partner CONFLICTS

with that of another business partner

that has similar or different capabilities

for legal or other reasons. E.g. a firm is

restructured so that it can outsource legal

services to agencies without conflict of

interest such as competitors being their

customers

Y Y Y

partners in the business network and may include redirections to other arte-
facts in the event that the capabilities of the artefact are not available.
(relevant novation requirements: C/MS)

In the following sections we will focus on two illustrative case studies and the use
of EA in their planning. The main focus is on One-Stop Shop and its detailed
architecture, followed by a selective example from the oil and gas industry to
demonstrate the approach in a distinct domain.
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3 Case Description

3.1 Case 1: EGovernment One-Stop Shop

In Australia, the federal, state and several local governments have embarked on
whole-of-government service delivery transformation initiatives, generally
referred to as One-Stop Shop (OSS). As the name suggests, OSS strives to
provide a uniform and customer-centric approach for the full lifecycle of ser-
vice delivery, across all of government, as though it were one agency. Significant
international examples include UK Direct Gov (UKOnline), Hong Kong Online,
and Service Canada. They highlight the similarity of vision and strategy across
different jurisdictions, and the complex operational and technical frameworks
necessary to materialise an OSS. The OSS concept extends upon the call cen-
tre or service centre approach, with standard service delivery operations linked
across customer-facing staff and back-office processes. The difference is that it
involves a diverse range of customer channels, diverse agencies, diverse services
and varying complexity of service delivery life-cycles, as exemplified, for instance,
by the difference between obtaining a free document and obtaining a business
licence. The OSS is governed and operated through multiple agencies with dis-
tinct charters, not all of which come under the regime of that business. Through
a range of different initiatives at federal and state levels in Australia, we provide
insights on how an OSS can be developed as whole-of-government network busi-
ness - with a common strategy, network business map and business capabilities,
shared and virtual network operations, partner alignment and novation of oper-
ations. In one stop shop, government agencies register services for central, multi-
channel access. Once registered with its processes, business rules and application
forms exposed to the wider government, other agencies can aggregate services
into value-added offers, e.g. a business formation service can be aggregated out
of individual business license provision services, a business opportunity locator,
and a variety of supply chain interfaces. Customers can discover services across
standard channels for the government, e.g. different web site, mobile devices,
call centre or service centres. They can discover services, access and pay for
them. To improve access and integration to services across different agencies in
the government, a central broker can be used as a connector between front-end
channels and backend agencies. The broker can mediate interactions to opera-
tions and systems in different agencies, and return responses in a presentable
way to the channel being used. The broker can even be involved in collecting
service payments and distributing these to the different providers involved. The
OSS requires the integration of loose-coupled processes across channels, broker
and agencies, ensuring that data and systems are invoked with the right format
and protocols. Figure 3 provides a depiction of the OSS framework, generally
applicable across the different OSS initiatives. It illustrates a high-level network
business map. The use of novation in the context of the OSS framework sup-
ports the delineation of a variety of sourcing and delivery arrangements that
exist at the network level between the various agencies, call centres and ser-
vice centres that make up the overall OSS infrastructure. Figure 4 presents an
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ArchiMate model of the OSS operational architecture. ArchiMate provides an
integrated formalism for describing the design, implementation and operation of
business processes, organisational structures, information resources, systems and
technical infrastructure associated with an enterprise architecture. In Fig. 4, the
processes associated with handling assisted OSS service delivery are illustrated.
These involve business capabilities offered by both the OSS service and call cen-
tre as well as a range of government agencies. All customer contacts are initiated
via the OSS call/service centre, which implements four main processes to handle
these requests such that they can be dealt with fully in-channel or handed off
to the relevant agency for specialist attention and fulfillment. In overview, these
processes are:

Fig. 3. One stop shop framework overview

Customer Contact. Which involves the initial handling of the incoming cus-
tomer request to the OSS. This may occur via the call centre channel or
in-person at the OSS/service centre front desk. In either case, it is han-
dled by an OSS concierge who seeks to determine the most appropriate call
handling pathway and hand on the request for subsequent fulfillment or,
where the specifics of the request are unclear, trigger a more detailed service
discovery process.

Service Delivery. Which centres on the determination of the required ser-
vice via local and/or global service discovery tools and then the initiation
of the required service. These activities are facilitated via an OSS customer
service contact.

Channel Service Delivery. Which involves the in-channel delivery of the
required service by suitably qualified OSS or Agency service delivery agents.
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Agency Transfer. Which centres on the handling of complex or specialist
requests that need to be transferred to the relevant supporting agency for
resolution, a process handled by an OSS specialist despatcher.

Where a request is transferred to an agency for resolution, there are typically
three distinct processes in handling the customer request: Service delivery plan-
ning which focuses on determining how the incoming request will be dealt with,
In-line service delivery planning which involves more specialised staff determi-
nation of the most suitable service delivery approach for complex or unusual
requests and Service orchestration which involves the actual delivery of the
identified service in order to fulfill the customer request. Within an agency,
two distinct roles are identified: Agency service delivery agent and Agency ser-
vice specialist. In contrast to the OSS call/service centre, within an agency, the
determination of the most suitable resource to undertake a process, depends on
the specifics of the customer service request received. The OSS operational envi-
ronment involves a number of independent parties – OSS call centres, service
centres and supporting agencies – all of whom need to collaborate to ensure
that each incoming customer request is effectively and efficiently handled. Nova-
tion provides a range of facilities for dealing with specific issues that arise in a
business network context. These novation arrangements provide the basis for a
range of potential sourcing arrangements in the context of organisational entities
making up the OSS framework including:

Substitute Sourcing. Where a particular business operation within a partner
organisation is instead supported using a business operation from another
business partner with similar capabilities (i.e. out-sourcing/in-sourcing).

Alternative Sourcing. Where a particular business operation within a partner
organisation could potentially be supported using a business operation from
another business partner with similar capabilities (e.g. during periods of peak
demand or outage).

Extended Sourcing. Where a particular business operation within a partner
organisation could be extended through that provided by another business
partner with similar (but typically more advanced) or different capabilities.

Dependent Sourcing. Where a particular business operation within a partner
organisation requires a business operation of another business partner with
different capabilities.

Incompatible Sourcing. Where a particular business operation within a part-
ner organisation cannot be used with that of another business partner that
has similar or different capabilities.

Anchored Sourcing. Where a particular business operation within a partner
organisation by default includes that of another business partner with similar
or different capabilities.

The following section expands on the manner in which novation can be specified
and utilised. Particular attention is given to its use in the OSS operational
environment. However due to space limitations we only elaborate on one scenario.
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Scenario: A service specialist can substitute for a customer service
agent in a channel and agency for tier 4 services

This scenario corresponds to a change to the deployment model of an artefact.
The novation requirement is indexed via the Tier 4 service delivery constraint
that has corresponding local capabilities at OSS and Agency level. It provides an
alternative execution mechanism for Agency service delivery services at agency
level, allowing them to also be undertaken by suitably qualified Agency service
delivery agents embedded in the OSS channel Fig. 5.

Fig. 5. One stop shop novation example: artefact augmentation

3.2 Case 2: Upstream Oil and Gas

In order to give these novation requirements some broader context, we consider
their use in the upstream oil and gas industry, however due to space limitation
the case study focuses on only one scenario. Energy has become an influential
factor in the global economy. Petroleum oil and natural gas continue to be major
energy sources, accelerating development of modern civilization. They are also
increasingly dominant resources in the production of man-made materials. This
high level of demand necessitates the ongoing search for new oil and gas fields
and the development of facilities for the extraction of petroleum and natural gas
from the earth. Extraction of petroleum is an expensive operation involving a
range of different organizations including government agencies, operating orga-
nizations (operation orchestrator), drilling contractors, and service companies.
Many major activities are required to support the operating activities of the
oil and gas industry ranging from legal and economic analysis, exploration and
development through to business administration support. This case study only
focuses on exploration and development, generally referred to as Upstream Oil
and Gas. Figure 6 provides an overview of the different roles within the range of
organizations collaborating in an upstream oil and gas operation. Novations can
capture the operational characteristics of this collaborative network to ensure
the efficiency of key operational roles as depicted in Fig. 6.
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Scenario: A driller from a drilling service provider organization
requires a company man from an operating organization (operation
orchestrator)

This corresponds to the augmenting an artefact scenario where the skill set
of the driller is required in order to broaden the range of capabilities provided
by the company man from the operation orchestrator. Figure 7 illustrates the
associated novation requirement. In this case, it is indexed via the exploration
management capability which has direct local capability analogues at both the
drilling service provider organization and the operations orchestrator levels.

Fig. 6. Key roles in drilling a well

Fig. 7. Oil & gas industry novation requirement

4 Related Work

The following section provides an insight into state-of-the-art EA techniques,
methodologies, frameworks and their applications. A spectrum of EA techniques
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or frameworks are applicable for different situations. Some such as TOGAF,
are focused purely on documentation, and the stakeholders [6]. Others such as
ArchiMate and RM-ODP are focused on visualization and modeling of key con-
cepts [7]. None of the EA concepts explicitly support external views of organi-
zations [8]. Some of them such as ArchiMate supports services and views that
are relevant for business networks. However, it is not clear how internal aspects
of EA relate to an external EA supportive of a business network and interac-
tions with business partners. Although EA models provide a means to capture
current and to-be states through different modelling techniques, the adequacy
of these modelling and analysis concerning the cross-border interactions of an
organizations is an open to question. The alignment is not explicit. Furthermore,
rules for extending services at business network level as supported by service lan-
guages like USDL are not supported by EA models. Taken together, it is remains
uncertain both how current EA are applicable to the external view of organiza-
tions and also how they can be comprehensively supported and aligned with the
internal views in an organization.

5 Conclusions

In this paper, we have argued that EA can be used for business network planning
and that current EA methods, while supporting cross-organisational interactions,
leave open the modelling of how key organisational artefacts such as resources,
services, processes and business objects are reused and extended through exter-
nal partners (network partners). We have demonstrated a five stage approach to
use EA for business network planning. Specifically, we have detailed six nova-
tion constraints defining how services and resources, as important artefacts, can
be extended or referenced, as warranted by different network domains. At the
heart of the paper, we described two case studies, one undertaken for a large,
eGovernment network endeavour (a federated One-Stop Shop supporting ser-
vice delivery across all government agencies) and the second one in upstream oil
and gas industry. These cases help illustrate EA extensions through the stan-
dard TOGAF/ArchiMate method supporting resource and service reuse at the
network level. We have shown how novation constraints can be defined in inte-
grated scenario models to indicate how local resources and their set of skills
(capabilities) can be substituted, extended etc. at the level of the network, such
that models retain their compact form. Future work will develop further require-
ments and extensions addressing the full range of artefacts. We will also consider
other network situations including contemporary resource models such as liquid
workforce and crowdsourcing.
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Abstract. In enterprise modeling, organizational structures as well as
an enterprise’s processes and important artifacts (e.g., business knowl-
edge stored in documents) are captured formally using different kinds of
models. These models are not only used for documentation purposes, but
they are also used to provide guidance for employees. For example, the
models may impose rules on artifact access (i.e., who is allowed to view or
manipulate certain artifacts) or they may define workflows for individual
processes (e.g., which employees should perform which adaptation steps,
and in which order). However, existing enterprise modeling approaches
typically support only coarse-grained artifacts. For instance, only indi-
vidual files can be associated with workflow tasks. Unfortunately, enter-
prise artifacts are typically of high complexity (e.g., spreadsheets contain
millions of data cells). Therefore, it is not sufficient to provide employ-
ees only with information about the artifacts involved in a task, but it
is necessary to provide more detailed information (e.g., which cells in a
spreadsheet are relevant).

In this paper, we introduce a novel approach to enterprise model-
ing that addresses the issue of too coarse-grained support for enterprise
artifacts. Our approach relies on a generic knowledge-sharing platform,
called DesignSpace, in which all aspects of an enterprise are integrated
and stored at a fine level of granularity. The DesignSpace supports fine-
grained representation of enterprise artifacts and their linking to tasks in
defined workflows. Moreover, it enables automatic, efficient, and generic
workflow support. First case studies suggest that the approach is feasible
and provides significant improvements in terms of efficiency compared to
state-of-the-practice enterprise modeling solutions.

Keywords: Enterprise modeling · Workflow support · Consistency

1 Introduction

Generally, enterprise modeling captures the organizational structure as well as
important processes of an enterprise [1–5]. The organizational structure depicts
an enterprise’s organizational hierarchies and includes detailed information about
how individual areas of the enterprise are interrelated (e.g., chain of command,
reporting hierarchy) [1,6]. The modeled processes define at a quite abstract level
c© Springer International Publishing Switzerland 2015
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which information is available in the enterprise and how information should be
shared and propagated [6]. Typically, for each process there is a detailed workflow
that defines guidelines for employees about how to execute the process step-by-
step; it consists of a series of ordered tasks that have to be perfomed, where each
tasks is assigned to either an individual or a group of employees [4,6,7]. For the
sake of simplicity, we will refer to those responsible for performing tasks (i.e., indi-
vidual members of the organization or groups thereof) as agents in this paper.

Indeed, capturing these aspects in enterprise models with graphically appeal-
ing visual notations is beneficial for building awareness and making communica-
tion about the organization more efficient [1,8]. However, capturing these aspects
is not enough. Especially for processes, it is crucial that they are not only well
defined, but that they are also executed properly. Thus traceability and process
enforcement are essential for applying enterprise models successfully and with
maximum effectiveness [7,9]. Unfortunately, most existing approaches to enter-
prise modeling do not support these aspects in enough detail. Specifically, process
enforcement is typically limited to the definition of workflows and the assign-
ment of defined tasks to agents (e.g., [5,7,10]). Tasks often including coarse-
grained information about the involved enterprise artifacts. After performing an
assigned task, it is typically marked as completed by the corresponding agent
(e.g., through an enterprise management system) and the next task is started.
For example by notifying another agent about the new, pending task. While this
is indeed a first step in the right direction, it is by far not sufficient as typically
traceability is limited to who performs which task, and which enterprise arti-
facts are involved (e.g., a spreadsheet for calculating the total personnel costs)
[8]. With artifacts of increasing complexity, such as spreadsheets with millions
of cells and highly complex calculations, the coarse-grained level of traceability
that is available in existing approaches does not suffice to provide meaningful
guidance for agents. However, traditional approaches cannot tackle this issue as
they generally do not consider enterprise artifacts at a level finer than individual
files (at least in a generic fashion) [8].

Furthermore, adaptations to files performed by agents during workflows may
introduce contradictions (also called inconsistencies) between knowledge cap-
tured in the adapted file and knowledge existing in other files—or even within
the same file. For instance, after adding information about a new employee in
a spreadsheet, it may be necessary to perform another adaptation that updates
the total number of employees for the specific organizational unit in the orga-
nization model. Unfortunately, such inconsistencies that may be introduced to
enterprise knowledge typically cannot be detected with existing approaches.

In this paper, we present a novel approach to enterprise modeling that
addresses the issue of coarse-grained traceability and enterprise artifact inte-
gration, and missing guidance and detection of errors made during workflows.
We introduce a platform, called DesignSpace, that allows for the integration of
enterprise knowledge at arbitrary levels of granularity. The DesignSpace sup-
ports enterprise models and artifacts of arbitrary formats and notations, as well
as traceability between these models and enterprise artifacts. For efficient process
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and workflow support, it provides various mechanisms such as incremental con-
sistency checking, automatic change impact analysis, knowledge propagation,
or change notifications. First case studies with a prototype implementation of
the DesignSpace indicate that the proposed approach is technically feasible, scal-
able, and usable in practice. Please note that the DesignSpace as a platform for
knowledge sharing has been published previously [11]. The novel contribution
of this paper is the application of the DesignSpace approach to the domain of
enterprise modeling to address the issues discussed above.

2 Illustrative Example

As a simple, yet illustrate example, consider the following scenario that involves
the organization model of an enterprise and a spreadsheet that is used for cal-
culating the enterprise’s personnel costs, grouped by individual departments.
Assume that a large enterprise’s European accounting department has just hired
an intern for several months. For this hiring process, a workflow is defined that
contains two tasks: (i) add the intern’s information to the organization model,
and (ii) add the intern’s information to the enterprise’s cost-calculation spread-
sheet. For the first task, an agent uses an organization modeling tool and adapts
the organization model. To execute the second task, another agent has to add
the intern to the list of employees and he must insert the intern’s personal
information and salary in the corresponding spreadsheet, which is linked with
the task. As the agent performs this task, he encounters two challenges. First,
he must find the exact location within the document where information about
the accounting department is kept. Second, to obtain the correct salary for the
cost calculation, the agent must look up the salary for interns in the accounting
department, which is already defined in the spreadsheet. Note that for a complex
spreadsheet with millions of cells, dozens of pages, and numerous complex calcu-
lations, this task becomes quite error prone and the agent may, by accident, add
the intern to the wrong department (e.g., the logistics department), or he may
use the wrong salary (e.g., the salary for junior accountants, or interns in the
logistics department). Moreover, the intern’s personal information (e.g., name,
social security number) is entered twice by different agents. If either of them
enters information incorrectly, an inconsistency is introduced. Unfortunately,
this inconsistency likely remains undetected as there is no connection between
the organization model and the cost-calculation spreadsheet.

Overall, this simple example highlights how the lack of fine-grained integra-
tion of enterprise artifacts and models and the resulting lack of traceability and
consistency checking may lead to contradictions in enterprise knowledge.

3 DesignSpace

Next, we discuss in detail the capabilities of the DesignSpace with respect
to enterprise modeling, workflow support, and knowledge management. The
DesignSpace is a cloud-based knowledge integration and service platform that
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Fig. 1. Approach Overview.

enables effective and efficient knowledge sharing and management by providing
an integrated view on knowledge of various sources and in various formats. The
DesignSpace also allows arbitrary inter-dependencies to be established within
this representation of enterprise knowledge, therefore augmenting the knowledge
already available in the individual models and artifacts. Moreover, it provides
services that enable agents to work with diverse enterprise artifacts, to handle
inconsistencies between individual pieces of enterprise knowledge, and to per-
form transformations of knowledge during the execution of tasks. An overview
of the DesignSpace approach is depicted in Fig. 1.

3.1 Integration Services

The DesignSpace is a mirror of existing enterprise knowledge, reflecting the
contents of existing files using a uniform representation. The existence of the
DesignSpace is generally transparent to agents as they can continue to work with
common modeling or artifact editing tools to edit enterprise knowledge. How-
ever, the DesignSpace’s integration of knowledge enables a range of knowledge
sharing and information services that, for example, allow agents to define inter-
dependencies among enterprise models and artifacts—even if these are produced
and edited in different tools and stored in different files with different formats.
These services will be discussed in detail in Sect. 3.2.

There are two ways of integrating existing enterprise knowledge in the Design
Space, which we discuss next: file-based integration and tool-based integration.

File-based Integration. File-based knowledge integration takes as input the
existing files that contain enterprise knowledge (e.g., enterprise model files or
spreadsheets). The contents of these files and are parsed and mapped to the uni-
fied representation used in the DesignSpace by file-adapters. For each type of file
to be integrated with the DesignSpace, a corresponding, file-type-specific adapter
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is used. Note that the tool adapter also defines at which level of granularity files
are mapped to the DesignSpace’s unified representation. For instance, an adapter
may work at a very fine-grained level of granularity and map the individual cells
of a spreadsheet to the DesignSpace (i.e., for a single spreadsheet, information
about each of its cells is available in the DesignSpace). However, for certain prim-
itive enterprise artifacts this may not be required (e.g., for image files). When
knowledge—and thus the file in which the knowledge is stored—evolves, this is
reflected in the DesignSpace by incrementally updating the uniform representa-
tion. This synchronization is fully automated by the file-adapters.

Tool-based Integration. Even though the default way of integrating enterprise
knowledge is via file-adapters, the DesignSpace also supports and encourages
the use of tool-adapters that map tools’ internal data structures (and thus the
knowledge that is edited with the tool) to the DesignSpace’s uniform represen-
tation on-the-fly. Tool-adapters have a grey background in Fig. 1. In the figure,
tool-adapters are used for enterprise artifacts and file-adapters are used for enter-
prise models. This is by coincidence and not a prescription of our approach. The
major benefit of tool-adapters is that they allow for the augmentation of tools
with additional information. For example, inconsistencies may be highlighted
directly within a tool.

Overall, the DesignSpace is agnostic to the enterprise knowledge it manages
and thus supports arbitrary knowledge. Only adapters are aware of which knowl-
edge is integrated with the DesignSpace and how the mapping to the uniform
representation of the DesignSpace is done.

3.2 Knowledge Sharing and Management Services

The DesignSpace provides extensive support for sharing and managing enterprise
knowledge efficiently.

Traceability Support. Once an enterprise’s knowledge is integrated with the
DesignSpace through adapters, as discussed above, traceability information may
be added. The DesignSpace allows for the definition of traceability between arbi-
trary pieces of knowledge. Traces may be used within or between individual
enterprise models or artifacts, as shown in Fig. 1. For example, it is possible to
link a specific cell in a spreadsheet to another cell within the same file, to link
individual cells of a spreadsheet with certain workflow tasks, or to link specific
files to certain agents (e.g., to define access rights or responsibilities; not depicted
in the figure). Different kinds of traces are available in the DesignSpace: untyped
and typed traces.

Untyped traces. Arbitrary pieces of knowledge (i.e., parts of enterprise models or
artifacts) can be connected via untyped traces. Such traces do simply consist of
two connection ends where each end points to at least one piece of knowledge.

Typed traces. Typed traces are defined using meta-information. For typed traces,
it is defined explicitly which kinds of knowledge they may link. Moreover, typed
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traces may have explicit semantics assigned. For instance, to define responsibil-
ities within an enterprise, a typed trace named responsibility trace may be
defined that allows only the linking of (parts of) enterprise artifacts to agents.
Each such trace then defines a specific responsibility. As another example, a sim-
ple equality trace may be defined for a certain type of enterprise artifact knowl-
edge (e.g., spreadsheet cells) and it may require the linked pieces of knowledge
to be actually equal (depicted as traces named equals in Fig. 1). The semantics
of such a trace are straightforward: it requires the linked spreadsheet cells to
have equal values. Similarly, a complex equality traces could be defined between
knowledge pieces of different types, along with explicit information about how
equality is defined. Such a trace could be established, for example, between
spreadsheet cells and enterprise model elements. Equality could be defined as
both the spreadsheet cell and the enterprise model element must contain the
same value. For every typed trace it can be checked if the trace is correct or if
there is a mismatch between the linked knowledge and the desired relation (i.e.,
the semantics) are violated.

Consistency Checking. A key feature of the DesignSpace is consistency
checking. Generally, consistency is given if enterprise knowledge is free of incon-
sistencies (i.e., contradictions). Such contradiction may occur not only between
knowledge stemming from different sources (e.g., a spreadsheet cell and an enter-
prise model element represent the same knowledge, but both have different val-
ues), but also between pieces of knowledge that stem from a single source (e.g.,
two cells in a spreadsheet that should have the same value actually have different
values). Indeed, a contradiction indicates that either an agent made a mistake
during knowledge adaptation, or that different agents have a different under-
standing. In the DesignSpace, consistency checking is done automatically based
on defined traces (see above) and also on explicitly stated, domain-specific, and
adaptable consistency rules. These rules are defined for certain types of knowl-
edge and specify desired conditions that must hold between individual pieces of
knowledge. For instance, a consistency rule may state that each pending task
during a workflow must be assigned to an agent, and that the assigned agent
must belong to the organizational unit that is responsible for performing that
workflow.

Change Impact Analysis and Change Notification. Whenever agents per-
form tasks during a workflow, they may adapt and change enterprise knowledge.
In particular, they may adapt pieces of knowledge that were previously adapted
by other agents. Or they may change knowledge which other agents depend on.
In the DesignSpace, every single adaptation of enterprise knowledge is analyzed
automatically by the change impact service for its potential effects on other
agents (based on defined traces). If a piece of knowledge is changed, the agents
that are linked to the changed part either directly through a trace or transitively
through a chain of traces can be notified about the change. This allows these
potentially affected agents to review the change and to react to it accordingly.
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Knowledge Transformation and Propagation. As discussed above, adap-
tations of enterprise knowledge may lead to inconsistencies. In addition to the
detection of inconsistencies, the DesignSpace also supports mechanism for repair-
ing inconsistencies and propagating adaptations in a way that re-establishes
consistency among pieces of knowledge.

4 Fine-Grained Enterprise Artifact Integration

Let us now discuss specifically how enterprise knowledge can be integrated with
the DesignSpace. In particular, we present how traditional enterprise models and
arbitrary enterprise artifacts can be integrated.

4.1 Organization, Process, and Workflow Models

In enterprise modeling, models that describe the organizational structure, the
processes, and their associated workflows are commonly used. Typically, these
models provide fine-grained information and they are stored by modeling tools
in common file formats that are well-structured and well-documented (e.g., XML
files with defined schemas); the structure of the models typically resembles
a graph-structure. Therefore, integration of these models typically requires a
straight-forward mapping of the well-structured model file contents to the
DesignSpace’s uniform representation. For XML files, for example, it is suffi-
cient to use a single, generic adapter that takes as input an XML schema and
a model file to perform the integration of the corresponding model with the
DesignSpace.

However, even if custom enterprise modeling tools are used that do not allow
for the export of models to common file formats, at most one adapter is required
per model type; and, indeed, the number of different models is usually quite
limited.

4.2 Enterprise Artifact Models

Besides the integration of the typical enterprise models discussed above, other
enterprise artifacts must also be integrated with the DesignSpace. Compared to
the integration of the typical enterprise models, as discussed above, the inte-
gration of arbitrary enterprise artifacts is more challenging. Specifically, this
is because of diversity of enterprise artifacts, which range from spreadsheets,
over semi-structured documents containing natural language, to domain-specific
files. Especially the latter imposes challenges as for different business domains,
different domain-specific knowledge is required. For example, technology com-
panies require hardware models and source code of software to be integrated,
whereas for commercial banks the domain-specific enterprise artifacts may con-
tain risk-analysis and stock exchange information. Indeed, for each kind of these
enterprise artifacts, a corresponding adapter is required that maps the artifact
to the DesignSpace. In contrast to Sect. 4.1, this mapping is less straight-forward
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because the files that contain the domain-specific knowledge are often created
by custom-built tools. Moreover, before building an adapter, it must be deter-
mined at which level of granularity the knowledge should be reflected in the
DesignSpace. The level of granularity necessary does not only depend on the
knowledge contained in an enterprise artifact and its structure, but also on how
and where the artifact is used in workflows. If an artifact is only used as-is during
workflows (e.g., an image for the enterprise’s official letter head, which is only
embedded in documents for customer correspondence but never changed), it is
sufficient to represent the artifact at file-level-granularity. If, however, different
parts of an artifact are adapted during workflows (e.g., a spreadsheet containing
entry-level salaries for different positions), it may be required to represent the
artifact in the DesignSpace at a quite fine-grained level so that for different work-
flows and different tasks it can be defined exactly which parts of the artifact are
to be adapted.

5 Efficient Process and Workflow Support

Next, based on our illustrative example, we discuss how the integration of enter-
prise knowledge with the DesignSpace makes task execution more efficient for
agents and how it prevents inconsistencies from being introduced unnoticed.

First, both required tasks in the workflow, which is highlighted with a green
background in Fig. 1, can be linked to specific pieces of knowledge (e.g., to the
department that hired the intern in the organization model, or the salary for
interns in that department in the spreadsheet). This not only increases efficiency,
but it also reduces the chance of errors being made.

Moreover, since the organization model and the enterprise’s cost-calculation
spreadsheet are integrated with the DesignSpace, consistency can be checked
between the knowledge stored in the corresponding files. A consistency rule can
be used that expresses, for instance, that for each employee that appears in the
spreadsheet there must be a corresponding entry in the organization model that
has exactly the same information (e.g., the employee must not belong to dif-
ferent departments). The traces between employee entries in the organization
model and the spreadsheet can be generated automatically in the DesignSpace’s
knowledge transformation service based on unique indentifiers (e.g., the employ-
ees name, date of birth, and social security number). Indeed, if such a trace
cannot be established, for example because one of the two responsible agents
entered an incorrect date of birth, this is identified as an inconsistency by the
DesignSpace. If the trace can be created, the consistency checking service can
navigate the trace and check whether both pieces of information meet the desired
condition (i.e., equality), and detects an inconsistency if there is a contradiction
(e.g., the department differs). If an inconsistency is detected either during trace
generation or during consistency checking, both agents are informed through
the notification service that there is an inconsistency that needs to be fixed. The
knowledge involved in this inconsistency is highlighted with red background in
Fig. 1. Since the consistency rule requires the specified information to be equal,
either of the responsible agents may review in the file linked to his workflow
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task whether he entered the employee information correctly. If, for example, the
agent that adapted the organization model finds that he entered the informa-
tion correctly, it follows automatically that the information is incorrect in the
involved spreadsheet. In this case, the DesignSpace’s knowledge transformation
and propagation services may be used to automatically propagate the correct
information and update the spreadsheet accordingly.

To check whether the correct salary was entered in the spreadsheet during the
second task of the workflow, another trace can be generated that, based on the
employee’s specific job, department, and geographic location automatically traces
to the correct salary. This equality trace can then be checked by the consistency
checker. If an inconsistency is detected (as illustrated by the elements highlighted
with yellow background in Fig. 1), in this case only the agent who performed the
second task is informed because the contradiction is within the spreadsheet, which
was not edited by the agent that handled the first task. As with the first inconsis-
tency, the change propagation service of the DesignSpace may be used by the agent
to establish equality and thus eliminate the inconsistency. Note that in this sce-
nario, the knowledge transformation service of the DesignSpace could have been
used to insert the correct salary automatically. However, by detecting an inconsis-
tency and informing the agent, it remains possible to purposely ignore an incon-
sistency, for example because the intern has negotiated a higher salary. In this
section, we have shown by example how the fine-grained integration of enterprise
knowledge and the DesignSpace’s various services enable efficient detection and
handling of inconsistencies during workflows.

6 Validation

To demonstrate the general feasibility of our approach, we used a prototype
implementation of the DesignSpace as well as adapters for commonly used mod-
eling and enterprise artifact editing tools. In three case studies the practical
applicability and scalability was assessed.

6.1 Prototype Implementation and Tool Integration

To date, the core knowledge integration and knowledge sharing and management
services of the DesignSpace, as discussed in Sects. 3.1 and 3.2, have been imple-
mented.1 These services include: (i) data storage mechanisms that allows for
cloud-based mirroring of arbitrary enterprise models and artifacts, (ii) traceabil-
ity, (iii) consistency checking, (iv) trace-based change notification for knowledge
changes, and (v) an editor with basic visualization capabilities.

Currently, tool-adapters are available for various tools to synchronize existing
enterprise knowledge automatically with the DesignSpace.

Modeling Tool. For modeling tools, we have developed a tool adapter for the
IBM Rational Software Architect (IBM RSA). The RSA does not only support

1 Prototype available at isse.jku.at/tools/dsspc/xadr.zip (pw: dsisse).

http://isse.jku.at/tools/dsspc/xadr.zip
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software architecture modeling, but it provides general support for building mod-
els for diverse domains, including business process models and workflows.

Spreadsheet Tools. For spreadsheet software, we implemented a tool adapter
for Microsoft Excel. The adapter performs synchronization with the DesignSpace
at cell level—each cell that contains information is mapped to the DesignSpace.

Domain-specific Tools. We have implemented adapters for three tools com-
monly used by technology companies: (i) Eclipse IDE, a source code development
tool commonly used in software engineering, (ii) ProEngineer, an integrated 3D
CAD/CAM/CAE solution commonly used in various engineering domains (e.g.,
mechatronical systems), and (iii) IBM RSA.

6.2 Case Studies

The DesignSpace has been applied in three different case studies.

EPlan. In this case study, engineers used the DesignSpace’s services to establish
traceability between enterprise artifacts, specifically between EPlan electrical
models and Java source code. Consistency between the electrical model and
source code was checked based on a set of user-defined, domain-specific rules.
Even with large models and source code bases, engineers did not encounter any
issues regarding the responsiveness of the DesignSpace. Knowledge adaptations
were handled live during workflows by tool-adapters and consistency information
as well as change notifications were provided in tools without noticable delays.

ACCM Robot Arm. The DesignSpace has also been used in the mechatronics
domain as a platform for designing a robot arm. The project involved various
kinds of enterprise artifacts. For example, mechanical calculations were provided
in the form of multiple Excel spreadsheets. IBM RSA was used to build mod-
els of the robot’s controller software. 3D CAD models and Matlab simulation
models were also built and integrated with the DesignSpace. All artifacts were
represented in the DesignSpace and traceability between the artifacts was estab-
lished. The DesignSpace’s data services were used to check consistency among
artifacts and to notify engineers about relevant artifact changes.

ACCM Visualization Experiment. In this application, different enterprise
artifacts for mechatronical development projects (e.g., requirements, mecha-
tronic design models) were integrated in the DesignSpace and traces between
those artifacts were established by domain experts. Students were then asked to
perform defined refactorings (i.e., adaptations of existing knowledge) using the
services provided by the DesignSpace, which they did with overall great success.

Summary. Overall, the DesignSpace has been used successfully in different
domains to integrate enterprise artifacts, to establish traceability among them,
to check consistency, and to notify agents about knowledge changes.

6.3 Threats to Validity

Next, we discuss some possible threats to the validity of our approach.
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Integration Effort. While for typical formats of enterprise models it is possible
to use standardized adapter, this is often not possible for domain-specific enter-
prise artifacts that may require specialized adapters. In practice, this means that
enterprises adopting our approach will need to consult with information engi-
neering experts to decide on these questions. However, the DesignSpace provides
a sophisticated programming interface as well as an extensive documentation.
Therefore, building file- or tool-adapters is quite straight-forward.

Trace Creation and Management. Traces are one of the cornerstones of
our approach, thus it is crucial that they are established and also managed,
which seems to be error-prone when considering the vast amount of knowledge
and the diversity of artifacts that exist in today’s enterprises. However, the
DesignSpace supports different ways of establishing and managing traces. First,
heuristic algorithms may be used to generate and maintain traces automati-
cally. Second, the DesignSpace provides tools that support agents in creating
and managing traces. In first industrial applications (see above), agents have
not encountered any issues with creating or managing traces. Thus, using the
DesignSpace to integrate and trace diverse enterprise artifacts has been shown
to be feasible.

Kinds of Integrated Models and Artifacts. In the case studies presented
above, only enterprise artifacts but no enterprise models have been used. How-
ever, in principle there is no difference between tracing enterprise artifacts and
enterprise models, as both are represented uniformly within the DesignSpace.
Moreover, the software models that have been used in the case studies are struc-
turally quite similar to typical enterprise model (i.e., graph-like data structures).
Therefore, we believe that our approach is applicable also to enterprise models.

7 Related Work

Antunes et al. [12] proposed the use of ontologies to enable sophisticed EA
analysis through the use of description logics. While the DesignSpace is gen-
erally agnostic to ontologies, the ontologies of enterprise models and artifacts
can also be managed by the DesignSpace. The additional information can be
used by services to perform, for example, more sophisticated consistency check-
ing. A benefit of using the DesignSpace is that it does not require the explicit
definition of ontologies. Moreover, the DesignSpace has been built with incre-
mentality as key feature—any change to enterprise knowledge is analyzed imme-
diately and automatically, and feedback to potentially affected agents is available
instantly. Florez et al. [1] proposed an approach that allows for the explicit mod-
eling of imperfections in enterprise models that occur because of, for instance,
incorrect information or missing information sources. Note that when using the
DesignSpace services for modeling an enterprise, such imperfections are detected
automatically. Information about these imperfections is available to modelers
instantly. However, are free to ignore inconsistencies for the time being, thus
accepting the detected imperfections temporarily. Moreover, the DesignSpace is
in principle capable of detecting imperfections in enterprise models represented
in any language.
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8 Conclusion and Future Work

In this paper, we presented how the cloud-based knowledge-sharing platform
DesignSpace can be applied in enterprise modeling to address common issues
of too coarse-grained support for enterprise artifacts in workflows. First case
studies with a prototype implementation suggest that the approach is feasible
and scalable. For future work, we plan to provide more adapters for different
kinds of existing enterprise knowledge and to apply our prototoype in industrial
companies.
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Abstract. The component “thing” of the Internet of Things does not yet exist in
current business process modeling standards. The “thing” is the essential and
central concept of the Internet of Things, and without its consideration we will
not be able to model the business processes of the future, which will be able to
measure or change states of objects in our real-world environment. The
presented approach focuses on integrating the concept of the Internet of Things
into the meta-model of the process modeling standard BPMN 2.0 as standard-
conform as possible. By a terminological and conceptual delimitation, three
components of the standard are examined and compared towards a possible
expansion. By implementing the most appropriate solution, the new thing
concept becomes usable for modelers, both as a graphical and machine-readable
element.

Keywords: Internet of things � BPMN � Physical entity � Entity of interest

1 Introduction

Due to the ongoing development of Web technologies the branch of research called
Internet of Things (IoT) has grown up and meanwhile stucks into its teen shoes.
According to the IoT vision, millions of devices such as sensors and actuators can
communicate via Web-like structures through standardized software services. From a
user and process perspective, these devices are resources that allow to measure or even
change properties of entities of interest (i.e. a living room) in the real world. While the
individual device used to communicate between the digital and the real world is
interchangeable, rather the sensed (i.e. measure temperature) or even modified (i.e.
activate cooling) thing1 stands at the center of the application. Hitherto parallel,
companies have been modeling their business processes from a process-oriented per-
spective for many years. Modern BPM systems automate these processes. They dis-
tinguish different phases in a life cycle. A fundamental phase before any process

1 The terms physical entity, entity of interest, object and thing are used replaceable.
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automation deals with process modeling. Its main goal is to create a model of the
business process by applying a suitable language.

Business processes that integrate the technologies of the IoT differ from conven-
tional processes [2]. So far, modeling languages such as the industry standard BPMN
2.0 and its compliant tools have offered only rudimentary support for expressing the
component thing. With other words, the things of the Internet do not exist from the
perspective of a BPM system. This is surprising, as the IoT promises to change not only
our daily lives but also the business world significantly.

We suppose that conventional meta-models can be expanded by the missing con-
cept thing. Its implementation shall empower end-users to model the things in business
processes alongside to traditional concepts. This paper examines how the IoT domain
component thing can be represented in the process model. For this purpose, we make
the following contributions:

• Based on related contributions, we identify three concepts of the BPMN meta-
model that are suitable for the representation of a thing.

• Based on the IoT terminology and its domain model [1] we define detailed
requirements for the new component.

• We investigate to what extent the identified BPMN concepts meet the defined
requirements. For each concept we introduce a potential BPMN extension “Physical
Entity” in order to meet all requirements that could not yet be covered by standard
elements.

• By evaluating the extension we identify the extension “Custom Participant” as the
most appropriate thing-representation.

• By further assessing the Custom Participant, we come up with a solution beyond the
BPMN standard.

2 The Problem

The main components of the IoT are defined in a reference model [1] that potentially
may perform tasks in business processes. The central component of these concepts is
the thing, also named physical entity. To integrate the areas IoT and BPM seamlessly
with one another, it should be possible to transmit all major components of the IoT
meta-model to a corresponding meta-model of the BPM domain, including the concept
thing. When examining different process modeling standards, it becomes clear that
such a BPM counterpart does not exist. Likewise, it is not surprising that the things of
the IoT are not part of the meta-model of the extensive industry standard BPMN either.
This becomes a problem when it comes to the modelling and subsequent dynamic
execution of elementary IoT-aware processes following the traditional BPM life cycle.

We consider the following process example: A Web service shall measure the temperature of
the physical entity chocolate by means of one currently available device that is accessible via
the Internet.

The product chocolate is available as a digital representation, but it remains unclear
how it can be taken into account in a BPMN model. According to the IoT domain
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model [1], the problem area can be structured into four architectural components: the
device, the thing, the native service and the IoT service. A device in the IoT is a
technical artifact that can bridge the physical with the digital world. This connection is
enabled via special on-device services (native services) such as sensing or actuating
abilities. The device can communicate with other devices and is part of a physical
construction unit. A thing is an identifiable, separable part of the physical environment
which is of particular interest for a business process. Thus, a thing can become part of
the digital world, if the artificial relation “attached to” is created between a device and
the concerned thing (e.g. between the temperature sensor and the chocolate). IoT
services are software components with standardized interfaces that expose the native
interfaces of heterogeneous devices. They augment the functionality of one or more
native services. By their well-defined interfaces, they denote an integratable part of a
business process and can be bound to a process activity.

BPMN comes with a multitude of components of which some are potentially
suitable for the constitutive thing integration. Anyhow, a detailed analysis and a
comprehensive solution to the problem, both conceptually and as an implemented
standard extension are still missing for the research community as well as for modelling
users.

3 The Things in BPMN

The IoT comes with numerous of things being measured and influenced by devices that
are able to flexibly perform as resources in business processes in a constantly changing
environment. We aim at integrating this potential with traditional BPM systems which
focus on executing planned processes with a constant set of resources. Existing BPM
environments support a comprehensive lifecycle. One central and initial part of each
lifecycle is the creation of a business process model. In order to bring the new IoT
element thing to the envisioned BPM environment, we aim to provide a process model
that includes the thing element, as a basis to express this new information. There are
various Business Process Notations available, but [2] evaluated the industry standard
BPMN 2.0 as the most IoT-aware state-of-the-art process modeling approach. The
process model of BPMN comes already with a graphical and a machine-readable
notation. The latter can comprise technical details [3] and is executable by a compliant
engine. The process model is the outcome of the process design phase and serves as
clearly defined interface between the design, resolution and execution phase. It shall
cover typical and all needed constructs with the thing element.

4 Details of the Integration

The work of [4] provides a starting point for our work. It identifies three suitable
concepts in the BPMN meta-model that can be used for such integration. These con-
cepts are Text Annotation, Data Object and Participant. We compare
these three potential elements and evaluate them. To do so, we adopt the IoT termi-
nology and its domain model [1] as a definition and define detailed requirements for the
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new component thing in a first step. Next, we realize a potential extension of the meta-
model for each of the three standards concepts. This allows us to examine in detail if
the requirements are met. Subsequently, we evaluate how many of the requirements
could be met and how many extensions were needed for this purpose. We receive a best
standard solution. Finally, we improve this solution by hypothetical extensions that
would require a slight change of the BPMN standard.

4.1 Requirements

Table 1 lists the identified requirements for the modeling element Physical Entity and
its relations. We focus on two aspects: On the one hand the process modeler should be
given the ability to express all important entity components graphically and on the
other hand the output model should be machine-readable for the resolution and
execution environment.

Table 1. Functional formalization requirements of physical entity element

No. Requirement Rationale

1 There must be a way of representing the
Physical Entity in the graphical process
model as a separate element

The Process Modeler needs standardized
rules to express the participation of a
Physical Entity in an own element

2 There must be a way of representing the
Physical Entity in the machine-
readable model as separate element

The process resolution environment [5]
needs a schema to identify
participating Physical Entities

3 The selected or extended element for
representing the Physical Entity must
support contentwise its intention

Realized extensions shall not contradict
the semantics of any BPMN element
[11]

4 The Physical Entity element must not be
target or source of a sequence flow

The Physical Entity is a passive element
and can neither directly execute tasks
nor be instantiated by arriving tokens

5 The Physical Entity element must not be
target or source of a message flow

The Physical Entity does neither directly
receive nor send messages

6 The Physical Entity element must not be
target/source of a data association

The Physical Entity does not contain data
objects or data stores

7 The Physical Entity element must
support associations as connection type
both as target and as source

The Physical Entity can be bi-directionally
associated with an IoT service [1]

8 The Physical Entity element must not
contain any responsibility assignments

The Physical Entity is a passive object. It
can’t overtake any execution
responsibility.

9 The Physical Entity element must not be
assignable to a pool or lane

The Physical Entity is able to have
multiple relationships to further
process participants. It does not
exclusively belong to one single
participant that is responsible for the
entity

(Continued)
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4.2 Three Potential Extensions

Since the structure of the three potential extensions is complex, we will summarize
the analysis of suitable representations in BPMN for the Physical Entity, considering
the defined requirements and rationales. Firstly, the three most similar elements of the
BPMN standard are identified and whether the Physical Entity requirements will cope
with them is reviewed. Secondly, a potential Physical Entity class extension under or
above the individual element class is discussed. In order to keep the BPMN extension
conformance, standard classes are not changed.

Text Annotation and Establishment of Custom Artifact. TextAnnotation is a
subclass of Artifact. Artifacts are used to specify process-related information,
which does not affect the sequence or message flow. TextAnnotations define a
mechanism to add additional descriptive information, but they are also represented in
the machine-readable model. By a non-directional connection TextAnnotations
can be connected to each object. Graphically they comply with data connections,

Table 1. (Continued)

No. Requirement Rationale

10 The Physical Entity must take part in the
process collaboration of the XML
between further participants

The Physical Entity collaborates with
activities of further process participants

11 The Physical Entity element must allow
being a multi-instance element. [4]

One entity can be an augmentation of
several entities [1]

12 The description model of the Physical
Entity must be expressible in the form
of entity properties

The work of [6, 7] foresees an entity
description model

13 The association between a Physical
Entity and an IoT service must be
expressible in the graphical and
machine-readable process model

Following [1], the Physical Entity can be
associated with an IoT service. The
resolution environment [5] needs the
association in a machine-readable form

14 The direction of association between a
Physical Entity and an IoT service
must be expressible

[1] distinguishes between the
associations “monitors” (gaining entity
states) and “acts on” (changing entity
states)

15 One Physical Entity element must
support multiple associations to
different process activities in the same
process model [4]

During a process flow even at the same
time different IoT services can gain
and change states of the same Physical
Entity

16 The indirect association between a
Physical Entity and an IoT Device
must be expressible in the graphical
and machine-readable model

In order to enable the resolution of [5]
based on [1], the association between
Device and Physical Entity has to be
mapped to the process model

17 The indirect association between a
Physical Entity and a Native Service
must be expressible

To provide domain support to the
modeler, the association between
Native Service and Physical Entity has
to be mapped to the process model

The Things of the Internet of Things in BPMN 289



but the machine-readable model differs in its output. One disadvantage of applying
TextAnnotations is that the direction of the association is not modifiable and
equates to type “none”. In addition, it is impossible to forbid that a TextAnnota-
tion is assignable to process flow elements contained by a Pool, since this is prin-
cipally admitted for Artifact classes. A multi-instance property is not expected for
Artifacts. As all elements, neither a TextAnnotation nor an Artifact depicts a
separate Physical Entity element and they are not designed to tie-in to a
description model. In parallel to the TextAnnotation class, BPMN provides an
extension mechanism to create own Artifacts, which resolves some of the short-
comings. This approach has the disadvantage that a Physical Entity element shall
not be assignable to further Pool and Lane containments that cannot be resolved by this
class introduction. Figure 1 shows the class diagram.

Data Object and Establishment of Custom Item Aware Element. In the BPMN
standard, DataObject is a subclass of ItemAwareElement that is applied to
support the process execution. It is used to represent information flowing through the
process. As a FlowElement the DataObject belongs to a process or sub-process
and, being an ItemAwareElement at the same time, it can reference a data item and
a state definition. In a conventional manner, the class ItemAwareElement is
devoted to detect data structures that are queried, transferred or changed during exe-
cution time. This contrasts with the task of a Physical Entity: in its passive role, it is not
directly relevant to the final execution, but rather, it is solely used for the resolution in
the actual initialization of a model. If the process is resolved as envisioned by [5], the
Physical Entity is no longer needed. Nevertheless, the introduction of a new subclass of
ItemAwareElement such as suggested by [4] is examined (c.f. Fig. 2). Though
ItemAwareElement initially does not support any sequence or message flows,

Fig. 1. Artifact subclass extension of BPMN standard
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it may support data connections if it is of the sub-class DataObject. In the XML
output this inevitably leads to the fact that, once an ItemAwareElement contains an
association it belongs to the class DataAssociation, and not to the class
Association, because the specification of the graphical model contains the same
symbols for both classes. To face this problem [4]. suggests implementing the class
PhysicalAssociation. This approach in turn leads to redundancies in the meta-
model, as PhysicalAssociation and the standard class Association do not differ
in their meaning. Additionally, a new composition-relation between Collabora-
tion and PhysicalEntity needs to be established to enable the allocation on the
process participant level in the XML mode.

Participant and Establishment a Custom Participant. Participant is a subclass
of BaseElement and serves as a partner element in Collaboration - the rep-
resentation of a process interaction with one or more Participants. Graphically, a
Participant is represented as a Pool and takes over the task of a container for
FlowElements. A special kind of a Pool is the Collapsed Pool containing no ele-
ments. Following [9] a Collapsed Pool is used to represent a black box pool: i.e. a Pool
without any process reference. Consequently, a Collapsed Pool is either a pool in which
FlowElements are unknown, or that simply does not have any FlowElements.
The second option would be tantamount to a process participant who has no active
execution responsibility, which is consistent with the properties of the Physical-
Entity. For the supplementary definition, the BPMN standard includes the Part-
nerRole (e.g. product) and the PartnerEntity (e.g. chocolate). With one of these
two partner elements the Pool can be designated. A Participant can be already
defined as a multi-instance element, to have associations, and to be neither a source nor
target of a sequence flow or data association. However, the PhysicalEntity differs
from other black-box process participants in the sense that it can never become part of a

Fig. 2. Item aware element extension of BPMN standard
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message flow. A PhysicalEntity is a passive participant whose state can be
measured or changed by active resources. Besides the process subscription, the entity
does not take over any task or responsibility. By introducing PhysicalEntity as a
subclass of Participant (cf. Fig. 3) a separate element is created, which meets all
criteria except that it is still possible to specify message flow connections for the
PhysicalEntity.

4.3 Assessment

Table 2 summarizes whether the defined requirements for a separate PhysicalEn-
tity element are satisfied for the three BPMN elements TextAnnotation,
DataObject and Participant, as well as for their related extensions Custo-
mArtifact, CustomItemAwareElement and CustomParticipant. The last
two lines of the table provide the number of requirements that were met from all
requirements and how many extensions were needed to obtain the best possible result.
Not fulfilled requirements are marked with “−”, fulfilled requirements with “+”, and
fulfilled requirements by introducing extensions are marked with “O”. The outcome is
that the Collapsed Pool is the most appropriate standard element, fulfilling 13 out
of the 16 points. In the case that no IoT-specific extensions are available, the Col-
lapsed Pool should be picked for representing a Physical Entity. The following
section presents a BPMN standard-compliant extension that introduces a meta-model
sub-class below the class Participant. This extension even allows for meeting all
requirements except the one excluding the definition of message flows.

4.4 Solution Proposal

A solution for meeting all requirements can be achieved through a more fundamental
change in the BPMN meta-model. Based on the results of the previous assessment, we
suggest a new element, PhysicalEntity, meeting all requirements. Therefore we
present both a graphical element that is anchored on the Collapsed Pool concept,

Fig. 3. Participant sub class extension of BPMN standard
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and a machine-readable element that enhances the introduced Participant subclass
without being restricted by the BPMN extension conformance.

Graphical Model. To integrate a separate PhysicalEntity element to the model,
the closest related element, Collapsed Pool, is extended graphically, representing a
Participant without having any process reference in the semantic model. We
suggest using the significant pool shape that should be labeled with the name of the
PhysicalEntity. An icon within the PhysicalEntity’s pool can be displayed
before the lettering to identify its special role. This approach is similar to the one used
in the specification to describe the activity character with the aid of a meaningful
marker. Based on [10] we propose using a cow when selecting a self-explanatory
marker, expressing that the PhysicalEntity represents a real-world entity that can
even be alive. In comparison to the Collapsed Pool, the PhysicalEntity is not
expandable, despite the way how it is realized by some tool implementations.

Figure 4 shows a graphical model containing two process participants in collabo-
ration. As advocated by [9], we label the process pool with the name “IoT Process”,
and it contains flow elements. The Collapsed Pool “chocolate” is of type
PhysicalEntity and cannot be further extended since it is empty. The associations
of the IoT-specific activities contain a direction that show the orientation of the
association of the PhysicalEntity’s state:

Table 2. Entity requirement fulfillments of BPMN elements

No. Text annotation/
custom artifact

Data object/
custom item
aware element

participant/
custom
psarticipant

1 – + – + – +
2 – + – + – +
3 + + – – + +
4 + + + + + +
5 + + + + – –

6 + + – – + +
7 + + + – + +
8 + + + – + +
9 – – – + + +
10 + + – O + +
11 – O + O + +
12 – O – O – O
13 + + + + + +
14 – + + + + +
15 + + + + + +
16 + + + + + +
17 + + + + + +
Fulfilment degree 11/17 16/17 10/17 13/17 14/17 16/17
Extensions 2 3 1
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• From Physical Entity to Sensing Task: measuring of the entity state (“monitor”).
• From Actuation Task to Physical Entity: setting the entity state (“act on”).

While an Actuation Task with an associated Physical Entity acts as information sink, a
Sensing Task acts as information source. Nevertheless, the actual flow of information
originates/terminates not at the entity itself, but at the IoT Device, which justifies the
type of connection between entity and activity as an association, rather than a flow of
information.

Machine-readable Model. Based on the Participant extension discussion, in this
subsection we come up with a solution beyond the BPMN standard to represent the
Physical Entity as Participant in the meta-model. In contrast to the standard-conforming
extension of the former subsection, this solution enables to meet the remaining
requirement of the message flow, so that a Participant of type Physical Entity cannot
directly send or receive messages.

Figure 5 shows the integration of the proposed extension. The shaded diagram
areas represent those concepts that are newly added or changed, while the light areas
belong to the unchanged meta-model. The new abstract class ParticipantCon-
tainer is added and derived from BaseElement. This class is used as a superclass
for specific types of participants. ParticipantContainer contains the two sub-
classes Participant and PhysicalEntity. All attributes and associations of the
old class Participant (c.f. Fig. 3) are attached to ParticipantContainer,
except for the associations processRef, interfaceRef and endPointRef.
These associations are not needed, since the subclass PhysicalEntity never
contains elements and, none of the references. Given that the new class Partici-
pant (c.f. Fig. 5) inherits all properties of its superclass, it is also a sub-class of
InteractionNode, whereby all old properties remain unchanged. In the graphical
model, a Participant can still be represented by both a Collapsed Pool and an Extended
Pool, depending on whether it references a process. A Participant still supports one or

Fig. 4. Graphical process representation of Physical Entity
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more message flows. In contrast to that, the class PhysicalEntity cannot contain
any message flows. This is ensured by not deriving PhysicalEntity from
InteractionNode. The added and changed standard attributes and associations
refer to the definition for PhysicalEntity, Participant, Collaboration
and ParticipantAssociation defined by [11].

Benefits. The extension provides the possibility to uniquely represent the Physical
Entity element in the graphical and machine-readable model. The implementation was
realized as close as possible to the standard without contradicting restrictions. The
relations between the elements IoT Device, IoT Service and Native Service
from [1] can still persist in the implementation. The character and intention of the
Physical Entity element is kept by respecting the individual properties of the process,
data and message flow. This extension proposal leaves open how the resolution of the
process model is realized, but assumes that an automatic resolution approach such as
envisioned by [5] is applied. This approach allows for the dynamic adaption to the
changing availability of Physical Entities and attached devices. As some research
efforts [6, 7], suggest semantic models for the description of some of the IoT-specific
elements like the Physical Entity, we see the creation and integration of a IoT-specific
model to the process modelling notation as a separate problem. Anyhow the problem is
related to the refinement of the Physical Entities’ representation.

5 Related Work

In this section we summarize ideas of related research initiatives to express the IoT
concept Physical Entity in the BPMN process model. Building on this groundwork, we
identify problems: [4] states that the Text Annotation to an activity is the state of the art
approach for expressing a Physical Entity in the process model. To cover the Physical
Entity it is proposed to derive a new sub-class from the ItemAwareElement class,
called PhysicalObject. In order to connect a PhysicalObject to an activity, it

Fig. 5. Non-standard-conform BPMN extension of Physical Entity

The Things of the Internet of Things in BPMN 295



is proposed to introduce a separate association type called PhysicalAssociation
derived from the BaseElement class. This work was examined (above) to see
whether a subclass of ItemAwareElement can meet the postulated requirements for
a Physical Entity element. In comparison with [4, 5] separates the concepts IoT Device
and Physical Entity more clearly. [5] uses the expression “entity” differently and does
not clearly distinguish between the terms IoT Device and Physical Entity as it is
envisioned by [1]. Nevertheless, a process example includes the Physical Entity
“parcel” modeled as a Collapsed Pool, and representing a multi-instance participant. In
this case [5] doesn’t distinguish between the device itself in form of a tag and the
Physical Entity parcel, but abstracts both concepts to the entity parcel. From this
perspective, it seems reasonable that a parcel acquires the ability to communicate. This
approach is, however, less reasonable for models representing IoT Devices [12] as a
maximum of one resource existing in parallel to the Physical Entity element. The
device and the entity are clearly separated concepts with their own semantic
representation. The used devices, as well as the entities, are of central importance to the
business process and cannot be considered in an augmented way.

6 Conclusion and Further Work

The absence of modeling concepts to directly express the things of the Internet as
elements in a business process model is a significant obstacle to successfully resolve
and automatically execute business processes of traditional BPM systems across dis-
tributed and Web-integrated devices. With this paper we have identified and investi-
gated to what extent three different modeling elements of the industry standard BPMN
are suitable to cover the specificities of the concept thing. In order to express the thing
as an own element fulfilling all defined requirements; we introduced and evaluated for
each of the concepts a standard-compliant BPMN extension. For each extension we
presented the CMOF meta-model. As a result of the evaluation we conclude that a
custom Participant of the semantic model visualized as a Collapsed Pool in the diagram
is the closest standard-conform extension to express a thing in a business process.

Our future work will include investigating the significance of using IoT technology
in business processes from a sustainability perspective. For this purpose, we will access
the life cycle of an IoT-aware business process model towards the application of
different wireless communication technologies (e.g. Wifi, Zigbee, Z-Wave, Bluetooth)
building on the IoT Reference Architecture [1].

Acknowledgments. The authors would like to thank Alexandre de Spindler, Carsten
Magerkurth and Jacques Pasquier for the valuable support.

References

1. Carrez, F. et al.: Final architectural reference model for the IoT v3.0. EC FP7 IoT-A
Deliverable 1.5 (2013)

296 S. Meyer et al.



2. Meyer, S., Sperner, K., Magerkurth, C., Pasquier, J.: Towards modeling real-world aware
business processes. In: Proceedings of the Second International Workshop on Web of
Things, p. 8. ACM (2011)

3. Freund, J., Rücker, B., Henninger, T.: Praxishandbuch BPMN. Hanser (2010)
4. Sperner, K., Meyer, S., Magerkurth, C.: Introducing entity-based concepts to business

process modeling. In: Dijkman, R., Hofstetter, J., Koehler, J. (eds.) BPMN 2011. LNBIP,
vol. 95, pp. 166–171. Springer, Heidelberg (2011)

5. Concepts and Solutions for Entity-based Discovery of IoT Resources and Managing their
Dynamic Associations. EC FP7 IoT-A Deliverable 4.3 (2012)

6. De, S., Barnaghi, P., Bauer, M., Meissner, S.: Service modelling for the internet of things.
In: Proceedings of the Federated Conference on IEEE in Computer Science and Information
Systems (FedCSIS) (2011)

7. De, S., Elsaleh, T., Barnaghi, P., Meissner, S.: An internet of things platform for real-world
and digital objects. Scalable Comput. Pract. Experience 13(1), 45–57 (2012)

8. Concepts and Solutions for Entity-based Discovery of IoT Resources and Managing their
Dynamic Associations. EC FP7 IoT-A Deliverable 4.3 (2012)

9. Silver, B.: BPMN Method and Style. Cody-Cassidy Press, Aptos (2009)
10. The things in the internet of things. Poster at the (IoT 2010). Tokyo, Japan, November 2010
11. Business Process Model And Notation (BPMN). OMG Specification. Object Management

Group (2011)
12. Meyer, S., Ruppen, A., Magerkurth, C.: Internet of things-aware process modeling:

integrating IoT devices as business process resources. In: Proceedings of the 25th
International Conference on Advanced Information Systems Engineering, Valencia, Spain
(2013)

The Things of the Internet of Things in BPMN 297



Applying Process Mining to Smart Spaces:
Perspectives and Research Challenges

Francesco Leotta1(B), Massimo Mecella1, and Jan Mendling2

1 Sapienza Università di Roma, Rome, Italy
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Abstract. A software system managing a smart space takes, among
its inputs, models of human behavior; such models are usually difficult
to obtain and to validate. The employment of techniques from business
process modeling and mining may represent a solution to both the prob-
lems, but a set of challenges need to be faced in order to cope with major
differences between human activities and business processes. In this work
we provide insights about these challenges, and propose further research
activities to tackle them.

Keywords: Smart spaces · Process mining · Human habits

1 Introduction

The main goal of a smart space is to employ raw data coming from sensors
deployed into the environment to make decisions about the environment itself [2];
these decisions are then applied through actuators, either virtual or physical,
or proposed to the final user in the form of suggestions or alerts.

The reasoning task is performed according to a set of models representing
environmental dynamics and, noteworthy, user habits and desires [10]. These
models can be either hand-made by experts or automatically extracted (through
learning and mining techniques) from previously acquired sensor logs. In the
latter case, the amount of labeling work in charge of the final user strongly influ-
ences how much applicable a specific technique is in a real setting. From this
point of view, automatic learning techniques can be classified as “supervised”,
“semi-supervised” and “unsupervised”. The latter ones are particularly interest-
ing in a smart space scenario as they (potentially strongly) reduce the burden on
the final users to manually label the dataset fed as input. Semi-supervised learn-
ing is often associated with “active learning” approaches, whereas unsupervised
techniques are the main tools employed for data mining.

If we focus our attention on models of human habits, many attempts have
been made to represent human behavior by means of different kinds of state-
based modeling techniques. Supervised solutions (probabilistic models such as
Hidden Markov Models or deterministic models such as decision trees) are either
c© Springer International Publishing Switzerland 2015
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difficult to read or they require a prohibitively large amount of data to be labeled.
Recently, approaches that model human habits as workflows have been proposed,
thus opening to the possibility of applying process mining [15] techniques to
obtain, in a semi or unsupervised manner, human-readable models that can be
easily validated by end-users. Still, many new challenges have to be addressed.

As noted in [4], despite the growing availability and maturity of process
mining techniques, their applicability in some contexts still faces the problem
of bridging the gap between events given as input and actions composing the
models obtained as output. This problem particularly applies to the challenge
of mining human habits, as here sensor logs contain very fine grained events
whereas mined model should contain actions at a higher level of abstraction.

Moreover, human habits are flexible in their nature. In the vast majority
of cases, humans do not follow a precise workflow while performing their daily
activities; they instead follow a series of best practices that are difficult to be
described using a precise sequence of tasks.

Finally, process mining techniques need a log segmented in traces, which is
not a safe assumption in many application scenarios, including smart spaces.

In this paper we identify a set of research challenges behind the above men-
tioned problems through the analysis of a case study tailored on an established
dataset employed in the smart space community [5].

2 Case Study and Research Challenges

We can abstract a smart space as producing, at runtime, a sensor log containing
raw measurements from available sensors. Given a set S of sensors, a sensor log
is a sequence of measurements of the kind 〈ts, s, v〉 where ts is the timestamp of
the measurement, s ∈ S is the source sensor and v the measured value, which
can be either nominal (categorical) or numeric (quantitative). Measurements can
be produced by a sensor on a periodic base (e.g., temperature) or whenever a
particular event is detected (e.g., a door opening).

Many solutions, especially those based on pattern analysis, expect as input
an event log instead. Given a set E = {e1, . . . , en} of event types, an event log
is a sequence of pairs 〈e, t〉 where e ∈ E and t is an integer, the occurrence time
of the event e. Translating a sensor log into an event log may cause a loss of
information, especially if discretization of sensor measurements is required.

A typical example of employed sensor is represented by PIR – Presence
Infrared – sensors. Usually these sensors are installed on the ceiling following
a grid layout; they trigger upon the detection of an object entering their field of
view and automatically reset after a fixed amount of time. The CASAS project [5]
provides, for example, datasets from different installations and different housing
patterns (e.g., number of persons, presence of pets). All these installations con-
tain such a grid of sensors, thus, in the following, we will refer to this particular
kind of sensors to provide an insight of the research challenges raised by the
application of process mining to the smart space scenario.
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2.1 Bridging the Gap Between Sensor Events and Actions

As stated in [4], there exists a clear gap between the granularity of sensor logs
and that of traces traditionally employed for process mining. In other words,
there is no one-to-one correspondence between sensor measurements and actions
performed by a person. Techniques from the machine learning field can be used to
aggregate sensor measurements in order to recognize actions. These techniques,
originally developed for computer vision applications [13], have been recently
moved to a more generic smart space setting [1]. Noteworthy, in smart space
literature, the terms “action” and “activity” have a completely different mean-
ing [16]: an activity is a coordinated sequence of actions whose goal is performing
a specific daily routine. This distinction influences our approach as well, as we
suggest to split the log transformation step from the process mining one.

Sensor measurements and human actions can be directly related, indirectly
related or completely unrelated to human actions. In the simplest case, especially
when they come from device-attached sensors (e.g., a switch sensor connected
to the oven), it is easy to associate sensor measurements to human actions.
In other cases, sensors that are, in principle, unrelated to human actions, are
instead indirectly influenced by human behavior; as an example, a temperature
sensor is usually only influenced by environmental dynamics, but sometimes it
may report variations due to the human behavior (e.g., a user is having a shower).
In other cases, sensor measurements are completely unrelated to human actions
and should be filtered out. Additionally, in some cases sensor measurements are
not an effect of human behavior, but act instead as control variables (reflecting
some kind of environmental phenomenon) influencing the behavior of the user.

In real usage scenarios, sensor and event logs are affected by a certain degree
of uncertainty. Sensors have indeed their own technical limitations as they
are prone to breakdowns, disconnections from the system and environmental
noise (e.g., electromagnetic noise). As a consequence, measured values can be
out of date, incomplete, imprecise, and contradictory to each other. Techniques
for cleaning sensor data do exist, but uncertainty of sensor data may still lead
to wrong conclusions about the current context.

Referring to our case study, PIR sensors are indirectly influenced by human
behavior. In order to (probabilistically) infer human actions from them, it is
necessary to first define which devices are installed in correspondence of each
one. This association is of the type n-to-n; on the one extreme, a PIR sensor
may cover multiple actions (e.g., interacting with both the fridge and the oven),
thus limiting the expressiveness of models if only PIR sensors are available; on
the other extreme, a single action (e.g., cooking) may cover several PIR sensors.

Another way of looking at this scenario is to think in terms of human action
patterns with respect to PIR sensor triggering, e.g., the following ones:

– Static: only one PIR sensor triggers while a human is performing an action.
As an example, when the user is chopping vegetables, the only interested
sensor will be the one in correspondence of the kitchen table.

– Interleaved: multiple sensors trigger while the user is performing an action.
In the CASAS dataset for example, while the user is sleeping, two PIR sensors
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interleave, namely the ones over the two sides of the bed. The same pattern
applies to higher level actions (e.g., cooking, cleaning the house).

– Movement: a set of PIR sensors quickly trigger in sequence because the user
is moving from one place of the house to another to perform different actions.

These considerations make it necessary to preprocess a sensor log containing PIR
sensor measurements by filtering certain sensor measurements and aggregating
other ones. Methods to do that should take into account (i) the position of the
sensor, (ii) the set of devices which potentially relates to the sensor, and (iii) the
amount of time that elapses from a sensor measurement to another one. As an
example, while a user is moving we will see a quick sequence of sensor triggering
one close to the other, all these sensors will probably belong to movement areas
of the house (e.g., a corridor); such a sequence should be filtered out. As another
example, the interleaving between the two sensors over the bed should be easily
aggregated as they have a single device in common (i.e., the bed).

2.2 Improving on Process Mining and Modeling Techniques

A basic question for the application of process mining techniques to human habits
is whether human behavior is structured enough to be described using a process
model. If the answer to this question is affirmative, the obtained model will prob-
ably resemble a “spaghetti” process [15]. Approaches to deal with unstructured
processes do exist for both imperative and declarative modeling formalisms.

Declarative modeling formalisms, e.g., DECLARE [12], are usually based on
temporal logics; even though different graphical representations are available to
describe them, reading a declarative model is not a trivial task, requiring the
knowledge of the logic language behind symbols. Additionally, as should be clear
from the definitions of sensor and event logs, time is a first-class property of a
measurement, but the notion of time in declarative formalisms is qualitative and
not quantitative. Nevertheless, attempts to support a quantitative notion of time
are available [17], and temporal logics have been applied to smart spaces [11].

Another typical approach to deal with unstructured processes is fuzzy min-
ing [9]; it borrows concepts from the world of maps and cartography and apply
them to zoom in and out on a process model highlighting the importance of
certain tasks and connection between tasks just like they were points and paths
on a map. It is worth to note how the implicit uncertainty coming from the
transformation that turns sensor measurements into tasks should be taken into
account. As an example, let us consider the derived actions resulting from the
filtering and aggregation as described in Sect. 2.1, as task instances and apply a
declarative miner [7,8] to the resulting dataset. Assume now that a constraint
between two PIR sensors M001 and M002 has been discovered imposing that the
former only triggers if the latter has previously triggered. If we say that M001
triggers because of the user interacting with either the device D001 or the device
D002, this results in a branching condition. In that case we should take into
account the fact that this is the result of a probabilistic decision. From this
point of view, techniques like fuzzy mining appear to be particularly suitable in
the smart space scenario as, by definition, they support uncertainty.
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2.3 Automatic Log Segmentation

A common prerequisite of process mining techniques is to have a trace log explic-
itly segmented in traces (process instances). This assumption is usually not met
by sensor logs as labeling is generally an expensive task to be performed by
humans. This problem can be translated into a precise question: what is a habit?
Is that a specific routine (e.g., cleaning the kitchen) or is it more generally what
happens in a specific time frame of the day (e.g., between 8:00 am and 9:00 am).

On the one hand, choosing the second solution makes it easier to segment the
log as we cannot assume that a user will not perform different routines at the
same time and there is no way, from the log solely, to identify such a situation.
On the other hand, according to what criteria should we choose the time ranges?
The trivial solution of segmenting the day in fixed length stints of time fails if
something anomalous happens (e.g., holidays). Possible solutions are:

– Associating specific combinations of sensor measurements to the beginning
and to the end of a time range. E.g., the morning habit starts whenever a
movement sensor different than the ones mounted over the bed triggers and
ends whenever the movement sensor in correspondence of the exit door triggers
and no other movement sensor triggers for a certain amount of time.

– Active learning. In order to let the system learn his habits, the user explicitly
signals to the system the beginning and the end of a specific habit.

However, time is not the only dimension to take into account for segmentation.
Differently from the common process mining scenario, usually sensor logs do not
contain any information about which user/s caused a certain sensor to trigger or
to provide a specific measurement. Thus, mining habits in a multi-user scenario
is significantly harder especially with respect to the transformation task intro-
duced in Sect. 2.1. Our use case, based on PIRs, is particularly challenging from
this point of view as, even though multiple users can be identified by the spa-
tial distance between PIRs triggering close in time, when trajectories intersect,
tracking techniques [14] must be employed to keep following users.

3 Concluding Remarks

Learning human habits is a hot topic in the pervasive computing community.
Such models can be employed to assist humans during activities of daily liv-
ing or for energy saving strategies. Many works faced this challenge proposing
techniques from machine learning and data mining. Nonetheless, the proposed
approaches produces unreadable models or require an excessive labeling effort.

As shown in [3], using process modeling techniques (workflows in particu-
lar) for human habits represents a promising approach to solve the readability.
Other approaches instead use techniques from the data mining area to extract
subsequences of symbols that represents different activity templates [6].
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Process mining could offer the best of two worlds but three research challenges
need to be faced, namely (i) the gap between sensor logs and tasks employed
in process mining, (ii) designing process modeling and mining techniques fitting
the variability of human habits, and (iii) the problem of segmentation of logs.
In this paper we briefly discussed them, by providing examples based on the
PIR-based CASAS dataset, in order to stimulate further research in the field.
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Abstract. Due to the high density of ocean traffic and the influence of marine
weather on the route planning of vessels, as well as berth allocation in harbors, it
is important to be able to predict arrival times as precise as possible. This paper
shows the influence of marine weather on ship speed by analyzing publicly
available ship traffic and weather data from different sources. A linear regression
model is created to explain recorded ship speed in terms of certain ship prop-
erties and marine weather. The model has an adjusted R2 value of 83.98% with a
significant correlation of many weather related data such as wind direction
(0.211), significant wave height (0.195), peak wave period (0.133), as well as
ship-related data including ship type, dead weight tonnage, and gross register
tonnage. Given the variables in the model the speed of the ship could be esti-
mated fairly well. These variables along with other factors are tested regarding
their usefulness for the prediction of arrival times.

Keywords: Cargo ship speed � Marine vessel speed prediction � Marine
weather effects � Predicting arrival times

1 Introduction

In 2012 about 9,2 billion tons of goods destined for seaborne trade were loaded in ports
worldwide. With a steady growth rate, maritime transport has more than doubled since
1980 and can be considered as one of the most important transport modes in today’s
global economy. Between 2012 and 2013 the number of seagoing merchant vessels of
100 GT (gross tonnage) and above grew by 6% to a total of 1,628,783 [1]. With this
ever increasing number of ships and freight capacity the market is highly competitive
and declining freight rates reduce earnings, requiring operators to increase efficiency
and to cut costs.

One significant factor for shipping operators is costs caused by vessel delays. This
paper aims to determine factors that allow for a better prediction of ship arrival times
and therefore enable involved parties in the shipping process to better deal with
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possible delays. However, it is not only shipping operators but also other businesses
holding a stake in ships being on time. In today’s logistics where companies usually
source from multiple suppliers and production gets ever more time critical it is
advantageous to have accurate estimates on the arrival of goods allowing adjusting
production and procurement accordingly. By enhancing process management with
further information, businesses will be able to increase performance and optimize their
processes.

Reasons for cargo vessels not arriving on time are numerous. A classification found
in marine delay insurances divide them into shore side incidents and ship related
incidents [2, 3]. The former include dock worker strikes, fire, lawful closures, and
physical obstructions while the latter comprise crew strikes, collisions, strandings, crew
illness, quarantine, and piracy. Another factor affecting vessel speed and therefore
arrival time often mentioned is the weather along the shipping route [4], which includes
precipitation, water levels, wave height, swell, wind speed and direction and a number
of other factors.

Even though all of these can be causes for serious delays, most of them are either
hard to predict or not publicly available and therefore not suitable factors for arrival
prediction models. For the scope of this research external factors were limited to the
effect of marine weather conditions on cargo ship speed.

The main purpose of this research is to identify internal (ship related, e.g. ship type
and size, year of build) and external (non-ship related, e.g. weather, waves) variables
that affect ship speed. The aim is to create a model with these variables explaining the
actual recorded speed of a given ship. It shall be shown which variables and to which
extent are useful to this model. To identify the importance of influencing variables a
multiple linear regression model is used.

Figure 1 shows the conceptual framework of this research work. Ship data is
acquired from two different sources and saved in log files. Parallel to the ship data,
weather data is also acquired from the weather source and saved in log files. After-
wards, the log files are combined to get a full log of ship data enhanced with weather
data. This data is the basis for analysis via a multiple linear regression and on the
predictability of arrival times.

This framework does not represent a monitoring or management system on its own.
This work aims to investigate the effects of specific factors on the speed and arrival
times of vessels. The findings are ought to be incorporated into models that deal with
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Fig. 1. Conceptual framework
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the prediction of delays of vessels that support business process management systems
in the fields of berth allocation and ship operating.

The remainder of this paper is structured as follows: Section 2 describes the data
acquisition and preparation process for both the ship and weather data. Section 3
outlines the correlations between variables and the multiple linear regression is
explained in Sect. 4. Section 5 provides a closer look into the arrival deviation at the
port of Rotterdam. It is followed by Sect. 6 where related work is mentioned. Finally,
Sect. 7 concludes the paper.

2 Data

The data used within this research originates from two different sources. Ship move-
ment data is broadcasted by marine vessels worldwide via the Automatic Identification
System (AIS) and made available by AIS service providers on the Internet. Weather
data required for the model is made available by the Environmental Research Divi-
sion’s Data Access Program (ERDDAP). Both datasets are then combined and used to
create the prediction model.

2.1 Vessel Data

As there is no ready-to-use ship movement dataset available free of charge, it is
necessary to aggregate this data with specialized scripts.

For the vessel data it was decided to follow two different approaches with two
different data sources, namely marinetraffic.com and vesselfinder.com. This approach
enables us to try out different ways of data collection and provides us, in case one
approach turns out to be a dead end, with data to work with from the other data source.

Based on the data provided by vesselfinder.com an area around the harbor of
Rotterdam with a * 200 mile radius is selected where all vessels sailing through are
recorded at a 15 min interval. While there were millions of data points recorded over
the course of four weeks, they are not used for further analysis as it proved too difficult
to filter and link them with accurate weather data.

Parallel to the vesselfinder data acquisition, data is also collected from marine-
traffic, in which all vessels sailing to Rotterdam are recorded worldwide. This method
provides several advantages over the other approach including longer observation
periods for each ship, obstacle free tracking and more information provided by the
website (e.g. estimated arrival time, vessel status).

The following list describes the data we retrieved from both approaches whereas the
source is indicated in brackets after the variables. “m” indicates data retrieved from
marinetraffic, “v” data from vesselfinder: timestamps (m, v) of the query and currentness
of data, International Marine Organization Number IMO (m), Maritime Mobile Service
Identity MMSI (m,v), name (m), call-sign (m), flag (m), ship type (m,v), gross weight
and deadweight tonnage (m), length and width (m), built (m), status (m), area (m),
latitude and longitude (m,v), activity (m), speed (m,v), course (m,v), draught (m),
estimated time of arrival (m), wind speed (m), wind direction as classification (m), wind
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direction in degrees (m), air temperature in °C (m), departure time at previous port (m),
name of previous port (m) and the destination (m).

Not all variables are used in the final prediction model as they are not all con-
tributing to the intended purpose. The finally used variables for the prediction model
are described below.

2.2 Weather Data

As our data sources for AIS data do not provide any marine weather information, but
wind information only, it is required to get marine weather information.

The marine weather information is provided by ERDDAP which allows down-
loading marine weather information based on time, latitude, longitude and selected
variables as gridded data, which means that it contains the selected variables for a
chosen area in a 0.5 degree grid.

The weather information is based on the third-generation wind-wave model
WAVEWATCH III developed by the Marine Modeling and Analysis Branch (MMAB)
of the Environmental Modeling Center (EMC) of the National Centers for Environ-
mental Protection (NCEP). The third-generation model differs from its predecessors in
major points, for instance physical approaches [5].

We do not investigate different possible routes from a vessels origin to a specific
destination based on historic ship and current marine weather data as the acquired
dataset only includes the current positions of the vessels.

Marine weather information that is available and part of our model includes the
peak wave direction in degrees, peak wave period in seconds, significant wave height
in meters, swell peak wave direction in degrees, swell peak wave period in seconds,
swell significant wave height in meters, wind peak wave direction in degrees, wind
peak wave period in seconds and wind significant wave height in meters.

The significant wave height is defined as the average height (trough to crest) of the
highest one-third of the waves [6]. The wave period in seconds describes the time
between two peaks of a wave at the same point in space. The direction indicates where
a wave is coming from.

The different weather information is related to the types of existing waves. Wind
waves are generated through wind blowing over large area (called fetch). By contrast,
swells are also called surface gravity waves and are caused not by local but distant
weather systems.

2.3 Data Preparation

Data preparation is necessary to join ship and weather data. The latitude and longitude
of the ships and the weather data is indicated in degrees, but the weather data is
provided in a 0.5 degree grid. In order to being able to match both datasets, the ship
positions must be adjusted and rounded to next integer or half of an integer. Fur-
thermore, the longitude of the weather data is not indicated in the range ± 180, but 0 to
359 degrees. Hence, the longitude of the ship position must be added to 180. The
adjusted position data is then used to join both datasets.
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2.4 Data Recorded in Numbers

The data collection phase is divided into two periods. From 14th December 2014 until
23rd December 2014 we collected 55,776 ship positions. The second collection period
lasted from 2nd January 2015 till 12th January 2015 and involved 68.395 observations.
Hence, in total 124,170 observations. It must be noted that this number refers to the
already cleaned dataset as the AIS data might not be updated with every data query,
e.g. the ship is not within the range of an AIS receiver. Therefore, duplicate entries
have been removed from the dataset.

As the work focuses on vessel highways located in Europe, weather data was only
downloaded for that area (02N25W to 72N35E) for both vessel data acquisition periods
which resulted in total 3,170,387 observations. The ship observations are then
enhanced with marine weather data and result in a new dataset with 54,554 entries. The
deviation of the two datasets is caused by the area where weather information is
downloaded.

The focus is on the analysis of cargo ships and tankers sailing long distances over
the ocean, other special ship types, e.g. “Tug” or “Dredger” not showing the typical
behavior of ocean ships are removed from the dataset.

Sailing vessels show the activity “Underway using Engine”. For the analysis of the
ship speed all other observations with not-sailing activities of the ships, e.g. “Stopped”
or “At Anchor” were removed from the dataset to avoid distorting the evaluations. The
recorded data also includes inland water, e.g. “Kiel Canal”, “Elbe River” or “Europe,
Inland”, and inter-port traffic through canals, e.g. Rotterdam to Antwerp. These ships
are not exposed to equal environmental conditions as ocean ships, e.g. wave height and
currents, and therefore as well removed from the dataset.

3 Correlations

As discussed in the previous section, the dataset was cleaned and irrelevant observa-
tions removed from the data. Thereafter, a meaningful analysis can be applied on the
dataset. The aim is to identify properties that affect the speed of the vessel. Generally,
properties are divided into vessel-related and weather-related properties. Correlation
tests are used to find out which weather conditions and vessel properties impact the
speed of the ocean ships. For the weather related analysis 11 variables as shown in
Table 3 were collected.

The absolute wind direction given in degrees (0-360°) was adjusted by each ship’s
sailing course resulting in a new variable that shows the relative wind direction app-
winddir ranging from full head winds to full tail winds, but does not indicate port or
starboard side. The following method is used to calculate the new variable:

AppWindDir ¼ 360� jShipCrs �WindDirj; if jShipCrs �WindDirj[ 180
jShipCrs�WindDirj; otherwise

�

The results of our correlation tests are shown in Table 1. The highest correlation is
identified between wind direction (degrees) and speed of the vessel. Also the significant
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wave height and the swell significant wave height show quite a moderate correlation to
the speed of the vessel (18%-19%). Wind speed has just a low negative correlation with
about -8%. The higher the wind speed, the slower the vessel. Peak wave direction and
swell peak wave direction do not correlate with the speed of the vessel. The low
P-value in most of the results can be explained by the high number of observations
(23,810).

4 Multiple Linear Regression

The previous section deals with the correlation of weather data on the ship data. This
section focuses on applying multiple linear regressions [7] on the data in order to find
out if speed of the vessel can be described by corresponding variables. The multiple
linear regression consists of two parts, the dependent variable (regressand) and the
independent variable (regressor). While the regressand represents the effect of the
formula, regressors are input variables that constitute the causes that lead to the effect.
In our context, the speed of the ship (effect) has to be predicted by corresponding
variables (causes). A variable selection technique lets the algorithm decide which
attribute is considered as relevant and which is omitted. Observations with missing
values have to be removed, because this technique cannot deal with them.

In our context, not only the weather data is taken into account but also some other
attributes that are related to the ships and to the current location of the vessels:
deadweight tonnage, gross, built and area. For multiple linear regression analysis, this
paper focuses on specific areas on the oceans. These areas have several characteristics
in common: Vessels are travelling in a straight line, are not encumbered by other
vessels and can get top-speed in these areas. Hence, these areas are named as “vessel
highways” and separated based on longitude/latitude specifications. The three vessel
highways are: The English Channel, the west coast of Portugal in the Atlantic Ocean
and the area between Sicily and Africa in the Mediterranean Sea. After the data
filtering, 1,305 observations remained which we used for our analysis (Table 2).

Seven variables were removed from the model after applying the variable selection
(see Table 3) via a stepwise regression. All other variables shown in Table 3 were
considered as important from the selection algorithm.

Table 1. Correlation results

Variable Correlation P-Value

winddirdeg (wind direction, degrees) 0.2113996 \2:2 � 10�16

windspd (wind speed) -0.08453314 \2:2 � 10�16

wdir (peak wave direction, degrees) 0.0513367 2:22 � 10�15

tper (peak wave period, seconds) 0.1325658 \2:2 � 10�16

thgt (significant wave height, meters) 0.1947815 \2:2 � 10�16

sdir (swell peak wave direction, degrees) -0.00387547 0.5629
sper (swell peak wave period, seconds) 0.1088287 \2:2 � 10�16
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As a result 86.71 % of the speed values can be explained via corresponding
variables. However, these results have to be considered with some caution since var-
iable selection is a dubious method against overfitting. Variable selection is highly
discussed in the literature. On the one hand, theory tends to decline this approach while
on the other hand it is frequently used in practice. The fact is, that it does not cover all
issues with overfitting and even can come with several new problems [8]. An evidence
for legitimating the dubiety of this method could be the fact that although variables shgt
(swell significant wave height) and thgt (significant wave height) correlate more
with the speed of the vessel than variables wper (wind peak wave period) and tper

Table 2. Linear regression models

Initial model Results
shiptype, crs, windspd, thgt, whgt, tdir,
wdir, sdir, shgt, area, activity, tper, sper,
wper, dwt, built, gross, relwinddir

R2: 87.76%
Adjusted R2: 84.94%
P-Value:\2:2 � 10�16

Final model Results
shiptype, windspd, whgt, area, activity,
tper, wper, dwt, built, gross, relwinddir

R2: 86.71%
Adjusted R2: 83.98%
P-Value:\2:2 � 10�16

Table 3. Eliminated/Important variables

Variable Description Eliminated
variable

Important
variable

wdir wind peak wave direction, degrees X
crs course of the ship, degrees X
shgt swell significant wave height,

meters
X

tdir peak wave direction, degrees X
thgt significant wave height, meters X
sdir swell peak wave direction, degrees X
sper swell peak wave period, seconds X
shiptype type of the vessel (cargo, tanker) X
windspd windspeed X
whgt wind significant wave height,

meters
X

activity activity of the vessel X
tper peak wave period, seconds X
wper wind peak wave period, seconds X
dwt deadweight Tonnage X
built year the ship was built X
gross gross register tonnage X
area area in which the ship is located X
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(peak wave period) they were removed from the model. What is more, for some
variables it is easier to explain effects and correlations with the speed of the vessel than
for others. Variable built for example, doesn’t say anything about maintenance and
modifications of a ship. A 10 year old ship could basically be as fast as a 2 year old
ship. However, the algorithm decided to consider this variable as important.

5 Arrival Deviation - Harbor of Rotterdam

In order to give the findings of the prior sections a practical value, they are tested for
their applicability for predicting the arrival of vessels at their destination. The harbor of
Rotterdam is chosen as destination of interest, as the collected data contains infor-
mation about vessels heading to this harbor.

At first the dataset for arrival deviation analysis is prepared. Then the influence of
the destination within the harbor is investigated. After that the findings are adapted to
be applicable for testing their correlations with the arrival deviation.

5.1 Dataset for Analyses

For the purpose of investigating the arrival deviations, data about each shipping is
needed. Additionally to the variables of the prior sections, the variables ATA, ATA_-
moored, ETA_12hours and delay have to be derived.

The actual time of arrival (ATA) is not directly available in the dataset. At the
harbor of Rotterdam the ETA has to refer to the Maas Center buoy (5200.9’N,
00348.8’E) which is positioned in front of the harbors’ main entrance from the ocean
[9]. The point in time the vessel passes that point is considered as ATA.

The second actual time of arrival refers to the point in time when the vessel finished
the mooring operation at the berth (ATA_moored).

The derived variable ETA_12hours contains the ETA that the vessel was com-
municating approximately 12 h before ATA. The decision of using this 12 hour dif-
ference was made, because the maritime weather data near the harbor will be used to
investigate its effects on the arrival deviation. The time period 12 to 24 h prior to arrival
also has a high impact on the vessel management at the harbor [10].

The delay is the difference between ATA and ETA_12hours in hours. Negative
values indicate that the vessel was arriving earlier than expected.

The dataset made for analysis of the arrival deviation consists of one record for
each observed shipping. These records contain the derived variables mentioned above
and ship related variables necessary for analyses. Additionally each record contains
weather related information which is averaged throughout the time period between ATA
and ETA_12hours, in order to observe the influence on the arrival deviation near the
harbor.

This dataset is cleaned by the following criteria. Only records with a delay ranging
from -12 h to +12 h are kept in the dataset. Other delays are not considered as being
realistic or considered as errors in the collected data. Furthermore if one of the derived
variables is not computable for a record, the whole record is left out. The reasons for
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that could be incomplete or erroneous information in the collected data or shipping that
do not follow the required behavior for this analysis.

5.2 Destination Within the Harbor

As the harbor of Rotterdam consists of many terminals and extends over a wide area it
is assumable that the destination of a vessel within the harbor is influencing the vessels
behavior. For investigation the area of the harbor is geographically divided into three
sectors. Sector 1 is nearest to and sector 3 is farthest away from the ocean entrance to
the harbor.

The first assumption is that the further the destination terminal is away from the
ocean, the more time it takes from the arrival at the harbor entrance to being moored at
the final position. This assumption is approved as the first column of Table 4 shows.
The time consumed is continuously increasing along with the distance from the ocean
entrance.

The second assumption is that the distance of the destination terminal from the
ocean is influencing the delay of the vessel at the harbor entrance. This assumption is
partly approved. On the one hand the second column in Table 4 shows that there is no
significant difference between sector 1 and sector 2. On the other hand sector 3 shows a
significantly lower average delay than the other sections. It can be said that vessels
that are heading to terminals in sector 3 tend to be on time as their average delay is
close to zero.

5.3 Applicability of Findings

In this section the findings of the previous sections are proved regarding their appli-
cability on a prediction of delay. In order to do that the related variables are prepared in
a suitable form and then their correlation with the delay is tested.

At first the variables that are found to be useful for predicting the vessels speed are
tested. The variables windspd, relwinddir, whgt, tper and wper are averaged over the
12 h timeframe prior to arrival at the harbor and added to the data records. The
variables shiptype, dwt, built and gross are not changing over time during one shipping,
so they can be added as static values to the data records. The activity and the area are
not considered in this test, as they are used to separate the individual shipping from
each other and therefore not giving differences between them. The results of the tests
can be seen in Table 5. As a result of these tests, the variables that could be useful for
such prediction are only the ones that relate to weather, namely the peak wave period,

Table 4. Delay by sector

from ATA to ATA_moored average delay

Sector 1 137 min 141 min
Sector 2 154 min 154 min
Sector 3 196 min 20 min
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the wind peak wave period and the wind significant wave height. These results
emphasize the assumption that the weather conditions mainly influence the delay.

Secondly the findings about the destination terminal within the harbor are tested. To
this extent, the ship movements are classified according to the section they are heading
to. The result is a correlation coefficient of -0.221585715593 with a p-value of
0.00368431138331. It can be assumed that the destination terminal within the harbor is
of importance to the prediction of delay. Future research will investigate how to better
define the individual sectors and what could be the reason for the differences.

5.4 Limitations

There are some limitations regarding the results of the arrival deviation analysis. Due to
a very short time frame for data collection, the number of usable movements is quite
small. Combining these movements with available weather data, the number of useful
and complete records decreases even further. It would be of interest to have more data
available for analysis and also to be able to investigate seasonal effects on the delay.
Another limitation of the analysis is that they rely on the assumption that the delay is
caused in the 12 h timeframe prior to the arrival. For a more precise analysis it would
be necessary to know how much of the delay has already occurred prior to the
investigated time frame. The decision of only collecting data of vessels heading to
Rotterdam turned out to have the downside of not knowing about the complete traffic at
the harbor. This made the analysis regarding the traffic not feasible with this dataset,
although this could be of interest regarding a prediction of delay. It is in the plans to
circumvent such limitation in future research.

6 Related Work

There are researches that mainly focus on the methods of berth allocation planning.
[11] is dealing with robust berth scheduling and [12] is dealing with dynamic
approaches for container handling at the berth. Our work is focusing on making the
arrival times of vessels predictable which would be contributing to a more dynamic
berth allocation planning. [13] provides approaches for the extraction of vessel routes
and anomaly detection in movement patterns for decision support systems. On the other
hand [14] is investigating the impacts of tides on seaside operations in container ports.
Both are focusing on specific factors that influence the arrival times. Our work is
investigating in particular the impacts of weather conditions on the arrival times. [10]

Table 5 Correlations between variables and delay

Variable Correlation P-Value

tper -0.271860309754 0.0218218460564
wper -0.27024008102 0.0226520841171
whgt -0.229939767856 0.0537246472085
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follows a similar approach to our work. A machine learning approach is applied using
ship and weather related data for the prediction of arrival times. A main difference is
that our work is using publicly available data whereas [10] is using data reported
directly by the harbors of Antwerp and Cagliari.

7 Conclusions

There is data publicly available that can be used for estimating ship speed and arrival
time. This data includes ship related and non-ship related information. A first challenge
was to collect the data from different sources. Then they had to be combined and
cleaned resulting in one common data store. After that the data store was used for
making predictions on the ship speed at a certain point in time using multiple linear
regression. It turned out that weather related data has a strong influence on the ship
speed, but also some ship related variables are of importance. Regarding the prediction
of arrival times this work can only give suggestions on input variables that could be
used for a prediction model, because of the mentioned limitations. What is found to
have a significant influence on the arrival time are weather related variables and the
geographically location of the destination terminal.

This work serves as a basis for further researches on the prediction of arrival times
of ships. We only had the possibility to investigate the effects of certain factors. The
influence of the ongoing traffic in the harbor or in front of it is still an open question.
The data could also be collected over a longer period of time to investigate seasonal
effects. In the end the findings of this work along with other factors could be applied in
a prediction model for estimating delays.
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Abstract. Recently, batch activities have been introduced to improve the
execution of business processes by collectively performing batch activities
that belong to different process instances. Using traditional techniques to
monitor processes with batch activities leads to inadequate representation
of process instances, since monitoring is unaware of batch activities. This
paper introduces an approach to monitor batch activities, which also takes
into account exceptions in batch clusters at different levels of abstraction.
The concepts and techniques introduced are evaluated by a prototypical
implementation using real-world event data from the logistics domain.

1 Introduction

Many organizations in business and administration represent their working pro-
cedures as business processes to improve them and to monitor their execution [1].
Recently, batch activities [2] and batch regions [3] have been proposed to col-
lectively execute activities of different process instances. While methods and
techniques for monitoring individual business processes have been proposed,
these are inadequate to monitor batch activities. This paper introduces novel
concepts and techniques for monitoring batch activities, which also take into
account exceptions. The approach is evaluated by a prototypical implementa-
tion using real-world event data from the logistics domain.

A batch region [3] of a process model consists of activities that are exe-
cuted collectively as a batch. We find batch activities in many domains, includ-
ing health care (many blood samples are analyzed in a batch) and logistics
(containers in a vessel are transported together). Since processes are performed
non-automatically in these environments, process monitoring uses events that
occur while the process is being executed. Events include the arrival of a vessel
in a harbor with certain containers or the completion of a blood sample analysis
in a hospital.

If traditional techniques for process monitoring were used in these settings, the
number of monitoring events would be overwhelming. Using information about
batch regions, the number of events to monitor can significantly be reduced. Fur-
thermore, monitoring approaches need to expose the occurrence of irregular

The research leading to these results has received funding from the European Union’s
Seventh Framework Program (FP7/2007–2013) under grant agreement 318275 (GET
Service).
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behaviour, such as exceptions. Therefore, we also provide a classification of dif-
ferent types of exceptions of business processes, involving individual process
instances and all process instances in a batch, respectively.

The remainder of this paper is organized as follows: First, the need for batch
monitoring is illustrated by a motivating example in Sect. 2. Then, a conceptual
approach of batch monitoring is introduced in Sect. 3. In Sect. 4, the prototypical
implementation is explained. In Sect. 5, we use the batch monitoring approach
for the motivating example. Finally, Sect. 6 concludes this paper.

2 Motivating Example and Requirements

To exemplify the approach, we introduce a real world use case inspired by the
GET Service project1, which is funded by the Seventh Framework Program of
the European Union. GET Service aims at supporting efficient transportation
planning to reduce both transportation times and empty miles, leading to a
reduction of CO2 emission.

Fig. 1. Process from logistics domain. Events from various sources are related to mon-
itoring points (begin event of activity denoted as ‘b’, end event denoted as ‘e’).

The respective process model is shown in Fig. 1; it consists of six sequential
activities: At first, the transport planner schedules a container for transport
(activity 1). The container is later picked up at the warehouse and transported
to the port by truck (2), where the container is loaded on a sea vessel (3). The
container is then shipped to another port (4), where it is unloaded (5). Finally,
the container is transported to the customer by another truck (6).

As a sea vessel transports multiple containers at a time, activities (3), (4)
and (5) form a batch region. Each container is represented by a process instance,
whereas a sea vessel is represented by a batch cluster containing all process
instances of the containers on the sea vessel. To facilitate process monitoring,
we assign monitoring points to each activity, defining its begin and its end event.
The set of monitoring points for the given use case is limited to the corresponding
real-world events provided by port community systems (1) (3) (5), transport
companies (2), (6) and shipping companies (4), resp.
1 http://getservice-project.eu.

http://getservice-project.eu
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In the use case, three exceptions may occur:

– Container misses sea vessel : A container arrives with excessive delay at the
port of origin and cannot be transported on the sea vessel for which it was
scheduled.

– Sea vessel is late: The calculated arrival of the ship is after the planned arrival.
– Container has been damaged : During the unloading of the containers, customs

notice that the container is unsealed and therefore needs further inspection.

From our scenario, we can identify two main requirements for batch monitoring:

R1. In the traditional process monitoring approach, events indicate informa-
tion about single process instances. In our use case, each container transport
would represent one process instance and events about each container would be
monitored individually. However, as soon as the container is loaded onto the
sea vessel, it would be sufficient to be updated about the progress of the vessel,
instead of the progress of the hundreds of containers on the vessel. To enable
monitoring of the vessel as a batch cluster containing several process instances,
the events arriving for each container must be aggregated. To enable monitoring
of a batch cluster, we therefore need a batch aggregation strategy for the events
on the process instance level.

R2. Exceptions occurring in batch regions need to be handled differently than
exceptions during normal process executions. For example, the exception “Ship
is late” would normally result in one exception for each container on the ship.
In batch monitoring, it would be sufficient, to mark the sea vessel as having
an exception. On the other hand, the exception “Container has been damaged”
detected for a container should not result in an exception of the whole vessel,
but only in an exception for the affected container. Thus, a handling for different
batch exceptions has to be examined.

3 Batch Monitoring Approach

In this section, an approach for batch monitoring is introduced. Processes are
monitored using technical representations of real world happenings, so called
events. Each event has an event type that defines its structure [4]. A monitoring
point is a binding of an event type to an activity of a process model. Monitoring
points are used to measure the progress of process instances based on events [5].

A batch region is a coherent part of a process model with a single entry, in
which several process instances with similar characteristics are executed together
as batch clusters. The assignment of an instance to a cluster is defined by the
grouping characteristic of the batch region [3]. Exceptions indicate an erroneous
execution of a process instance. Several exception types on different levels of a
process can be distinguished [6].

Based on this preliminary work, the novel approach for batch monitoring is
described, covering requirements R1 and R2 from Sect. 2. To allow monitoring
of batch clusters (R1), we introduce two batch aggregation strategies for process
instance events:
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– Complete Event Set Strategy : Only if events for all process instances of a batch
cluster have been observed, the cluster progress will be recognized. This is a
cautious approach that needs additional exception handling in case of missing
events.

– Single Event Strategy : The first event connected to one process instance within
a batch cluster determines the cluster progress. We here assume that the
correct execution of one instance directly implies the correct execution of the
whole cluster. For our implementation, we chose this approach.

As far as batch exceptions (R2) are concerned, those have to be differentiated in
exceptions outside of a batch region, which would be normal process exceptions
and exceptions within a batch region. Moreover, we consider the following two
levels for exceptions in a batch region:

– Batch-level Exceptions: If the exception affects the whole batch cluster, namely
all contained process instances, it is an exception on batch level.

– Instance-level Exceptions: If the exception affects only one process instance,
this instance is then in exception and cannot be further executed together
with the remaining, correct process instances in the batch cluster. It is there-
fore removed from the cluster and has to be handled separately. This is an
exception on instance level.

4 Batch Monitoring Tool

In this section, we present the prototypical implementation of the batch moni-
toring approach. An overview of the system architecture is presented in Fig. 2.
It contains three main components. The ProcessConfiguration is accessed by the
Frontend to create the monitoring points and batch regions as part of a process
model. Monitoring includes the monitoring of process instances, batch clusters
(as described in R1 of Sect. 2) and exceptions (as described in R2) using moni-
toring points and batch regions specified in the Frontend. It communicates with
the Event Processing Platform (UNICORN2) introduced in [7] that consumes
events provided by process engines executing the process model. Information
about process instances and batch clusters are propagated to the Frontend. The
Frontend offers an intuitive visualization of the progress of process instances
as well as batch clusters and visualizes occurring exceptions using the informa-
tion propagated from the Monitoring. The visualization is limited to sequential
processes as the one introduced in Sect. 2. However, the monitoring concept is
applicable to all well-formed process models.

The tool is implemented in Java 7, using the Apache Wicket Framework for
the frontend. For process import of BPMN-alike signavio.xml-files, we use the
libraries jBPT3 and promniCAT4. The ability of this tool for batch and exception

2 http://bpt.hpi.uni-potsdam.de/UNICORN.
3 https://code.google.com/p/jbpt/.
4 https://code.google.com/p/promnicat/.

http://bpt.hpi.uni-potsdam.de/UNICORN
https://code.google.com/p/jbpt/
https://code.google.com/p/promnicat/
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Fig. 2. System architecture of batch monitoring tool

monitoring is demonstrated with an example in Sect. 5 as well as in a screencast
of the tool5, where historic real world data is used to simulate occuring events.

5 Example Use Case

Figure 3 provides a screenshot of the batch monitoring tool, showing an example
execution of the scenario described in Sect. 2. Each table row refers to a batch
cluster or a process instance. The current activity is indicated by the column in
which it is located, i.e. it moves to the right during execution. A circle denotes
that the activity is in execution, a green tick marks the completion of the activity.
Instances of a cluster are visible only when the cluster is selected (see Fig. 4).

When a freight transport company schedules a container for transport, it
also arranges the sea vessel to export its container. On this basis, we identify
process instances of the same batch cluster by taking the scheduled sea vessel as
the grouping characteristic of the batch region. In Fig. 3, the transport planning
for Container 12 is ongoing. Container 10 and Container 11 that have arrived
at the port are expected to be grouped in the same batch cluster. The status of
a sea vessel progresses as soon as one container of the cluster is updated (follows
R1 from Sect. 2).

The three exception types described in Sect. 3 cover the exceptions in our
use case (follows R2).

– Container misses sea vessel : The corresponding process instance must be
removed from the batch cluster for which it was planned. In our example,
this applies to the process instance regarding Container 3.

– Sea vessel is not moving : The whole batch cluster Sea vessel 4 containing five
process instances is affected as shown in Fig. 4. The exception is triggered by
an event of the type ShipNotMoving bound to the activity ship container by
vessel.

– Container has been damaged : The process instance regarding Container 2 is
removed from its batch cluster and remains at the port.

5 https://owncloud.hpi.de/public.php?service=files&t=f02387692aaa880428905d
30e3f9ab89.

https://owncloud.hpi.de/public.php?service=files&t=f02387692aaa880428905d30e3f9ab89
https://owncloud.hpi.de/public.php?service=files&t=f02387692aaa880428905d30e3f9ab89
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Fig. 3. Visualization of process instances and batch clusters. Containers are represented
by process instances, whereas a sea vessel is represented by a batch of all containers
on that sea vessel.

The example shows how the batch monitoring concept allows monitoring of
single containers, but also of sea vessels containing several containers and their
exceptions.

Fig. 4. Details of batch cluster Sea vessel 4 with five process instances. Its exception
has been triggered by an event of type ShipDelay.

6 Conclusion and Future Work

In this paper, we have presented an approach with the corresponding imple-
mentation which enables the monitoring of batch executions, including their
exceptional behaviour. The progress monitoring is driven by monitoring points
triggered by events; a direct interaction with our tool to handle exceptions is
not in its scope.
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As of now, a BPMN process model is loaded into the monitoring tool and
then complemented with monitoring points and batch regions afterwards. Future
work includes the support of annotations in XML files for BPMN process models
as mentioned in [8].

The batch concept presented in [9] includes the application of threshold rules
and Event-Condition-Action (ECA) rules. They are currently not considered in
our concept and we intend to integrate them to enable the detection of exceptions
such as the exceeding of batch clusters.

Since the concept of the monitoring tool is loosely based on workflow excep-
tion patterns [6], research in how these patterns are supported in batches is
required.
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Abstract. EA initiatives are usually spanning the entire enterprise on high
level. While, a typical development organization (could be a business unit
within a larger enterprise) often has detailed models describing their product, the
enterprise architecture on the business unit level is handled in an ad hoc or
detached way. However, research shows that there is a tight link between the
product architecture and its developing organization. In this paper we have
studied an organization within Ericsson, which focuses on the development of
large software and hardware products. We have applied the hidden structure
method, which is based on the Design Structure Matrix approach, to analyze of
organizational transformations. The to-be scenarios are possible alternatives in
trying to become more agile and lean. Our analysis shows that one scenario
likely increases the complexity of developing the product, while the other two
suggestions are both promising to-be scenarios.

Keywords: Enterprise architecture � Organizational transformation � Design
structure matrix � Hidden structure

1 Introduction

In Enterprise Architecture (EA) business aspects, software applications, data, and
infrastructure are modeled together in a structured way in order to manage the enter-
prise and make well-informed decisions. In a company where the main business is to
develop complex hardware (HW) and software (SW) products the discipline of EA is
mainly used to handle the overall commonly used office IT and the processes it
supports, more rarely does EA include the development of the customer products.
Furthermore, the business units in charge of the development are usually good at
modeling the system under development, their product, in a formal way. However,
these two approaches rarely meet formally.

Generally speaking, while the product architecture is handled in a formal way and
relations between its elements are specified and controlled in a systematic way, the
organizational part is not considered to be a part of the architecture and the system as
whole. This makes the analysis of the impact between product and organization a very
tedious task. In the context of a business unit with strong HW and SW product focus,
we propose to consider the organizational part as a legitimated system that has to be
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described, specified, and analyzed in a systematic way in the same manner as the
product.

The focus of this paper is to analyze the hidden dependencies in the organization
under transformation. We have not explicitly modeled the product and its relation to the
organization structure in this paper, but the blueprint of the product architecture is
implicitly presented and inherited in the structure of the original organization. For
analyzing the hidden relations between organizational elements we have applied
an evolution of Design Structure Matrices (DSMs) called “Hidden Structure” [1, 2], a
methodology mainly used for analysis of product-related artifacts. We have created a
number of to-be scenarios, which are containing mappings of new process proposals on
our organizational units. The aim with this transformation is to become more agile and
lean, but it is also necessary that this potential organizational architecture is imple-
mented without increasing communication dependencies between different teams.
The visualization of the architecture that the hidden structure method provides,
including dependency maps, makes it a valuable tool used for identifying impacts
on the architecture. Our results show that one of the to-be scenarios dramatically
increase the complexity, while the two other are neither increasing nor (remarkably)
decreasing the complexity when transforming into a more agile and lean organization.

The paper unfolds as follows: Sect. 2 presents related work and Sect. 3 the hidden
structure method. In Sect. 4 our case is described together with its results and a discussion.
Future work is outlined in chapter Sect. 5. And finally, Sect. 6 concludes the paper.

2 Related Work

Product architectures have been given a lot of attention throughout the years, both in
academia and in practice. Today there are numerous initiatives aiming to guide and aid
the design and evolution of product architectures. For instance, in software architecture
[3] state “… software architecture has matured to encompass a broad set of notations,
tools, and analysis techniques. Whereas initially the research area interpreted software
practice, it now offers concrete guidance for complex software design and develop-
ment.” However, there is less focus on the organizational aspects of SW development
when it comes to treating the organization as a complex system that needs to be
modeled and analyzed to the same extent.

The focus on products is also the case in the community of Design Structure
Matrices (DSMs), e.g. [4, 5]. Baldwin et al. [1] developed a method to visualize the
hidden structure of software architectures (one example of a product architecture) based
on DSMs and classic coupling measures. This method has been tested on numerous
software products, such as Linux, Mozilla, Apache, and GnuCash. In one study by
MacCormack et al. [6] an early version of this hidden structure method was employed
to show the relation between the product architecture and its development organization.

For some time now enterprise architecture models have been used in order to model
complex systems including organizations, processes and supporting IT [7–9]. Although
modeling has been the main focus of EA initiatives, running analyses on these models
is getting more and more attention. Different approaches have been suggested [e.g. 10]
and numerous of analyses have been proposed (for instance [11–14]).
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Recently the field of enterprise architecture started to test the hidden structure
method with the aim to visualize and measure complex systems. In [15] the hidden
structure method was used on a Biopharmaceutical case to reveal the hidden depen-
dencies in its enterprise architecture incl. business groups, software applications, dat-
abases, schemas etc. Data from this case was then used to show that the cost of
changing applications with many indirect dependencies (metrics derived using the
DSM based hidden structure method) was more expensive than applications with few
[16]. In [17] the authors employed the hidden structure method on application portfolio
data from a Telecommunication case.

In this paper we aim to make use of the success of combining DSMs, hidden
structure, and EA.

3 The Hidden Structure Method

The method we use for representing architectures is based on and extends the classic
notion of coupling. Specifically, after identifying the coupling (dependencies) between
the architecture elements, we analyze the architecture in terms of hierarchical ordering
and cyclic groups and classify elements in terms of their position in the resulting
network (this method is described in [1]).

In a Design Structure Matrix (DSM), each diagonal cell represents an element
(node), and the off-diagonal cells record the dependencies between the elements (links):
If element i depends on element j, a mark is placed in the row of i and the column of j.
The content of the matrix does not depend on the ordering of the rows and columns, but
different orderings can reveal (or obscure) the underlying structure. Specifically, the
elements in the DSM can be arranged in a way that reflects hierarchy, and, if this is
done, dependencies that remain above the main diagonal will indicate the presence of
cyclic interdependencies (A depends on B, and B depends on A). The rearranged DSM
can thus reveal significant facts about the underlying structure of the architecture that
cannot be inferred from standard measures of coupling. In the following subsections, a
method that makes this “hidden structure” visible is presented.

3.1 Identify the Direct Dependencies and Compute the Visibility Matrix

The architecture of any complex system can be represented as a directed graph
composed of N elements (nodes) and directed dependencies (links) between them. This
directed graph can be represented as a DSM. If the DSM is raised to successive
powers, the result will show the direct and indirect dependencies that exist for suc-
cessive path lengths. Summing these matrices yields the visibility matrix V (or VSM),
the far right matrix in Fig. 1, which denotes the dependencies that exist for all possible
path lengths. The values in the visibility matrix are constrained to be binary, capturing
only whether a dependency exists and not the number of possible paths that the
dependency can take [1]. The matrix for n = 0 (i.e., a path length of zero) is included
when calculating the visibility matrix, implying that a change to an element will always
affect itself.
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Several measures are constructed based on the VSM. First, for each element i in the
architecture, the following are defined:

• VFIi (Visibility Fan-In) is the number of elements that directly or indirectly depend
on i. This is found by summing entries in the ith column of V.

• VFOi (Visibility Fan-Out) is the number of elements that i directly or indirectly
depends on. This is found by summing entries in the ith row of V.

In Fig. 1, element A has VFI equal to 1, meaning that no other elements depend on it,
and VFO equal to 6, meaning that it depends on all other elements in the architecture.
To measure visibility at the system level, Propagation Cost (PC) is defined as
the density of the VSM. Intuitively, propagation cost equals the fraction of the archi-
tecture that may be affected when a change is made to a randomly selected element.

3.2 Identify and Rank Cyclic Groups

The next step is to find the cyclic groups in the architecture. By definition, each element
within a cyclic group depends directly or indirectly on every other member of the
group. First, the elements are sorted, first by VFI descending then by VFO ascending.
Next one proceeds through the sorted list to find different cyclic groups. These groups
are referred to as the “cores” of the system. The largest cyclic group is defined as the
“Core”. Once the Core is identified, the other components in the architecture can be
classified into groups, as follows:

• “Core” elements are members of the largest cyclic group and have the same VFI
and VFO, denoted by VFIC and VFOC, respectively.

• “Control” elements have VFI < VFIC and VFO ≥ VFOC.
• “Shared” elements have VFI ≥ VFIC and VFO < VFOC.
• “Periphery” elements have VFI < VFIC and VFO < VFOC.

Using the above classification scheme, a reorganized DSM can be constructed that
reveals the “hidden structure” of the architecture by placing elements in the order
Shared, Core, Periphery, and Control down the main diagonal of the DSM, and then
sorting within each group by VFI descending then VFO ascending (cf. Figure 3 for an
example of a hidden structure sorted DSM).

Fig. 1. A directed graph with the corresponding DSM and VSM.
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The method for classifying architectures into different types is discussed in empirical
work by Baldwin et al. [1]. Specifically, the authors find a large percentage of the
architectures they analyzed contained a large cyclic group of components that was
dominant in two senses: (i) it was large relative to the number of elements in the system,
and (ii) it was substantially larger than any other cyclic group. This architectural type is
classified as “core-periphery.” Where architectures have multiple cyclic groups of
similar size, the architecture is referred to as “Multi-Core”. Finally, if the Core is small,
relative to the system as a whole, the architecture is referred to as “Hierarchical”.

4 Case

In this paper we describe; (1) the application of the DSM method in order to reveal the
hidden organizational structure of an enterprise architecture, and (2) how the method
was used as pilot for a what-if analysis transforming the organization in a large project,
developing both HW and SW.

4.1 Motivation

SW and HW design has in the past years seen a transition from waterfall based design
approaches towards agile and lean. The main driving force for this transformation is to
increase time-to-market of SW and HW features by breakdowns of smaller tasks and by
utilization of small cross-functional teams. This transition is quite successful for
organizations involving a limited number of designers in total, i.e. with less than 100
people, split up into cross-functional teams with less than 10 team members. However,
scaling up these design approaches towards several thousand of designers working for
developing large SW/HW products is still a challenge and not fully understood and
solved, neither in academia nor in industry (what we are aware of).

Performing such a transition in one big organizational change is therefore a con-
siderable business risk due to the lack of understanding. A step-by-step approach is
therefore less risky. However, even with a step-by-step approach there are major risks
that need to be considered. It would be of great help if it would be possible to analyze
the impact different changes have in each step, in order to understand the consequences.

Given the assumption that an agile and lean project organization will decrease lead-
time and increase efficiency at the end of the transition, intermediate steps must not add
unnecessary complexity. This is important since the organization must be able to
maintain and deliver its SW features and HW deliveries to the customers during the
transition period. It is therefore not always about an explicit boost of productivity during
a transition step, but also about not destroying the already achieved improvements.

Our case takes place at Ericsson, a large telecom infrastructure provider. We focus
on one part of Ericsson, which is basically an enterprise in itself divided into seven
organizations (here called A–G). These organizations contain up to eight sub-units
each, numbered in sequential order. Customers were also included as the last part of the
development chain, the last step out of the development units, i.e. as one sub-unit for
each organization The organizations and sub-units are the artifacts/components used in
our DSM analysis.
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The content of the DSM is realized from use-cases starting with a customer offer
and ending with the SW and/or HW being delivered to the customers. Every use-case
is modelled as a flow of events through the organizations. Typical examples of ele-
ments within our organizations are units or sub-units for product management, early
phases investigations (EP), product development (PD), product integration (CI),
product and system verification (SV), release management (RM), product packaging
(PP), etc.

The DSM was created by analyzing the dependencies and deliveries between the
above-mentioned organizations developing the HW and SW. The details of the DSM
are not revealed in this paper. Figure 2 shows the DSM together with some high level,
schematic outline of the flows used. The example flows are shown to outline the input
data for the DSM. The flows are the result of a separate activity within Ericsson to
visualize what is called the football field of the organization, i.e. a few pages of
explanation of how the organization is working with product development. Thus, the
flows are not only revealing the organizational architecture, but also the way of han-
dling the product artefacts in this architecture, i.e. the (SW & HW) elements of the
products and their development. For simplicity only the major flows are used, e.g.
infrequent feedback loops are not considered. For a better understanding we here
provide an example for such a flow. The DSM is created from a number of “send
operations” between two organizations or sub-units. Let’s assume two sub-units “A”
and “B”. “A” sends (e.g. an order, SW, HW) to “B”, in a flow picture indicated by an
arrow from “A” to “B”. In the DSM this is modeled as “B” is dependent (on order, on
delivery, etc.) on “A”. Ericsson realizes SW and HW for multi-standard (e.g. GSM,
LTE, WCDMA) networks. An example flow could be that sub-unit Product Line for
multi-standard (PL-MS) offers a feature to a customer running a multi-standard net-
work and checks for commercial interest: (DSM operation: Customer dependent on
feature offer from PL, Customer => PL-MS). PL-MS orders a consequence impact
study from e.g. GSM RAN Product Development Organizations Early Phases (EP)
sub-unit, doing such studies (DSM: GSM RAN EP => PL-MS); Next steps are: PL-MS
orders feature from e.g. GSM RAN Product Development Program (GSM RAN
PD => PL-MS); GSM RAN PD sub-unit sends HW and/or SW with updates to
Continuous Integration (CI) sub-unit within GSM RAN (GSM RAN CI => GSM RAN
PD). GSM RAN CI sends HW and/or SW with updates to Continuous Integration sub-
units in PDU WCDMA RAN (WCDMA RAN CI => GSM RAN CI) and PDU LTE
RAN (LTE RAN CI => GSM RAN CI). Then the SW/HW with the feature is sent to
the Product packaging (PP) sub-units within all three RAN PDU’s and from there to
each PDUs Release Management (RM) sub-unit, which next provides the SW/HW in a
release together with other features to the multi-standard customer(s). In the DSM, each
of those “send operations” is modeled as explained further above and indicated as an
arrow in Fig. 2 below.

4.2 Results

Based on the original DSM (see Fig. 2) we derived our VSM, which we used in order
to sort the DSM revealing its hidden structure, see Fig. 3.
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From the hidden structure method sorting we can see that the architecture is a
core-periphery architecture (or more precise a core-control architecture). We have no
elements in the DSM being labeled Shared, and only two units in the Periphery. We
have one large Core containing 19 of the total 55 elements. These core units have
outgoing dependencies to all other core elements (VFO = 19) and have in-flowing
dependencies from 53 units (i.e. the Core and the Control elements, VFI = 53).

Fig. 2. From high-level process models to DSM.

Rearranged DSM

Core

Periphery

Control

Fig. 3. The organizational architecture DSM, sorted according to the hidden structure method
explained in Sect. 3.
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The Propagation Cost (PC) of the VSM is calculated to 47 %, meaning that a new
request or a change in the product development might need to be communicated through
47 % of the units in the organization. From this analysis, it cannot be derived if 47 % is a
good or bad number. However the PC can be used in order to compare different alter-
natives for changing the organizational architecture. This is further explored in our to-be
analysis, e.g. an increase of the PC after a change will reveal increased complexity in the
product development. If the PC is neither increasing or decreasing after an organizational
change, then it can be concluded that the change did not add additional complexity, e.g. if
the organizational change was done to have more parallel development between agile
teams and the PC is not increased, then the change may have fulfilled its purpose without
increasing the number of dependencies between the different organizational units, i.e. the
“complexity” in the interworking is constant before and after the change, which is a
positive outcome of the change despite that the PC stayed constant.

4.3 To-Be Analysis

The next step in our organizational architecture analysis was to test the consequence of
different changes to the architecture and its elements. All changes shall result in a
possibility to implement a transformation from product specific architecture elements to
cross-functional elements. The main driving force behind this is the move towards
becoming more agile and lean, from now on called “Agilean”. Teams (our DSM
elements) should be able to pull orders/features from a prioritized list and to take full end-
to-end responsibility for such a feature without negotiation between product domains
about the allocation of skilled people in a specific domain (which is the case today). The
domain specific fan-in and fan-out dependencies are in such a transformation equal for all
resulting units, i.e. all such architecture elements would form a cyclic group in the DSM.

We analyzed three possible to-be scenario alternatives: (1) Agilean transformation
within existing organizations, with the target to remove dependencies within an
organization and maximize parallel work. (2) Agilean transformation on the front-end
side of our organizational architecture, with the target to maximize parallel work inside
the core. (3) Agilean transformation on the back-end side of our organizational
architecture with the target to utilize the fact that some units have the same outgoing
dependencies and maximize parallel work.

The organizational transformation in Scenario 1 resulted in one gigantic core (see
top-left DSM of Fig. 4), where the propagation cost increased from 47 % to 76 %, thus
a scenario in which nearly everything is dependent on everything.

Scenario 2 resulted in a core-control architecture (cf. top-right DSM of Fig. 4)
similar to the original DSM in terms of PC, core size, and categorization. Finally,
Scenario 3 (see bottom DSM in Fig. 4) that also is a core-control architecture similar to
the original. Here propagation cost decreased slightly to 43 %.

4.4 Discussion of the To-Be Analysis Results

An agile and lean transformation that is focusing only on the internal “root” organi-
zational level (Scenario 1), disregarding fan-in and fan-out dependencies has resulted in
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a big increase of propagation cost and a “gigantic” core, covering 76 % of all archi-
tecture elements. An explanation for this is that the transformation was driven to
maximize the possibility to use any sub-unit for any type of product changes. This is
very helpful for the “pull-principle” in agilean development, i.e. that each sub-unit can
pull and execute “orders/deliveries” from arrival to delivery, thus there is no longer an
internal dependency between sub-units on the cost of an increase in the number of
dependencies to/from external sub-units. This low focus on external dependencies
caused the PC to double. Two other approaches were then tested; (i) the transformation
of the front-end side (optimizing within the core, Scenario (2), and (ii) the transfor-
mation of the back-end side (optimizing specifically selected sub-units, Scenario (3).
The transformation of Scenario 2 resulted in the same PC as the as-is scenario, while
Scenario 3 resulted in a slightly decreased PC. Indicating that the two groups (front-end
and back-end) are rather separated in their fan-in and fan-out structure, only a few new
dependencies are created during the agilean transformations. In Scenario 2, the PC

Fig. 4. Sorted DSMs for the three to-be scenarios; top-left Scenario 1, top-right Scenario 2,
bottom Scenario 3.
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stayed constant. This can be explained by the fact that the selection of sub-units where
the transformation was applied was done in a way that those sub-units already before
the transformation had large dependencies between each other and very similar
dependencies towards/from external sub-units. The decreased PC in Scenario 3 can be
explained by the fact that the agilean transformation within the selected-sub-units
decreased the number of dependencies between the sub-units. This decrease (over-)
compensate the increased number of external dependencies. The remaining question is,
whether there is a fundamental other difference between Scenario 2 and Scenario 3 that
would lead to a decision in choosing between them.

When looking on the number of people working the two big groups, we see that
the back-end group is a factor of 20–30 larger than the total number of people working
in the core. Therefore an agilean transformation of the back-end side has potentially
bigger positive scaling impact than the front-end side transformation. As the number
of people in the front-end is so much smaller, the examined re-structuring of the core
into a structure with very few dependencies inside the core is really feasible and the
PC for Scenario 2 is not higher than the PC before the transformation. This means that
we can create a large number of cross-functional teams (back-end) that can work
almost end-to-end (excluding competence in core) in an agile and lean company
environment.

5 Future Work

In this paper we used a rather high-level process model to gather the organizational
dependencies. In our model all dependencies are only binary; this will result in a worst-
case analysis and not a weighted or probable one. To make the DSM analysis more
precise the dependencies between the elements could be weighted.

Our current focus will be extended beyond organizational aspects and include other
artifacts in the development system. The intention is to extend the analysis to the whole
production architecture, where the organization is only one part. The major components
of the production architecture are; Organization, Processes, Development artifacts
(tools, production related code, information, and machines). In this work Enterprise
Architecture methods for modeling and analysis will play an important role.

Our long-term approach is to map the dependencies between product and pro-
duction architecture; and to find a set of methodologies that can model these as one
interrelated system. The product and the organization should not be considered as
independent entities, but as a complex system with many levels of components and
relations that are affecting and forming each other. The hidden relations and depen-
dencies between product and organizational parts are vital to understand and analyze in
order to foresee the true impact of a change on both, i.e. the two faces of the system are
not independent of each other.

Other complementary analytical methods in addition to the hidden structure anal-
ysis using DSMs are needed to cover the multifaceted nature of the system. These
connected models are intended to be used in the same systematic manner as product
architecture models are used today, e.g. to drive the improvements and needed evo-
lution of the production architecture.
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6 Conclusions

In this paper we have used the Design Structure Matrix (DSM) based hidden structure
method in order to investigation organizational transformation scenarios at Ericsson. In
our case this turned out to be an appropriate approach for revealing the unknown
dependencies in a complex system of organizational units communicating with each
other to develop hardware and software products. We were able to identify impacts on
the current as-is architecture and to (re)organize this architecture for three different to-
be cases. The results of our to-be analyses show that the organizational transformation
must take into account the hidden dependencies that are in part a reflection of the
product architecture structures. However, for a more detailed and possibly more
accurate analysis, we need to evolve the methodology further by using a less binary
approach to dependency schemes. Completing the model with other artifacts such as
development tools and related processes will require additional modeling and analysis
techniques.
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Abstract. Formal modeling rules can be used to ensure that an enter-
prise architecture is correct. Despite their apparent utility and despite
mature tool support, formal modelling rules are rarely, if ever, used in
practice in enterprise architecture in industry. In this paper we propose
a rule authoring method that we believe aligns with actual modelling
practice, at least as witnessed in enterprise architecture projects at the
Swedish Defence Materiel Administration. The proposed method follows
the business rules approach: the rules are specified in a (controlled) nat-
ural language which makes them accessible to all stakeholders and easy to
modify as the meta-model matures and evolves over time. The method
was put to test during 2014 in two large scale enterprise architecture
projects, and we report on the experiences from that. To the best of
our knowledge, this is the first time extensive formal modelling rules for
enterprise architecture has been tested in industry and reported in the
literature.

Keywords: Enterprise architecture · Data quality · Meta-model · Sem-
antics · Business rules · Case study

1 Introduction

An enterprise architecture (EA) model is composed of symbols (boxes, arrows,
words, etc.) that combine to make claims about the business being modelled.
How the symbols combine to express meaningful statements is given by the
model’s semantics. Part of the semantics is typically governed by an explicit
meta-model ; ideally, the rest is governed by informal or tacit agreement across
modellers and model users.

As long as the model semantics is thus fully determined, explicitly or infor-
mally, it can, at least in part, be captured by formal (and thus executable) mod-
elling rules1, e.g. in OCL2 [8,13,14], forming an extended meta-model which can in
turn be used to automatically verify that the model complies with the semantics.
1 Sometimes referred to as “compliance rules”.
2 Object Constraint Language.
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But what if part of the semantics are not even implicit but thoroughly unde-
termined? In a typical modelling scenario, with multiple modellers and stake-
holders modifying and interacting with the model over a span of time, the risk
is then that semantic underdetermination leads to model inconsistencies that
go undiscovered by automatic compliance checking, since that which is undeter-
mined cannot be formalized into compliance rules.

Fortunately, the very process of formulating executable rules lends itself to
weeding out vagueness: Since a rule, to be executable, must be expressed in
precise concepts, formulating the rule entails specifying those concepts that are
yet not precise.

To secure the participation and involvement of a broad range of stakeholders
in the rule formulation process, and thus ultimately to ensure the quality of the
extended meta-model thus produced, it helps if the rules, in addition to being
formal, are expressed in a language that resembles natural language.

So, resting upon the assumptions that (1) it is useful to continually submit
an EA model to validation against semantic rules, (2) the process of expressing
formal rules has the effect of forcing semantic specification, bringing value by
precluding model vagueness, and (3) natural language rules improve quality by
involving a wider range of stakeholders in the formulation of the semantics,
we propose a method for automatic model validation and continual semantic
specification based on semantic rules expressed in a controlled natural language.

We report the results from applying this method within two EA projects at
the Swedish Defence Materiel Administration (FMV) in the main section of this
paper (Sect. 5). But first, in Sect. 2, we describe the background that lead us to
formulate a set of hypotheses about the role of modelling rules in EA projects—
listed in Sect. 3—which in turn lead to the formulation of the method—described
in Sect. 4. The case study Sect. 5 evaluates the method in terms of the hypotheses,
and the verdict is summarized in Conclusions (Sect. 6).

Related Work. The need for enterprise architecture to be correct has been
pointed out repeatedly and formal modelling rules have been proposed as a suit-
able means to enforce correctness [1,4,6,8,10,13,14]. Indeed, several commercial
EA-modelling tools allow the user to specify formal modelling rules in OCL;
the modelling environment will then warn the user whenever data is entered
that violates a rule. To the best of our knowledge, however, no extensive use of
formal modelling rules in a large scale industrial EA project has been reported
previously in the literature.

The meta-modelling method described in the present paper can be seen as
domain specific modelling [9], a modelling methodology used in software engi-
neering. In domain specific modelling, the meta-model is tailored to suit a narrow
problem domain, e.g. a particular product line or a particular software project.
The narrow problem domain allows stronger, more effective modelling rules com-
pared to the rather weak modelling rules that come with general purpose software
modelling languages such as UML. Typically, the modelling rules are expressed in
OCL or other similarly low-level constraint language inaccessible to stakeholders
outside IT.
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The rule authoring method described in the present paper, by contrast,
follows the business rules approach [5]. In particular, the rules are captured in a
(controlled) natural language which is subsequently transformed into executable
code. In typical business rules applications, the rules capture operational guide-
lines such as regulatory compliance rules rather than, as in our case, modelling
rules for a domain specific modeling language. Moreover, the executable code
(that the rules compile to) is typically decision logic (e.g. in a workflow system)
rather than database integrity constraints.

Richer, extended EA meta-models are considered in [7], which extends Archi-
Mate, an enterprise architecture modelling language, with inference rules that
derive numerical data attributes in an element from other attributes in the same
or related elements. The inference rules reflect empirically established correla-
tions (“laws of causation”) rather than an informal intuitive semantics.

The natural language compiler used in the case study is described in [3].

2 Background

During 2013, FOI3 was called in to lend support to the EA modelling project
SK TS 4 at the Swedish Defence Materiel Administration (FMV). The SK TS
architecture describes, at a high level of abstraction, the dependency relation-
ships between technical systems5, and how the development, production, use and
retirement of the systems is planned over time.

Our task was to design a set of consistency rules and implement them as
queries into the EA tool6 used to host the model. The queries were to be run
on a regular basis to uncover inconsistencies in the models, and thus to eschew
manual “proof reading” that was becoming intractable as the model was growing
in size and complexity.

We discovered at an early stage that having access to the model, attendant
meta-model and other documentation was insufficient as specification for the
rules to be designed; trying to design rules raised a multitude of questions of
interpretation, which we directed at the architecture modelling team. Our second
discovery was that these questions often did not have ready answers, but gave
rise to discussions that fed into the modelling process itself. We also found that
it took a few rounds of execution and redesign of the rule queries for them to
mature. Finally, we found that implementing the rules directly as queries into the
EA modelling tool offered poor overview over the rule set, and that keeping an
informal catalogue of rules as a companion to the queries posed its own problems
of synchronization.

3 Swedish Defence Research Agency.
4 Systemkarta tekniska system, Swedish for “system map (over) technical systems”.
5 The term “technical system” can be loosely defined as a category of equipment
of non-trivial complexity, encompassing aircraft as well as munitions, but not e.g.
clothing.

6 MooD Business Architect 2010.
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These realizations lead to a redefinition of our task, from delivering a bundle
of rules, implemented as queries, to handing over a framework for continuous
rule development, management and execution. Having expressed the rules in the
technical syntax most expedient to the task of implementation, we now turned
to a controlled natural language to make the rule design process accessible to
all stakeholders. The new approach—detailed in the next section—was applied
to the continuation of the SK TS project, as well as to a different EA modelling
project, called FM UFS, at FMV.

3 Hypotheses

Based on the SK TS experience during 2013, we formulated a number of hypothe-
ses about the possible role of executable semantic rules in EA modelling:

H1 EA models contain many errors that are missed despite extensive manual
auditing, but which can be captured automatically through the execution of
formal rules.

H2 EA meta-models contain many poorly defined concepts; the activity of
designing and executing formal semantic rules uncovers vagueness, impre-
cision and ambiguity.

H3 EA modelling tends to require project-specific semantics, even when based
on well-established architecture frameworks.

H4 EA model semantics need to evolve with the modelling process.
H5 A natural language format for the rules boosts the semantic specification

process by stimulating broader participation in rule development.

The rationale behind that last hypothesis (H5) is that if the model semantics
need to be developed continually and specifically for the project, and if—as
H2 suggests—this semantic development is to be catalysed by the development
and execution of semantic rules, then the design and execution of rules is of
concern to a broad range of stakeholders, including non-technical ones. Such
broad participation should be facilitated by being able to directly execute natural
language formulations of rules.

4 Proposed Method: Rule Authoring as Continual
Modelling Support

The method we propose can be described as a business rules approach to EA
modelling, where one works simultaneously and iteratively with the architecture
modelling process to produce a rule book that encodes project specific semantics
in SBVR7 [12], a controlled natural language. The rule book is continually put
to use in validating the architecture model as new rules are formulated, catching
semantic errors early in the modelling process. Meanwhile, the very process of
creating the rule book extends the range of testable semantics, further shoring
up the modelling process.
7 Semantics of Business Vocabulary and Rules.
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4.1 Executable Natural Language Rules in SBVR

An SBVR model consists of a vocabulary and a set of rules expressed in terms of
the vocabulary. The vocabulary is made up of nouns (see Fig. 1), naming entities
in the architecture model, and verbs (see Fig. 2), naming relationships between
the entities.

Fig. 1. Some noun concepts in the SK TS SBVR model, including (optional) informal
definitions as well as formal definitions (“Definition (primitive)”) in tuple calculus,
mapping the nouns to corresponding elements in the database.

The naming of entities and relationships serves the semantic function of
appealing to human intuition about what states of affairs in the real world the
terms refer to. To provide semantic information to a machine, however, we need
to specify in what patterns the entities and relationships can appear in the
architecture model. This is done by the rule part of the SBVR model.

The rules are statements in the controlled natural language of SBVR, com-
posed of the nouns and verbs of the vocabulary, bound together by generic
operators, such as and, or, not, it is necessary that, to specify allowable patterns
in the EA model. As an example, take the last rule in Fig. 3 (r115), “It is nec-
essary that a system1 that is part of a system2 that has a use phase2, have a
use phase1”. It uses the nouns system and use phase (with indices to identify
distinct variables of the same class) and the verbs system1 is part of system2
and system has life-cycle phase, connected into a meaningful statement by the
modal operator It is necessary that, the existential quantifier a and the specify-
ing operator that. The rule disallows the pattern where a sub-system lacks a use
phase while its super-system has one.
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Fig. 2. Some verb concepts in the SK TS SBVR model, including (optional) informal
definitions as well as formal definitions (“Definition (primitive)”) in tuple calculus,
mapping the verbs to corresponding elements in the database. Attributes shown here
only for a subset of the verbs.

Since the rules follow the controlled grammar of SBVR, they are machine-
readable and can be “executed”, in the sense of generating reports of rule vio-
lations committed by the architecture model. Figure 4 shows an example of a
violations report produced by executing a rule.

The execution of rules over the architecture model is made possible by com-
piling them into SQL code that queries the architecture model—that is, the
database representation of it in the particular EA modelling tool used—for vio-
lations against the rules. To enable such compilation, the nouns and verbs in
the SBVR vocabulary must be formally mapped onto entities and relationships
of the model, as represented in the database. In our current implementation,
the mappings are encoded in Codd’s tuple calculus [2] (as can be seen in Figs. 1
and 2), and the compilation is performed by a modified version [3] of the natural
language question-answering engine C-Phrase [11].

4.2 Process

The semantic rules should be developed in parallel with the meta-model, as an
integral part of the meta-model development itself, with the participation of as
broad a range of stakeholders as possible: enterprise architects, problem owners,
domain experts, database technicians, etc. As long as the meta-model has not
been set in stone, the rule book should equally be considered a living document.
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Fig. 3. Some rules in the SK TS SBVR model.

Fig. 4. Violations report produced when executing the rule “It is necessary that a
system that is in a use phase be used by some combat unit.”. Results shown here are
from a public demo release of SK TS, not the actual SK TS model, which is confidential.

The process we propose can be roughly summarized in the following steps, to be
repeated indefinitely:

1. Express intended model semantics as rules (either by adding new rules or
modifying existing ones). If questions are raised as to what is meant by some
of the terms, engage in a discussion, agree upon a meaning, and let the rules
reflect the agreement.

2. Execute rules to generate violation reports.
3. Examine the violation reports and figure out to what extent they indicate

errors in the model, errors in the meta-model (the rules), or temporary and
tolerable incongruence between them.

4. Act accordingly, that is, correct the model, modify the rules, or tolerate.
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5 Case Study: Two EA Projects at FMV

In this section, we evaluate the method just proposed, in terms of the hypotheses
that underpin it (as listed in Sect. 3), in the context of two EA modelling projects
at FMV.

Throughout 2014 the method was applied to a continuation of the SK TS
project and to FM UFS8, another EA modelling project at FMV. FM UFS
describes the capabilities, current and targeted, of military units at different
levels of aggregation, what types of tasks the units are expected to perform, and
the relationships between capabilities and tasks. Both cases differ somewhat from
the ideal application scenario in that the rule development process was initiated
well into the EA modelling process.

5.1 Executing Rules to Find Errors (H1)

Executing the rule book for SK TS produced a list of several thousand violations—
despite the extensive manual validation and verification that had already been
performed on the model. Most of the rule violations trace back to errors in the
various data sources that feed the SK TS model, and to inconsistencies between
the data sources. As an example, the rule “It is forbidden that a system that
specialises an abstract system has an object-group1 that generalises the object-
group2 of the abstract system” identifies cases where the object group hierarchy
(imported from one particular data source) and the system hierarchy (imported
from another data source) run in different directions of abstraction. More than
10 % of all systems in SK TS violate this particular rule; one instance is the
system Grävmaskin hjul (“Wheeled excavator”), of object group L151 and with
the specialisation GM HB 19T (“Wheeled excavator 19T”), of object group L15,
which is a more general group than L151.

Executing rules also uncovered more trivial inconsistencies in SK TS. For
instance, the rule “The start date of a life cycle phase must precede its end date”
identifies several life cycle phases with inconsistent start- and end dates.

In addition to uncovering inconsistencies, executing the SK TS rule book
also uncovered incompleteness in the model. The rule “Every system in use
phase must have a decision of use”, for instance, identified more than a hundred
incompletely specified systems, that is, systems that were required to have been
cleared for use according to FMV policy, but where this use decision had not
been entered into the model.

We do not report error rates in the FM UFS model, since at the time of writ-
ing, the version of model for which we designed rules has not yet been released,
except for a small preview sample. However, FMV plans to use the rule book as
part of the validation step prior to the release of the model. Presently, the UFS
rule book contains approximately 100 rules.

8 Försvarsmaktens uppgifts-, förm̊age- och systemkartor, Swedish for “the Armed
Forces’ maps over tasks, capabilities and systems”, with “systems” in this case refer-
ring roughly to military units.
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5.2 Specifying the Semantics Through Rules (H2)

The rule authoring process quickly uncovered ambiguities in both SK TS and
FM UFS meta-models—some local, others affecting the entire architectures.
Throughout the efforts of formulating rules for both SK TS and FM UFS, ques-
tions of interpretation kept coming up for the modelling teams to address. Some
were answered promptly because the interpretation, while not being explicitly
encoded in any meta-model, was a matter of implicit consensus among the mod-
ellers. Some questions triggered discussions about the meaning of terms and
how they should relate to each other. Both modelling teams stated that these
discussions brought clear value to their respective modelling efforts.

The rule authoring process for FM UFS uncovered ambiguity in each and
every relation (both properties and associations) in the FM UFS meta-model. For
instance, when discussing the rule “A combat unit that performs a task that sup-
ports a capability, must have the capability.” we found that the relation task sup-
ports capability was interpreted differently by different members of the modelling
team. Some understood it to mean that the task single-handedly realises the
capability; others, that the task is one of a possible multitude of tasks that
together realise the capability. The ambiguity had not been spotted before, and
there was nothing in the meta-model to resolve it.

The process of authoring rules for the SK TS model also uncovered many
ambiguities. As an example, when evaluating the rule “Every system used by a
combat unit must be in its use phase.” it was discovered that the relation system
is used by combat unit is used in two different senses, namely: (1) “the system
has been allocated to the combat unit in the defence planning” and (2) “the
combat unit has requested the system”. The rule in question is valid only under
the first interpretation.

We also found that being able to execute the rules under design provided
input to that design, and hence helped specify the semantics thus expressed.
As an example, executing the rule “Each system that is used by a combat unit
must be in use phase.”, intended to capture cases of erroneously planned use
phases, returned instances of systems that, for acceptable reasons (according to
the modellers), did not have a use phase registered. The rule was then changed
to “Each system that is used by a combat unit that has a use phase must be in the
use phase.”. In this and many more cases then, an iterative rule design-execution
process was key to uncovering semantic subtleties that needed to be sorted out.

The previous example highlights an all-encompassing case of semantic under-
determination in the SK TS meta-model that kept coming up during rule author-
ing, namely: What is the meaning of absent data? For example, what is the
meaning of an absent system life-cycle phase? That no such phase has in fact
(yet) been planned? That data about a possible plan has not been entered into
the model? Or, that life-cycle phases of systems at this level of abstraction are
to be inferred from those of higher or lower level systems?
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5.3 Project-Specific Semantics (H3)

Both SK TS and FM UFS modelling efforts were based on the MODAF9 archi-
tecture framework and its attendant meta-model M310, and the modellers were
experienced MODAF practitioners. Yet the two projects took quite different
approaches to the application of M3.

For reasons of practical expediency, SK TS redefined how concepts such as
the life-cycle phases of systems and resource interactions between systems where
to be represented in M3 terms. While these redefinitions did not introduce any
concepts that couldn’t have been represented in an orthodox application of M3,
they did shuffle the relationships between terms and referents, invalidating any
inheritance of meaning from M3.

FM UFS also departed quite radically from orthodox M3 usage, but in a
different way. MODAF is designed to support capability based planning, whereby
plans are initially expressed at a high level of abstraction (“what”-questions),
deferring specifics (“how”-questions) to a later time and lower-level decision-
making. M3 thus has capabilities at a “strategic” level, that are realised by
nodes that perform operational activities at an “operational” level; nodes are
then further realised by resource configurations at the lowest, “systems” level.
In FM UFS, though, capabilites and operational activities—rebranded as tasks—
do not express different levels in a realisation hierarchy; instead, the task concept
is fused into the capability concept by being seen as its qualitative component.

5.4 Semantic Evolution (H4)

Both SK TS and FM UFS projects kept developing their meta-models—and more
generally their semantics—in parallel with architecture modelling. While the SK
TS meta-model only underwent minor modifications to its original version, the
FM UFS meta-model changed frequently, and at one point, radically.

A notable change to the SK TS meta-model was in the handling of system life-
cycle phases. Originally, a system use phase could include, within its time span,
a number of maintenance phases. This was changed such that a maintenance
phase would end its preceding use phase and then engender a new use phase after
its completion. In addition to this modification, and as noted in Sect. 5.2, several
semantic decisions where made along the way, triggered by rule development.

The redefinition of the relationship between capabilities and tasks in FM
UFS (described in the previuos section), which was done way into the architec-
ture modelling process, was the most radical semantic shift of the the FM UFS
project. In addition, a number of more specific semantic modifications where
made along the way. An example is the relation combat unit has capability, whose
interpretation was changed from “the combat unit is required by its specification
to have the capability” to “the combat unit will realise the capabaility accord-
ing to the plan”. Another example is the rule-of-thumb “Each combat unit type

9 Ministry of Defence Architecture Framework.
10 MODAF Meta-Model.
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is realised by at most one combat unit”, which was enacted a few months into
modelling, when it was discovered that this was the pattern of the data being
used to populate the model (thus deviations from the pattern could be flagged
as possible errors).

5.5 Natural Language Rules (H5)

Because of the evolving and project-specific nature of the semantics of the archi-
tecture modelling projects we observed (as described in Sects. 5.3 and 5.4), and
because, as described in Sect. 5.2, the activity itself of developing and executing
rules contributed in a significant and positive way to the semantic evolution,
we found it fruitful to have regular discussions, centered around rules, with
the modelling teams at FMV. During the 2013 SK TS project, before natural
language rules were introduced, resolving ambiguities uncovered through rule
authoring was an active initiative on our part—alternating between designing
rules, executing them and directing questions at the SK TS modellers. With
rules in natural language, however, we found that simply handing over the rule
book to the modellers triggered discussions that propelled semantic specifica-
tion forward with much less active effort required from our part—the modellers
became a part of the rule formulation process, rather than just being passive
receivers of its output.

Natural language rules also facilitated the participation of business stake-
holders outside the modelling teams in the rule authoring process.

6 Conclusions

Formal modelling rules are rarely used in industrial EA-projects, despite their
apparent utility and despite mature tool support. In this paper we have reported
on their use in two large scale EA-projects at the Swedish Defence Materiel
Administration. Both case studies confirmed the utility, by showing that formal
modelling rules effectively capture errors missed by manual auditing, and that
the rule authoring process uncovers vagueness, imprecision and ambiguity in the
meta-model. Moreover, the case studies confirmed a claim often made in the
business rules community: that it is easy to engage business architects and other
stakeholders in the rule authoring process if rules are formulated in a (controlled)
natural language.

It might be argued that engaging business architects and other stakeholders
in the rule authoring is unnecessary—why not simply let the formal modelling
rules be built in as part of a generic architecture framework or EA-tool that
the business architects can use out of the box? However, and perhaps somewhat
surprisingly, the case studies showed that meta-models are project specific—even
when the organisation has agreed upon a common architecture framework—and
the project specific meta-model evolves along with the architecture model itself.
Consequently, modelling rules need to be formulated by the EA-project itself
and the rules need to be continually updated during the project, which suggests
a need for a natural and accessible rule format.
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Abstract. New or adapted digital business models have huge impacts on
Enterprise Architectures (EA) and require them to become more agile, flexible,
and adaptable. All this changes are happening frequently and are currently not
well documented. An EA consists of a lot of elements with manifold relation-
ships between them. Thus changing the business model may have multiple
impacts on other architectural elements. The EA engineering process deals with
the development, change and optimization of architectural elements and their
dependencies. Thus an EA provides a holistic view for both business and IT
from the perspective of many stakeholders, which are involved in EA decision-
making processes. Different stakeholders have specific concerns and are col-
laborating today in often-unclear decision-making processes. In our research we
are investigating information from collaborative decision-making processes to
support stakeholders in taking current decisions. In addition we provide all
information necessary to understand how and why decisions were taken. We are
collecting the decision-related information automatically to minimize manual
time intensive work as much as possible. The core contribution of our research
extends a decisional metamodel, which links basic decisions with architectural
elements and extends them with an associated decisional case context. Our aim
is to support a new integral method for multi-perspective and collaborative
decision-making processes. We illustrate this by a practice-relevant decision-
making scenario for Enterprise Architecture Engineering.

Keywords: Enterprise architecture � Decision modeling � Collaborative
decision-making process

1 Introduction

The constant change in modern business models requires an enterprise to continuously
adapt its business processes, its information systems, and the underlying IT infra-
structure, which together form the enterprise architecture (EA). Different stakeholders,
e.g. from senior management, but also from IT-operations take different perspectives on
the EA and have different concerns in the evolution of the EA. Collaborative support by
current developments in social and collaborative media and in adaptive case manage-
ment has inspired the upcoming wave of collaborative enterprise architecture. The main
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challenging recommendations from [1] for a successful collaborative EA are: establish a
lean set of processes and rules instead of overloading stakeholders with bureaucratic
processes and unsolicited artifacts, adopt evolutionary problem solving instead of
extensively blueprinting the future rigidly, and foster and moderate open participation in
decisions on the ground instead of relying on experts and top-down wisdom.

Decision processes in such complex environments have to balance these various
concerns and stakeholder collaboration is a prerequisite therefore. It is nevertheless very
difficult to reflect on the decision processes after the fact, especially to revisit on the
perspectives that had been considered and the analysis techniques that had been applied.

These deficiencies are imminent also in the closely related field of software
architecture. Tang et al. [2] elicited in a survey, that capturing decisions and rationale is
very important. Without information on decisions and rationale, stakeholders find it
difficult to understand the architecture. This is also already reflected in the definition of
the term architecture provided in the broader context of the ISO Standard 42010 [3]: the
architecture is the fundamental organization of a system, embodied in its components,
their relationships to each other and to the environment, and the principles guiding the
decision and evolution. In particular these principles are often not documented
explicitly, but implicit in the reasoning and rationale behind architecture decisions. In
this light, another observation of Tang et al. [2] can be considered critically as well:
stakeholders tend to forget their decisions over time. Combined with the fact that
architecture decisions have a long-term impact, but often short-term contracted con-
sultants are involved in decision-making, a significant part of the knowledge about an
architecture gets lost over time.

EA Management is in its very nature a knowledge-intense activity and as such the
decision-making processes are not formal, but driven by ad hoc information that is
collected during the decision-making process and by assumptions made in the stake-
holders’ discussions. The stakeholder-specific views showing different perspectives on
the EA are in this vain a starting point for decision making, but are enriched with
additional information during the process. This yields a threefold challenge for EAM
decision-making:

• Support different stakeholders in collaborative decision-making needed to balance
different concerns.

• Capture the discussions and argumentation that lead to a distinct decision needed to
facilitate organizational learning.

• Document the decision taken and its impact in various perspectives.

At the same time, in particular the capturing of discussions and argumentations should
be automated as far as possible, as manual documentation after the fact is costly and
time consuming.

In this paper, we present a method for documenting the decision-making processes
in EAM. The method builds on the well-established work in the field of EAM, revisited
in Sect. 2. In particular, we build on the EA Anamnesis method of Plataniotis et al. [4],
which we extend in Sect. 3 to a method for multi-perspective and collaborative decision-
making. A collaborative decision-making scenario in Sect. 4 exemplifies the method and
its modeling concepts. Final Sect. 5 concludes our findings, reflects on limitations of the
approach and outlines future streams of research.
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2 Related Work

ArchiMate [5] is a modeling language that also defines a notation for visualizing
Enterprise Architectures. The underlying metamodel comprises several concepts on
different layers and relationships between them. In its core ArchiMate focuses on
modeling a static state of the EA, being the current or an intended future state. Two
extensions to ArchiMate address more transformation-oriented aspects of EAM.

The motivational extension [5] allows to model incentives and reasons for EA
design. A Stakeholder is associated with a so-called Motivational Element. There are
several characteristics of such an element. AMotivational Element e.g. can be a Driver,
Goal, Principle, Requirement or Constraint. These concepts are related with each other
and are useful to capture the reasons of designing EAs.

The implementation and migration extension to ArchiMate [5] describes EA
transformations in more detail. Thereby a Gap describes the differences of two states.
The states are defined as Plateau. A Plateau is realized by Deliverables. The detailed
work that has to be done is modeled with Work Packages. Work Packages are similar
to a project that has Deliverables as outcome.

While both extensions deal with decisions, either from the side of their motivations
or the side of their impact on the architecture, an explicit decision concept focusing on
the decision-making process, is missing.

In a similar manner, Buckl et al. discuss motivation and impact of EA transfor-
mations [6]. They combine the approach of Aier et al. described in [7] for modeling
Work Packages and their impact on the EA with the i* modeling method [8] for
describing motivations. While the employed modeling of transformations can be
regarded as a refinement of implementation and migration extension, and i* modeling
of motivation provides a refined perspective on e.g. soft goals, the approach does not
provide an explicit concept for reflecting decisions.

Plataniotis et al. recognize the insufficiencies of above approaches and describe in
[4] an approach called EA Anamnesis focusing on ex-post modeling Enterprise
Architecture decisions and the decision-making process. They develop a metamodel for
this purpose. An EA Issue represents the starting point of a decision-making process. It
describes the design problem that has to be addressed. The EA Decision is described as
a representation of a design decision that is taken. EA Decisions result in an EA
Artifact. The EA Artifact is defined as result produced by an EA Decision. Furthermore
it is described as representation of the result. The intention is to use this concept to
relate an EA Decision with a visual representation of ArchiMate. In addition an EA
Decision is associated with a Layer of ArchiMate.

Furthermore the approach provides four different relationships to relate EA Deci-
sions with each other. EA Decisions can be translated into others using the Translation
Relationship. This relationship enables deriving EA Decisions. For instance, a stake-
holder takes a decision on Business Layer. This decision has impacts on the underlying
Application Layer. Therefore the EA Decision on Business Layer has to be translated
into an EA Decision on Application Layer and so on. Using Decomposition Rela-
tionships enables decomposing into more detailed ones. Before a decision is taken, the
responsible usually has to choose between several alternatives. Such alternatives
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between EA Decisions can be modeled using the Alternative Relationship. Thus EA
Decisions may have negative impacts on the Enterprise Architecture, the Substitution
Relationship enables modeling how these negative impacts can be repaired. Further-
more the approach comprises concepts to model strategies for decision-making. These
strategies e.g. include requirements that form a framework for decision-making. For
instance, there are standards determined by governance processes that have to be
involved in decision-making.

While the approach of Plataniotis et al. provides a significant contribution in the
field, it is limited with respect to the challenges outlined in Sect. 1. Firstly, the authors
assume that a single stakeholder takes the decisions and the proceeding is straight-
forward. In practice many stakeholders are involved in decision-making. Secondly,
the approach’s intention is an ex-post documentation of decisions. While this is
possible, we regard it to be time-consuming and not adequate in particular in a
collaborative setting. Thirdly, an EA Decision is associated with exactly one layer of
ArchiMate. The layers describe non-overlapping subsets of the EA. We assume that
complex interdependencies within the EA make it impossible to confine a decision to a
single layer.

3 Collaborative Decision Modeling

In this section we present an adapted metamodel based on Plataniotis et al. [4] targeting
collaborative decision modeling. We further adopt relevant concepts from the Archi-
Mate implementation and migration extension [5] to more clearly elaborate on the
impact of a decision. Especially in the field of EAM, where typically several stake-
holders are involved, (1) collaboration support, (2) multiple viewpoints and (3) early
documentation are necessary during the decision-making process. The adapted meta-
model is shown by Fig. 1. Therein, we highlight added concepts, whereas the other
concepts are adopted from [4].

Fig. 1. Collaborative decision metamodel
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A key differentiation to Plataniotis et al. [4] is the relationship from EA Decision to
a Viewpoint. In their work, the authors relate an EA Decision to a particular Layer of
ArchiMate [5]. Layers can be regarded as specific viewpoints in line with the ISO Std.
42010 [3], i.e. as “work product establishing the conventions for the construction,
interpretation and use of architecture views”. The layers are nevertheless specific as
they target non-overlapping subsets of the EA. Like described in Sect. 2 complex
interdependencies within the EA make it impossible to confine a decision to a single
layer. Thus, we understand a decision to consider different, potentially overlapping
viewpoints, instead of layers. In [9] we presented an interactive cockpit approach using
a viewpoint composition consisting of several coherent viewpoints. Analyzing EAs
using a viewpoint composition that can be considered in parallel supports stakeholders
in the decision-making process and prohibits loosing the overall context. Thus we
distinguish two types of viewpoints: Atomic Viewpoint and Viewpoint Composition.

Atomic Viewpoint: An Atomic Viewpoint is a single Viewpoint.
Example: “Application Usage Viewpoint” (see [5]).

Viewpoint Composition: A Viewpoint Composition forms a composite structure and
consists of coherent Atomic Viewpoints or other Viewpoint Compositions needed by
stakeholders to satisfy their information demands. Furthermore a Viewpoint Compo-
sition is assembled to consider an EA Issue.
Example: A Viewpoint Composition considering the EA Issue “Outdated Technologies”
consisting of several Atomic Viewpoints, like “Application Usage Viewpoint” or
“Infrastructure Usage Viewpoint” (see [5]).

We extend the metamodel of Plataniotis et al. [4] with the concept of the stakeholder –
in line with the ISO Std. 42010 [3] – reflecting a person, role, or group having a
concern in the EA and hence being involved in the decision-making process.
Example: Software Engineer, Business Process Owner, or Technology Expert.

Stakeholders provide different contributions during a decision-making process: they
raise EA Issues to be addressed, provide relevant Detailed Information on the EA not
covered by the model, assume responsibility for Tasks, or take EA Decisions. EA Issues
and EA Decisions, as already present in the model of Plataniotis et al. [4], very much
reflect the ex-post perspective of decision-making, whereas Detailed Information and
Tasks are intermediary in the process. By making them explicit, we provide a means to
document the rationale of a decision.

Detailed Information: Detailed Information enables modeling considerations, discussions
and findings during the decision-making process that are necessary for taking a decision.
Example: Stakeholder A wants to highlight three architectural elements and assign
them with a comment, because the stakeholders discuss about these elements.

Task: By using the Task concept open questions can be documented that have to be
clarified by a stakeholder until the next meeting. A Task leads to Detailed Information.
Example: Stakeholder B has to identify the responsible for a particular part of the EA
that they want to retire.
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The different stakeholders’ contributions in the decision-making process, ranging from
EA Issues, over Detailed Information and Tasks, to EA Decisions, impact specific parts
of the overall EA. In [4] these “parts” are alluded to as EA Artifacts. The contributions
on the other hand are contextual, i.e. depend on the decision-making process in which
they are created. Hence, we identify the contributions with the concept of the Anno-
tation as introduced in [9]. This approach uses annotations to enrich the EA description
with additional knowledge. We defined several interactive functions that support
stakeholders in analyzing and planning an EA. An impact analysis is an example for
such an interactive function. Each function enriches the description of the EA with an
Annotation that explicitly represents analyzing and decision-making information.
Accordingly, Annotations are associated with stakeholders, who performed the func-
tion and elements of the EA, i.e. the EA Artifacts of [4].

In the following we want to detail the concept of EA Decisions. Plataniotis et al.
define an EA Artifact as a result of an EA Decision. We want to detail this definition.
Aier et al. [7] describe three types of changing elements of an EA. Thereby elements
can be introduced, retired or optimized. In other words an EA Decision is based on
current valid EA Artifacts (as-is landscape) and transfers them into EA Artifacts in the
future (to-be landscape). According to this approach we refine the “results in” rela-
tionship to be these three types. Moreover EA Artifacts need to have a period they are
valid. Moreover EA Artifacts are affected by an EA Change and need to have a period
they are valid. Thus this period is independent of an introduction or retirement, we
added a particular date for both concepts. Through the relative independency of life-
cycle planning information, which is manifested by the validity attributes, and the
decision related controlling information of changes there could be three scenarios and
their possible combinations: (1) consistent decisions of change in accordance with the
specified lifecycle, (2) premature introduction of EA Artifacts before starting the life-
cycle and (3) deferred retirement of EA Artifacts after the specified artifact’’ lifecycle.
Figure 2 shows these metamodel changes in detail.

The metamodel of [4] also includes a concept named Unanticipated observed
impact. However such impacts can only be documented after taking a decision, because
such impacts can only be found after implementation. Furthermore the authors describe
decision strategies to document which criteria are used to take the decision.

Fig. 2. EA Decision Consequences on EA Artifacts
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To support stakeholders in decision-making, in line with Plataniotis et al. [10], we
suggest a Decision Viewpoint that provides all collected information during the
decision-making process and the current state. At the end the Decision Viewpoint can
be used as documentation and stored in a central knowledge base. The knowledge base
affords stakeholders to learn about decisions from the past to take better decisions in the
future. Another advantage of such a knowledge base is that new employees get a fast
insight about the architecture and what the reasons are how the architecture looks like.
An example of such Decision Viewpoint is exemplarily described in Sect. 4.

4 Collaborative Decision-Making Scenario

In this section we adapt the example case of Plataniotis et al. [4] to illustrate our
collaborative decision modeling approach. The example case is based on ArchiSurance
that is a virtual insurance company introduced to demonstrate the capabilities of
ArchiMate [5].

ArchiSurance hired an external consultant named John. He is a business consultant
with experience in changing business models. His mandate is to change ArchiSurance’s
sales model towards an intermediate one. As changing business models has impact on
the underlying applications and the IT infrastructure, he involve Mike – an application
responsible – and Jack – an infrastructure and security expert. They both have par-
ticular concerns and need specific viewpoints to satisfy their information demands, i.e.,
to assess the impact of the business model change.

To analyze the current state of the EA and to generate implementation alternatives,
they meet at an Architecture Cockpit like described by Jugel et al. [9]. The cockpit
provides a Viewpoint Composition consisting of three different ArchiMate viewpoints

Fig. 3. Business Process Viewpoint
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side-by-side, namely the Business Process Viewpoint, the Application Usage View-
point and the Infrastructure Usage Viewpoint. Exemplarily Fig. 3 shows the Business
Process Viewpoint and Fig. 4 the Application Usage Viewpoint. The Business Process
Viewpoint shows the overall context about ArchiSurance’s sales model. By using this
information, John wants to adapt the sales model. The Application Usage Viewpoint
describes the applications, their application services and the business processes they
support. Lastly the Infrastructure Usage Viewpoint required by Jack describes the
dependencies between the infrastructure and the hosted applications.

In the example case, the starting point is an EA Issue, namely to change the sales
model to enable intermediary. Thus John creates an EA Issue named “Intermediary
sales model” and uses the Business Process Viewpoint to identify the EA Artifact that is
affected by the EA Issue. This is the business function “Contracting”, which he indi-
cates by adding Detailed Information named “Main affected business function”. As a
starting point for the discussion, this business function is further highlighted in the
business process viewpoint. As no information, on who is the responsible of this
business function, is given, John creates a Task named “Clarify responsibilities” setting
a schedule to the next meeting, because this is an additional stakeholder that has to be
involved.

Afterwards John suggests his idea by creating the EA Decision “Changing the sales
model” that provides a solution for previously created EA Issue. John envisions that the
business process “Register customer profile” is separated from the business function
“Contracting”. Instead he recommends creating a new business function named “Create
customized insurance package”. The results of his suggestion can be modeled
according to [7] by relating the impacted EA Artifacts by one of the defined relationship
types. For example, a new EA Artifact named “Create customized insurance package”
of the type business function is needed that has to be related to the EA Decision by an

Fig. 4. Application Usage Viewpoint
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Introduction concept. Furthermore, the business process “Register customer profile”
has to be retired to realize the new demand by superseding it with a new business
interaction named “Customer profile registration”. Mike recognizes that changing the
business process “Register customer profile” is the only change in the business model
that may have impacts on underlying applications and infrastructure. He documents
this finding by adding Detailed Information named “May have impacts on applications
and infrastructure” and relating it with the business process “Register customer
profile”.

The state of the discussion after these initial considerations is represented in Fig. 5.
The figure uses color-coding and comment-like symbols to indicate the different
decisions. Thereby elements with a green fill color represent EA Artifacts that have to
be introduced whereas elements that have to be retired are represented with a red fill
color. Furthermore, the EA Artifact with the blue fill color represents the starting point
and bears the Detailed Information “Main affected business function” described above.

Next they analyze the impacts of the business process change on application ser-
vices and applications by using the impact analysis function. Thereby affected elements
are assigned to new Detailed Information named “Impact Analysis of Register Cus-
tomer profile” representing the analysis result and are highlighted on the views with a
brown fill color. The result is, that the application service “customer administration
service” has to be adapted to the new situation.

Fig. 5. Business Process Viewpoint (Sales model adaptions) (Color figure online)
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Mike recommends retaining the application service, but to use an external appli-
cation service named “Customer administration service intermediary” that provides
customer information from intermediary. An interface is created to link the two
application services, enabling the external service to provide customer information to
the internal one. Mike documents his idea by creating a correspondent EA Decision
“Changing application services” according to the described procedure above. Thereby
the EA Decision “Changing the sales model” is translated into the EA Decision
“Changing application services”. Figure 6 illustrates the state of the discussion
regarding the application landscape.

Jack, the infrastructure and security expert, is concerned about security issues. He
documents his concerns by adding Detailed Information named “Security Issues”. He
demands to consider all impacts on the underlying infrastructure and hence they per-
form an impact analysis choosing the application “Customer administration applica-
tion” as starting point. Based on the results, Jack suggests some changes at the
infrastructure. He recommends adding a new firewall that protects the application
service “Customer administration service” within the enterprise’s LAN from undesired
external access. The group agrees and they take an EA Decision named “Adding a
Firewall” that is translated from the EA Decision “Changing application services”.

Concluding they discuss whether the proposed and taken EA Decisions should be
realized. They decide to discuss the implications with other employees from their
respective departments, ask them for opinions and possible alternatives that should be
taken into account. To facilitate these discussions, they apply the Decision Viewpoint
that shows all relevant information during the process. In this example case the
Decision Viewpoint (see Table 1) is illustrated using a table. Alternatively decision
graphs like described in [10] can be used.

Fig. 6. Application Usage Viewpoint (with adaptations)
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5 Conclusion and Outlook

Our research raised the question how a framework for supporting collaborative decision-
making in the EA context looks like. We have analyzed and extended related work about
fundamental decisional support for enterprise architectures by introducing our generic
decisional metamodel for collaborative enterprise architecture engineering. To close the
connection between the EA Decision and the EA Artifact we have extended related work
results and mapped our decisional metamodel to the viewpoint-supported Enterprise
Architecture approach formArchiMate and other standards. The illustration of a working
decision-making scenario aims to show the usage of our decisional metamodel into a real-
life EA scenario.We are planning to validate our decisional framework in our current and
future research with selected industrial partners. Currently we are performing case studies
with enterprise architects and students in the architecture cockpit at Reutlingen Univer-
sity. We have to investigate in our future research and work out the limitations of the
approach. Future work should also respect extended decisional contexts, like the deci-
sional case and inputs from adaptive case management and new elements from knowl-
edge management. Another important idea we are currently researching is about
connecting architectural decisions with rationales and in a planned extension with
explanations and semantic-supported inferences for architectural impacts.

References

1. Bente, S., Bombosch, U., Langade, S.: Collaborative Enterprise Architecture. Morgan
Kaufmann Elsevier, Waltham (2012)

2. Tang, A., Babar, M.A., Gorton, I., Han, J.: A survey of architecture design rationale. J. Syst.
Softw. 79(12), 1792–1804 (2006)

Table 1. Decision Viewpoint

Decision Viewpoint
Stakeholder Annotation EA Artifacts & Viewpoints

John EA Issue “Intermediary
sales model”

Business Process Viewpoint

John Information “Main
affected business
function”

Contracting

John Task “Clarify
responsibilities”

Contracting

John EA Decision
“Changing the sales
model”

Introduce: Create customized
insurance package, Customer
profile registration, Insurance
broker

Retire: Register customer profile
… … …

Modeling Decisions for Collaborative Enterprise Architecture Engineering 361



3. International Organization Of Standardization: ISO/IEC/IEEE 42010:2011 - Systems and
software engineering - Architecture description (2011)

4. Plataniotis, G., De Kinderen, S., Proper, H.A.: EA anamnesis: an approach for decision
making analysis in enterprise architecture. Int. J. Inf. Syst. Model. Des. 4(1), 75–95 (2014)

5. The Open Group: ArchiMate 2.0 Specification (2012)
6. Buckl, S., Matthes, F., Schweda, C.M.: Socio-technic dependency and rationale models for

the enterprise architecture management function. In: 5th International Workshop on
Ontology, Models, Conceptualization and Epistemology in Social, Artificial and Natural
Systems (ONTOSE 2011), London (2011)

7. Aier, S., Buckl, S., Gleichauf, B., Matthes, F., Schweda, C.M., Winter, R.: Towards a more
integrated EA planning: linking transformation planning with evolutionary change. In: 5th
International Workshop on Enterprise Modelling and Information Systems Architectures,
Hamburg (2011)

8. Yu, E.S.K.: Towards modelling and reasoning support for early-phase requirements
engineering. In: Proceedings of the 3rd IEEE International Symposium on Requirements
Engineering, Annapolis, pp. 226−235 (1997)

9. Jugel, D., Schweda, C.M.: Interactive functions of a cockpit for enterprise architecture
planning. In: 18th International Enterprise Distributed Object Computing Conference
Workshops and Demonstrations (EDOCW), Ulm, pp. 33−40 (2014)

10. Plataniotis, G., De Kinderen, S, Proper, H.A.: Relating decisions in enterprise architecture
using decision design graphs. In: 17th IEEE International Enterprise Distributed Object
Computing (EDOC), Vancouver, pp. 139−146 (2013)

362 D. Jugel et al.



Towards an Enterprise Architecture Benefits
Measurement Instrument

Henk Plessius(&), Marlies van Steenbergen, and Raymond Slot

University of Applied Sciences Utrecht, Utrecht, The Netherlands
{henk.plessius,marlies.vansteenbergen,

raymond.slot}@hu.nl

Abstract. Based on the Enterprise Architecture Value Framework (EAVF) - a
generic framework to classify benefits of Enterprise Architecture (EA) - a
measurement instrument for EA benefits has been developed and tested in
a survey with 287 respondents. In this paper we present the results of this survey
in which stakeholders of EA were questioned about the kind of benefits they
experience from EA in their organization. We use the results of the survey to
evaluate the framework and develop a foundation for the measurement instru-
ment. The results of the survey show a moderate support for the assumptions
underlying the framework. Applying ordinal regression, we derived sets of
questions for ten out of the twelve classes in the framework. These sets
constitute the first step in defining a final EA measurement instrument for
establishing actual benefits in the classes of the framework.

Keywords: Enterprise architecture � Benefits � Value framework � Benefits
measurement instrument

1 Introduction

Enterprise Architecture (EA) is an instrument for decision makers to structure and
manage organizations from an integral perspective. EA provides a holistic view of the
organization, including customer offerings, business processes, information systems,
technical infrastructure and the relations between these aspects. The purpose of EA is
twofold: on the one hand it provides insight into the actual state of the organization,
enabling the organization to determine the impact of changes. On the other hand it
gives direction to such changes by sketching the design principles and designs that best
fit the organization’s ambitions and goals. EA is the bridge between strategy and
execution [1].

EA is seen as an instrument for organizations to achieve their business goals. The
argument behind this view is that a well-structured, well-aligned organization is more
cost-effective, agile and effective. The actual benefits of EA have been subject to
academic research by different authors. The number of benefits claimed by authors is
large, though proof of actual benefits is less abundant [2, 3]. For example, Boucharas
et al. [2] found in a structured literature review 107 academic publications mentioning
benefits, of which 33 were found relevant to the question of relating EA to benefits but
only 14 fulfilled the qualitative requirements of the literature review. In these 14
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A. Persson and J. Stirna (Eds.): CAiSE 2015 Workshops, LNBIP 215, pp. 363–374, 2015.
DOI: 10.1007/978-3-319-19243-7_34



publications, 100 different benefits are mentioned. In recent years various literature
studies [2–7] as well as empirical studies on actually achieved benefits have appeared
[8–10]. In these publications all authors define EA benefits in their own way. Where
most authors introduce some kind of categorizing of benefits, these categorizations
differ between authors as well. This lack of a common framework of EA benefits makes
it difficult to compare different studies and is an obstacle in augmenting other research
results.

In an earlier paper [11] we introduced a generic framework for classifying EA
benefits, the Enterprise Architecture Value Framework (EAVF). We have used this
framework as a starting point for a survey concerning perceived benefits in organi-
zations. The first results of this survey [10] not only provide an interesting insight into
the kind of benefits that are actually perceived within organizations, but they can be
used to develop the EAVF into a EA benefits measurement instrument as well.

The research question we aim to answer in this paper is: Is it possible to develop an
EA benefits measurement instrument based on the EA Value Framework?

In the next section of this paper we sketch the theoretical background to our
research question, followed in Sect. 3 by an overview of the research method used in
further developing the EAVF and the derived benefits measurement instrument. The
results are presented and discussed in Sects. 4 and 5 and followed by conclusions,
limitations and further research in Sect. 6.

2 Theoretical Background

In the literature, no common framework for classifying EA benefits can be found. The
framework we developed in our research [11] is based on two theses:

1. Organizations benefit from EA when EA contributes towards their business goals.
2. Benefits may evolve from the inception of the architecture towards the imple-

mentation of architectural designs.

For the contribution towards business goals, we decided to use the four well-known
categories of the Balanced Scorecard [12, 13]: the Financial, Customer, Internal and
Learning and Growth perspectives as many organizations use these to classify their
goals and it has been used by other authors to classify benefits as well [2, 5].

In order to follow the evolution of benefits in time, we introduce the lifecycle of EA
in which we distinguish three main phases:

• the Development of the architecture where principles and models are developed and
registered. In this phase, usually the architects are leading;

• the Realization phase where architectural designs are implemented and projects
have to comply with the architecture. In most enterprises, project managers are in
the lead in this phase;

• the Use phase, where (parts of) the new architecture have been implemented and
used in operations. In this phase, the actual operational benefits are obtained and the
lead is with business line managers.
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The idea of benefits developing in time can be found with other authors as well. For
example, Foorthuis et al. [8] explicitly distinguish benefits in the project execution
phase from other benefits where Tamm et al. [3] distinguish between benefits flowing
directly from EA and benefits resulting from the implementation of EA plans.

Combining the two mutually independent axes results in the EA Value Framework
(EAVF) as depicted in Fig. 1. The EAVF essentially divides the field of EA benefits in
twelve classes of EA benefits: four perspectives times three phases.

The EA benefits measurement instrument we are developing is based on this
framework and essentially consists of a series of questions that may be used to
determine the perceived and realized benefits in every cell of the framework. These
questions are derived from benefits as reported in the literature, especially from the
work of Boucharas et al. [2]. Examples of these questions are given in Plessius et al.
[11].

3 Research Method

In order to validate the EAVF and the EA benefits measurement instrument we con-
ducted a survey. In this survey we defined for each cell in the EAVF one overall
statement representing the class of benefits corresponding with that cell, as well as a
number of questions representing the specific benefits belonging to that class. For
instance, for the Learning and Growth perspective in the Realization phase we defined
the main (class-representing) statement as:

• By applying Enterprise Architecture in projects the learning and innovative capacity
of the organization is better.

with the following questions on specific benefits in the class:

• Projects carried out under architecture provide a better understanding of the limi-
tations of the solution.

• Projects carried out under architecture feature a more substantive decision-making
process.

BSC Perspective

Phase

Financial Customer Internal Learning & 
Growth

Development

Realization 

Use

Fig. 1. The Enterprise Architecture Value Framework
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• Projects carried out under architecture feature better sharing of knowledge.
• Projects carried out under architecture more often produce results that fit the

operational management.
• Projects carried out under architecture produce more agility (flexibility).

The questions that ask about specific benefits, can be regarded as reflective measures of
each main statement, giving a generic view on that class of benefits. In Sect. 5.2 we will
examine which questions are most representative for each class.

All statements and questions were scored on a 5-point Likert scale. The survey
was targeted at stakeholders of architecture in organizations. We included a question
to be able to discern between the three roles that correspond with the rows of the
EAVF:

• Developers of architecture such as enterprise and domain architects.
• Implementers of architecture, such as solution architects, designers, developers and

project managers.
• Users of architecture such as business line managers, IT managers and staff.

Based on their answer to this question, the respondents were presented with the
questions on benefits related to the corresponding row. We included some questions on
the background of the respondents as well. The survey consisted of 97 questions and in
this way less than 50 questions were presented to all respondents.

From over 3000 mailings we received 287 fully completed responses where 110
respondents have answered the questions on the Development of architecture, 68 on the
Realization of architecture and 109 on the architecture in Use. Based on the general
questions on their background, we found the characteristics of the respondents con-
gruent with the results found in other surveys (see for example [8, 14]) and as they are
encountered in practice.

For the statistics in the next sections we have used SPSS edition 22 (Statistical
Package for the Social Sciences, nowadays an IBM product). In most questions, the
extremes of the Likert scale were hardly used and in order to reduce the number of
possibilities - especially for the regression analysis (as described in Sect. 5.2) - we
decided to bundle the answers in three categories:

• (very) negative benefits reported (Likert categories 1 and 2);
• neutral, neither positive nor negative benefits reported (Likert category 3);
• (very) positive benefits reported (Likert categories 4 and 5).

By combining the original answers in these three categories we reduced the original
questions to questions if benefits could be reported and if these benefits were deemed
positive, negative or neutral. Given the small number of extremes in the original
answers, we consider this reduction justified.

The survey has been carried out in the Netherlands with statements and questions in
Dutch. For this paper all statements and questions have been translated into English,
but there may be slight differences in meaning between the translated statement or
question and the original one.
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4 Benefits Perceived

In this section we present the results of the survey providing an overall picture of the
kinds of EA benefits (positive and negative) that are actually perceived by organiza-
tions. Next, in Sect. 5, we will use the survey results to validate the EAVF and the
survey questions as a measurement instrument for the twelve EA benefit classes.

4.1 Statements on the Benefits Classes

All respondents – regardless of their role - answered the twelve generic statements for
the twelve classes of the EAVF. The results are presented in Fig. 2 where the numbers
in each cell are the percentage of respondents who found that EA had a positive effect
in that particular area, respectively found no effect of EA or found a negative effect of
EA. The numbers are statistically significant as shown in Plessius et al. [10].

From Fig. 2 it is clear that – except in the Customer perspective – respondents
perceive an overall positive effect of EA. Even where the percentage of positive
responses is less than fifty percent, the overall effect is neutral rather than negative.
These effects are consistent over the three roles: it seems there is consensus between
stakeholders on the benefits of EA in each cell of the framework.

4.2 Questions on Specific Benefits

In all, we asked 70 questions about the occurrence of specific benefits distributed over
the twelve cells. Of these questions, 17 questions did not show a significant result in the
one-sided binominal test we performed (p < 0.05). These questions are not included in
this section. In the following tables we present for each row in the EAVF the 3

BSC Perspective

Phase

Financial Customer Internal Learning & 
Growth

Development + 

0 

- 

78.1

21.5

0.4

48.4

51.2

0.4

78.2

19.6

2.2

82.1

15.7

2.2

Realization + 

0 

- 

75.9

21.7

2.4

47.5

50.2

2.3

50.0

42.9

7.1

53.0

43.0

4.0

Use + 

0 

- 

47.8

50.0

2.2

29.8

67.6

2.6

57.9

38.8

3.3

77.6

21.2

1.2

+ : percentage (very) positive; 0 : percentage neutral; - : percentage (very) negative 

Fig. 2. Perceived benefits of Enterprise Architecture in the EAVF
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questions that received the highest percentage of (very) positive answers and the 3
questions that received the lowest percentage of (very) positive answers.

In the development phase (Table 1) we find that the benefits perceived by most
respondents are concerned with providing insight. The benefits perceived the least are
related to the effect of EA on governance. One might conclude that the development
phase provides insight, but that to turn these insights into decision-making lags behind.
This is in line with previous research [8]. Still, more than fifty percent of the
respondents indicate perceived benefits for each of the bottom 3 benefits.

In the realization phase (Table 2) we find a similar distinction. The top 3 contains
benefits concerned with insight, while the bottom 3 consists of benefits related to actual
project performance. Architecture does seem to contribute to better decision-making at
the project portfolio level, but at the level of cost and time of individual projects EA
does not seem to generate improvements.

In the use phase (Table 3) we find a less clear-cut situation. The alignment between
business processes and IT is in the top 3, but better cooperation within the organization
is in the bottom 3. It seems as though business and IT have started to communicate with
each other, but there is still space for improvement. Clearly the respondents see no
effect from EA on market shares for most organizations.

The results shown in Tables 1, 2 and 3 are in line with previous research [8]. As the
responses seem representative for the field, they present a good starting point for

Table 1. Top and bottom benefits perceived in the development phase

Perspective Question + (%) 0 (%) − (%)

Top 3
Internal By developing Enterprise Architecture more

insight into the target architecture has
been gained

88.7 11.3 0.0

Internal By developing Enterprise Architecture the
organization has more grip through a
coherent set of principles

85.3 12.7 2.0

Financial By developing Enterprise Architecture the
risks involved in business processes and
IT are more evident

81.6 17.4 1.0

Bottom 3
Learning and
growth

By developing Enterprise Architecture the
governance structure of the organization
has become better

51.5 48.5 0.0

Internal The final products of the Enterprise
Architecture (baseline, target architecture,
goals, principles) have received much
support from the accountable management

54.1 36.7 9.2

Financial By developing Enterprise Architecture
compliance with laws and regulations is
better

59.8 38.2 2.0
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validating the EAVF and the measurement instrument based on the EAVF. We will
discuss this in the next section.

Table 2. Top and bottom benefits perceived in the realization phase

Perspective Question + (%) 0 (%) − (%)

Top 3
Internal In projects carried out under architecture the

architecture has contributed to making the
project’s impact on the organization more clear

89.2 10.8 0.0

Learning
and
growth

Projects carried out under architecture provide
a better understanding of the limitations of the
solution

84.4 14.0 1.6

Internal In portfolio decisions architecture contributes
to good decision-making

83.6 16.4 0.0

Bottom 3
Financial Projects carried out under architecture have

lower cost than other projects
19.5 43.9 36.6

Internal Projects carried out under architecture have
a better record of on-time completion

23.5 56.9 19.6

Internal Projects carried out under architecture have
a better record of staying within budget

24.1 59.2 16.7

Table 3. Top and bottom benefits perceived in the use phase

Perspective Question + (%) 0 (%) − (%)

Top 3
Customer Since the organization has been using Enterprise

Architecture supply chain integration has been better
71.4 23.5 5.1

Internal Since the organization has been using Enterprise
Architecture the alignment between the business
processes and IT has been better

70.5 25.3 4.2

Internal Since the organization has been using Enterprise
Architecture the IT infrastructure has been utilized
better

68.4 26.5 5.1

Bottom 3
Customer Since the organization has been using Enterprise

Architecture market share has grown
8.6 84.3 7.1

Internal Since the organization has been using Enterprise
Architecture cooperation within the organization has
grown

48.9 44.7 6.4

Financial Since the organization has been using Enterprise
Architecture compliance with laws and regulations
has been better

49.5 49.4 1.1
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5 Evaluation

5.1 Propagation of Benefits

From the meaning of the EAVF dimensions it may be expected that there exist positive
relationships:

• Horizontally from right to left as the Balanced Score Card argues that results in the
learning and growth perspective should impact the customer and internal process
perspectives, whereas the latter two should impact the financial perspective.

• Vertically from top to bottom as the Architecture life cycle implies that results from
the development phase should impact the realization phase and the results from the
realization phase should impact results in the use phase.

We tested if these relationships hold in the EAVF as well by calculating the correla-
tions between cells horizontally and vertically. Figures 3 and 4 show the Spearman’s
rho values found with p < 0.05.

The horizontal relationships (between the perspectives of the Balanced Scorecard)
were only tested for the use phase, as this is the phase in which the end results of EA
are realized. The results in Fig. 3 show a moderate correlation from the customer and
internal perspectives with the financial perspective. The relation between customer and
financial is largest. This stresses the importance of the customer perspective, which in
practice often gets little exposure (see Fig. 2).

Looking at correlations between the phases we find correlations with a Pearson’s
rho > 0.300 between most phases. The correlation between development and realiza-
tion in the internal perspective is lowest.

The correlation results seem to support the underlying assumptions of the EAVF
(EA benefits can be related to organizational goals and the benefits may evolve in
time).

Spearman’s Rho

Customer -> Financial 0.486

Internal -> Financial 0.349

Learning & Growth -> Customer 0.332

Learning & Growth -> Internal 0.261

Fig. 3. Horizontal correlations between cells in the use phase

Financial Customer Internal Learning & 

Growth

Development -> Realization 0.484 0.586 0.140 0.359

Realization -> Use 0.224 0.292 0.362 0.362

Fig. 4. Vertical correlations between phases
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5.2 The EA Benefits Measurement Instrument

In order to develop the benefits measurement instrument we researched if the questions
defined for each class cover the main statement of that class, or, stated differently, can
we predict the outcome of the main statement (the view on the EAVF-class as a whole)
from the corresponding questions (the actual benefits in that class)? If this is possible,
the questions form a sound basis for a questionnaire.

To research this question we used the method of ordinal regression for each cell
with the main statement as dependent variable and the questions as independent
variables. The link variable used is the logit as the distributions were varying across
different cells and we wanted to use the same link function for every cell.

For each cell we built several models; starting with individual questions we took
the best fitting question and added questions while the prerequisites were satisfied. The
prerequisites we used to accept a question in the model are: significance of model fit
< 0.05, Pearson’s goodness of fit > 0.05 and significance of parallel lines >0.05.

In ten out of the twelve cells of the EAVF we found a relation between the
dependent variable (the overall statement) and some of the independent variables (the
questions). As a threshold for acceptance we used a Nagelkerke pseudo R2 > 0.250,
which in itself is low but can be defended as this is a first try at validating the
instrument and we did not want to reject possible relations prematurely. For discussion
purposes we present here one of the results (Table 4), corresponding with the Learning
and Growth perspective in the Realization phase. All results can be requested from the
authors.

Table 4. Model example

Phase Realization

View Learning and growth
Statement (dependent
variable)

By applying Enterprise Architecture in projects the learning and
innovative capacity of the organization is better

Questions included in
model

- Projects carried out under architecture provide a better
understanding of the limitations of the solution

- Projects carried out under architecture feature better sharing of
knowledge

- Projects carried out under architecture more often produce results
that fit the operational management

- Projects carried out under architecture produce more agility
(flexibility)

Questions not included
in model

- Projects carried out under architecture feature a more substantive
decision-making process

Statistics Nagelkerke: 0.499
Significance of model fit: 0.000
Pearson’s goodness of fit: 0.256
Significance parallel lines: 0.812
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As can be seen from Table 4, from four out of the five questions around 50 % of the
overall statement can be explained, whereas for the fifth question no statistical evidence
was found, as adding this question gave rise to a quasi-complete separation of data.

In most cells, adding the excluded questions to the model made the model fit
statistically not significant (p >= 0.05) or the test of parallel lines failed. Adding more
responses could help to overcome this. In Fig. 5 we have summarized the results in the
framework, where the number gives the Nagelkerke pseudo R2 of the best-fitting model
found.

In the empty cells there seemed to be a quasi-complete data separation for all
individual questions, so we could not use ordinal regression for model building.

6 Conclusions and Further Research

The contribution of this paper is twofold: we introduce a framework, the EA Value
Framework, for classifying EA benefits that combines the aspects of goal and time. To
be able to compare results from different EA benefit research initiatives and to enlarge
our knowledge base on EA benefits by building on each other’s research, it is important
to share a common framework. Supplementing this framework we show the current
state regarding EA benefits in the Netherlands, based on a survey held in the first
months of 2014.

The results of this survey show the kind of benefits organizations experience at the
moment. The main conclusions we can draw from the results are first of all that
regarding the customer perspective, benefits reported are low. This is consistent with
findings in the literature (for example, Boucharas et al. [2] found only two benefits in
the Customer perspective out of 100 benefits) and our observation that many architects
are focused on the internals of the organization (processes and information) and not on
the relation with the outside world. Secondly, we found that most benefits seem to
occur in the Development phase, which may be caused by the fact that in the Reali-
zation phase project managers may perceive EA primarily as a constraint instead of a
support and in the Use phase results can not be attributed to EA only. In future research
we want to explore these hypotheses in case studies.

The results of the survey appear to be representative of the EA field (as discussed in
Sect. 3), so we used them to evaluate the EAVF as well. We found moderate support
for the assumed underlying relations between the cells of the framework which in turn
give support to the validity of our framework.

Financial Customer Internal Learning &Growth

Development 0.299 0.371 

Realization 0.363 0.444 0.620 0.499 

Use 0.399 0.301 0.549 0.303 

Fig. 5. Model fit in the cells of the EAVF
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Finally, we used the results to continue the development of an EA benefits mea-
surement instrument based on the EAVF. This instrument consists of a series of
questions for every cell in the EAVF, which are derived from benefits as reported in the
literature. These questions have been used to predict the overall outcome in the cell, as
measured in an overall statement for that cell. Using ordinal regression, we found valid
models for ten of the twelve cells. These models constitute the first step in defining a
final questionnaire to measure actual benefits for a specific cell.

Our research has its limitations. As our survey asks for the perception of the
respondents concerning EA benefits, the outcome is subjective. This is a frequently
occurring phenomenon with evaluative surveys but there are indications that this kind
of survey leads to reliable results. For example Wall et al. [15] show that perceptions
are a reliable indicator of actual organizational performance. Secondly, the respondents
to our survey are self-selected and therefor are not a random sample of the EA com-
munity. As a consequence some bias in the answers may be present. Moreover, as the
survey is conducted in the Netherlands, care must be taken in generalizing the results.
Finally, as the twelve main statements are generic by nature, they leave room for
different interpretations.

In order to examine if the overall statements cover the cells fully and to further
refine the results from our survey, we plan to perform case studies in organizations with
the EA benefits measurement instrument. In that way, we expect to get a better
understanding which benefits are most important for organizations and gather ‘best
practi-ces’ on how to maximize the benefits of EA.

Acknowledgment. The authors wish to thank all respondents to the survey. Without their
diligent answering our questions, this research would not have been possible.
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Abstract. This paper investigates the suitability of the ArchiMate modelling
language for the purposes of modelling value and related concepts and
approaches. Based on this we propose several improvement which can help
enterprise architects come one step closer to being able to model all aspects of
an organisation, from its strategy, to the value it should create and deliver, to the
abilities which are needed to realise this value, and to the architecture which
supports this value creation and delivery. This can aid with motivating the value
of a project, making changes directly aimed at improving customer value, and
visualising the value exchanges within the value network of the organisation.

Keywords: Value � Value network � e3value � Value exchange � Value
stream � Enterprise architecture � ArchiMate

1 Introduction

The concept of value has been discussed since the days of Aristotle [1], and to this day
it is still a point of debate for many scholars [2]. It is used in many different domains
such as strategy, marketing, purchasing, supply chain management, etc. [3]. Therefore
it is no surprise that value has a central role in debates about why an organisation exists.
The creation and delivery of value is considered to be the core purpose of organisations
[1]. The survivability and continued profitability of organisations are linked to their
ability to fulfil their economic purpose, which is to create and distribute sufficient value
to each primary stakeholder from their value network [4, 5].

In practice, the term of value is a common occurrence in discussions of business
strategy [6]. A business strategy typically describes, at a high level, how an organi-
sation intends to create and deliver value to its stakeholders. The execution of the
strategy addresses the mobilisation and alignment of specific resources and capabilities
[7]. Therefore, the change associated to strategy needs to realise a specific value.

Enterprise Architecture (EA) is a discipline which is focused on designing, plan-
ning and implementing of organisational change. A commonly used approach to
illustrate the architecture of an organisation, in the context of EA, is the ArchiMate
modelling language. This language supports the modelling of motivational elements
(stakeholder, goal, assessment, driver, etc.), business elements (actor, value, business

© Springer International Publishing Switzerland 2015
A. Persson and J. Stirna (Eds.): CAiSE 2015 Workshops, LNBIP 215, pp. 375–388, 2015.
DOI: 10.1007/978-3-319-19243-7_35



process, business service, etc.), application elements (application service, application
component, etc.), technology elements (network, device, node, etc.), and implemen-
tation and migration elements (plateau, work package, gap, etc.). Therefore it should be
possible to use the ArchiMate language to model the strategy of the organisation, the
value it should create and deliver, the abilities which are needed to realise this value,
and the architecture which supports this value creation and delivery.

The main goal and contribution of this paper is an investigation into the suitability
of the ArchiMate language for modelling value and value-related concepts and
approaches. Based on a review of current literature we can provide a definition of
value, identify the value-relating concepts, and determine relevant value-related
approaches. We apply this knowledge to ArchiMate and assess if the current specifi-
cation of the language is sufficiently developed for the purpose of value modelling.
Based on this we suggest the adjustment of several definitions of ArchiMate concepts.
Furthermore, we propose an extension to the current metamodel to support the mod-
elling of these concepts and relationships. With the help of a case we demonstrate how
value modelling can be done with ArchiMate.

Being able to model the relation between the architecture of an organisation and the
value it intends to generate can have several benefits. First of all, it can become easier
to motivate the value of specific projects that implement organisational change. By
modelling the value that a goal is supposed to realise, we can reason that a project
which realises that goal also contributes to realising the value. Second, by relating the
value creation to elements of the architecture, an organisation can make changes to
the value they create by making more precise adjustments to the specific elements of
the architecture that help create the value. Last but not least, the exchanges that occur
within the network of an organisation can be modelled by abstracting from how they
are actually realised and focusing on the value that is being exchanged.

The research methodology we follow in this study is design science as proposed by
[8]. The remainder of this paper has been structured according to the activities
described in [8]. Hence, Sect. 2 includes a presentation of the current literature on
value. Section 3 introduces the ArchiMate modelling language in its current specifi-
cation. In Sect. 4 we assess the suitability of the ArchiMate modelling language and
propose several adjustments together with a value centred metamodel. Section 5
contains a demonstration of our proposed metamodel with the help of a case study. The
paper ends with some conclusions and pointers to future work (Sect. 6).

2 Value and Value-Related Concepts and Approaches

The purpose of this section is to present the current state of research relate the topic of
value, the different types of approaches to value, and identify which concepts are used
in relation to value. Based on this we propose a definition to value, identify relevant
approaches and related concepts to be modelled with ArchiMate.

Many different definitions and meanings have been attributed to the concepts of
value. The two most predominant views on value, which have been originally identified
by Aristotle, are value-in-use and value-in-exchange.
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Value-in-use represents the quality of something as perceived by users in relation to
their needs [9]. This quality refers to how much that something is worth to someone.
Value-in-use is created by integrating resources and applying competencies [1].

Value-in-exchange refers to the amount paid by the user to the seller for the value-in-
use of something [9] which was created by the seller and distributed in the market [1].
This second view on value is related to the idea of bartering in which one party offers
something to another party, which in return will offer something of equal value. The
value (i.e., price of the exchange) is determined based on the supply and demand. By
looking at value-in-exchange in this way it can be said that it represents the price the
buyer is willing to pay in order to benefit from something produced by the seller.

The concept of value is used in many different domains such as strategy, marketing,
purchasing, supply chain management, etc. [3]. Therefore it is no surprise that is has a
central role in debates about why an organisation exists. Peter Drucker has defined the
role of an organisation as a creator of value for the customer and society and not for the
organisation and its shareholders [10, 11]. As a response to this view on value, a trend
has emerged which states that organisations should create and maximize value for all
stakeholders alike [12], whether they are shareholders, employees, customers, sup-
pliers, community residents, natural environment [5]. By pursuing this approach to
value generation, an organisation integrates short and long-term results and ties its
operations to its financial needs and results [12].

2.1 Value Definition

Based on the different views presented on value, we formulate a basic and general
definition of value. Simply said, a value is the quality (worth) of something (tangible
or intangible) as perceived by a stakeholder (in relation to their goals/needs). This
value can be realised by an actor and exchanged with other actors. This definition will
be used as a basis for investigating the suitability of the current concept of value in
ArchiMate.

2.2 Value-Related Concepts

Value within an organisation is not an isolated concept. By looking at the definition of
value proposed in Sect. 2.1 of this paper, we can deduce that value is relative to a
stakeholder and thus it does not exist independently of a stakeholder. Other interesting
relationships to investigate are between value and strategic intent (strategy, goal,
objective, etc.) and between value and capability (what an organisation can do to
achieve a certain strategic intent).

As mentioned before, the generation of value for stakeholders is often used as an
explanation for why an organisation should exist. By itself the pursuit of value generation
does not give guidelines on how this value can be created or delivered, or which activities
of an organisation generate the specific value [13]. The strategy of an organisation is
typically used to describe how an organisation creates this value for its stakeholders [7].
The strategy can be further decomposed in long and short term goals/objectives which are
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aimed at achieving stakeholder value. Therefore we can say that each strategy, goal,
objective has a specific value for a stakeholder.

Current literature has proposed capabilities as the way to link business and IT [14,
15] because they are focused on business outcomes [16]. Typically business outcomes
are quantitative in nature. Another approach to capabilities presents them as what is
required to produce any type of value within an organisation. This implies that an
organisation’s value creation is highly related to its various capabilities [17].

2.3 Value-Related Approaches

Over the years several approaches have been developed to support value, within dif-
ferent disciplines. In business management, Porter has introduced the value chain as an
approach for analysing the sources of competitive advantage by examining the activ-
ities of an organisation and their interactions [18]. In essence, a value chain describes
the sequence of value adding activities to bring products and services to the market
[19]. Although the value chain has proven very useful in the past decades, it has
become an inappropriate tool to analyse many industries today and uncover sources of
value, particularly in sectors such as banking, insurance, telecommunication, news,
entertainment, some areas of the public sector, etc. [20]. There are several reasons for
this: products and services have become more dematerialised, the value chain no longer
has a physical dimension, industries are constantly changing and evolving which makes
the traditional view on value chains incompatible, and there is a strong co-operative
behaviour [20].

The modern version of the value chain is the value network. The main difference
between the two approaches is that the focus is not on the organisation or the industry
(value chain), but on the value-creating system itself, in which different actors co-
produce value (value network) [20]. The value network creates value through complex
dynamic exchanges between one or more actors [21]. The value exchange represents
the total pattern of values received, created, generated, and distributed by an organi-
sation in all of its ongoing relationships with other actors [22]. These value exchanges
can take the form of (1) goods, services and revenue (including contracts, invoices,
confirmations, payment, etc.), (2) knowledge (strategic information, planning knowl-
edge, technical know-how, etc.), (3) intangible benefits (customer loyalty, image
enhancement, etc.) [21]. The e3value ontology [23] is an economic value-based
modelling approach which incorporates ideas of the value chain, value network with
value exchanges. Besides describing value exchanges of the value network, this
ontology also captures behavioural aspects of such networks by using value activities,
start and end stimuli and dependency paths. Another modelling approach, coming from
lean management, is value stream mapping. Traditionally, it is used as a visual rep-
resentation of all the activities needed to bring a product from raw material, through
manufacturing, to the customer [24]. An organisation can have multiple of these value
streams, each corresponding to one product/service. This type of approach to value is
used to link the value creating activities of an organisation to the customer. Even
though this approach was developed with the manufacturing sector in mind, it is now
also used in service driven other sectors which are focused on delivering services, such
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as health care [25]. The activities of a value stream might differ, but the main principle
of value stream mapping remains true: mapping of the activities that generate value for
the customer. In the context of value networks and e3value, it can help with detailing, if
so desired, of the activities/processes that create value for the customer. An organi-
sation can use this information for improvements that are directly targeted at changing
the value that is delivered to their customers.

3 ArchiMate

The core language distinguishes between three layers: business, application, and
technology layer. Each of these layers contains structural, behavioural and informa-
tional aspects, and also defines relationships between and within the layers Fig. 1.
A complete description of the ArchiMate language (core, motivation extension,
implementation and migration extension) is offered by [26].

The role of the motivation extension is to allow for the modelling of motivations or
reasons that underlie the design or change of some enterprise architecture (Fig. 2).

The implementation and migration extension describes concepts that support the
modelling of the architectural change process and provides insight into these changes
and into portfolio and project management decisions (Fig. 3).

Iacob et al. [27] investigate if ArchiMate is suitable for modelling business strategy
and value-related concepts. The conclusion of this research is that ArchiMate 2.1
Specification does not include all the necessary concepts, including the Capability con-
cept. The authors also propose a metamodel for these new concepts, together with their
relation to existing ArchiMate concepts (Fig. 4). In this metamodel we can see that the
association relationship is used to model the relation between Value and other concepts.

Fig. 1. ArchiMate core metamodel
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4 Modelling Value with ArchiMate

Several relevant concepts can be identified based on the literature review presented in
Sect. 2. By using these concepts as a base, we can determine if the current specification
of the ArchiMate modelling language [26] is sufficiently developed to model value, and
the related approaches and concepts. Table 1 contains the assessment of current
ArchiMate concepts and proposes several improvements to each of them, including the
addition of the concept of Capability to the language.

From this we can conclude that the current specification of the ArchiMate language
is not sufficient for modelling value, and value-related approaches and concepts.
Therefore we propose the modification of the definition for Value and Stakeholder, the
addition of the Capability concept as proposed by [27, 29] and the use of the realisation
relationship to link Value to other ArchiMate concepts (goal, capability, core elements,
work packages, plateaus).

Fig. 2. Motivation extension metamodel

Fig. 3. Implementation and migration
metamodel

Fig. 4. The capability and resource meta-
model as proposed by [27]
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Table 1. Assessment of ArchiMate 2.1 specification and suggested improvements

Concept/
Relationship

ArchiMate definition Assessment Improvement

Value The relative worth,
utility, or
importance of a
business service or
product.

Definition is limited as
it does not define
value as being
relative to a
stakeholder. It does
not reflect the
relationship between
the relative worth
(value) and the needs
and goals of
stakeholders. It limits
the value to being
associated only with
a business service or
product.

New definition: the
quality (worth) of
something (tangible
or intangible) as
perceived by a
stakeholder (in
relation to their
goals/needs).

Stakeholder A person or a team
that has interests or
concerns regarding
the outcome of the
architecture.

Definition is limited by
describing only the
stakeholders that
have an interested
regarding the
outcome of the
architecture of an
organisation. It
considers only
individuals and teams
of individuals as
possible
stakeholders, and not
organisations.

New definition: a
person, a group of
persons, or an
organisation that
has interests or
concerns regarding
the organisation,
which is described
by its architecture.

Business
actor

An organisational
entity that is
capable of
performing
behaviour.

The business actor
represents the actual
entity that can have
the role of
Stakeholder.

No change

Goal An end state that a
stakeholder intends
to achieve.

There is no distinction
between the different
strategic concepts
such as Vision,
Mission, Strategy,
Objective.

Aldea et al. [28] have
proposed using
different profiled
for Goal to model
the different
strategic concepts.

Capability Does not exist in the
current ArchiMate
specification

It has already been
proposed as an
addition to the
language by [27, 29]

New concept
definition: the
ability of an
organization to
employ resources to
achieve some goal.

(Continued)
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Table 1. (Continued)

Concept/
Relationship

ArchiMate definition Assessment Improvement

Association
relationship

Models a relationship
between objects
that is not covered
by another, more
specific
relationship.

This relationship is
currently being used
to link Value to other
concepts of
ArchiMate. We
consider this
relationship too weak
for the purposes of
modelling what
creates value in an
organisation.

We propose the use
of a realisation
relationship, in
addition to the
association
relationship.

Realisation
relationship

Links a logical entity
with a more
concrete entity that
realises it.

The Value concept
should be used to
model what value is
being created by an
organisation. Thus
not what value is
being associated to a
specific element, but
what value is being
realised by a specific
element. By having
this relationship to
value it can become
easier to determine
where changes need
to occur in order to
influence that value
that is being created.

New relationship:
We consider this
relationship to be
more appropriate
for modelling the
relation between
Value and other
ArchiMate
concepts. Use of
this relationship
does not exclude
the use of the
association
relationship.

Flow
relationship

Describes the
exchange or
transfer of
information or
value between
processes,
functions,
interactions, and
events.

The definition is
limited because it
does not include the
possibility to model
the value transfer
between actors. Flow
can be used to model
value exchanges
between the actors in
a value network.

New definition: The
exchange or
transfer of
information or
value between
actors, processes,
functions,
interactions, events.
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Figure 5 shows how the concept of Value can be related to the proposed and current
ArchiMate concepts. This metamodel includes all the required relationships for mod-
elling all the value-related approaches presented in Sect. 2.

Even with the proposed extension there are still certain limitations to what can be
modelled with ArchiMate, especially concerning value networks and e3value. The
value exchanges between the actors of a network can be modelled in ArchiMate by
using the flow relationship. Although this relationship expresses that there is a transfer
of information, knowledge or value between two actors, it does not specify exactly
what is being transferred.

We propose that in the case of flow relationships, the actual value that is being
transferred should be associated to the flow relationship. Figure 6 illustrates our pro-
posed idea of associating the value to the flow relationship.

Another limitation regarding value networks comes from the fact that the Archi-
Mate modelling language does not support at the moment a distinction between AND/
OR junctions. Thus we cannot make the distinction between value exchanges that take
place together in the same scenario (AND) or value exchanges that happen in alter-
native situations (OR).

Fig. 5. Value and related concepts metamodel

Fig. 6. Value associated to the flow relationship
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5 Demonstration

Throughout this section we demonstrate how the value concept and its related concepts
and approaches can be modelled. We take the example case study of the fictitious but
realistic ArchiSurance organisation as described by [30]. This case study is published
by the Open Group and is used to portray the use of the ArchiMate in the context of
TOGAF. The following is a short summary of the case study.

The ArchiSurance organisation is the result of a merger between three independent
insurance organisations. The main reason that leads to this merger is that the three
independent organisations could not remain competitive without significant invest-
ments in IT. By combining into one organisation they would be able to control their
costs, maintain customer satisfaction, invest in new technology and take advantage of
the emerging high growth potential markets.

The management team (MT) of the organisation has two main concerns: the sat-
isfaction of the organisation’s shareholders and customers. In terms of shareholders, the
main concerns are the stock value and the profit. In terms of customers the main
concerns are the customer complaints and leaving customers. An analysis of the profit
concern reveals that application and employee costs are too high. An analysis of the
customer complaints concern reveals that there is a lack of insight in claim status and
insurance portfolio, and an inconvenient claim submission process. As a result of this
assessment, the MT formulates several goals. For example, in order to deal with the
high application costs the maintenance costs and the direct application costs need to be

Fig. 7. Example shareholder and customer satisfaction strategy
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reduced. Similarly, for the lack of insight into the insurance portfolio the goal for-
mulated is to improve the portfolio management. For each of these goals there are
several requirements formulated. These requirements are realised by several capabili-
ties of the organisation. Figure 7 illustrates the example of the stakeholders, concerns,
goals, requirements and corresponding capabilities of the ArchiSurance organisation.

The MT expects a certain value to be realised by each goal. For example, the
reduced application costs are supposed to realise the value of lower fixed costs. Sim-
ilarly, the goal to improve portfolio management is supposed to realise the value of
improved customer service. Figure 8 illustrates the relation between these goals and
values as perceived by the MT. All the sub-goals, capabilities and projects that help
realise these main goals are also realising the values or parts of the values.

The previous example shows howvalue can be perceived by an internal stakeholder of
the organisation. It also shows how the organisation, at strategic level, intends to create
value for their shareholders and customers. However the organisation does not realise this
value alone, but it is part of a value network. The organisation has value exchanges with
intermediaries and the customer. Figure 9 illustrates these value exchanges related to the
main value creating processes, within the value network of the ArchiSurance organisa-
tion. In this the values exchanged between the actors of the value network are named on
top of the flow relations.

The ArchiSurance organisation wishes to improve the value it delivers to its cus-
tomers. They can do this by having a closer look at its value streams. From the value
network example presented above we can see that there are two main processes that

Fig. 8. Example goals that realise values, as perceived by the stakeholder

Fig. 9. Example value network with value exchanges and value creating activities
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deliver value to the customer. Figure 10 illustrates the value streams for the two
processes. In this figure we can see in detail the processes that realise the services that
have a particular value for the customers. Any change that is aimed at improving the
values delivered to the customer should be made within these processes.

6 Conclusions, Limitations and Further Research

In this paper we have proposed an approach which will allow for Value and related
concepts to be modelled with ArchiMate. Based on a literature review, we are able to
put forward an improved definition of the Value and Stakeholder concepts of Archi-
Mate. Furthermore, we determine which concepts can have a relationship with Value
(Stakeholder, Actor, Goal, Capability, core elements, and implementation and migra-
tion elements), and also specify what kind of relationships are possible (realization and
flow). The current AchiMate specification allows for the concept of Value to be related
to all other concepts by using the association relationship. We consider this relationship
to be too weak for expressing what actually creates value in an organisation. For the
purpose of modelling a value network we propose the use of the flow relationship. This
allows for modelling that there is a transfer between actors but does not specify what is
actually being transferred. In order to be able to model the actual value that is being
exchanged, we propose to use an association relationship to connect the value to the
flow relationship. Another aspect that requires attention is the fact that no distinction
can be made at the moment between flows that happen in the same situation and flows
that happen in alternative situations. In order to deal with this limitation we propose an
improvement to the junction concept.

There are several limitations to the research we have presented. We have deter-
mined that the ArchiMate language is not sufficiently developed at the moment to be
use for modelling value and related concepts and approaches. Further research needs to
be done in order to determine if the proposed changes to the language are sufficient.
Furthermore, in this paper we have demonstrated how our proposed changes can be
used with the help of a fictitious case study. Even though this is sufficient for illus-
tration purposes, further research needs to be done in order to investigate the appli-
cability and generalizability of our proposed extension in practice. Another point of
interest for further research would be to determine if automated model transformations
between e3value and ArchiMate are possible with the help of our proposed changes.

Fig. 10. Example value stream(s)
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Abstract. The discipline of enterprise architecture (EA) has become well-
established in many organizations and is continuously discussed in academic
literature. However, EA’s effectiveness beyond IT is limited. The paradigm of
architectural thinking aims at reaching the 90 % of an organization that is not
related to IT. The paper contrasts the abstract definitions of architectural
thinking with empirical case study data. We find that practice has developed
implementations of these abstract definitions. However, we also find new
characteristics of architectural thinking that have not yet been discussed in
literature. Specifically, these are the role of decisions and the role of formal
governance mechanisms.

Keywords: Enterprise architecture � Enterprise architecture management �
Architectural thinking � Case study

1 Introduction

The discipline of enterprise architecture (EA)has become well-established in many
organizations and is continuously discussed in academic publications [1]. The
achievements of the discipline in the practitioner’s domain are documented for example
in EA frameworks out of which The Open Group Architecture Framework (TOGAF)
[2] has received most attention in recent years [3, 4]. Achievements of academic
research are published in numerous method fragments [for overviews see 1, 3, 5–7]
covering EA modeling, EA planning, EA principles, etc.

Enterprise architecture describes the fundamental structures of an organization.
Enterprise architecture management (EAM) is concerned with guiding changes and
developments of EA. As such, the notion of EAM goes beyond EA modeling and
includes the management tasks of planning and controlling business changes from an
architectural perspective [8].

What defines the architectural perspective and differentiates EAM from other
management disciplines, such as business process management or project management,
is its holistic scope which spans three dimensions [9, 10]: (1) on a horizontal dimen-
sion, EAM often covers the entirety of artifacts of a specific artifact type (e.g., all
applications or all processes) of an organization. (2) On a vertical dimension,
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EAM often covers all layers of an organization’s business-to-IT stack. (3) In a dimension
of time, EAM is not limited (e.g., to a project or program), but covers changes of several
projects or programs linking an EA’s as-is state to one or several to-be states.

Due to this holistic perspective, EAM is expected to identify and leverage those
potential synergies in an organization that cannot be identified, having a partial per-
spective, e.g., of a single project, in a single process, or a single organizational unit.
This is because all these entities often have their particular but locally restricted per-
spectives and strive for achieving their respective local goals. From a holistic per-
spective, the set of local, and in this matter uncoordinated, decisions often results in
inconsistent, redundant, and/or conflicting solutions.

In practice, however, EAM’s impact often falls short of its potential benefits. One
of the reasons is that EAM’s range of influence is often restricted to IT departments
only [11]. In fact, EAM often has an “image problem”, and once people use the word
enterprise architecture, “eyes start to roll” [12]. Involving business departments seems
to be a difficult task on which EAM regularly fails to deliver. Thus, a relevant question
for EAM is how to reach “that other 90 %” of an organization that are not related to IT
[13]. This question is crucial since Ross and Quaadgras [14] found that more mature
EAM functions “do not necessarily lead to business value” but that “business value
accrues through management practices that propagate architectural thinking throughout
the enterprise.” [14] Given a certain maturity level, EAM should not aim at further
improving EAM methods, tools, and processes. Instead, the underlying philosophy of
EAM, taking decisions informed by a holistic perspective, should be internalized by a
broad range of decision makers across hierarchical levels.

Ross and Quaadgras [14] define architectural thinking as the way of thinking and
acting throughout an organization that considers holistic, long-term system aspects as
well as fundamental system design and evolution principles in everyday decision
making, which is not restricted to architects or system developers. According to Winter
[15], architectural thinking is supposed to be a lightweight, less formalized, and utility-
centered approach that aims to support non-architects and people outside the IT
function to understand, analyze, plan, transform, and communicate fundamental
structures as well as design/evolution principles of what they perceive as their work
system. Architectural thinking aims at educating these people in adopting holistic,
long-term considerations in their daily decisions.

The concept of architectural thinking occurred fairly recently in academic literature
and remains abstract. Therefore, our research aims to contrast the concept of archi-
tectural thinking found literature with empirical case study data. We further aim to
understand whether corresponding concepts can be identified from empirical data and
where existing conceptualizations can be extended. Therefore, this research provides an
overview of the existing literature on architectural thinking and derives a corresponding
research lens. We follow an interpretive (antipositivist) approach. Our aim is to add to
the understanding of the phenomenon of architectural thinking since there is no other
empirical foundation to discuss the phenomenon, yet. We contribute new aspects of
architectural thinking and we add empirical instances to so far only theoretically
described constructs.

We proceed as follows: in Sect. 2 we present the conceptual lens of architectural
thinking and introduce related literature. We provide empirical data from a case study
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at Commerzbank AG in Sect. 3, followed by a discussion of the data through our
conceptual lens in Sect. 4. We conclude by a summary in Sect. 5.

2 Conceptual Foundations

2.1 Differentiating Architectural Thinking from EAM

Architectural thinking has only recently been discussed as an addition to traditional
EAM [14]. This shift in perception is rooted in the finding that EAM practices differ
from the descriptions that are often subjected in EAM discussions. While traditional
EAM oftentimes focusses on the results of architectural work, it may become much
more valuable to focus on the process of gathering information relevant for architec-
tural decisions [16] and thus involving the relevant stakeholders. Winter [15] details
this perception by identifying commonalities and differences between the two concepts
of EAM and architectural thinking. Both approaches share the scope concerning the
fundamental structures of the organization and the principles guiding its design and
evolution. The goals of both approaches are the reduction of redundancies, increasing
consistency, increasing manageability, leveraging synergies, and increasing flexibility,
respectively. Their scope regarding time is long-term rather than short-term.

However, Winter [15] mentions important differences (see Table 1). While EAM
describes architects as the driving actors, architectural thinking promotes the individual
decision-maker within the organization to taking responsibility. Local, often non-IT
decision-makers are responsible, not only for achieving their respective goals, but also
for contributing to the enterprise-wide goal achievement. In order to facilitate archi-
tectural thinking, the focus needs to be both extended to long-term goals of the

Table 1. Differences between EAM and architectural thinking [15]

Differentiating
Characteristics

Traditional EAM Architectural Thinking

Driver/owner Architects Individual decision-makers
Hosting
organizational unit

Primarily IT; sometimes
corporate center

Business lines

Addressed
stakeholders

Various (IT, corporate
management, business
lines)

Individual decision-maker (= owner)

Benefit type Enterprise-wide, long-
term: “what’s in it for
the enterprise”

Local utility, medium-term: “what’s in
it for me and why is it beneficial for
all of us”

Threats for benefit
realization (and
solution strategy)

“ivory tower” ! engage
architects in changing
projects

“local” architectures ! bottom-up
consolidation

Method support Dedicated, sophisticated
methods and tools:
expert users!

Lightweight, pragmatic (e.g., principle
catalogues, calculation templates,
charts): users are no architecture
experts!
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organization and aligned with the short-term goals of decision makers. In order to
mitigate the risk that architectural thinking is misunderstood as set of local optimiza-
tions, the trade-off between local and enterprise-wide goals need to be addressed and
reduced. Opposed to existing, often sophisticated EAM approaches, the architectural
thinking approach is supposed to be lightweight and targeted at supporting non-
architects.

Some confusion may arise on how architectural thinking differs from strategy
making and concrete design of the organization. Proper [17] deals with this confusion
and positions architectural thinking between the strategic and the design level. The
strategic level deals with definitions and evolutions of the corporate strategy. The
design level copes with decisions that are related to each team’s work processes and
project organization. The intermediary architecture level, which involves architectural
thinking, is positioned to focus on the requirements that can be gathered from the
strategic level as well as from goals and concerns of the stakeholders in the
organization.

2.2 Adoption of Architectural Thinking in an Organization

The core of architectural thinking is the establishment of the architectural perspective in
the organization. Lattanze [18] particularly articulates the need of EAM training pro-
grams to have the long-term goal of establishing the architectural perspective
throughout the organization. He aims not only at training employees in architecture
theory and principles, but also at achieving a state, where designing organizational
elements, such as products etc., is a deeply rooted paradigm within the organization.
This could be achieved by providing formal roles and career paths for people involved
in architecture. Furthermore, architects need to be trained in marketing and commu-
nication concepts; processes need to be constructed/changed by involving architects in
an early stage. This is in line with Ross [14], who states that, in order to drive the value
from enterprise-wide activities, management mechanisms need to be implemented,
allowing people to continuously learn how to improve their platforms.

Van der Raadt et al. [19] emphasize the origin of the “architecture lobby” when
aiming at the establishment of architectural thinking. According to the authors, “an
organization where architecture awareness originates with business management has
different ideas about architecture and has a different momentum than an organization in
which architecture awareness starts in the IT-department.”

Weiss et al. [20] describe antecedents that need to be considered for establishing an
architectural perspective. They ground their research in institutional theory [21–23].
According to the authors, benefits through EAM are achieved when EAM has a “rule-
like status in social thought and action”, provides social legitimacy and efficiency, and
when it is grounded in the organization [24].

Winter [15] finds that the antecedents for establishing EAM are also relevant for the
adoption of architectural thinking throughout the organization. Based on the work by
Weiss et al. [20], Winter [15] derives challenges for the adoption of architectural
thinking in organizations (Table 2):
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In the following we use the dimensions from Tables 1 and 2 as the conceptual lens
to analyze the empirical data presented in the next section.

3 Case Study Commerzbank AG

In this section we present case study data on architectural thinking, collected from
Commerzbank AG. Two of the three authors are university-scientists and part of an
applied research project at the case company. The third author is employed with the
case company as an enterprise architect and involved in the initiative reported here. The
goal of the case study is to contrast the perceptions from practice with the early
conceptualizations of architectural thinking from academia.

3.1 About the Case Company

Commerzbank is the second-largest German bank, located in Frankfurt/Main. The
company is providing services for the global banking business, having more than
52,000 employees. Similar to other companies in the banking sector, Commerzbank
has to deal with challenges imposed by the recent financial crisis and the subsequent
regulatory requirements, significantly impacted by low interest rates in their daily
business operations. In order to cope with these challenges, Commerzbank aims at
further reducing risks, optimizing the capital base, pursuing cost management, and
simultaneously making long-term investments in the core bank’s earnings power, while
rigorously orienting the business model toward the needs of customers and the real
economy [25].

Table 2. Challenges for the adoption of architectural thinking [based on 15; 20]

Adoption Challenge Role of the Challenge for Establishing
Architectural Thinking

Creating social fitness and
architectural compliance

When decisions of decision-makers do not only contribute
to his or her local goals but are architecturally compliant
and thus contribute to enterprise-wide goals, such
decisions should be socially recognized and should
foster the decision-maker’s legitimacy within the
organization.

Understanding use situations
and efficiency

In order to make architectural thinking effective and to
contribute to decision-makers efficiency different
situations and their specific decision types need to be
addressed.

Development of architects as
business supporters

Architects are required being the facilitators of
architectural thinking and the ones providing the holistic
perspective to decisions-makers. Architecture roles need
to be developedto provide this business support.

Communication of architects’
value contribution

In order to grow the trust in architects as well as in
architectural thinking,architects’ value contribution
needs to be communicated.
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Within Commerzbank, the EAM function is part of the IT-organization and directly
reports to the group chief information officer (CIO). One of the main goals of the EAM
function is to support the joint definition of target processes and to align system
architectures with business and IT units. Architects thereby serve as drivers of the
target architecture definition process and as method providers. Target architectures are
always developed within a business-driven change project or program.

3.2 About the Project

Commerzbank has recently launched a strategic investment program called Group
Finance Architecture (GFA), aimed at redesigning the process and system architecture
of the Commerzbank group finance function. The sponsor of the strategic initiative is
the chief financial officer (CFO). The main goals of the program comprise delivering on
the latest regulatory requirements, integrating financial accounting and management
accounting in order to significantly faster processes, and improving the financial
analysis options.

To achieve these goals, a new finance architecture needs to be designed and
implemented in an almost greenfield approach. The new finance architecture serves as
the nucleus for a more integrated bank steering platform. The project is supported by
the EAM function for supporting and guiding the design of the new target architectures.
EAM always needs to be involved in large projects and programs that are conducted at
Commerzbank. The new layered architecture is based on a state of the art standard
accounting software and a data warehouse, resembling the new single source of facts.

The architecture work focuses on ensuring that the new solution fulfills the defined
functional and non-functional requirements. The top priority is to ensure that the results
of this investment will actually serve as the core for the new finance architecture and
thus as a substantial nucleus for future projects. Although a single project is usually not a
suitable case for demonstrating architectural work, this particular project is a nice
exemplar for demonstrating architectural work in general and architectural thinking in
particular. This is due to the size of the project, where up to 150 project members need to
take decisions during the five years of the project, and it is due to the fact that this project
is sponsored by the CFO, i.e., from outside the IT organization. This project has to
address both the long-term holistic perspective as the future nucleus for further projects
as well as the local project perspective to deliver in time, in budget, and in quality.

3.3 Architectural Thinking in the Project

To align decisions of the project members, Commerzbank uses the capabilities of the
EAM function. The EAM approach focusses on demonstrating its value contribution to
the project members. For this purpose, EAM starts with project scoping and is pri-
marily involved during the functional design phase; EAM is less involved when it
comes to the subsequent IT development.

An important step to ensure the acceptance of architectural work is to formulate
business-driven goals that need to be met by the final solution. Thus, the focus is on the
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solution (what does the business want to achieve?) and not, like oftentimes before in
similar projects, on the way to achieve the goal (how do we want to achieve the goal?).
Exemplary business goals are the convergence of finance and risk data, the support of
very short time-to-market-cycles for new products, fast consideration of new (regula-
tory) requirements, and an overall cost efficiency. Based on these high-level business
goals, more specific goals for the overall solution are formulated. Examples for such
goals are:

• The solution provides a convergent storage.
• The solution is designed to enable short change cycles.
• The solution design is cost efficient.

These goals are focusing on the solution and do not mention any architectural rule or
paradigm. The designs are evaluated concerning their contribution to the solution’s
goals. These solution goals are transparently linked to business goals. They are not the
result of an architect’s or engineer’s opinion on what a favorable solution would look
like.

To support the practical implementation of the solution’s goals, rules are defined
for each solution layer (e.g., data warehouse, accounting solution, and reporting). Yet,
those rules are formulated in a way that any design can be evaluated regarding its
contribution to the solution’s goals. Exemplary rules are:

• The implementation is achieved by customizing.
• Each rule references a business goal that the rule should contribute to.

If a situation occurs, where the use of a rule would not contribute to the business goal,
the rule is not supposed to be applied. For reasons of governance, it was necessary to
communicate this set of business and solution goals as an official and binding docu-
ment within the project. However, this formal binding stays effective only as long as
there is good reason. The Commerzbank approach is not to rely on any formal status of
architecture documents, but to rely on the good and comprehensible reasons for the
business and solution targets.

3.4 Project Learnings

In this project, the most important philosophy to foster business stakeholders’ archi-
tectural thinking is to handle design and implementation decisions in a consensual way.
The consensus, however, always has two components: the business driven goal defi-
nitions and the holistic architectural perspective. Sound design, from an architectural
point of view, became a self-runner after the first phase of intensive collaboration
between the architecture and the design team. In conflicting situations, where someone
argues for a design that does not comply with the current architectural rules, and still
was able to explain why the proposed design contributes to the overall goals, this new
design was handled as the new architectural standard. If the respondents were not able
to provide a reasonable explanation, they were in charge to argue, why in this case it
might be more appropriate not to contribute to the overall solution’s goals. Thus, in this
project architectural thought and action were focused on the individual decision and the
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respective justification in a given situation rather than on the codified architectural
rules. However, discussing the individual decisions fosters the understanding of the
various and possibly conflicting perspectives of the involved parties. It also fosters
the conscious and deliberate decision-taking, since every decision potentially serves
as the architectural standard in subsequent comparable situations. This decision
focus is similar to the “case-law” in the US legal system, contrary to codified law,
which is prevalent in European countries. Finally, the developed solution at Com-
merzbank, designed by the project team, serves as one of the best solutions in the
market, but even more important as the gold standard within the organization itself.

Discussing success factors of architectural thinking at Commerzbank, stakeholders
mentioned the definition of architectural thinking as an important goal. Thus, the
restriction of conflicting goals, appropriate performance management and incentive
systems, the involvement of long-term beneficiaries in the project as well as a shared
mental model among stakeholders have become critical success factors; silo-mentality,
unknown or ignored interrelations, locally focused performance indicators, missing
boundary spanners such as architects, and “content-free” project manages whose
involvement ends with the project, were characterized as major challenges in this
context.

4 Discussion

In Sect. 2 we introduced the currently scarce and abstract concepts of architectural
thinking. In Sect. 3 we presented case data concerning the topic of architectural
thinking aimed at contrasting the abstract concepts. Here we discuss how architectural
thinking was applied in the described project, aimed at answering the research question,
what the constituents of architectural thinking in practice are. Therefore we employ the
conceptual lens codified in Tables 1 and 2 in order to analyze the empirical data. The
results of this analysis and the answer to our research question are summarized in
Table 3.

One of the most important determinants of architectural thinking is the ownership
of architectural considerations by all stakeholders in the project. This is given in the
case described above—the sponsor is as much involved in architectural considerations
as the individual project members, and can therefore improve the architectural rules by
providing better ones.

Concerning the hosting organizational unit, architectural thinking was rather hosted
in the program management than in the involved business lines. This might be an
intermediary step of introducing architectural thinking. Program management is more
often regarded closer to the business units than the EAM function. However, a high
degree of architectural thinking would even further include business units.

Individual decision-makers have been identified as the addressed stakeholders. As
described earlier, they had the opportunity and responsibility to participate in the
architecture process and were encouraged to contribute their ideas.

The provided benefits were discovered to exist both locally and globally,
i.e., enterprise-wide. Concerning the first dimension, the architecture guidance has

396 S. Aier et al.



Table 3. Architectural thinking and the case study findings

(Continued)
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proven to be a useful instrument to achieve local projects goals. Globally, the overall
solution was successfully delivered, too.

The threat for a beneficial realization is a local project architecture that does not
deliver the nucleus for further projects and thus, limits the overall impact to a local
solution.

The method was strongly influenced by the EAM experts. Guidelines were col-
lected and managed in order to achieve a business-driven design. However, all the
goals, rules, and rationales are formulated in a non-architect-language, i.e., using the
vocabulary of the project’s sponsors.

Another newly discovered aspect complements the findings by Winter [15] and
others. While traditional EAM oftentimes performs governance by stating rules or
principles as well as by enforcing a project’s compliance, architectural thinking in the
presented case focuses on the consensus for each decision and thus establishes case-law
thinking. Such a philosophy is much more flexible in adapting to new situations,
stakeholder requirements and benefits, since the actual context of the decision is well
documented.

Similar results are found regarding the adoption challenges for architectural
thinking. Table 3 lists the specific implementations of adoption mechanisms discussed
in [15, 20] for the presented project. However, beyond the “softer” factors described by
Winter [15] the case data also delivers examples for the more formal mechanisms of
governance and rule enforcement as such described by Weiss et al. [20]. These gov-
ernance mechanisms, however, are no classical EAM governance mechanisms like
project proposal or milestone reviews for architectural compliance. Instead, the pro-
cesses of decision-making and the role of decisions are established and fostered in
governance mechanisms.

Table 3. (Continued)
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Summarizing our analysis leaves the specific project reported herewith most
characteristics of architectural thinking and challenges for adopting architectural
thinking being addressed. In addition, we find a new characteristic that has not yet been
described in architectural thinking literature. Although the project has been set up with
the general idea of architectural thinking in mind, it did not follow any blueprint of
architectural thinking. Therefore, the project can only partially serve as a demonstration
or even an evaluation of the architectural thinking paradigm. It is rather a case that
reflects the abstract concepts of architectural thinking. Also, the intended dimensions of
architectural thinking, i.e., to reach “that other 90 %” of an organization that are not
related to IT [13] are not met by the case. Rather the project represents a sandbox for
architectural thinking. In fact, it is much easier to establish architectural thinking in a
team of 150 project members, sharing an overall project goal, than in an entire orga-
nization where the overall goals and the individuals’ goal contributions might be much
less recognizable. Given the limits of effectiveness of traditional EAM and the pro-
posed approaches of architectural thinking, the case data nevertheless deliver an
encouraging statement for following this research avenue.

5 Conclusion

In this paper we illustrate the concept of architectural thinking, which aims at reaching
“that other 90 %” of an organization that classical EAM does not reach, with empirical
cases study data. Therefore we contribute practical implementation exemplars of
architectural thinking beyond the abstract definitions of architectural thinking proposed
in academic literature so far. We find all of the dimensions and challenges mentioned in
literature to be applicable in practice.
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Abstract. Today’s companies face increased pressure regarding com-
pliance to legal obligations. Regulations for the financial sector such
as Basel II and III, Solvency II, or the Sarbanes-Oxley-Act explicitly
demand various requirements. Many of those requirements address the
governance and management of information assets, such as data. Com-
panies need to report and track their information architecture, and fur-
thermore have to provide accountability and responsibility information
on their data to, e.g., supervisory authorities.

Additionally, the tracking of processed data becomes increasingly dif-
ficult since the software systems and their interactions throughout the
enterprise are highly complex. This paper argues for a consistent and
comprehensive assignment mechanism on data governance roles. Based
on logical inferences, we are able to show how accountability and respon-
sibility can be assigned throughout processed data. Thereby, we analyze
the limitations of traditional logic, such as propositional logic, and exem-
plarily show how non-monotonic defeasible logic can be used to keep the
assignment of roles on information assets consistent.

Keywords: Data governance · Enterprise architecture · EA metrics ·
Logical Reasoning · Defeasible logic

1 Introduction

The increasing organizational complexity of today’s enterprises requires a
strategic approach to align the enterprise’s IT to its business [1]. In this sense,
an Enterprise Architecture (EA) represents the holistic organization of an enter-
prise consisting of its components, relations, and environment [2]. Thereby,
EA is understood as a descriptive and holistic model of the enterprise [3].
The corresponding management discipline—Enterprise Architecture Manage-
ment (EAM)—is a function for planning, developing, and controlling an EA
and its evolution, and thus to ensure its flexibility, efficiency, and transparency.
Consequently, EAM fosters business IT alignment [4] and potentially improves
the enterprise’s business performance [1]. To cope with the increasing size and
c© Springer International Publishing Switzerland 2015
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complexity of an EA, there are various tools supporting enterprise architects by
providing methods for gathering, modeling, and analyzing EA data [5]. Ana-
lyzing an EA also includes the computation of EA metrics allowing a reliable
assessment of the current state as well as the evolution of the EA [6]. Thereby,
EA metrics generate derived EA data [7].

Due to EAM’s goal to establish a shared understanding of the enterprise’s
current state among the whole organization, it involves a variety of stakehold-
ers, e.g., enterprise architects, EA repository managers, and data owners [8].
However, there is an increasing pressure to legal compliance forcing companies
to ensure transparency and provenance of their data. In the financial industry
regulatory frameworks like Basel II [9], respectively Basel III, Solvency II and
the Sarbanes-Oxley Act [10] were promulgated to ensure proper risk manage-
ment and to reduce the vulnerability to systemic risks. Although the concrete
measures vary throughout the different regulations, they share common princi-
ples regarding transparency and provenance of data. Additionally, the German
implementation of Basel II in the banking act [11] has a strong focus on audit-
ing of processes, data, business entities, etc. [12,13]. In this sense, specifying and
documenting roles, rights and responsibilities of all stakeholders is indispensable
for today’s companies.

There are various frameworks to document the roles of stakeholders with
regard to specific entities of an EA. For example, the RACI matrix [14] links
a stakeholder to certain activities or processes by specifying this person to be
responsible (R), accountable (A), consulted (C), or informed (I) regarding the
respective process. On another note, the Data Governance Framework (DGF)
addresses responsibilities and accountability of stakeholders on data itself. There-
fore, there are frameworks providing a way of explicitly specifying which persons
are responsible and accountable for processes and data in EA. However, it is still
an open question whether these frameworks also fit to derived EA data generated
by EA metrics. Furthermore, since the data itself is derived through EA metrics,
the question arises if roles for derived EA data are also derivable from the metric
and its input. Trends in data science, such as big data, really push the necessity to
provide consistent frameworks of semi-automatic determination of responsibility
and provenance of data. Who is responsible, respectively accountable, for data
that was automatically created by algorithms? Based on existing information
about the assignment of roles of either processes and data, algorithms based on
logical frameworks can deduce the roles for the derived properties. A consistent
logical framework helps to generate reproducible and reliable results [15].

Consequently, answering the following research questions constitutes this
work’s contribution: What is a framework for the specification of roles on EA
data governance? And what is a logical framework to infer roles on derived EA
data based on the corresponding EA metric and its input?

This paper describes an approach to cope with the assignment and deriva-
tion of roles on data, representing information about an enterprise architecture.
Thereby, we briefly sketch prior and related work in Sect. 2. Section 3 will give
an overview about models and roles for relevant information assets (e.g., data,
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metrics, and derived data) in the EA domain. The paper continues with the
adaption of an existing and well studied logical framework, namely the defea-
sible logic, in Sect. 4. Finally, Sect. 5 summarizes its contribution and sketches
further research directions.

2 Related Work

One of the most common tools for documenting the roles of persons on activities
is the RACI (Responsible, Accountable, Consulted, Informed) matrix [16]. The
RACI matrix was already applied in software development governance [16], but
also in the domain of EAM. Thereby, Fischer et al. [8] used the RACI matrix
for the EA maintenance process, i.e., they specify roles for EA stakeholders on
activities related to the maintenance of the EA model. However, they did not
discuss roles for derived EA information.

How to govern enterprise data was discussed by the Data Governance Insti-
tute (DGI). The DGI proposed the Data Governance Framework (DGF), which
is a “logical structure for classifying, organizing, and communicating complex
activities involved in making decisions about and taking action on enterprise
data” [17]. The framework argues for an extensive system analysis to trace
unclear accountabilities along the data flow. This manual tracing might work
out for small programs with well defined data flows, but exceeds its applicability
in complex enterprise structures.

As an extension to the DGF, Khatri and Brown [18] analyzed different facets
of “data as an asset” with a strong focus on the provision of a framework for
data governance. They also admit that data assets are moving more and more in
the focus of legislative compliance and related reporting. The outcome of a case
study they conducted in the insurance industry is a differentiation between five
interrelated decision domains for data governance, namely data principles, data
quality, meta-data, data access, and data life-cycle. For each of the provided
domains the driving decisions are stated out and potential roles are given.

Yogesh et al. [19] argue that data provenance is crucial for the reuse of data.
Thereby, data tracking can be ensured using meta-data, pertaining the com-
plete derivation history starting from its original source. Analyzing the scientific
workflows, they created a taxonomy of data provenance characteristics. The tax-
onomy differentiates between five main headings, namely application of prove-
nance, subject of provenance, representation of provenance, provenance storage,
and provenance dissemination. The differentiations are discussed regarding their
characteristics, but miss a normative guideline how to derive the provenance
information for data from its sources.

The usage of logical frameworks to enrich existing frameworks with consistent
logical conclusions was also subject of prior research. Ninghui et al. [15] devel-
oped a logic-based language, namely delegation language, with the objective to
represent policies, credentials, and requests allowing inferences based on logical
conclusions. Their research focused on the support of decentralized aggregation
of data, in which the derivation and inference on data plays a significant role.
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Fig. 1. A conceptual model of EA information assets including EA data, metrics, and
derived data. Each information asset is associated with stakeholders through specific
roles (see Table 1).

The possibility to express complex policies allows a fine granular declaration and
delegation of data authority. The delegation language only supports monotonic
reasoning, which was also identified as drawback by the authors. They later on
worked on a non-monotonic delegation logic to handle with conflicting policies,
but the manuscript was never officially published [20].

Gaaloul et al. [21] used a logical framework to reason about delegation events
to model task delegation. The usage of formal logical engines, such as event cal-
culus, allows the definition of delegation policies. Their overall objective is the
automated assignment of delegation policies. Once the delegation policies are
specified, a discrete event calculus reasoner can efficiently solve the problem
by transforming it into a satisfiability (SAT) problem. They showed that for-
mal reasoning increases the compliance regarding delegation changes in existing
policies.

3 A Model of Roles for EA Data and Metrics

In the context of this work, we define derived EA data as the output of EA
metrics, which performs a computation based on input data. Thereby, we dif-
ferentiate between source data which has to be provided by one or more EA
stakeholders, and derived data which is computed by an EA metric based on
respective input data. In this sense, not only data itself is considered to be an
information asset, but also the metric capturing the actual computation prescrip-
tion. Figure 1 gives an overview of the information assets, and their relationships.
In this context, a metric has an arbitrary amount of input data, and produces a
derived datum. The corresponding roles are described bellow in Table 1.

For example, Schneider et al. [22] describe the metric Average Functional
Scope computing the average number of function points of business applications
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Fig. 2. An excerpt of the information model for the metric Average Functional Scope
as described by Schneider et al. [22], as well as a corresponding and exemplary UML
object diagram.

within a certain business domain. In this sense, function points are a quantifi-
cation of how much business functionality a business application provides. An
excerpt of the corresponding information model as well as a proper exemplary
object diagram is depicted in Fig. 2. A formal computation prescription for this
metric can be expressed with the Object Constraint Language (OCL) as follows:

context FunctionalDomain : : averageFunct iona lScope : Number
derive :

s e l f . a pp l i c a t i o n s −> c o l l e c t ( func t i onPo in t s ) −> sum( )
/ s e l f . a pp l i c a t i o n s −> s i z e ( )

Based on the exemplary object diagram in Fig. 2, the evaluation of the met-
ric Average Functional Scope for the functional domain d1 generates a derived
datum, namely the value 20 for the attribute Average Functional Scope.

To relate the exemplary information model in Fig. 2 to the conceptual model of
information assets as depicted in Fig. 1, we consider the attribute values in Fig. 2
to be objects of class Data as defined in the conceptual model. Furthermore, also
whole entities are information assets. More specifically, the function points of busi-
ness applications a1, a2, and a3 are Source Data, and the derived attribute’s value
is Derived Data. The entities themselves (business applications a1, a2, and a3 as
well as functional domain d1 ) are Information Assets. Moreover, the metric Aver-
age Functional Scope with its computation prescription is an object of class Met-
ric. While this is a very concrete example of a model-based metric, we could use
any other metric which is defined based on an information model.

Depending on the level of granularity of data management and governance,
various roles have to be specified to govern Information Assets (see Fig. 1).
According to Kathri and Brown [18], five interrelated decision domains are com-
mon (see Sect. 2), whereas the “data principles” domain is responsible for the
linkage with the business. Consequently, the data principles domain clarifies the
extent to “which data is an enterprise-wide asset, and thus what specific policies,
standards and guidelines are appropriate.” [18]. In order to achieve clarification,
a differentiation according to roles for accountability for data is necessary. The
differentiation as used in our research was derived from Khatri and Brown is
provided in Table 1.
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Table 1. Roles for accountability and responsibility of information assets [18].

Role Description

Data owner The data owner has to ensure the data quality and develop and
implement the data definition. Furthermore, he is responsible
for interpreting and ensuring compliance to Federal, State and
other policies.

Data custodian The data custodian ensures that the access to the data is
authorized and controlled. He is responsible for safe custody,
transport, storage and implementation of business rules.

Data steward The data steward ensures that each data element has a clear and
unambiguous definition. He also has a respective
documentation on usage.

Data producer Everyone that creates data elements and persists them is a data
producer. This is not necessarily a person but can also be an
application.

Data consumer The data consumer is the opposite role to the data producer.
Data consumers read, transform, or process existing data
elements.

In the domain of EAM, Matthes et al. [23] proposed two different roles on
metrics, namely the owner and consumer. As proposed by Kathri and Brown [18]
and by considering metrics as information assets, we extend this existing set of
two roles on metrics to enable comprehensive data governance regarding informa-
tion assets. Thereby, we are adding the roles of the data custodian, data steward
and data consumer to metrics. As shown in Fig. 1, data as well as metrics can now
be subsumed as information assets, which also holds the required relationships
(data governance roles expressed by associations) between stakeholders and the
information asset.

4 Defeasible Derivation of Roles for Derived EA Data

Just as Ninghui et al. [20] used a “delegation logic” to derive policies (see Sect. 2),
we argue now for an existing logic system, namely “defeasible logic”.

4.1 An Introduction to Defeasible Logic

Defeasible logic has been investigated extensively and is well known in the
domain of artificial intelligence, especially its usage as argumentation logic [24].
Nute has shown the advantage of the defeasible logic over other logic systems [25].
The main advantage is the capability of non-monotonic reasoning. Monotonic
logic systems fail if new information and conclusions contradicting prior reason-
ing results are added. Due to contradictions the logic framework gets inconsis-
tent. This inconsistency does no longer allow the derivation of true and reliable
results and can lead to undecidable problems for first order logic [25]. Therefore,
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the defeasible logic differentiates between different types of rules. Since it is not
necessary to introduce and discuss all the possible rules and their relationships,
we just restrict ourselves to the two most important:

A → φ (strict rule) . . . Strict rules can never be defeated. They do not have
exceptions and consequently it is a necessary connection between antecedent
(A) and consequence (φ), e.g., “Penguins are birds”.

A ⇒ φ (defeasible rule) . . . Defeasible rules represent weaker connections that
can be defeated by a strict rule or a defeasible rule, e.g., “Birds can fly”.

Without introducing all formalism required to fully understand the defeasible
logic system, we will just briefly sketch out the symbols and predicates that we
are using:

Predicate: P(X,Y) . . . The predicate specifies the properties of some entity.
For instance if someone wants to set the data owner of data entity d to the
person p this can be denoted as dataOwner(d, p).

Logical Conjunction: , . . . The comma is an abbreviation for the logical con-
junction (AND, &, ∧). E.g., “isData(d), isData(d’)” represents the fact that
both d and d’ are data entities.

Logical Consequence: Σ � φ . . . The symbol represents the consequence rela-
tion. Informally spoken does this mean, that based on the given set of facts
and rules Σ the logical system allows to derive the information φ. To express
which information should be derived, it is possible to write a predicate, spec-
ifying the queried information.

Contradiction: ⊥ . . . To represent a contradiction in a logical system, for
example inferred by conflicting rules or facts, the ⊥ symbol (bottom) can
represent this. This is usually a most unwanted state, since the logic system
does not longer allow true and proofed inferences.

Inference: →, ⇒ . . . To enable the derivation of new information, existing
information has to be combined in rules. The two rule types are described
above.

The applicability of the logic system is now discussed by a small example.
Firstly, several facts are defined. In this case, there are two persons, namely
p and q, and there are two data elements, namely d and d’, whereas d’ is derived
data from d. Furthermore, the role of the data owner of d is kept by person p.
We can now define the defeasible rule, that if a person is the data owner of
some data element, and there is some other data element, that was derived from
this data, then this person automatically becomes the data owner of the derived
data element, i.e., dataOwner(d’, X) � X = p. If someone now adds an addi-
tional fact, e.g., the data owner of d’ is explicitly set to person q, then traditional
logic systems, such as propositional logic systems, would determine a contradic-
tion, which consequently would cause inconsistency and therefore the end of the
logic engine as is. This inconsistency does not arise in defeasible logic, since
theimplications that can be drawn using defeasible rules, are “soft” and can be
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overwritten by other rules and facts. Consequently, person q is the data owner
of d’, i.e. dataOwner(d’, X) � X = q. This example can be formally expressed
as follows:

Facts: isPerson(p), isPerson(q), isData(d), isData(d’),

isDerivedData(d’, d), dataOwner(d, p)

Def. rule: isDerivedData(D, S), dataOwner(D,X) ⇒ dataOwner(D, X)

Query 1: dataOwner(d’, X) � X = p

Fact: dataOwner(d’, q) (� ⊥, in traditional logic systems)

Query 2: dataOwner(d’, X) � X = q

To avoid problems of decidability, defeasible rules can and should be enriched
with priorities clarifying the precedence between defeasible rules (see [25]).
According to Nute, it is reasonable to prioritize regarding the specificity of rules.
Thereby, one possible assignment could be lex specialis derogat legi generali. This
means, that the more specific rule (lex specialis) takes precedence over the more
general rule (lex generali). But there are also other ways to assign priorities to
rules. Nute argues, just as legal sciences does in some cases, for the lex superior
derogat legi inferiori, that higher-ranked rules (lex superior), such as the federal
law, should have a higher priority than lower-ranked rules (lex posterior), such
as state law. Different other priority assignments would be possible, depending
on the concrete use case and implementation. Recent implementations of defea-
sible logic, e.g. Spindle [26], allow to explicitly assign priorities to express the
conflict solution between rules.

4.2 Defeasible Derivation of Accountability and Responsibility
Roles on Information Assets

As described in Sect. 3, every information asset needs to have roles governing the
accountability on various levels. Although the number of roles, their name and
their description may vary between enterprises, the need for assignment through-
out dependent information assets remains. In the following we exemplarily show
the applicability of defeasible logic as consistent and comprehensive method to
assign roles with dependencies and resolve contradicting assignments.

Combining the roles as defined by Khatri and Brown (see Table 1), and non-
monotonic reasoning of defeasible logic as described by Nute (see Sect. 4.1),
it is possible to extend this reasoning to a comprehensive and consistent role
derivation framework. Based on the assumption, that information assets of an
enterprise, namely data, which can be differentiated into source data and derived
data, and EA metrics, need to have a complete and unambiguous assignment
of accountability and responsibility roles, we can model a situation as shown
in Fig. 3.

The model visualizes the situation as already described in Fig. 2. We have
three different business application entities, a1, a2, and a3, which have respec-
tive function points as attribute values. The function points of those business
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Fig. 3. Structural and data-flow influence factors of an attribute value.

applications are aggregated by an EA metric, which solely measures the mean
value. The result of the metric is the value of the attribute averageFunction-
alScope of the entity d1 and consequently an information asset. Therefore, the
holistic perspective on this particular attribute shows that it has two influence
factors, i.e. data-flow and structure (see Fig. 3). The data-flow arises through
metric and their calculation, whereas the structural influence factor is given
through the data model, since every attribute value belongs to an entity. Both,
the entity and the attribute definition are considered to be information assets
and therefore have well-defined roles.

The situation as described has some obvious challenges. The derived attribute,
namely averageFunctionalScope, is an information asset itself and is also part of
other information assets. As an information asset it is necessary to have well-
defined roles regarding accountability and responsibility. Hereby three determi-
nation scenarios are possible:

1. The roles are derived from the entity to which the derived attribute belongs.
2. The roles are derived from the data-flow influence factors, namely the data

sources and metric from which it was calculated.
3. The roles are manually assigned for each information asset.

Which of the three scenarios is going to be applied depends on various factors
and the enterprise’s data governance strategy. It could also be a combination of
all of the mentioned strategies, depending on the situation and data. However,
using defeasible logic it is possible to specify the derivation rules accordingly. The
possibility to set priorities between roles, as explained in Sect. 4.1, can be used
to create a logically consistent and comprehensive data governance derivation
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framework. The combination of strict and defeasible rules is then the key to set
up a data governance framework that allows logical inference regarding roles,
i.e. responsibilities. Although it is in principle possible to create contradictions
within the logical system, by using strict rules and facts, this can and should
be circumvented by the priority mechanism of defeasible rules, which is the
fundamental idea of this non-monotonic reasoning.

The example bellow shows a possible scenario how defeasible logic can be
used to update data governance principles, facts and interconnections between
the data governance roles of information assets. At the beginning, facts are
provided. Based on the facts, Query 0 cannot determine who is the data owner
of the attribute value d1.avgFctScope. The first rule allows the derivation of
data ownership from the containing entity. The data owner from the entity is
passed to the attribute values of the entity. Query 1 now results in p as the
data owner of d1.avgFctScope, because p is also the data owner of d1. However,
a succeeding defeasible rule can now overrule this derivation. Based on the input
values, the data owner of derived data may be determined. The facts define, that
d1.avgFctScope is derived from a1.functionPoints and a2.functionPoints. So the
data owner of the input variables is passed towards the derived data, which is
then q (see Query 2 ). The metric, i.e. the combination of the input variables,
might be more important than the source data, the defeasible rule 3 now allows
the derivation of the data owner. The data owner of d1.avgFctScope will then be
the same as the data owner of the metric avgFctScope, which is r (see Query 3).

Facts: isEntity(d1), isEntity(a1), isEntity(a2), isMetric(avgFctScope),

isData(d1.avgFctScope), isData(a1.functionPoints), isData(a2.functionPoints),

isDerivedData(d1.avgFctScope, a1.functionPoints),

isDerivedData(d1.avgFctScope, a2.functionPoints),

isPerson(p), isPerson(q), isPerson(r), dataOwner(d1, p), dataOwner(a1, q),

dataOwner(a2, q), dataOwner(avgFctScope, r)

Query 0: dataOwner(d1.avgFctScope, X) � X = undecided

Def. rule 1: isEntity(E), dataOwner(E,X), isDataOfEntity(D,E) ⇒ dataOwner(D, X)

Query 1: dataOwner(d1.avgFctScope, X) � X = p

Def. rule 2: isDerivedData(D’, D), dataOwner(D,X) ⇒ dataOwner(D’, X)

Query 2: dataOwner(d1.avgFctScope, X) � X = q

Def. rule 3: isMetric(M), dataOwner(M, X), calculates(M, D) ⇒ dataOwner(D, X)

Query 3: dataOwner(d1.avgFctScope, X) � X = r

This example shows the applicability of non-monotonic reasoning in the data
governance process of EA information assets. The focus was rather the provision
of a methodology than focusing on concrete rules, since those may vary through-
out enterprises. However, the defeasible logic allows continuous adaption of rules,
without being inconsistent, i.e. contradicting, at any time.
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5 Conclusion

This paper is an attempt to support data governance in enterprises by using
non-monotonic logic, i.e. defeasible logic. We developed a model for information
assets in enterprise architectures and identified existing roles for accountability
and responsibility. The synthesis with a respective meta-model that was used in
prior research leads to a model on information and governance structure. The
assignments of five different governance roles to each information asset assures
tracking and well-defined accountability but can lead to a managerial overhead
due to the amount of assignment.

The interconnectedness of data in enterprises and the derivation of data by
metrics calls for a consistent framework that ensures the derivation of data gover-
nance roles. In this paper we argue for an existing logic, namely defeasible logic.
Thereby it is not only possible to provide rules for derivation but also to con-
tinuously adapt the existing set of rules. In contrary to other logic frameworks,
existing rules can be overwritten and priorities between rules can be specified.
This allows seamless adaptation to changed data governance policies.

This paper proposes a framework for roles on EA data governance and
shows how a defeasible logic can be used to support data governance, and thus
answers the research questions as raised in Sect. 1. Open research questions could
address the role of time in data governance principles, but could also focus on a
more practical research such as using a defeasible logic engine to simulate and
analyze the impact of changes in data governance policies.
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Abstract. Recent approaches for managing Enterprise Architecture (EA)
models provide technical systems to procure information from existing reposi-
tories within the application landscape of an organization. Beyond technical
solutions, social factors are of utmost importance to implement a successful EA
initiative. Institutional theory has for example been employed to understand
crucial factors for realizing EA Management (EAM) benefits through archi-
tectural thinking. Yet, it remains unclear how these social factors influence a
federated approach for EA model management. Based on a socio-technical
systems perspective, we investigate success factors for Federated EA Model
Management (FEAMM) by conducting qualitative interviews with industry
experts. Our findings suggest that success factors for FEAMM are related to the
model sources, modeling instruments, and model integration aspects from a
technical perspective as well as to organizational grounding, governance,
enforcement, efficiency, goal alignment, and trust from a social perspective.

Keywords: Federated enterprise architecture model management � Institu-
tionalization � Socio-technical system

1 Motivation

Increasing complexity of business transactions as well as an accelerated rate of change
due to globalization and fierce competition demand for continuous alignment of
organizational structures with strategic goals. Enterprise Architecture and the corre-
sponding management function are discussed as an effective means to improve
alignment of business with its supporting information systems (IS) and technology (IT)
[5, 37]. Empirical data confirm the potential of this discipline to achieve and maintain
IS/IT efficiency and effectiveness while contributing to the business value of an
organization [9, 20]. Among others, one of the essential requirements to realize these
benefits is the creation of transparency about the current and future state of the orga-
nization’s architecture among relevant stakeholders.

EA models facilitate this transparency and provide the foundation for measur-
ability, consistency, as well as a shared language and understanding among diverse
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stakeholders [1, 2, 10, 21, 33, 34]. EA modeling is a cross-cutting effort that documents
the organization’s structure, e.g., IS, business processes, infrastructure components as
well as their relationships. Particularly in medium and large organizations, EA models
grow huge. Creating and maintaining these models can only be achieved by division of
labor and the reuse of available data. Several already existing models might be
maintained for specialized purposes in the organization, e.g., configuration manage-
ment databases, license management and project portfolio management tools [17].
FEAMM is an approach to integrate existing special purpose models by transforming
relevant horizontal (enterprise-wide), vertical (business-to-IT), and time dimensions
(planning) of the information [18]. In FEAMM formerly independent models providing
partial perspectives of an organization are linked to an EA repository through meta-
model integration.

Successful management of the EA relies on solid and up to date information
provided by these federated models. Ensuring topicality and consistency of the EA
model requires maintenance processes that are either run periodically or triggered by
specific events, e.g., certain project milestones [4, 18]. These maintenance processes
require the active involvement of EA stakeholders and data owners that provide the
information from federated models and revise inconsistencies during the integration
with the EA meta-model [18]. While research recently promotes technical systems that
attempt to support stakeholders of FEAMM with the automated provisioning of
aggregated information from existing specialized models [14, 31], the enterprise-wide
stakeholder engagement for sharing local data and contributing to an enterprise-wide
EA model remains a major challenge. The active engagement of stakeholders during
the creation and maintenance processes requires an institutionalization of EA in the
organization. Next to strict governance mechanisms that enforce the involvement of
stakeholders in maintenance processes, successful FEAMM relies on the organizational
grounding, social legitimacy, efficiency, and trust of EA in the organization [38].
Governance aspects that are important for the successful establishment of FEAMM
need to consider these social as well as technical aspects. Against this background we
formulate the following research question:

What are social and technological success factors for Federated EA Model Management?

Our findings summarize novel and integrated success factors that are crucial for the
establishment of a successful FEAMM in order to maintain a solid and up to date
model that can serve as a foundation for successful EA management. While existing
research mainly investigates technology to automate the provision of EA information
from existing specialized models in the organization [14, 29], this paper considers the
socio-technical perspective in which FEAMM is embedded.

2 Related Work

In this section we discuss related work regarding the general idea of FEAMM, methods
and techniques used, and the social aspects of anchoring the general idea of EA and
FEAMM in an organization.
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Roth coined the term FEAMM [28] describing a phenomenon often observed in
industry during the procurement of information for an EA model. FEAMM is an
organizational setting in which a central EA management function integrates models of
highly specialized, semi-autonomous IT management functions referred to as com-
munities. Each community performs tasks which follow processes defined either
explicitly or implicitly. These processes are supported by technology. In [28] we report
that each modeling community can be considered a separate linguistic community.
That means each community describes real-world objects with their own terminology.
Although the modeling communities may refer to the same real-world objects, they use
different names and attributes to describe them. Multiple modeling communities per-
form their tasks employing highly specialized repositories incorporating best-practice
knowledge. In [22], Goodhue and Thompson observe a phenomenon and coined the
phrase ‘task technology fit’. The authors highlight that individual performance rises if a
good fit prevails between employed technologies and the task. Hence we conclude that
the repositories employed by the different communities are intended to fit best for the
tasks at hand for this particular community.

The concept of FEAMM embraces technical details, relevant information sources,
data quality aspects, documentation processes, and respective challenges that arise
when procuring information from existing repositories. These aspects have been
investigated by different research groups, e.g. Farwick et al. [15], Buschle et al. [11], or
Roth et al. [31]. Further, requirements [16], governance and processes [15, 18], case
studies [17], and issues [23] are pointed out by these research groups. Roth et al. note
that the teams of modeling communities are aware that the information they maintain
may contribute to the overall performance of an organization and proposes an approach
for FEAMM assuming that the modeling communities are willing to share information,
which, however, might not always be the case. Important for a successful FEAMM are
governance aspects such as role allocations [28, 31] and a clear definition of respon-
sibilities [28] and escalation paths in case a conflict between two repositories
describing the same real-world object occurs [30].

Closely related to our work are the findings reported by Lange et al. [25]. The
researchers report on success factors found in literature and explain a theoretical model
that aims at the realization of EA benefits. Schmidt and Buxmann perform a field
survey on outcomes and critical success factors for EA management [13]. While both,
the research group around Lange et al. and Schmidt and Buchmann, investigate EA
management function in general, we focus on success factors with respect to FEAMM.

As of today, no research group investigated how to get stakeholders to share EA
information. In contrast, Hauder et al. [23] report that sharing information without clear
benefits is often an issue of EA management initiatives. We argue that sharing EA
information among communities requires prior institutionalization of EA management.
Despite the maturity of EA methods and techniques, it remains challenging to effec-
tively anchor, i.e., institutionalize EA in an organization [33, 38]. Ross and Quaadgras
[27] found that “business value accrues through management practices that propagate
architectural thinking throughout the enterprise”. What is needed is an architectural
thinking as “the way of thinking and acting throughout an organization, i.e. not
restricted to architects and system developers” [40].
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Weiss et al. [38] therefore propose an institutional theory perspective on EA
research. They employ institutional theory in order to understand how organizations
and individuals respond to pressures - in our case the need to share and integrate their
local EA models. They find that the stakeholders’ response towards EA is influenced
by the social legitimacy and efficiency stakeholder’s gain, by the organizational
grounding of EA, and by the trust stakeholders have in the EA unit. They also find that
governance mechanisms, stakeholders’ goal alignment with general EA goals, and
enforcement of EA foster EA consistency and adoption. Wieland et al. first propose to
deal with model conflicts and merging with human intervention [39]. However, their
approach addresses software models and thus cannot be directly applied to EA models.

While methods and models for an automation of FEAMM are elaborated at a rather
technical level by research outlined above, in line with Roth [28], we identify a
research concerning governance aspects, role integration in organizational processes,
and the complex social interactions across diverse communities in an organization.

3 Research Methodology

3.1 Research Model

In the paper at hand we analyze our empirical data through the lens of socio-technical
systems theory and its four perspectives of task, technology, people, and structure (cf.
Fig. 1) [7]. Socio-technical systems theory conceptualizes an organization as a system
with two interrelated subsystems, the technical system and the social system.

The technical system is concerned with the processes, tasks, and technology needed
to transform inputs such as materials or information to outputs such as products or
services. The social system is concerned with the relationships among people and the

Fig. 1. Interacting classes and their relationships in socio-technical systems theory [7]
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attributes of these people such as attitudes, skills, and values. The outputs of the entire
system are a result of the joint interaction between these two systems [8]. System
designs that ignore one of these dimensions are expected to perform worse or even fail
to achieve their goals compared to designs that cater for all four perspectives.

3.2 Research Approach

FEAMM is rarely discussed in academia and practice. Thus, we conducted 11 inter-
views with EA experts across various industries and various job positions to get
different views on how EA experts deal with FEAMM practices and which governance
structures support these. Table 1 gives an overview of the interview participants.

To ensure anonymity of participants, an aggregated view on the interview data is
provided [35]. We employ semi-structured interviews with open questions to create the
opportunity for EA experts to discuss a broad range of aspects of FEAMM [24]. We
provided the interviewees with an interview guideline illustrating the research topic.
Although, the interviews followed a semi-structured style, we pay attention to include
questions referring to preferred role allocations, governance principles and used
methods in case of establishing a FEAMM within the corresponding organization. The
interview duration ranges from 23 to 120 min (68 min in average). All interviews
were recorded, transcribed, and sent back to the participants to ensure the correctness of
the transcripts [19]. The experts interviews were analyzed according to a concept
matrix based method by Webster and Watson [36].

4 Empirical Findings

Our empirical data cover organizational aspects and technical aspects of FEAMM. The
organizational aspects provide information about preferable governance structures,
such as role allocation and non-technical prerequisites. Moreover, we analyzed

Table 1. Overview of interview participants

# Position Industry No. of Employees

1 Enterprise Architect Insurance ∼5.000
2 Enterprise Architect Manufacturer ∼50.000
3 IT Architect Manufacturer >100.000
4 Enterprise Architect Insurance ∼10.000
5 Senior Manager Consulting >100.000
6 Enterprise Architect Public Sector Ns.
7 Senior Consultant Consulting <1.000
8 Executive Assistant Insurance ∼50.000
9 IT Architect Insurance ∼10.000
10 Enterprise Architect Insurance ∼100.000
11 Professor Research <1.000
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incentives that might increase the participation in FEAMM activities, for instance use
cases that benefit from FEAMM. Technical aspects include information about the
direction of data flow between communities, the EA model and the application of
ontologies when maintaining FEAMM. Moreover, the empirical data provide infor-
mation about the current status of EAM within the respective organizations and reflect
specific use cases that might benefit from establishing FEAMM.

4.1 Use Cases of Federated EA Model Management

Most of the interviewed EA experts stated that EAM is perceived as a significant asset
within their respective organization. EAM supports running business activities by
identifying relevant information sources, transforming the EA landscapes to provide
appropriate data flows for business requirements and supports mandatory tasks, such as
the implementation of regulatory requirements [6]. Most of the interviewees stated that
EAM is driven by IT departments and rather by than business departments. The
problem is that business departments neither observe any benefit from EAM nor believe
that their running business would change. Furthermore, the interviewees face the
problem of missing management support and a low priority of EAM. Daily business
activities and mandatory issues such as regulatory requirements receive higher prior-
ities. Thus, we asked the EA experts for use cases in which a federated EA model
would realize a benefit for the majority of the stakeholders within the respective
organization. We received the following use cases from the conducted expert inter-
views:

IT Controlling: These days, there are several possibilities to allocate overhead to
specific products within a company, such as the marginal planned cost accounting
approach. Groups operate across various countries and run thousands of IT applications
and databases. Moreover, current IT landscapes of today’s organizations face frequent
changes with respect to daily migrations and software implementation projects. As a
consequence, companies have an issue to both comprehensively and correctly capture
the status quo of IT landscapes. 7 out of 11 EA experts stated that a federated EA
model can be a useful information source for IT controlling purposes: All EA related
information are stored within a federated EA model and provide the required infor-
mation to identify used IT components within an organization and allocate them to
products or specific communities.

Trends and Forecasting: Depending on the defined or available attributes for the
considered entities within a federated EA model, the single instances might provide
information regarding their storage, the supported business processes or the current
status of issues within the specific instance (such as failed interface transfers between
two databases). 5 out of 11 EA experts stated that this information would support
forecasting activities with regard to the current EA landscape.

Planning and Controlling the EA Landscape: Within large organizations, IT land-
scapes have developed in a heterogeneous way and contain various IS components.
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One EA expert mentioned that his organization runs over 150 information systems. The
respective company is facing the challenge of missing transparency and non-existing
documentation of the introduced ISs. A federated EA model helps to cope with these
barriers by providing a clear overview of the current IT landscape and thus supports the
strategic planning of the EA. 4 out of 11 interviewed EA experts confirmed this use
case. Single EA experts mentioned further use cases that do not fit to all organizations
and depend on characteristics of specific markets.

Regulatory Requirements: Financial service providers in particular face the problem of
upcoming Solvency II or IFRS 4 Phase 2. These regulatory requirements ask among
other for the used ISs with regard to risk management purposes. A federated EA model
can provide required information.

Chief Information Officer (CIO) Reporting: IT departments are encouraged to report the
current status—such as used IS components—to the CIO of the organization. A fed-
erated EA model provides the information to facilitate this reporting.

Transformation Projects: Companies put much effort in solving the obstacle of het-
erogeneous IT landscapes by conducting IS harmonization and migration projects, i.e.,
transformations. A clear overview of the EA landscape and the implemented data flows
between the ISs are the foundation of transformation projects. A holistic EA model
provides this information.

4.2 Lean Role Allocation Approach

During the expert interviews, it turned out that industry experts prefer a pragmatic
approach with fewer roles. The involvement of too many roles lead to bureaucratization
of the maintenance process and influence the efficiency of it. Moreover, all interviewed
EA experts prefer to involve the Domain Architect within the maintenance activities of
the EA model. A Domain Architect acts as a specialist for a specific business or
technology domain such as IBM DB2. The Enterprise Architect has an overarching role
within the maintenance process and is involved in the majority of the conducted
activities. EA experts prefer to limit the involvement of different roles to a minimum.

4.3 Incentives to Participate in FEAMM

The participation of business stakeholder and all communities is mandatory to keep a
federated EA model up to date. We asked the EA experts, how to convince business
stakeholder to participate in FEAMM activities. Two different strategies to convince
the communities to participate in FEAMM have been identified:

Social Methods: One mentioned possibility is to provide incentives that convince
organizational members on a social level to participate in FEAMM activities. Incentives
might be the agreement on objectives or an extra bonus. 4 out of 11 EA experts tries to
convince Data Owners for providing necessary EA information by using social methods.

Success Factors for Federated Enterprise Architecture Model Management 419



Governance Pressure: A dedicated supervisory makes use of governance procedures to
ensure that single communities provide the information on a granular level. This
method requires the support of upper management, strict EA principles and the defi-
nition of escalation paths. 5 out of 11 EA experts make use of governance pressure to
get EA information by single communities.

4.4 Terminology Alignment Is a Necessity

Conflicts between instances lead to model inconsistency issues and have to be solved
within the staging area. Conrad [12] provides a categorization of data conflicts—such
as semantic conflicts or structural conflicts—in terms of federated databases that might
also occur in a federated EA model. In order to guard against the majority of conflicts,
the EA experts mentioned that an aligned EA terminology is a mandatory prerequisite
before starting to design, develop, and maintain a federated EA model. The alignment
process requires the participation of all modeling communities, Enterprise Architects,
and of an EA board or a comparable supervisory. The alignment process can be divided
in three phases:

General Setup Activities: In this starting phase, the EA board and the Enterprise
Architects set the scope of the alignment—such as the considered entities—and define
governance principles for the alignment process. Furthermore the process will be tested
with one community in form of a pilot study to identify missing unnoticed circum-
stances and obstacles. The results of the pilot study will be evaluated and used for re-
scoping the planned alignment process. The finalized governance structure and the
alignment scope will be communicated to all communities

Iterative Standardization: Enterprise Architects conduct workshops with the single
communities to define the necessary terminology adjustment for the respective entity.
The standardization process follows an iterative approach: An iteration is always
comprised of one entity such as application or platform.

Final Sign-off: The finalized EA terminology needs to be signed-off by the EA board.

The majority of the EA experts prefers a lean, pragmatic, and agile alignment process
with less involvement of stakeholders. Moreover, EA experts asked for stronger
business involvement and think that escalation paths to the EA board within all
activities are mandatory to solve disputes between communities.

4.5 Application of Ontologies

Ontologies relate to semantic web technologies that can be used to integrate hetero-
geneous data sets into a formalized structure [32]. Referring to the conflict resolution
process, ontologies support the identification of conflicts in an automated way.

It turned out that ontologies are not a preferred supporting option for the conflict
resolution process of FEAMM. All interviewed EA experts disagreed to use ontologies
within a FEAMM. Rather, it has only significance in the academics area of EA.
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These EA experts that were familiar with the concept mentioned that ontologies could
be interesting in the future: The application of ontologies requires highly homogenous
data sets and major efforts (referring to data standardization and customization of
running ISs). Moreover, other issues, such as the implementation of regulatory
requirements in the insurance sector, have a higher priority.

4.6 Unidirectional vs. Bidirectional Data Flow

Communities have to transfer the EA model information – either automatically or
manually—to the centralized EA model. There is the possibility to transfer information
from the EA model to the communities as well. We evaluated whether the experts
prefer a unidirectional or a bidirectional data flow.

• Machine-to-machine communication: The EA repository system can change or
transfer data sets within the ISs of the single communities.

• Machine-to-person communication: The EA repository responsibility communi-
cates information to the communities, but is not authorized to change or transfer
data sets within the ISs of the communities.

The communication of EA model information to the community supports data stan-
dardization issues and provides useful means to communicate new governance stan-
dards to the communities. However, the communities have to ensure the full control
about their productive data. EA experts mentioned that wrong data changes might
impact the running business of the communities.

5 Discussion

We analyze the empirical data of the expert interviews using the socio-technical system
theory framework to structure our research results (cf. Fig. 2). Key findings of the
empirical analysis are placed in four areas of the socio-technical system: Structure,
People, Technology, and Task. We allocate the key findings to institutional factors,
partly provided by Weiss et al. [38] that influence FEAMM.

This view places the key findings of the empirical data on the four areas of the
socio-technical system: Structure, People, Technology and Task. Moreover, we allo-
cated the key findings to institutional factors, partly provided by Weiss et al. [38] that
impact the management of a federated EA model.

Structure: Ross [26] states business stakeholders rarely participate in EAM activities
because it lacks direct value for them. Our empirical findings show that the partici-
pation of all modeling communities is mandatory to ensure a comprehensive and
correct federated EA model. For this purpose, FEAMM demands strict EAM
principles, escalation paths, and governance pressure (cf. [28]). The definition and
operation of these measures influence the Governance of FEAMM. Moreover, the
current priority of EAM within an organization influences the Organizational
Grounding of FEAMM.
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People: EA experts mentioned they prefer a lean role allocation across all FEAMM
activities and face the problem of missing documentations regarding their productive ISs
and skills to alter the IS. These two factors influence the Efficiency gains through
FEAMM. The definition of too many roles within FEAMM leads to bureaucracy and
might impact the efficiency of FEAMM negatively. Moreover, missing documentations
about the productive ISs lead to major efforts for transformation activities. EA experts
also pointed out that the involvement of business stakeholder is mandatory for the
efficient FEAMM. Use cases—such as the implementation of regulatory requirements—
relate to business issues. Thus, a federated EA model should provide appropriate
information. In line with Ahlemann et al. [3], EA experts also confirmed that incentives to
participate in FEAMM activities are an essential factor. These factors attract further
attention regarding Goal Alignment measures between FEAMM and business goals.
Moreover, EA experts confirmed that the support of the upper management and the
conviction of non-EAM stakeholder in the meaningfulness of FEAMM are mandatory.
Organizations stakeholder have to trust the EAM function.

Technology: Hauder et al. [23] already highlighted that issues in data quality have a
severe impact on EA documentation activities and hence on FEAMM. The intervie-
wees confirmed this issue. As aforementioned, one EA expert pointed out the problem
of missing scalability of source systems. These two factors can be aggregated as Model
Source factors. Furthermore, the empirical data reveals opinions about ontologies, data

Fig. 2. Success factors of a federated enterprise architecture model management
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flow directions, and further technology based factors that can be summarized in
Modeling Instrument factors.

Task: Considering FEAMM on a higher level, the overarching goal is to improve EAM
Transparency within an organization. The increased transparency supports the opera-
tion of specific use cases, such as IT controlling. Model Integration embraces orga-
nizational roles and responsibilities for the configuration of a mapping between the
information sources and the EA repository, which is part of the initial integration
process (cf. [28]). This integration is the foundation for importing information to merge
the different (partial) models into the EA model. During such a merge it is of utmost
importance to resolve responsible roles for the conflict resolution sub-process.

6 Conclusion

In this paper, we provide empirical insights on important success factors for FEAMM.
We took a socio-technical systems perspective to present our results to illustrate factors
that influence the implementation and maintenance of FEAMM.

The results show that today’s organizations prefer a pragmatic FEAMM approach
with strong business involvement and a lean role allocation. However, it turned out that
the implementation of FEAMM meet various organizational challenges that need to be
resolved previously such as the establishment of a standardized EA terminology.
Moreover, technical requirements such as an adequate tool support need to be con-
sidered (cf. [28]).

Further research may provide quantitative evidence of these success factors and
reveal other important factors for successful FEAMM initiatives. Moreover, the role of
business stakeholders within FEAMM in terms of implementation and maintenance
activities have to be evaluated.
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Abstract. Strategic planning improves both the financial and behavioral per-
formance of an enterprise. It helps the enterprise set priorities, focus capabilities
and resources, strengthen operations, ensure that stakeholders are working
toward common goals and assess and adjust the enterprise’s direction. Strategic
planning is currently not explicitly represented in EA, although it motivates
enterprise architecture choices. This paper studies strategic planning approaches
and discusses their potential relation with EA. The paper focuses on how EA can
contribute to strategic planning, discussing requirements on EA extensions to
support strategic planning and pointing to solutions. A general approach to
support strategic planning using EA should mutually benefit the practices of
strategic planning and EA.

Keywords: Enterprise architecture � Strategic planning � Strategy � Capability �
Goal

1 Introduction

Strategic planning is an organizational management activity that is used to set the
priorities of an enterprise. It defines what an enterprise wants to achieve in the future
and outlines how it is supposed to achieve it. Accordingly, it establishes where the
enterprise should focus its energy and resources, and which operations it needs to
strengthen. It also helps stakeholders work toward common goals and assess how to
achieve those goals [1]. Empirical studies have shown that strategic planning can
improve the financial and behavioral performance of an enterprise, as well as the
alignment between its operations towards common goals [2–5].

Strategic planning consists of intentionally setting goals (i.e., choosing a desired
future) and developing a plan to achieve those goals. The plan focuses on decisions
about what to do, why to do it, and how to do it. These strategic level plans provide an
initial direction for the Enterprise Architecture (EA) and motivate choices on the EA.

A change in the enterprise’s strategy affects the enterprise as a whole. It affects the
products and services the enterprise is delivering and also how they are delivered inside
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the organization. EA aims to have the complete enterprise aligned and integrated [6].
These changes usually imply in reconfiguring the activities that support the delivery of
products and services, and thus, in the EA. An explicit relation between strategic
planning and EA is therefore desirable. With such a relation, whenever there are
changes on the strategic planning, the EA would accordingly change to support the
provision of enterprise’s products and services. The planning of EA would also benefit
from this relation with strategic planning. A strategic plan can be seen as requiring
various EAs at different points in time, requiring a sequence of EA transformations,
which, by its turn, would benefit from the previous knowledge of the products and
services to be supported.

Further, strategic planning can also benefit from EA. Strategists frequently want to
analyze possible impacts triggered by changes in strategic planning, and EA, which
provides a common view on the whole enterprise, can be used to support this analysis.
Additionally, according to the Forbes management magazine [7], one of the main
reasons strategic planning implementation fails is the lack of monitoring. EA, as middle
ground between enterprise’s operations and strategy, could support this monitoring.

There are efforts in EA to address (part of) the motivational aspect of an enterprise
as an attempt to address these concerns [8]. Despite that, little effort has been made to
explicitly represent strategic planning in EA. Most enterprise architectures do not deal
with the strategic planning of organizations [8].

In this paper, we study strategic planning approaches and discuss their potential
relation with enterprise architecture, with special interests in how strategic planning
impacts in EA transformations over time and how EA can contribute to improve the
support for strategic planning and the subsequent monitoring of its execution. We
observed gaps in this area of enterprise architecture and we outline a research agenda
on the incorporation of strategic planning into EA. EA could support strategic planning
description, implementation and monitoring, both in the achievement of enterprise’s
low-range and mid-term goals, as, most importantly, in the achievement of enterprise’s
long-term goals. We describe the gaps that EA needs to overcome and point to required
extensions to explicitly address strategic planning description, implementation, moni-
toring and management.

This paper is organized as follows: Sect. 2 describes management theories in
strategic planning and strategic planning models in order to recognize what is required
to represent strategic planning. Section 3 presents the current support for motivational
aspects in EA, including strategic planning. Section 4 discusses requirements to support
strategic planning in EA and how EA approaches could contribute to strategic plan-
ning, pointing to solutions to fulfill these requirements and Sect. 5 presents our con-
clusions and future work.

2 Strategic Planning

A variety of perspectives, models and approaches has been used in strategic planning
[9–11]. Strategic planning often focuses on an entire enterprise, although a strategic
plan can also be made for a specific part or department of an enterprise. The outcomes
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and the way in which a strategic plan is developed depend on the nature of the
enterprise and on the nature of the challenges the enterprise is facing.

2.1 Strategic Planning Theories

Two main categories of theories are used to support strategic planning in the man-
agement area: prescription theories, also known as deliberate strategies; and descrip-
tion theories, also known as emergent strategies [12].

Prescription theories are based on a clear distinction between the design of the
strategic plan and its implementation. On the design part, one or more executives and
consultants define the strategy to be followed in the enterprise. The strategy can be
unique and tailored to a specific enterprise, or it can be defined from a generic one, after
some analysis of the enterprise in its particular circumstances and selecting the strategy
that should fit the enterprise best [10, 11]. After the strategy is completely designed in
terms of the goals the enterprise wants to achieve, when and how, the strategy is then
communicated to the enterprise and the defined plan is implemented.

In contrast, description theories assume that the realm of strategies is too complex
and that the design approach underestimates it, so that it is not possible to define what
goals to achieve and how to achieve them a priori. Description theories assume the
strategy to be designed during its implementation. According to these theories, strategy
does not emerge from planning, it emerges within an enterprise taking a series of
actions repeatedly. Once recognized as recurrent, these series of actions might be made
formally deliberate and, then, guide the overall behavior, as an enterprise’s pattern of
behavior. These patterns of behavior are called the enterprise strategy and are not
initially anticipated or intended [12]. Additionally, since there is no a priori design,
description theories state that changes are easily accommodated.

Few, if any, strategies are purely prescriptive, just as few are purely emergent. Pure
prescriptive strategic planning would imply in no adaptation and pure emergent stra-
tegic planning would imply in no control. Strategy in the real world invariably involves
both planning on the future and adapting the plan during the operation. Most com-
panies pursue a strategy informally termed as ‘umbrella strategy’, in which there is a
mix of deliberate and emergent strategies [12]. In this case, the general guidelines are
deliberated and the details are left to be deliberated (or emerge) later in the process
[12]. Effective strategists mix prescriptive and emergent strategies to reflect the con-
ditions at hand, notably the expectation to deal with unknown elements, as they need to
handle partial knowledge of future matters and to react to unexpected events.

2.2 Strategic Planning Models

Although strategic planning depends on the theory used (prescriptive or descriptive), it
is essentially defined in a few types of models [9, 13]. The most common model of
strategic planning is the Goal-Based, also called Vision-Based. The models described
here are mainly based on descriptions in [9, 12, 13].
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2.2.1 Goal-Based Strategic Model
The Goal-Based strategic model is related to the prescriptive theories and the ‘umbrella
strategy’. To describe the Goal-Based strategic model, it is necessary to express the
enterprise mission, vision and its planned goals.

The planned enterprise goals are among the most important elements of the Goal-
based strategic model. Goals should be accomplished in timing constraints. Usually, the
first goals described are to be achieved on the long-term (e.g. five years from ‘now’).
They encompass the enterprise’s mission and vision. Further, it is common that inter-
mediate goals or milestones are described, as well as short-term goals (e.g., one year or
less). Each of these goals can be related to other goals, usually to facilitate their
achievement, in a decomposition, refinement or contribution type of relation. In a
decomposition relation, goals are decomposed, in the sense that achieving the low level
goals defined in the decomposition guarantees the achievement of the higher-level goals.
In the refinement, the achievement of each (or all) of the underlying goals contributes to
the achievement of the higher-level goal, without guaranteeing its achievement. Each of
the goals might have one or more possible decompositions or refinements, and the usage
of one decomposition or refinement does not entail that other decompositions or
refinements might not be possible as different forms of achieving the same goal; usually
to increase the probability of success or decrease risks during strategy implementation.

Further, goals might have a precedence order or might need to be accomplished
before or after a certain date. Additionally, goals might require a time window in which
they should be addressed and achieved (e.g. because of regulatory compliance; in the
case of perishable products).

Goals might also be treated by the enterprise individually or in a bundle and might
influence one another. Particularly, it should be assessed whether goals being planned
are compatible with previously defined goals. In case a goal contradicts a previously
defined goal, one of them should be revised. Goals can be the responsibility of specific
departments, of individuals or the whole enterprise.

In addition, organizations need to plan how its goals should be achieved. For short-
term goals, it might be relevant to describe which are the operations required to realize
them. It also might be relevant to describe their required capabilities and resources. For
mid-term and long-term goals, although the same approach can be applied, the
enterprise might prefer not to detail the achievement of the goal, or might choose to
refer only to the capabilities and resources required for achievement, in a strategy as
capability-based planning [14].

In some organizations the strategic planning is separately performed into different
departments as well as different management levels, in which each department and
management level has different responsibilities on the strategic planning. For example
high-level managers may describe the strategic part of the strategic planning and
releases it to lower-level managers, which refine the plan and describe how that plan
should be implemented.

2.2.2 Other Models
The Issue-based strategic planning model [9] defines how to overcome issues the
enterprise is facing, instead of defining and planning on a future state in terms of goals.
The issue-based model is concerned with a shorter period of time (e.g., a one-year plan)
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and is usually performed when the enterprise faces difficulties. To express the
approach, it is necessary to express the perceived issues as well as their solution
requirements. The Issue-based strategic planning is similar in its conceptualization to
the goal-based strategic planning model, if we consider “solving an issue” as a goal.

The Alignment model is useful for enterprises that need to find out why their
strategies are not working [9]. The overall steps of this model consists of: (i) outlining
the enterprise’s mission, programs and resources; (ii) identifying what is working well
and what needs adjustment; (iii) identifying how these adjustments should be made
and; (iv) include these adjustments in the strategic plan.

The Scenario Planning model [13] is usually used in conjunction with other stra-
tegic planning models to enhance strategic thinking. It assists in identifying strategic
issues and goals using different views. Scenario planning consists of selecting several
external forces and devising changes related with each of them, which might influence
the organization (e.g., change in regulations, competition, new products or services
included in the market). For each force, it discusses different future organizational
scenarios (usually best, worst and reasonable cases), which might result from a change.
Then, potential strategies to each of these scenarios are identified. With that infor-
mation, enterprises usually detect common strategies that can be employed to respond
to multiple possible scenarios. The review of the worst cases usually identifies enter-
prise’s weaknesses and motivates changes in the enterprise.

In order for the enterprise to achieve its results and improve its business it is
necessary to implement and monitor the strategic planning [15]. The reasons why
enterprise’s strategic planning fails includes the lack of monitoring on the strategic
planning achievement and implementation, and the lack of adaptation after the strategic
plan is defined [7]. EA could be used to support overcome these problems, as well as to
support the description, implementation, monitoring and management of strategic
planning.

3 Current Support for Strategic Aspects in EA

The importance of enterprise strategy for Enterprise Architecture was recognized at
least two decades ago with the addition of the Motivation column to the Zachman
framework [16]. However, most EA approaches are still struggling with the goal
domain and its modeling, and are not yet designed to deal with enterprise’s high-level
concerns, such as enterprise strategy and strategic planning [8]. In this section we
analyze the frameworks: Zachman, MoDAF, DoDAF, ISO RM-ODP, TOGAF and its
ArchiMate modeling language, ARIS and the OMG BMM according to its strategic
aspects concerns.

The concept of mission was not introduced in any EA framework. The concept of
vision is present in the MoDAF and DoDAF frameworks, in which the vision concept
can be related to, desired effects and goals, respectively. However, the MoDAF
framework adds two more concepts to describe the strategic aspect of enterprises and the
possible relations in the framework, namely that Enterprise Phase has vision Enterprise
Vision and Enterprise Vision has tasks Enterprise Tasks. The DoDAF framework, in
turn, adds the desired effect concept. The existent relations are to represent that vision is
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realized by desired effect. There is also an activity concept, used to relate the desired
effect to activities, in which a desired effect directs an activity.

The concept of strategy is supported by the Zachman framework [16], together with
the concept of objective. The concepts can be related by means-ends-relations between
objectives and strategies. There is also a conflict relation in the framework that can be
used between objectives.

The concept of goal, sometimes called objective, which is a crucial concept for
strategic planning, also appears in the ARIS, ISO RM-ODP and the TOGAF (Archi-
Mate) frameworks. In the ARIS framework, the concept can belong to another
objective and might be supported by a function. In the ISO RM-ODP, an objective can
be refined into other objectives. This concept can be related to process, community or
roles. Possible relations are that a community has an objective, which might represent
ownership, and refined goals can be assigned to both processes or roles. The goal
concept appears in TOGAF in its ArchiMate modeling language. In ArchiMate, a goal
can be influenced by another goal. ArchiMate also defines concepts such as Driver,
Assessment, Requirement and Principle, which all can influence a goal or one another.
The relation between these concepts and the EA is indirect through the requirement
concept, in which its instances need to have requirements in order for the requirements
to be related to an enterprise structure concept.

The OMG BMM framework, in its turn, uses the concepts of means, ends,
assessment and influencer. These concepts can be related by means-ends relations. The
OMG BPMN notation, which can be used in conjunction with BMM, introduces
concepts, such as Organizational Unit. The Organizational Unit defines Ends, estab-
lishes Means, makes Assessments, recognizes Influencers, may be defined by a Strategy
and may be responsible for Business Processes. Business Processes might be guided by
a Business Rule, which is derived from a Business Policy.

None of the frameworks supports the explicit representation of strategic planning
concepts and its relations as described in Sect. 2. There are not enough concepts to
represent strategic planning in any of the EA approaches. EA frameworks need to be
able to express goal relationships and its properties, such as specifying when each goal
should be accomplished, as well as to address precedence and priority between goals.
Further, the frameworks do not express different opportunities to achieve a goal. Plans
(and consequently EA projects) are made under assumptions about circumstances that
might not be under enterprise’s control, usually referred to as enterprise’s context. The
enterprise may use scenario planning to overcome those risks and the frameworks
should support planning a proper EA based on the prospected scenarios. We sum-
marize the limitations we identified for strategic planning in EA frameworks as follows:

– Limited support for expressing goal relationships as stated in Sect. 2;
– Limited support for context modeling and how context can affect strategic planning

and long-term EA;
– Limited support for the planning of different scenarios and the description of what

strategy to follow in which scenario;
– Limited support for partial planning of the enterprise strategy, leaving details to

emerge and have the EA support for that set of strategic goals;
– Limited support for linking strategy with the EA;
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– Limited support for relating strategic planning goals to enterprise architecture ele-
ments, allowing the specification of required elements for each goal.

– No support for stating when a goal or milestone should be achieved, including
precedence between goals.

4 EA Required Extensions for Strategic Planning

This section discusses how EA can contribute to strategic planning, by identifying
requirements for EA to support strategic planning and pointing to general solutions to
address these requirements. All proposals on this section are subject to further work as
a research agenda. A general approach to support strategic planning description,
implementation, monitoring and management using EA should mutually benefit the
practices of strategic planning and EA.

4.1 Strategic Planning Representation

Limited support is available for describing enterprise’s strategic planning in EA.
EA frameworks need to be extended to express goal relationships and its properties
requirements, such as specifying when each goal should be accomplished, address pre-
cedence, priority, express different opportunities to achieve a goal and express context
and its possible impacts. We believe that a graph-based notation could address some of
the limitations described in Sect. 3 and could provide a useful visualization of strategic
plans. Goal-based languages, such as i*/Tropos [17] and Kaos [18], could also be used
as a starting point to develop a notation for strategic planning, provided their
limitations concerning timing, scenario planning and support to context description are
addressed.

4.2 Capabilities, Resources and Their Relation with Strategic Planning

The importance of capabilities and resources for business strategy has been recognized
in the management literature [19–22]. Achieving a planned goal on strategic planning
requires the availability of capabilities and resources. Organizational capabilities and
resources are related to strategic planning in enterprises in order to support and
maintain competitive advantage [19, 20], as well as to improve performance, quality
and to reduce costs [21, 22].

According to capability-based theories [19], the enterprise needs to know the
capabilities it wants to leverage in order to plan to acquire resources and abilities in an
intended manner. The emphasis is on adapting, integrating, and re-configuring internal
and external organizational skills, resources, and functional competences toward a
changing environment. Accordingly, the transition from enterprise’s current state
towards the goal-state can indicate that superfluous capabilities and resources should be
abandoned while new capabilities and resources should be acquired. Further, modeling
the transition from enterprise’s current EA baseline towards the target EA would benefit
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from capability-based modeling, in a similar manner as presented in [23]. The paper
presents an ArchiMate extension proposal which allows the enterprise to consider the
required capabilities and resources to achieve a desired state (e.g., a planned goal),
without actually having to pursue a complete and extended view on the business pro-
cesses and tasks that are necessary to realize that state. The extension proposed in [23]
could be extended once more in order to properly address strategic planning concerns.

4.3 Capabilities and Operations

The capability concept denotes the ability to bring about a desired outcome. This ability
should be understood in a broad sense. Capabilities are used to state a broad range of
behaviors, which can be assumed to inhere in an enterprise or in a specific individual.
We argue that modeling resources and capabilities for decision making purposes at
strategic level must simplify models and hide the complexity of architecture models
which is of no relevance at that abstraction level, where decision makers are mostly
interested in means (i.e., resources & capabilities) and goals (i.e., motivation). In
contrast, resources and capabilities can be linked to the architecture fragments that
implement their behavior, thus enabling an end-to-end traceability from strategic
decisions to implementation and architecture change. An initial approach to this has
been presented in [23], which captures the notions of capabilities and resources in
ArchiMate, focusing on how capabilities are related to enterprise’s resources, behavior
and structural elements. This could support analysis on what becomes irrelevant or
important on the strategic planning follow up. Further, an enterprise could even
combine capability with planning analysis models to plan on which area to allocate
investments [24].

4.4 EA Transformations Over Time

The strategic plan states on a continuum of the enterprise, describing multiple states
that the enterprise is expected to achieve over time. It states the enterprise long-term,
through the envisioned period. Thus, strategic planning is not related to an enterprise
specific snapshot. A strategic plan thus requires various EAs at different points in time.
To obtain these EAs it requires a sequence of EA transformations. The EA transfor-
mation over time should be planned to assure that the EA supports the provisioning of
enterprise’s products and services by the time they are required, in order to support the
achievement of enterprise’s goals.

Figure 1 illustrates various EAs over time related to the accomplishment of different
goals of the strategic planning. Figure 1 also illustrates the EA transformations that are
necessary, which are represented by the arrows between EAs. When the EA is imple-
mented, the organization is at some state, represented as S1 in Fig. 1. The EA is then
implemented and targeted to support the organization as it is at that specific moment, or
to support the enterprise in its transformation to achieve its next goal or set of goals (e.g.,
improve efficiency, support new service, support new process), illustrated as G1 in
Fig. 1. Therefore the EA needs to provide the requirements for achieving G2 in time.
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Further, different transformation should be defined to address different scenarios, as the
enterprise has unknown future on the strategic planning time and could adopt different
goals depending on the context it is required to deal. Figure 1 represents this in the
branch leading to G2’.

Enterprise architecture frameworks must not be concerned with a single snapshot of
the enterprise. They must be concerned with the controlled and continuous change of
the EA in order to properly support strategic planning and its implementation.

4.5 Strategic Planning Revisions

Strategic planning is usually reviewed after some period of time (e.g., each year). The
revision usually verifies if the strategic planning goals are still relevant to the enter-
prise. Further, based on monitoring, the enterprise assesses if the strategy to achieve the
goal is to be maintained, or should be changed or adapted. The support for strategic
planning revision within EA can allow the assessment of change impacts. An approach
to strategic planning and enterprise traceability as discussed in Sects. 4.2 and 4.3 using
capabilities could be used to support that task.

4.6 Strategic Planning Monitoring

An enterprise should be instrumented to enable the collection of enterprise data. The
collected data can be related to Key Performance Indicators (KPI) or milestones,
defined in terms of the strategic plan goals. Two outcomes are possible due to the
monitoring: (i) indication that goals are to be achieved ‘as is’ or (ii) indication that the
goals will not be achieved under the current circumstances. If the monitoring indicates
that goals are to be achieved, the enterprise should keep on performing as planned and
continue to monitor and analyze its results. However, if the analysis indicates that goals
might not be achieved, the enterprise needs to (i) change its operations in order to

Fig. 1. General Approach
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achieve the desired effect or, (ii) change its strategic plan properties (e.g., change a goal
or its expected time realization), in order to adapt it to the current reality.

In case of (i), EA could support the analysis of which part of the enterprise might be
responsible for enterprise’s underperformance and, hence, help enterprise reorganiza-
tion. In both cases, any change might trigger EA changes. The effort to understand
which parts are required to change in the EA should be facilitated, since EA elements
would be related and traced to both enterprise’s operations and strategic planning.

Additionally, on the trajectory between goals, the collected data should be used to
analyze if enterprise’s subsequent goals are going to be achieved, triggering corrections
enterprise’s operation, if necessary, or triggering adaptations in enterprise’s strategy, if
the planned goals are not achievable from current state. Further, the analysis can be also
relevant to decisions on which goals to pursue, if a scenario planning approach has
been applied. Figure 1 illustrates the monitoring of the enterprise (as a thermometer),
which is related to the EA and then, to the strategic planning.

4.7 Coherent Architectural Descriptions

A main challenge related to the alignment of strategic planning and EA is in the
identification of a precise conceptualization for these notions. Without a precise con-
ceptualization, rigorous definition of the semantics of the proposed elements is prob-
lematic, and modeling and communication problems arise [25]. In particular, we point
to the usage of foundational ontologies for semantically anchoring concepts definitions.
A foundational ontology defines a system of domain-independent categories and their
relations, which can be used to articulate conceptualizations of reality. The use of
foundational ontologies aims to ensure ontological correctness of the language and the
models described within the language. In particular, we point to the works developed in
[23, 26], in which an ontological foundation has been used to define the semantics of
concepts of an EA modeling language. The introduction of strategic planning concepts
to EA frameworks should have a precise conceptualization in order to avoid ambiguity
and communication problems.

5 Conclusions

In this paper, we have presented general requirements towards the extension of
enterprise architecture frameworks to express and align it with strategic planning. We
argue that there is a limited support for describing enterprise’s strategic planning in EA
and that the usage of EA for strategic planning should be mutually beneficial to the
practices of strategic planning and EA.

We list several limitations of the current frameworks and identify requirements to
align strategic planning with EA. In particular, we state that EA frameworks should not
be concerned with single snapshots of the enterprise and must be concerned with the
controlled transformations of EA over time. We argue that the planning of EA trans-
formations could be enhanced if aligned with strategic planning. We have also outlined
an initial approach for extending EA to achieve an end-to-end traceability between
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strategic planning, EA and enterprise’s operations based on the concept of capabilities,
as introduced in [23].

Nevertheless, we also focus on how EA can improve enterprise’s strategic planning
monitoring and management. EA can be used as a middle ground between enterprise’s
operations and enterprise’s strategic planning. EA can also be used for strategic
planning on design time for the verification of change impact.

The required extensions are intended to model enterprise’s strategic planning and to
relate it to the whole enterprise, including its operation. The introduction of the
requirements into EA and its usage should improve the traceability between the
enterprise’s strategic planning and EA choices. The continuous transformations from
baseline EA to target EA could benefit from this approach, in which the EA trans-
formations are planned in accordance to the goals each EA version has to support.

Additionally, on the trajectory between goals, EA could help predict if enterprise’s
subsequent goals are going to be achieved, triggering corrections on the operation or
revisions on the strategic planning of the enterprise. Further, the analysis can be rel-
evant on decision-making whenever a scenario-based approach has been performed.

In our future efforts, we intend to further detail on how to overcome the identified
limitations and to implement the extensions proposed in this paper. We intend to
integrate these results with our results of [23, 26], which addresses capabilities and
some motivational concepts for EA. We also intend to interpret new proposed mod-
eling concepts using the Unified Foundational Ontology [27, 28], in an effort to have
coherent and aligned enterprise models.
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Abstract. Recent advances in digital technologies are enabling enterprises to
undergo transformations for streamlining business processes, offering new
products and services, expanding in new areas, and even changing their business
models. Current enterprise architecture frameworks are used for analysis,
design, and strategy execution, helping an enterprise transition from an as-is
state to a to-be state. However emerging trends suggest the need for richer
models to support on-going adaptations and periodic transformations. The scope
of enterprise architecture modeling needs to be expanded to include the multiple
levels of dynamics that exist within any enterprise, the sense-and-respond
pathways that drive change at operational and strategic levels, and the tension
between centralized control and local autonomy.
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1 Introduction

Modern enterprises face immense pressure to continuously grow or reinvent them-
selves in a fast-moving, ever-changing and integrated world. To successfully survive in
such evolving and uncertain conditions, enterprises are expected to continuously adapt
to changing environments [1, 2]. The nature of change may be along various per-
spectives such as strategic vs. operational, transformational vs. transactional, discon-
tinuous vs. continuous, revolutionary vs. evolutionary etc., involving diverse areas such
as people, culture, processes, and technology [3].

The widespread adoption of technologies, such as social media, mobile, big data
analytics and cloud computing, in enterprises is enabling a change in business model,
improved customer experiences, and optimized operational processes [4, 5]. Such a
transformation is a significant shift from the previous modus operandi and results in
broad-ranging and potentially disruptive enterprise-wide transformation enabling
enterprises to move from a brick-and-mortar style operation to one that is more
encompassing of digital technologies [6]. Digital transformation permeates industry
segments, take many forms and exist at many levels within an enterprise. The focus of
transformation should not be on individual systems or processes but should rather be
viewed holistically and at an enterprise level. All these approaches can be considered
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more conceptually and be thought of as a series of on-going transformative demands on
the enterprise at an operational and strategic level.

2 Emerging Requirements for EA Modeling

Enterprise characteristics are traditionally captured through various enterprise archi-
tecture frameworks for the purpose of design, analysis, planning and strategy execution.
As enterprises are fairly complex entities, a number of enterprise modeling techniques
exist with each providing a different view of the enterprise. These modeling techniques
are generally used for static as-is and to-be representations of the enterprise and are
unable to support the wide range of dynamics that are present in an enterprise. They do
not cater to periodic, variable and continuous change including the ability to decide
between multiple alternate enterprise configurations at run-time [7]. A review of
industry literature highlighting trends in digital transformation suggests the scope for
enterprise architecture framework(s) to be broadened so as to consider multi-level
dynamics, data-driven sensing and acting, and actor autonomy.

2.1 Multi-level Dynamics

Every organization relies on many processes that together ensure its success and via-
bility. Different types of processes, for example, operational and transactions processes,
planning processes, design process, innovation processes, etc., may take place over
different timescales and have different frequencies of occurrence. While current
enterprise architecture frameworks can model various business process, they are
lacking in the ability to express and reason about the nature of the relationships among
them; such as the relationship between a planning process and the process that executes
the plan, or the relationship between a design process and the process that exploits the
new capability, artifact, or tool produced by that design process. The relationships
are important in the current context of digital transformation, as these relationships are
themselves subject to change. For example, some product design decisions can be
deferred closer to the time of usage by allowing customization, user configuration, or
even automated personalization. Some activities may be moved from a planning
process to the execution process (“run-time”) in order to take advantage of the most
up-to-date data (e.g., real-time analytics from Internet of Things). We consider
examples from various industry sectors.

• Banks are increasingly relying on alternate digital channels (such as mobile and
internet) which function at different levels and timescales compared to the more
traditional banking channels such as bank branches. Branches are heavy on pro-
cesses and human interaction thus operating at a slower timescale than the internet
and mobile channel. The nature of product and service offerings also varies across
these channels. A seamless “omni-channel” experience to customers across all
channels is becoming essential, which require careful coordination of the processes
across levels of dynamics [8, 9].
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• The development of mobile enterprise systems is indicative of two separate and
distinct levels with different characteristics and timescales. The front-end mobile
app development is characterized by quick development and deployment cycles
with customers providing immediate feedback through the app store rating whereas
back-end enterprise systems have longer, more cautious development cycles [10].
Thus a new business feature affecting both mobile front-end and enterprise back-
end systems would be managed, developed and delivered differently based on the
different enterprise levels, methodologies, tools, and timescales.

• The telecommunication industry contains numerous internal operational processes
and procedures such as billing operations. Billing operations encompass multiple
levels across multiple organizational departments leading to process inefficiencies
and possible issues with bill accuracy [11].

These multiple levels of dynamics are not entirely evident to the casual observer nor are
the boundary transitions apparent. The enterprise architect would need to understand
the differentiating attributes of the levels with the placement of enterprise activities
within each. The constituent activities of any process could be moved across level
boundaries however there would be resulting implications which need to be under-
stood. For example, in the case of mobile app development above, certain back-end
enterprise system development activities can be made part of the mobile app devel-
opment level (i.e., both front-end and back-end systems follow the same development
and deployment methodology) however there might be consequences with regards to
the back-end enterprise system testing and platform stability. The identification of such
levels, the placement of activities within each level, the possibility of movement of the
activities across level boundaries and the possible implications are considerations that
have to be understood and captured by the enterprise architect.

2.2 Data-Driven Sensing and Acting

Enterprise change is being influenced by both the internal adoption of technologies and
the general pervasiveness of digital technologies in the environment that they operate
in. The enterprise needs to “observe” and be aware of such situations based on which it
would initiate and undertakes activities of adaptation and change. Such paths of change
can be analyzed in terms of sense-and-response loops through which the enterprise
continuously adapts and improves [12]. In the sensing part the enterprise would
(proactively or reactively) determine the cause and need for change. In the responding
part, the enterprise would determine the best possible alternate for change. Sensing and
responding take place in processes that exist at different levels of dynamics and
timescales. For example the sensing part can happen at machine-scale time (through the
use of automated data driven systems) with the acting part existing in human-scale
(through managerial decision making). Such data-driven sense-and-respond loops for
ongoing enterprise transformation already exist in multiple industries.

• Big data analytics is helping banks make conscious decisions in identifying areas
where investment should be made towards the digitization of business operations thus
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helping banks manage their limited budgets more effectively. Analytics help identify
inefficient business processes which are then optimized and improved upon [8, 13].

• The retail industry relies heavily on big data analytics to sense short-term and long-
term trends that loom on the horizon. These are then acted upon by the responding
side by at an operational and strategic level. Sensing aspects include customers
demanding a better shopping experience, increasing competition because of tech-
nology improvements, entry of non-traditional competitors, changes in the supply
chain etc. [14]; these changes would have to be sensed, understood and appropriate
actions taken which would be operational or strategic in nature.

• The healthcare industry is using big data and predictive analytics to produce new
innovation in biometrics and bioinformatics. This is in addition to using machines
for generating preliminary diagnoses which aid and guide physicians in patient
diagnoses and treatment regime [15].

Enterprise architects need to have methods that can help them sketch out such linear
paths or cyclic loops as they exist in any enterprise, the various levels and timescales
that they transition through, the interactions that the paths may have with other paths or
enterprise objects, the sensory inputs to the sensing part and the corresponding balance
that the responding part should bring.

2.3 Actor Autonomy Review

Enterprises are complex and collaborative environments with a multitude of human and
non-human (system) actors. Each actor possesses their own intentions, goals and
objectives which may or may not align with those of other actors or even the enterprise
itself. Thus there exists a certain degree of actor autonomy within the overall enterprise.
Any enterprise transformation would typically be a disruptive exercise and one that
would positively, as well as, negatively affect actors. The expectation is that while the
overall enterprise would benefit from such a transformative exercise, it may go against
the individual interests of some actors. As before, enterprise actors can exist across the
various enterprise levels and even participate in sense-and-respond loops. For an
individual actor, their objectives and goals may also span these levels. The actor
interests may, at times, align with enterprises hierarchies and divisions whereas on
other occasions it may cut across those structures. Actors may support or oppose the
goals of any transformative exercise and even change states between the two. Oppo-
sition to enterprise objectives may manifest itself as change rigidities in the enterprise.

• Financial institutions have a level of actor autonomy in order to counteract threats
from new entrants in the financial services sector. Fintech startups and technology
companies (like Google and Apple) are offering competing financial products and
services which are eroding into the profitability margins of traditional banks [9]. As
a result, banks are digitizing their core products like credit cards, loans and pay-
ments to better compete with these entrants. They can better do so if there is some
level of distributed autonomy in the enterprise so that digitalization efforts can be
executed and delivered independent of other enterprise divisions and inherent
enterprise rigidities.
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• The ultimate goal (i.e., the implementation of a required business feature) of a
mobile enterprise system is the same yet the front-end mobile and the back-end
enterprise systems have significant autonomy with defined integration points for the
successful completion of this business objective [10]. This allows both areas to
maintain distinct culture, processes, methodologies, software tools and environment
that are more conducive to their particular needs.

• The retail industry provides an excellent example for decreasing actor autonomy in
the case of online vs. retail stores. Traditional retailers are attempting to provide a
more uniform shopping experience across both segments (i.e., an omni-channel
experience) but having two separate segments with significant actor autonomy
would not produce the desired end-result [14]. So while the execution specifics
between both segments may differ, there is a certain consolidation of actor auton-
omy with respect to higher level objectives.

Enterprise architects would have to be able to depict actor autonomy, actor objectives
and goals, boundaries of actor influence, multiple levels at which these objectives and
influences span and interactions between actors. They would also want to show any
alignment (or misalignment) of actor objectives with the enterprise-level objectives.

3 Conclusions and Future Work

Transforming enterprises as a response to on-going digital change demands is rather
difficult and needs to be considered in a structured manner particularly as enterprises
are complicated entities with multifaceted social, process and technological elements;
all of which can determine the success or failure of any adaptation exercise. The nature,
complexity and texture of any enterprise adaptation may vary significantly and can cut
across multiple industry segments. Current enterprise modeling approaches will need to
be extended to better acknowledge and support today’s highly dynamic environments.
Enterprise architects would be expected to be more involved in the strategizing,
planning and execution of digital transformation so that they can correctly design and
devise the various alternate to-be configurations.

In [7] we attempted a preliminary characterization of an adaptive enterprise. We are
exploring methods and techniques from diverse areas, including requirements engi-
neering, system dynamics, and management frameworks, to contribute towards a
framework for adaptive enterprise architecture. We envision a framework that would
assist enterprises to deal with on-going adaptation demands such as those posed by
digital transformation. We wish to understand the nature and texture of such enterprise
“adaptiveness” requirements and the ways to capture the as-is and to-be adaptiveness
characterization of the enterprise. Additions and enhancements to existing enterprise
modeling techniques would be considered for assisting with visualization and analysis
of these requirements. On the sensing side, the awareness requirements would be
monitored and evaluated on an on-going basis for satisfaction of enterprise adaptive
objectives. On the responding side, any dissatisfaction of these requirements results in
the selection and implementation of a suitable to-be alternative that enables the
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enterprise to adapt to changing circumstances. The alternative(s) would be selected
while considering the tradeoffs between various factors existing at a social, contextual,
process, and technological level.
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Abstract. Information systems and the information enclosed are of sig-
nificant value and it is indispensable for organizations to ensure their
protection. To achieve high security, existing knowledge is available and
provides recommendations and guidelines to follow. Due to the large
amount of data and the complex dependencies within their structure,
it is often challenging to make informed design decisions. This paper
proposes a quantitative model that is tailored to the optimal selection
of security safeguards from an existing security knowledge base. The
input data are extracted from the extensive IT baseline protection cata-
logues of the German Federal Office for Information Security (BSI). The
total amount of data include more than 500 threats and 1200 safeguard
options. In an application example, we illustrate that an optimal deci-
sion can reduce the number of required safeguards substantially while
still maintaining a high security level.

Keywords: Information security · System security design · Decision
support model · Combinatorial optimization

1 Introduction

Information technology (IT) has become a critical factor for organizations and
continuously spreads into more and more areas. The loss, manipulation, disclo-
sure, or simply the unavailability of information may lead to expenses, missed
profits, or even legal consequences. If security is weak, attackers will eventually
find a weak spot and cause damage. One approach to deal with information
security design is to follow common information security practices and guide-
lines which are available from various sources including, but not limited to,
the International Organization for Standardization (ISO), National Institute of
Standards and Technology (NIST), and German Federal Office for Information
Security (BSI). These practices can help organizations by guiding them on how
to establish an effective basis for security. The information is mostly available in
form of standards that have to be followed more or less strictly.

For our analysis, we chose on the IT baseline protection catalogues (or IT-
Grundschutz catalogues) [4] which are part of a standard provided by the BSI.
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The catalogues are publicly available, free of charge, and offer an extensive
repository of technical, organisational, personnel, and infrastructural informa-
tion security knowledge to protect information systems (IS). The catalogues
are also in line with the ISO 27000 series which makes them internationally
applicable. Organizations trying to improve security face the challenge of select-
ing appropriate safeguards from the given catalogues. There is, however, no
practical solution available to optimally select safeguards that result in a desired
security level. Since most companies have no specialized information security
knowledge, this decision process has to be outsourced to a specialized service
provider (e.g., a consulting company) which causes additional costs.

This paper presents an approach to optimize information security design by
using large amounts of available information. For this purpose, we propose a
combinatorial optimization model which makes use of the entire IT baseline
protection catalogues. Our model is also applicable to an arbitrary subset of
components which makes it usable for any use case covered by the knowledge
base of the catalogues. The presented model can help to automate the decision
process or at the very least support security design decisions.

The remainder of the paper is organized as follows: Sect. 2 outlines literature
related to decision making in IT security. Section 3 discusses the general security
investment problem and introduces the source of data which we used as basis for
our analysis. Section 4 presents a mathematical model and shows how available
data are utilized to support decision making in information security. In Sect. 5,
we conceive a realistic case study to demonstrate the application of our model
and discuss respective results. Section 6 concludes the paper.

2 Related Work

In recent years, the interest in quantitative models for information security
investment decisions has increased significantly. This trend is driven by the fact
that system complexity continuously increases and a growing amount of data is
available to support decision making. There are several research streams which
basically try to solve the security investment problem from different angles. In
this analysis, we focus on the selection problem, i.e., what security safeguards
should be selected for implementation?

Most approaches addressing this question apply management tools and finan-
cial analysis based on measures like annual loss expectancy, return on investment,
internal rate of return, net present value, etc. [2,10,11,13]. Other approaches use
real options analysis where dynamic aspects of investments are considered and the
flexibility of decision making is utilized [6,12,14]. An optimization driven
approach to select security safeguards is proposed by Sawik [9] which produces
optimal safeguard portfolios. In their study, they used a bi-objective model to min-
imize expected and worst case losses applying the value-at-risk. Viduto et al. [15]
proposed a multi-objective model that also factors in financial costs in addition
to losses. Rakes et al. [8] argue that, in addition to expected losses, sparse events
that might result in high-impact losses should be considered, too. They propose
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a model which considers the trade-off between expected and worst-case losses. If
it is not sufficient or possible to deploy safeguards to achieve sufficient security,
cyber insurance is also an option [1,7].

These approaches either use a small set of very generic data or require the
decision maker to collect most of it before the optimization can be conducted.
Our model builds on the foundation and ideas established in previous work but
requires less information input which makes it more applicable to practical use
cases. Using an existing knowledge base significantly reduces workload during
a risk assessment and ensures that the data meet a certain quality threshold.
To the best of our knowledge, no model exists to support concrete investment
decisions of security safeguards which incorporates large amount of data of an
existing knowledge base and is still practically applicable in terms of information
requirements and computational time.

3 Problem Description

An organization usually runs several business processes and operates a number of
information systems. The continuous operation of these systems and the security
of processed information is considered to be of high priority for every organiza-
tion. For this reason, organizations try to achieve high security of such systems
by deploying security safeguards. In order to adequately protect IS, organizations
can make use of existing information security knowledge. In the following, we
use the IT baseline protection catalogues which consist of components (or mod-
ules) that comprise all relevant parts of the processes, applications, and systems
of an organization. The IT baseline protection catalogues define 80 components
which are grouped into 5 categories: general aspects, infrastructure, information
systems, networks, and applications. Each component contains a description of
the subject, a list of threats, and a set of applicable safeguard options. In total,
the IT baseline protection catalogues contain 518 threats and 1244 safeguards.

The catalogues specify that the security of each component is endangered by
a number of threats. Depending on the nature of the threat, it is possible that
it applies to more than one component. Each threat has a particular criticality,
that can be obtained in an automatic manner from the existing knowledge base.
To counteract threats, the organization can deploy various safeguards which
reduce the criticality of a specific subset of threats according to the safeguards
effectiveness. To use this information, we extracted the information from the
catalogues and generated an SQLite database serving as a knowledge base for
our evaluation.

If an organization intends to obtain a valid ISO or BSI certificate, there
are predefined selections available to achieve different security levels. An entry
level certificate requires the implementation of 46 % of the safeguards and the
ISO 27001 certificate requires 79 % of all safeguards to be implemented. If a
certificate is not required, a smaller subset may be sufficient to achieve a desired
security level. The model presented in this paper can be used to obtain an initial
selection of safeguards that may be further customized according to additional
requirements.
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4 Model Formulation

In this section, we consider a single-stage combinatorial optimization model
which is set up as a mixed integer linear programming (MILP) problem. The
goal is to select a feasible subset of safeguards that maximizes security and
meets a number of linear constraints. We first establish a nonlinear formulation
in Sect. 4.1 and then use the natural logarithm to linearize it in Sect. 4.2. Table 1
lists parameters and decision variables which are used in the following.

Table 1. Parameters and decision variables.

Indices and sets

P Index set of components (indexed by p)

I Index set of threats (indexed by i)

K Index set of safeguards (indexed by k)

Parameters

σk Effectiveness coefficient of a safeguard

γi Criticality coefficient of a threat

Ci,p Connection between component and threat, Ci,p ∈ {0, 1}
Tk,i Connection between threat and safeguard, Tk,i ∈ {0, 1}
N Maximum number of safeguards

Decision variables

sk Selection of safeguards, sk ∈ {0, 1}
ti Threat criticality index (TCI)

cp Component criticality index (CCI)

Let p ∈ P denote a component of the system in question and let i ∈ I denote
a threat. Matrix Ci,p ∈ {0, 1} denotes whether threat i endangers component
p (Ci,p = 1) or not (Ci,p = 0) and is given in an extension to the IT baseline
protection catalogues. Each threat has a preset criticality coefficient γi ≥ 0
and a variable criticality index ti ≥ 0. The criticality coefficient of a threat is
an input to the model and expresses how severe a threat is without investing
in security. The criticality index, on the other hand, is variable and determined
during optimization. It is reduced if safeguards are deployed which are applicable
to the threat in question. The criticality coefficient is not directly provided by the
catalogues and we use a generated value based on available data (see Sect. 5.2).

To determine the criticality of a component, we use variable cp which is called
component criticality index (CCI). Due to the fact that the highest threat is the
most critical indicator of security, cp is defined as the maximum of all criticality
indexes of threats associated with the component in question, i.e.,

cp = max
i∈I

{ti|Ci,p = 1} ∀ p ∈ P. (1)
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Whether threat i is associated with component p is defined by the correspond-
ing value of matrix Ci,p and can be obtained from the IT baseline protection
catalogues. The definition of cp is based on the assumption that the security of
a component depends on the most critical of its threats, i.e., the weakest link
in the security chain. Therefore, to reduce the criticality of a component, the
criticality index of its most critical threat has to be reduced first.

By deploying safeguards, the criticality index of a threat is reduced. If no
safeguards are deployed for a particular threat, we have ti = γi. A safeguard only
reduces the criticality of a threat if it is associated with this threat (Tk,i = 1)
and if it is implemented (sk = 1). In case an applicable safeguard (Tk,i = 1 and
sk = 1 ⇔ Tk,i · sk = 1) is deployed, the criticality index of an associated threat
is reduced from γi to γi · σk, where σk ∈ [0, 1] is the effectiveness coefficient of
the deployed safeguard. To generalize this expression for multiple safeguards, we
multiply γi by

σk
sk·Tk,i =

{
σk if sk = 1 and Tk,i = 1
1 if sk = 0 or Tk,i = 0

∀ k ∈ K, (2)

which only takes value σk if both sk = 1 and Tk,i = 1 and defaults to 1 otherwise.
In case the expression takes value 1, the criticality index of a threat is not
reduced. Considering all safeguards at once we get the following equation to
calculate the remaining criticality index of threat i:

ti = γi ·
∏
k∈K

σk
sk·Tk,i ∀ i ∈ I. (3)

4.1 Nonlinear Model for Determining an Optimal
Selection of Safeguards

Based on these definitions, we establish the optimization model as follows:

min
[
max
p∈P

cp

]
(4)

s.t. cp = max
i∈I

{ti|Ci,p = 1} ∀ p ∈ P (5)

ti = γi ·
∏
k∈K

σk
sk·Tk,i ∀ i ∈ I (6)

∑
k∈K

sk ≤ N (7)

sk ∈ {0, 1} ∀ k ∈ K (8)
ti ≥ 0 ∀ i ∈ I . (9)

The objective function (4) minimizes the maximum of all CCIs. This formulation
assumes that all components are equally important for the overall security of
the system. If this is not the case, it would be possible to weight components
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differently by multiplying their indexes with an additional weighting factor. The
objective value characterizes the overall security of the system in question and
is called the system security index (SSI). Constraint (5) defines CCI cp as the
maximum of associated threat criticality indexes (TCIs). The total number of
safeguards is limited to N in constraint (7). Finally, the decision regarding the
selection of safeguards is binary (8) and all threat criticality indexes have to be
nonnegative (9).

4.2 Linearization Using the Natural Logarithm

The established formulation of the problem has some drawbacks regarding its
solvability due to its nonlinearity in constraint (6). Nonlinear problems are sub-
stantially more difficult to solve than linear problems. We will show in the fol-
lowing how to obtain a MILP formulation of the problem. Constraint (6) is the
only nonlinear equation where the product of multiple decision variables is cal-
culated. To reformulate this constraint, we take the natural logarithm of ti and
thus eliminate the multiplication of decision variables:

ti = γi ·
∏
k∈K

σk
sk·Tk,i (10)

⇔ ln (ti) = ln (γi) +
∑
k∈K

sk · Tk,i · ln (σk) (11)

To replace constraint (6) with (10), we have to precompute ln (γi) and ln (σk)
which can be done before starting the optimization. Since ln(.) is a strictly
monotonic function, it is order-preserving which means it is still possible to
differentiate between ti values.

The resulting MILP problem is a lot easier to solve with respect to com-
putational complexity. There are several solvers available which can solve large
instances within a reasonable solution time. The following version of the problem
can be implemented as a linear model and is written as

min
[
max
p∈P

ln (cp)
]

(12)

s.t. ln (cp) = max
i∈I

{ln (ti)|Ci,p = 1} ∀ p ∈ P (13)

ln (ti) = ln (γi) +
∑
k∈K

sk · Tk,i · ln (σk) ∀ i ∈ I (14)

and (7, 8) .

Constraint (14) now defines the logarithmic TCI and ln (cp) is defined accord-
ingly in constraint (13). The objective function (12) has also been adjusted and
now minimizes the maximum logarithmic CCI.

5 Application Scenario

In this section, we give an illustrative example to show some details of the
presented model and its application. For this purpose, we use a system which
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Fig. 1. Externally hosted exemplary e-commerce IS with components and actors.

represents a typical setup for providing a cloud-based e-commerce service. The
setup includes a relational database, a shop application running on multiple
virtual computing instances (i.e., virtual machines (VMs)), and 5 categories of
users. It is visualized in Fig. 1. The computing instances process user requests
and access a dedicated database instance to access persistent data. The system
is maintained by editorial staff, warehouse staff, and administrative staff. In
addition to normal customers which are using the system in the intended way,
attackers are threatening the security of the system and data.

The model was implemented in Xpress-Mosel, a modeling and programming
language that is part of the FICO� Xpress Optimization Suite [5]. We used the
64 bit version of FICO� Xpress Optimization Suite 7.6 with default settings.
Additional data processing, including data extraction and solver input genera-
tion was implemented in Python 2.7.

5.1 Data

For our analysis, we extracted 16 components (7 non-technical and 9 technical
ones) from the IT baseline protection catalogues which are directly applicable to
the system in question. From these components, a list of threats per component
and potential safeguards per threat was compiled. All components including the
number of threats and safeguards per component are listed in Table 2. For a
detailed description of components and a list of corresponding threats, we refer
the reader to [4].

To extract information on the connection of threats and safeguards, we used
cross-reference tables which are available as an extension to the IT baseline
protection catalogues [3]. Since threats may be connected to more than one
component and safeguards may be connected to more than one threat, the total
number of 190 threats and the total number of 337 safeguards are less than the
sum of the columns in Table 2. As a result, the size of matrix Ci,p is 16 × 190
and 190 × 337 for matrix Tk,i.
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Table 2. System components.

No. Component # Threats # Safeguards

Non-technical

1 Security management 4 14

2 Organisation 18 17

3 Personnel 21 15

4 Handling security incidents 3 24

5 Outsourcing 26 17

6 Patch and change management 22 18

7 Internet use 23 16

Technical

8 Data protection 13 16

9 Protection against malware 16 13

10 General server 33 33

11 Servers under Unix 7 26

12 Internet PCs 20 17

13 Client under Windows 7 32 45

14 Web servers 27 27

15 Databases 23 32

16 Web applications 39 38

5.2 Generation of Additional Parameters

The catalogues do not provide an effectiveness coefficient σk in the form required
for our model. However, each safeguard is assigned a qualification level (A, B,
C, Z, W) indicating for which certification it is required (with A being the
highest level). For the purpose of our example, we assume that the effectiveness
of safeguards is correlated to its qualification level, i.e. a higher qualification
level indicates a higher effectiveness. Thus, σk is defined as

σk =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0.5 if qualification level = A

0.6 if qualification level = B

0.7 if qualification level = C

0.8 if qualification level = Z

0.9 if qualification level = W

∀ k ∈ K (15)

where, for example, σk = 0.7 indicates that a safeguard reduces a threat’s criti-
cality index ti by 1 − 0.7 = 30% if deployed, hence ti = γi · σk = γi · 0.7.

The second required parameter is the criticality coefficient γi of a threat.
Since it is also not directly provided by the official standard, we generate it
based on the available information. For this purpose, we assume that the crit-
icality of a threat is determined by the number and qualification of safeguards
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associated with it. This means if a threat has more and higher qualified safe-
guards associated with it, it is assumed to be more critical. We use the following
calculation to generate γi:

γi =
∑
k∈K

Tk,i · g(σk) with g(x) =
√

x ∀ i ∈ I . (16)

Equation (16) states that the threat criticality coefficient γi is the sum of associ-
ated g(σk) values where g(.) returns a numeric value for each value of σk. Threat
i is associated with safeguard k if Tk,i = 1. For this example, we chose a con-
cave square root function. As a result, safeguards with higher qualification levels
influence the criticality index of associated threats at a diminishing rate.

5.3 Results

To evaluate the model, we compare its results with official BSI and ISO cer-
tificates. The BSI entry level certificate requires all A level safeguards to be
implemented and for an ISO 27001 certificate, all A, B, and C level safeguards
are required. In our example, this would require implementing 177 safeguards
for an entry level certificate. To fulfill the conditions of an ISO 27001 certificate,
270 safeguards have to be implemented.

To establish a baseline, Fig. 2 shows the component criticality indexes (CCIs)
of an unprotected system compared with the entry level and ISO 27001 cer-
tifications. In case of an unprotected system, no safeguards are implemented
(sk = 0,∀k ∈ K). To obtain the results for the entry level and ISO 27001 certifi-
cates, we fixed the values of sk to 1 if safeguard k is required by the corresponding
certificate (and to 0 otherwise). Note that, although we compute these values
using the introduced model, no optimization is carried out at this point, since
all decision variables are preset by fixating sk.

Figure 2 shows that both certifications increase security by reducing the crit-
icality of all system components. The components are displayed on the x-axis

Fig. 2. Logarithmic component criticality indexes (CCIs) of an unprotected system
compared with solutions corresponding to entry level and ISO 27001 certifications.
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Fig. 3. SSIs of multiple optimal solutions compared with entry level and ISO 27001
certifications.

and the logarithmic CCI is measured on the y-axis. We use logarithmic values
to improve readability. In each subplot, the square dots indicate the logarith-
mic CCIs of an unprotected system and the round dots represent the reduced
logarithmic indexes. The dotted line is the objective value of the model, which
is the maximum of all component criticality indexes (1). Since the most critical
component is the weakest link in the security chain of the system, we call this
value the system security index (SSI). We use this value to compare alternative
solutions and find that by implementing all entry level safeguards, the logarith-
mic SSI is reduced by 65.3 % from 3.92 to 1.36 and in case of the ISO 27001
certification by 88.6 % to 0.45. When compared to the actual SSI values, this
corresponds to a reduction of 92.3 % and 96.9 % respectively.

Now we are trying to find a smaller selection of safeguards than defined by the
standards but one that offers a comparable security level. The questions for an
organization trying to do this are: is it possible to achieve a similar security level
(i.e., a similar SSI value) by implementing less safeguards? And if so, how many
safeguards are necessary for a similar level of security? To answer these questions,
we compute several optimal solutions and relax the safeguard limitation (7) in
the process. Figure 3 shows the SSIs of 20 optimal solutions where each solution
corresponds to an optimal selection of safeguards with a fixed maximum N of
implemented safeguards. To improve readability, the figure again visualizes the
logarithmic SSI values. The dashed and dotted lines mark the SSI of the entry
level and ISO 27001 certificates respectively.

As can be seen in Fig. 3, by implementing an optimal solution with a max-
imum of between 20 and 25 safeguards, it is possible to realize an SSI value
similar to the one of the entry level certification. In other words, it is possible to
achieve a similar security level with approximately 86 % to 89 % less safeguards.
In comparison to the ISO 27001 certificate, the implementation of around 60
safeguards is sufficient for a similar security level which cuts the number of
required safeguards by nearly 78 %. These numbers show that an optimal deci-
sion with respect to the assumptions outlined can make a significant difference.
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However, it should be noted that we do not expect an organization to follow a
given solution strictly. Any solution may be used as a starting point for further
analyses and design decisions.

6 Conclusion

The security design of information systems is a difficult task due to high system
complexity and large amounts of relevant data. To address this problem, a con-
siderable amount of research has been done to determine how to invest based
on risk and financial measures. The problem is that existing approaches require
the decision maker to provide a lot of exact input data like exact threat and
vulnerability probabilities, asset valuations, and other fine-grained parameters.
However, these values are very difficult to obtain in practice and, in addition, are
critical to the solution. Approaches that require less information often remain
vague in their results and require the decision maker to fill in the gaps himself.

The approach presented in this paper is designed to give very concrete deci-
sion support and at the same time does not require the decision maker to provide
extensive input data. We established a knowledge base with data from the IT
baseline protection catalogues of the BSI and developed a combinatorial opti-
mization model to determine an optimal selection of safeguards. The decision
maker only has to define the system in question by specifying relevant com-
ponents. By choosing the maximum number of safeguards, the decision maker
can influence the security level of the system according to his risk-preference.
We applied our model to an exemplary information system and were able to
demonstrate that security levels similar to the ones defined by the BSI and ISO
27001 certificates can be obtained with less safeguards. Using these results as a
starting point for further analyses reduces workload and strengthens security.

Future research may include extending the scope of the model by taking
additional factors into account. An interesting extension would be a multi-stage
model to take into consideration that a system is operated over time. An adaptive
multi-stage model could be used during the entire operation of a system to
add, exchange, or remove safeguards and thereby adapt to a changing threat
environment. To improve the quality of solutions, it is possible to introduce
uncertainty of some of the input parameters. In doing so, more robust solutions
can be obtained that also yield good security if some input parameters were
determined inaccurately.
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Abstract. Secure information systems engineering is currently a critical but
complex concern. Risk management has become a standard approach to deal
with the necessary trade-offs between expected security level and control cost.
However, with the current interconnection between information systems com-
bined with the increasing regulation and compliance requirements, it is more and
more difficult to achieve real information security governance. Given that risk
management is not able to deal with this complexity alone, we claim that a
connection with Enterprise Architecture Management (EAM) contributes in
addressing the above challenges, thereby sustaining governance and compliance
in organisations. In this paper, we motivate the added value of EAM to improve
security risk management and propose a research agenda towards a complete
framework integrating both domains.

Keywords: Security risk management � Enterprise Architecture � Governance �
Compliance

1 Introduction

Today, a strong emphasis is put on the security of Information Systems (IS) and on the
management of security risks. For example, a new national regulation in Luxembourg
about records management [1] concentrates on security and authenticity of records, and
imposes a risk-based approach to service providers. CSSF,1 as the National Regulation
Authority (NRA) for the financial sector, has defined rules that emphasize IS security;
the recent regulation “Circulaire CSSF 12/544” [2] has introduced a “risk-based
approach” for financial service providers. Last but not least, in the telecommunication
sector, the service providers have to comply with the EU Directive 2009/140/EC [3],
which Article 13a on security and integrity of networks and services constraints
Member States to ensure that providers of public communication networks manage the
security risks of networks and services.

1 Commission de Surveillance du Secteur Financier.
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Although managing risks is constrained by regulators, modern day enterprises
consider their Risk Management (RM) capabilities as an opportunity to drive com-
petitive advantage. In its 2011 study on Global Risk Management [4], Accenture has
identified that “risk management is now more closely integrated with strategic plan-
ning and is conducted proactively, with an eye on how [risk management] capabilities
might help a company to move into new markets faster or pursue other evolving growth
strategies”. From a security perspective, IS Security RM (ISSRM) supports enterprises
to adopt cost-effective security measures: security threats are so numerous that it is
impossible to act on all and enterprises are looking for a positive Return On Security
Investment (ROSI). In this sense, ISSRM plays an important role in the alignment of a
company’s business with its IT strategy [5].

Beside the increasing regulatory compliance, enterprises have to deal with dis-
ruptions that increase the complexity of their environment: the continuous enterprise
evolution (planned evolution and/or unplanned and emergent changes), the disruption
in the usage of traditional business solutions (e.g., Dropbox), the heterogeneity of the
stakeholder’s profile and ability to address security risks, etc. In this enterprise “in
motion” [6], new security risks constantly appear and new solutions are required to
address them.

Enterprise Architecture Management (EAM) have appeared to be a valuable and
engaging instrument to face enterprise complexity and the necessary enterprise trans-
formation [7, 8]. EAM offers means to govern complex enterprises, such as, e.g., an
explicit representation of the enterprise facets, a sound and informed decisional
framework, a continuous alignment between business and IT, and so forth [9].

Given that the ISSRM discipline is not able to deal with this increasing complexity
alone (see Sect. 2), we claim in this paper that a connection with EAM (see Sect. 3.1)
contributes in addressing the above challenges (see Sect. 3.2), thereby sustaining
governance and compliance in enterprises in motion (see Sect. 3.3).

Section 2 describes the background of our work, and focuses on our preceding
works and their drawbacks. Section 3 presents the state of the art in the field of EAM,
its links with ISSRM and the evolution of RM towards the GRC concept (Governance,
RM, and Compliance). Our research objectives are then defined in Sect. 4. Section 5
presents the research method we currently follow. Finally, Sect. 6 is about current state
of the research work, conclusion and future work.

2 Background on Information System Security and Risk
Management and Problem to be Tackled

In our preceding works, the concepts of ISSRM have been formalised as a domain
model, i.e. a conceptual model depicting the studied domain [10]. The ISSRM domain
model was designed from related literature [11]: risk management standards, security-
related standards, security risk management standards and methods and security
requirements engineering frameworks. The ISSRM domain model is composed of 3
groups of concepts: Asset-related concepts, Risk-related concepts, and Risk treatment-
related concepts. Each of the concepts of the model has been defined and linked one to
the other [11], as represented in Fig. 1.
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Asset-related concepts describe assets and the criteria which guarantee asset
security. An asset is anything that has value to the organisation and is necessary for
achieving its objectives. A business asset describes information, processes, capabilities
and skills inherent to the business and core mission of the organisation, having value
for it. An IS asset is a component of the IS supporting business assets like a database
where information is stored. A security criterion characterises a property or constraint
on business assets describing their security needs, usually for confidentiality, integrity
and availability.

Risk-related concepts present how the risk itself is defined. A risk is the combi-
nation of a threat with one or more vulnerabilities leading to a negative impact harming
the assets. An impact describes the potential negative consequence of a risk that may
harm assets of a system or organisation, when a threat (or the cause of a risk) is
accomplished. An event is the combination of a threat and one or more vulnerabilities.
A vulnerability describes a characteristic of an IS asset or group of IS assets that can
constitute a weakness or a flaw in terms of IS security. A threat characterises a potential
attack or incident, which targets one or more IS assets and may lead to the assets being
harmed. A threat agent is an agent that can potentially cause harm to IS assets.
An attack method is a standard means by which a threat agent carries out a threat.

Risk treatment-related concepts describe what decisions, requirements and controls
should be defined and implemented in order to mitigate possible risks. A risk treatment
is an intentional decision to treat identified risks. A security requirement is the
refinement of a treatment decision to mitigate the risk. Controls (countermeasures or
safeguards) are designed to improve security, specified by a security requirement, and
implemented to comply with it.

After having defined the ISSRM domain model, our contributions has been focused
on having a model-based approach for ISSRM. It has been motivated both by an

Fig. 1. ISSRM domain model (extracted from [11])

Towards the ENTRI Framework: Security Risk Management 461



efficiency improvement of the ISSRM process, and by the enhancement of the product
resulting of the performed process [11]. The ISSRM domain model has been suc-
cessfully applied to analyse different modelling languages: Mal-activity Diagrams [12],
Misuse Case [13], Secure Tropos [14], Business Process Modelling Notations [15], and
KAOS extended to security [11]. As a general conclusion of these assessments, none of
the preceding modelling languages (even when improvements are proposed) is really
suited to support the whole ISSRM steps. They are generally focused on a limited
number of activities of ISSRM and do not cover its full scope (i.e. the business-to-IT
stack). Another (related) drawback we observed is that it is generally difficult to model
(business and IS) assets in a meaningful manner for ISSRM. In this frame, and as
described in the next section, EAM techniques and related benefits are promising to fill
these gaps.

3 State of the Art

3.1 Enterprise Architecture Management

Lapalme has extensively reviewed the Enterprise Architecture (EA) literature and has
identified three schools of thought, each with its own scope and purpose [16]: Enter-
prise IT Architecting (EA is the glue between business and IT), Enterprise Integrating
(EA is the link between strategy and execution) and Enterprise Ecological Adaptation
(EA is the means for organisational innovation and sustainability). Considering the
increased competition and disruptions in the markets, Lapalme’s taxonomy demon-
strates the evolution of EA from an instrument supporting IT and business strategy
execution to a management instrument for sustainable innovation and enterprise
transformation [17]. As formulated by Op’t Land et al. [18], the suggested mission of
EAM is to add value by providing to the management means for informed governance
of enterprise transformation. Next to top-down changes dictated by the strategy,
enterprises are subject to a continuous stream of bottom-up changes, which are neither
planned nor controlled: from minute adjustments in business processes, simply to make
things “work”, to the introduction of “shadow IT” (not formally introduced/supported
ICT) in the form of cloud services, social media and BYOD.2 As a consequence,
enterprises are in constant motion [19], increasing the governance complexity. EAM, as
a management science, provides the optimal platform for managing complexity [8], and
making organisations more resilient in the face of disruption, leading to sustainable
benefits: Ross et al. [20] show how constructing the right EA enhances profitability and
time to market, while it improves strategy execution.

EAM is supported by multiple approaches [9, 21–24]. TOGAF [25] is an open EA
framework proposed by The Open Group (TOG) and established as a standard. First
published in 1995, TOGAF is based on the US Department of Defense Technical
Architecture Framework for Information Management (TAFIM). From this sound
foundation, TOG’s Architecture Forum developed successive versions of TOGAF at
regular intervals and published them on TOG’s public web site. The framework is

2 Bring Your Own Device.
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mainly composed of a method (the Architecture Development Method, ADM) and a
meta-model for architectural artefacts (the Architecture Content Framework, ACF).
TOG proposes ArchiMate [26] as a standard EA Modeling Language, providing the
capability to represent an enterprise in a uniform way, according to the multiple
stakeholders’ viewpoints [9]. ArchiMate introduces a layered representation of the EA:
business, application and technology. Furthermore, two extensions are introduced since
version 2.0 of the language: the Motivation Extension and the Implementation and
Migration Extension. The TOGAF framework and the ArchiMate modelling language,
as current EA standards, are of particular interest in our context.

3.2 EAM as ISSRM Facilitator

Connecting ISSRM and EAM has been investigated by academic works. Saeki et al.
[27] underline that EAM is not only for IS/IT planning, but is also an instrument for
corporate planning and business function, e.g., compliance management or RM.
Innerhofer-Oberperfler and Breu [28] propose an approach for a systematic assessment
of IT risks using EAM. The goal of the approach is to bridge the different views of the
stakeholders involved in security management. They propose an information security
meta-model and consider the security management process to be performed by security
micro-processes executed by domain owners. In the same way, Ertaul and Sudarsanam
[29] propose to exploit the Zachman framework [7] for defining and designing tools for
securing an enterprise. This helps, in fine, to support security planning especially for IT.
Leveraging EAM to defragment the identification of risks and to manage them in an
holistic way was also recently proposed in Barateiro et al. [30]: EA description is used
to model complex business system at the desired level of abstraction, and to cover the
views of the enterprise relevant to assess and manage the different kinds of risks. All of
the preceding research works are providing some initial and promising inputs towards
leveraging EAM to deal with security and/or RM issues. However, to the best of our
knowledge, there is no extensive and mature research work trying to benefit from
research in EAM to improve RM in the specific field of information security and
proposing a completely integrated approach: modelling language, method and tool.

In terms of industry standards, TOGAF [25] states that the enterprise architects are
in good place to identify and mitigate risks. TOG’s Architecture Forum is currently
investigating the integration of security within EA, making it integrally part of the
development of EA, and the ArchiMate Forum investigates extending ArchiMate
concepts in order to support risk modelling, notably based on our previous works [31].
We have indeed proposed a conceptual mapping of EAM and ISSRM (first step in
conceptual integration) [32] and have demonstrated that ArchiMate can be used to
model the subject of the security risk assessment (the assets), but also that security risks
and controls can be modelled with the existing ArchiMate constructs. This previous
work represents a proof-of-concept in the conceptual integration of ISSRM-EAM: we
have indeed identified gaps that require further theoretical and conceptual analysis.
These different industrial initiatives confirm the interest of practitioners in the inte-
gration of EAM and ISSRM, as well as the need to develop the theoretical foundation
for this integration.

Towards the ENTRI Framework: Security Risk Management 463



3.3 From Risk Management to GRC

Today, RM is part of the integrated GRC concept: Governance, RM, and Compliance.
According to the literature [25, 33, 34], “governance” evaluates, directs, and monitors
the enterprise strategic objectives. To that end, the corporate governance aims at sus-
taining the relation between the management, the board of direction, and the share-
holders [33, 34]. It also expresses the decision making policies related to corporate
issues with the intent to ensure the adequacy of the resources usage according to the
strategic objectives of the organisation [35]. The international standard ISO/IEC 38500
[36] is a high level framework that confers guidance on the role of governing body. It
provides a set of six high level principles for the managers of the company to help them
in evaluating, directing and monitoring the use of the information system of the
company. COBIT [37] is a framework that enables the development of clear policies
and good practice for IT control throughout enterprises. It is a framework and a
supporting toolset that allow managers to bridge the gap with respect to control needs,
technical issues and business risks, and communicate this level of control to employees.

GRC is also tackled by academics. Racz et al. [38] observe the few existing
scientific researches in GRC as an integrated concept, despite the amount of research in
the three topics separately. They also identify the main drivers for GRC: the regulatory
compliance, followed by RM. The authors define GRC as “an integrated, holistic
approach to organisation-wide governance, risk and compliance ensuring that an
organisation acts ethically correct and in accordance with its risk appetite, internal
policies and external regulations through the alignment of strategy, processes, tech-
nology and people, thereby improving efficiency and effectiveness”. Bonazzi et al. [39]
propose a process that achieves the regulatory compliance by aligning governance
activities and RM. Vicente and da Silva also acknowledge the lack of scientific ref-
erences related to GRC [40] and define an innovative GRC conceptual model, which
strengthens the connections between risk and governance in the sense that governance
aims at understanding and foreseeing the vulnerabilities of an organisation. The authors
also claim that the alignment between business and risks is enforced by structured
governance and compliance management. Another approach [41] proposes to use
Situational Method Engineering and method fragments [42] to implement GRC. Once
again, in this broader domain of GRC, to the best of our knowledge, there is no
extensive and mature research work trying to benefit from research in EAM to improve
ISSRM for compliance and governance purpose.

4 Research Objectives

Our proposal aims at connecting RM and EAM, in the area of IS security. We claim
that such a connection shall help to reduce GRC complexity and associated cost. Our
objective is therefore to answer the following research question (Fig. 2): How to
improve ISSRM using results from EAM for Compliance and Governance
purpose?

To answer this research question, the following objectives with the associated
contributions have been specifically defined:
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1. To assess and integrate the conceptual models of EAM and ISSRM domains
[contribution 1 = EAM-ISSRM integrated model]

2. To assess and improve the ArchiMate modelling language to support the integrated
conceptual model of EAM and ISSRM [contribution 2 = EAM-ISSRM extended
language]

3. To analyse the processes supporting both ISSRM and EAM, and to define relevant
method fragments/chunks allowing to link both domains at the methodological level
[contribution 3 = EAM-ISSRM catalogue of method fragments/chunks]

4. To analyse and position the integrated EAM-ISSRM framework (conceptual model,
modelling language and method chunks/fragments), called “ENTRI framework”,
with regards to GRC models [contribution 4 = GRC-aware ENTRI model, language
and method]

5. To implement the designed artefacts on a technological platform called the “ENTRI
platform” [contribution 5 = ENTRI platform prototype]

5 Methods and Approach

This research work is especially motivated by the need to fill the gap between GRC and
EAM from the IS security perspective. It falls in the frame of Design Science Research
(DSR) that tends to design a solution for a specific problem [43]. The research method
we want to follow is inspired by the “regulative cycle” approach established by
Wieringa [44], that is instantiated to our case in Fig. 3.

Step (1): The motivation of the research work resulted from the observation that ISSRM
methods could be improved using EAM, as explained in Sect. 2. This statement is also
shared by EBRC (E-Business & Resilience Centre),3 a leading European datacentre

Fig. 2. Research outcome

3 http://www.ebrc.com.
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operator and our industrial partner, both of us being experienced in running ISSRM
methods. EBRC is particularly exposed to governance and compliance problems requiring
to perform ISSRM: EBRC holds several certifications (especially the ISO/IEC 27001
certification [45]) and is subject to a set of regulations (financial regulation, tier certifi-
cation, etc.) many of them involving ISSRM activities having different scopes.

Step (2): In order to achieve our research objectives (Sect. 4), we plan to produce a set
of design artefacts called the ENTRI framework and composed of:

• An integrated EAM-ISSRM model
• A integrated modelling language
• A catalogue of method fragments/chunks
• A prototype integrating the preceding results

Step (3): The design validation activity includes the use of the ENTRI framework to
run a lab-case study called ArchiSurance [46].

Step (4), (5) and (6): After this first design research iteration, we plan to perform a new
design cycle in order to improve our artefacts based on the feedback obtained during
the design validation step.

Step (7): Finally, the ENTRI framework will be assessed on a real-world case by EBRC in
the frame of improvements of IS security compliance and governance. The ENTRI
framework could be compared to their current practices and used in the context of ISO/
IEC 27001 certification maintenance [45] and “Circulaire CSSF 12/544” [2] compliance
for defining an integrated ISSRM system for the company. It is also possible to consider
other contractual or regulatory frameworks during this implementation step if additional
compliance issues related to our scope apply to EBRC during the design time.

Fig. 3. Research method: A Design Science Research (DSR) approach
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6 Conclusions and Future Work

In this paper, we have described our research background, objectives and agenda in the
frame of integrating ISSRM and EAM domains. After having explained the context of
our work, we have introduced the current drawbacks of ISSRM approaches: it is
generally difficult to model assets, risks and related countermeasures in a meaningful
manner, in particular all along the business-to-IT stack. An extensive state-of-the-art
has then been established in order to survey the current situation in the field of EAM,
its integration with ISSRM and its contextualisation to the emerging GRC field. Our
position is that a global framework, encompassing an integrated conceptual model, a
modelling language, method(s) and a tool, should be useful to improve the state-of-
practice. The expected benefits of such a contribution are numerous: better information
security governance, reduction of time and effort dedicated to ISSRM, support in
compliance to legal or normative requirements, etc. We plan to demonstrate these
benefits through a real-world case-study, with the help of performance indicators.

Regarding current state of the work, the problem investigation step of our research
method has been performed and the main observations have been reported in this paper.
We are now designing the integrated EAM-ISSRM conceptual model and refining in
parallel our coarse-grained research method in a detailed one, taking into account best
practices of DSR [44]. Our future works will naturally be focused on following this
research method.

Acknowledgments. Thanks to Roel J. Wieringa for his valuable inputs and recommendations
about Design Science Methodology. Supported by the National Research Fund, Luxembourg,
and financed by the ENTRI project (C14/IS/8329158).
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Abstract. Cloud Computing technology and services despite the advantages
they bring to the market have created number of issues regarding the security
and trust of the individuals using them. Incidents occurring in cloud computing
environments are hard to be solved since digital forensic methods used to
conduct digital investigations are not suitable for cloud computing investiga-
tions since they do not consider the specific characteristics of the Cloud.
However, designing services over the cloud that will support and assist an
investigation process when an incident occurs is also of vital importance. This
paper presents a conceptual model for supporting the development of a cloud
forensics method and process, thus assisting information systems developers in
building better services and investigators to be able to conduct forensics analysis
in cloud environments.

Keywords: Cloud forensics � Review � Cloud forensics process � Cloud
forensics challenges � Cloud forensics solutions

1 Introduction

The increase of users using applications and infrastructures based on cloud computing
technology, lead the investigators and law enforcement agents to introduce a new field
in digital forensics called cloud forensics. This new “science” is a subset of digital
forensic and it was first introduced by Ruan [1], to designate the need for digital
investigation in cloud environments, based on forensic principles and procedures. The
rise of criminal behavior on these environments the past years, causes great concern
among Cloud Service Providers (CSPs), users and law enforcements due to the lack of
techniques and methodologies, policies and standards. During its first steps many
issues encountered and the people involved in, adopted the same concept for digital
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forensics. The two forensic techniques (digital and cloud), although they are very close
to each other, they do have fundamental differences. The most important difference is
the access to devices and evidence. In a traditional investigation to seize the hardware
containing the data and have access to hard drives and evidence is a “simple” process.
In cloud environments where data is stored in unknown locations around the world due
to systems’ distribution, seizing (physically) the devices is an issue and also a painful
process with unpredictable results. Based on National Institute of Standards and
Technology (NIST), “Challenges, such as those associated with data replication,
location transparency, and multi-tenancy are somewhat unique to cloud computing
forensics” [2].

Over the past years, various frameworks and models have been introduced in digital
forensics area and few are focusing on cloud forensics (i.e. Integrated Conceptual
Digital Forensic Framework [3], Advanced Data Acquisition Model [4]). A detailed
review at the respective methods has been conducted in [5, 6]. Through this review we
have identified the main challenges related to cloud forensics and we have concluded
that the literature fails to provide evidence of a well structured and defined framework
to support cloud forensics based on a clear set of cloud investigation concepts and
entities and the relations between them.

This paper advances the state of the art by proposing the first effort, to the best of
our knowledge, to define a conceptual model for cloud forensics. The paper is orga-
nized as follows. Section 2 summarizes related work and lists a number of challenges
related to the development of a conceptual model for cloud forensics, while Sect. 3
introduces the main concepts of the conceptual model based on the challenges pre-
sented in Sect. 2 along with the proposed conceptual model. In Sect. 4, the applicability
of the conceptual model is demonstrated with the aid of a case study related to a
forensic investigation scenario. Finally, Sect. 5, concludes the paper by raising future
research on this innovative research field.

2 Related Work

Over the last few years a number of researchers have attempted to identify cloud
forensics’ issues and challenges and find the suitable solutions to mitigate them. Ruan
[1], was one of the first researchers who dealt with cloud forensics and revealed the
differences between cloud and digital forensics. Unfortunately, and despite the existing
effort in the literature, there are still plenty of open issues concerning acquisition,
analysis and presentation of digital evidence. Our analysis [5, 6] revealed the chal-
lenges and the open issues in cloud forensics, together with the proposed solutions of
these challenges. It has also highlighted that there is an urgent need for designing new
methodologies and frameworks on cloud forensics. To the best of our knowledge, the
literature fails to provide evidence of a methodology, concerning cloud forensics,
which covers every aspect and every phase in a cloud forensic investigation. In par-
ticular, two issues are important: (i) there are some processes such as preservation and
documentation that should be running concurrently with all the other processes. They
should be carried out throughout the cloud investigation process and (ii) most authors
dealing with cloud forensic solutions have focused on specific challenges such as
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access to evidence in logs, privacy and SLAs. There is a lack of solutions for the rest of
the challenges; there are still open issues to be explored. Unless there is a proper
solution on these matters cloud forensics could not cope with cyber-crime.

3 Conceptual Model for Cloud Forensics

In order to develop a new methodology on cloud forensics all possible aspects and
elements must be identified. To identify the main concepts for building a conceptual
model for cloud forensics, a literature review has been conducted [7–11]. Based on this
review analysis the most important components are presented below.

3.1 Concepts

Incident. This concept includes terms such as evidence, initiation, identification,
authorization, security and preservation. A cloud forensic investigation is being initi-
ated when an incident occurs (or being discovered). The staff is informed about the
activities of the incident and monitors the system. A team is formed in order to deal
with the incident and try to eliminate the risks. The main objective is to identify the
incident, secure the evidence and find as much information and details about it. Evi-
dence forms the very foundation of any legal system [12]. Digital evidence in cloud
computing is the information (data) stored on any digital device in the distributed data
centers around the world. The most important element in the digital forensics is to
maintain the integrity and the chain of custody of the digital evidence. Identification of
evidence in cloud environments is a difficult process due to the different deployment
and service models and also the limitation of seizing (physically) the computer device
containing the evidence. To win a case in court of law concrete evidence should be
produced and presented. In cases where evidence could not be identified as relevant
evidence, there is a possibility of never being collected or processed at all, and by the
time it will be discovered to have relevance they might not exist in digital form (erased,
deleted, reboot machine, etc.) [13]. Besides identifying evidence, the type of envi-
ronment and configuration of the system should also be examined and identified and
the location of data should be determined. A good knowledge on the environment
means that the investigator can decide what type of method and tools will be used to
secure and acquire data. Securing and preserving data should be one of the first pri-
orities practitioners should accomplish. They should require cooperation of the CSP to
place a “litigation hold” on the account and prevent any further changes to the data [3].
Authorization is another element that should be highly considered. To receive autho-
rization to investigate an incident it could be a painful process. Law enforcement agents
usually require a search warrant or other legal approval describing in details the terms
and limits of the investigation [14, 15]. There are different types of authorization
provided by several discrete aspects such as internal, law or external [4].

Organization Stakeholder. There is a number of different people and activities
involved in this concept such as training, team members, duties, expert testimonies,
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external assistance. The objective is to form a team that will have the ability to deal
with an incident (criminal behavior) when it occurs and also to be able to manage all
human resources to the best of the organization and the investigation. Due to the
distributed systems and different environments the technical staff should have great
knowledge on networks, security issues and also on new technologies. Legal staff
should be part of the team with knowledge on multi-jurisdictional issues and to be able
to overcome any legal problems that may arise. Trying to follow the new technologies
in a changeable environment is almost impossible. Many organizations do not have the
ability to hire all the specialized personnel in order to keep the systems up and running.
External assistance could be hired to help organizations’ staff in a cloud investigation.
Experts’ testimony plays an important role to the outcome of the trial where the jury
(often) consists of people with only the basic knowledge in computer systems.
Depending on the complexity of the evidence a person with knowledge both on legal
and technical issues may be needed.

Planning. According to Ciardhuain “The planning concept is strongly influenced by
information from both inside and outside the investigating organizations” [15]. Under
the planning there are concepts such as preparation, implementation, service level
agreements (SLAs), team and training. The main objective of this concept is to prepare
and ensure that personnel, operations and infrastructures are able to support an
investigation in case of an incident [14]. A well-organized preparation can improve the
quality and availability of digital evidence collected and preserved, while minimizing
cost and workload [16]. When an incident occurs in cloud environments the response
time is critical and every second counts. Develop an incident response plan, ensuring
that it was taken under consideration all possible calculated risks [16]. Policies and
procedures should be clearly defined and as many likely scenarios should be considered
and tested. “Forensic polishes deal mainly with the responsibilities of a forensic team,
such as what aspects of a forensic investigation should be handled by which personnel”
[17]. SLAs are contracts providing information on how a cloud forensic investigation
will be handled, usually signed between consumers and CSPs [18]. Well-written and
robust SLAs should be considered in order to provide technical and legal details about
the roles and responsibilities between the CSP and the cloud customer, security issues
in a multi-jurisdictional and multi-tenant environment in terms of legal regulations,
confidentiality of customer data, and privacy policies.

Cloud Service Provider (CSP). Based on Liu “Cloud provider is a person, organi-
zation, or entity responsible for making a service available to interested parties” [19].
Cloud forensics deals with the incidents occur in cloud environments at CSPs premises
and infrastructures. Access to evidence, trust, transparency and third parties are con-
cepts closely-related to CSPs. The objective of this concept is to build solid relation-
ships between CSPs and investigators and eliminate the dependencies. CSPs should be
responsible to assist and help practitioners and consumers with all the information and
evidence found in their infrastructures. They should be willing to provide the right
access to potential evidence shortly after a request has been placed, without compro-
mising the privacy and security of their tenants. As CSPs have full control of their
infrastructures’ data they should ensure that their staff are capable and trained to
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conduct an investigation and they should not tamper any data. A communication
channel with the practitioners should be open during the investigation to exchange
knowledge. In order to build a good relationship and trust with the consumers,
transparency should be provided by CSPs. Information about the system environment
and the location of users’ data should be provided otherwise the evidence may be
untrustworthy and the investigation may lead to nowhere [20]. Open-source software
frameworks should be developed [21] to ensure the transparency for a strong
relationship. Consumers should have all the necessary mechanisms to check whether
cloud is performing as agreed [22]. Many CSPs have dependencies on third parties
(other CSPs). For example a consumer may have an e-mail account on a CSP, who in
turn may depend on a third party (partner) to provide infrastructure to store data [1]. All
the third parties involved with a CSP should sign contracts clearly stating that their
services will be at a consistent level according to the contractual obligations with the
consumer [23].

Law Enforcement Agents (LEA). The people responsible for conducting (cloud)
forensic investigations are called law enforcement agents. This is an important concept
the absence of which will lead to no investigation progress. The objective of this
concept according to Association of Chief Police Officers is “the officers to ensure
compliance with legislation and, in particular, to be sure that the procedures adopted
in the seizure of any property are performed in accordance with statute and current
case law” [24] and also to track-down the people responsible for a criminal activity.
LEA are government agents such as police officers, federal agents, customs, etc. which
have the ability to apply their powers to specific jurisdictions. Procedures methods and
guidelines that officers should follow are specified in the ACPO Good Practice Guide
for Computer-Based Electronic Evidence [24]. The document specifies the rules and
principles that all officers should follow when they are dealing with a digital investi-
gation and evidence. According to the complexity of the incident LEAs can ask for the
assistance of external consultants to advise them with the process of the investigation.

Documents. Documentation is important for an investigation and runs in parallel
throughout the investigation in cloud forensics. Based on Adams “Documentation is
vital to ensure that a record is kept of all activity associated with the acquisition of the
electronic data and subsequent transportation and storage as there is the potential for
the whole process to come under close scrutiny in court” [4]. Documentation includes
concepts such as chain of custody, people and process. The main objective is to keep
the investigation proper documented in order to increase the probabilities of winning a
case in a court of law or in an internal investigation. When an incident occurs personnel
should be ready to follow specific steps according to the incident. These steps/guide-
lines should be referred in a manual and should be followed by all people involved in.
Documentation at the early stages of the incident also helps to keep track of all the
actions have been taken and to proceed with different techniques. Any risk analysis or
assessment tests performed during the training and preparation should be documented
in order to assist the team. All tools, processes, methods and principles performed
should be documented properly in order to maintain the chain of custody. Any changes
made to the evidence should be also recorded. According to Grispos et al. “A properly
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maintained chain of custody provides the documentary history for the entire lifetime of
evidence discovered during an investigation” [25]. To present the evidence in a court as
admissible, all the parties (staff, CSPs, third parties) conducted the investigation should
record their actions through logs and notes e.g. who handled the evidence, how was it
done, did the integrity of the evidence maintained, how was it stored, etc.

Investigation (Process). Starting an investigation, processes and methodologies should
be defined in order to achieve a digitally forensic environment [5]. According to Kruse
[26] the basic forensic methodology remains consistent and it is based on three
activities: (a) acquiring the evidence without altering or damaging the original, (b)
authenticating that the recovered evidence is the same as the original seized data, and
(c) analyzing the data without modifying it. Terms such as acquisition, analysis,
method and integrity are familiar to this concept. The objective is to ensure that the
integrity of evidence maintained (not compromised), and the chain of custody remains
unbroken. Cloud forensic acquisition typically is a process to collect identified evi-
dence stored in cloud data centers. These data centers store critical information,
applications and running services; therefore their operation cannot be stopped. The
acquisition must take place while the system is running and the methods will be used
should ensure the privacy of the tenants and the efficiency of the operation. At first
stage a search warrant need to be executed followed by the mechanisms and tools that
will collect the evidence ensuring the integrity is maintained. Integrity can prove if any
data being used as evidence from the time of its acquisition has not been modified
during the investigation. Transferring evidence through Internet could be with different
methods but the outcome of the transmission is to ensure that the evidence remains
valid for later use [15]. The same principle applies with the storage of the evidence; the
integrity of them cannot be affected. Analysis of digital evidence requires the pro-
cessing and interpretation of digital data in a humanly meaningful manner [27]. Data
should be transformed into a more manageable size and form. A timeline with the
evidence information should be built in order to get answers in critical questions. Time
is critical for the reconstruction of an incident and it should be handled carefully
especial in cloud environments with all the different time zones.

Solution. Solution in general is a concept that deals with the identification of all
possible answers to an issue or a challenge. In cloud forensics according to [1] there are
three different dimensions (categories): legal, organizational and technical. Therefore
the solutions can be categorized into these three dimensions. Legal category mostly
involves any aspect that has to do with the law. Due to data distribution evidence can
reside in data centers spread across the world. Different legal system means laws and
regulations that apply to one country may not apply to the other. Hence, there are
multiple jurisdictions that the investigators need to deal with. Special treaties should be
followed and international collaborations should be established. On the other hand,
SLAs need to be more effective. The organizational category covers the people that
work in a company, the provider(s) and all the third parties that provide services to the
company through the CSP. The team that will be formed to cope with the incident,
should be well-trained to follow the right procedures in order to preserve the integrity
of the evidence and maintain the chain of custody. The technical category involves
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technical issues such as methods, procedures and tools. Methods and procedures should
be clearly defined proposing the best available solution according to the incident. The
techniques will be used by the investigators should be implemented and documented.
In cloud forensics the right tools should be developed to handle incidents and assist on
the investigation.

Report. The report concept is different from the documentation. With the term report
the study mostly focuses on the case preparation and presentation in a court of law or
corporate management. All the information gathered from the analysis of the evidence
should be transformed into reports. In most of the times the outcome of a case depends
on the presentation of the report. Therefore experts should be chosen with personal
knowledge of the procedures that generated the records, having participated in or
observed the event [28]. Experts should be prepared to confront the jury who lacks
knowledge of cloud computing and try to present the information in a language that
anyone can understand. The reports concerning the legal aspect of the presentation
should be presented by people with great knowledge of the law issues and not only
from people with a good technical background.

3.2 Conceptual Model

Taking into consideration all the respected literature the proposed conceptual model for
cloud forensics is presented in this section. Figure 1 summarizes the critical compo-
nents of the model. After identifying and presenting the concepts and their categories
(sub-activities) the bonds and the relationships between the concepts have been
imprinted.

Fig. 1. Conceptual model for cloud forensics
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In the planning concept there are a lot of activities that need to be considered in
case of an incident. There would be a lot of preparation with all the possible scenarios
dealing with the incident; hence, there will be many plans to one incident. In case of an
incident the cloud forensic investigation is initiated, which involves organization
stakeholders, CSPs and LEAs. Actually the investigation starts the time that an incident
has been detected (not occurred). The relationship between incident and cloud.forensics
is one to many due to the fact that all the different concepts are been involved to
produce the desirable results in order to eliminate the risks.

The three concepts (organization stakeholder, CSP and LEAs) are depended on
each other in order to have a smooth and effective investigation. They should co-
operate with each other to exchange knowledge and information. Mostly, organization
stakeholders and LEAs are waiting from the CSPs to give them access to their data and
assist them to proceed with the investigation. The relationship between the organization
stakeholders and the CSPs is one to many (it is very common a CSP to sign contracts
with third parties) and the same applies between the organization stakeholders and the
LEA (they may use external professionals to assist them). On the other hand the
relationship between the CSP and the LEA is many to many. Again, all these three are
been involved during the whole process of cloud forensics.

As chain of custody and integrity must be maintained at any time, documentation
becomes one of the most important elements of the conceptual model. Documentation
should run concurrently with all the other concepts from the beginning to the end of the
investigation. All the steps should be documented properly according to the proce-
dures, thus, the relationship between this concept and cloud forensics is many to many.
Investigation and solution concepts are running in parallel because each one of them
gives feedback to other. Depending on the proposed solution the investigation carries
on and the opposite, depending on the investigation a solution is proposed. Taking into
consideration the findings of these three concepts, the report category generates reports
to be presented in a court of law or for an internal investigation, resulting for a
relationship many to many between them.

The proposed conceptual model gives the possibility to understand all the different
entities involved in a cloud forensic investigation and the role they play. Understanding
the exact scope of the concepts, the relations between them and what they represent is
easier to develop an accurate and efficient framework for cloud forensic investigation.
Adopting a conceptual modelling approach usually allows providing solid foundations
to development/analysis methodologies.

4 Case Study

In this section, a case study is presented to demonstrate all the activities that might
occur in an investigation in relation to the proposed concepts. The case study deals with
a corporate server intrusion and stealing data from cloud scenario. The scenario is
similar to [14, 16]. The scenario is based on real incidents. It involves the investigation
of cloud computers for stealing corporate material. A Greek company called ABC is
using Software as a Service CSP’s to run their services and a foreign non-European
citizen managed to break into their server and stole confidential information concerning
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the Greek transportation network. The attacker stores data into cloud in a provider who
is running its business in its country. The company was notified about the incident and
the investigation was initiated.

Planning includes activities conducted prior to the incident. ABC implemented
procedures, hired an external person specialized in forensic procedures and techniques
and sent an administrator to be trained in cloud forensic investigation. When the
administrator was well-trained a team of three people formed to monitor and test their
system with possible scenarios. The administrator was in command of the team and the
consultant played the assistant role. A legal officer from inside the company was also
trained in cloud forensic matters and in multi-jurisdictional issues. The rest of IT staff
trained on the basic concepts of forensics. Evidence preservation procedures were
developed, new forensic tools were bought and the company’s equipment has been
upgraded. Before hiring CSP, ABC made a market research to find the most appro-
priate provider to suit their needs. They signed a service level agreement stating the
rules of using SaaS and their obligations.

In the incident phase, when an instance of incidence occurs, the administrator is
informed from personnel that some files are missing from the servers. Their allegations
are checked to determine if they are valid and confirmed via system analysis. The
authentication system between ABC and CSP traces logs of the intrusion and appro-
priate tools are used in order to identify and preserve potential evidence. A restoration
of data from a previous version of backup is activated in order to assess the damage.

From the organization stakeholder perspective, the administrator contacts the
provider and a communication channel between company and CSP is open to deter-
mine the importance of the problem. More information and access to provider’s logs
about the incident is being asked and the SLA is initiated. The administrator demands
from provider’s personnel not to proceed on any action unless they are trained to do so.
The consultant discusses with the administrator the different procedures they should
follow and they are informed by the CSP that the incident involves an IP address from
another country. Legal officer is now aware that CSP is relying on a third party for
storage of their data and calls the Law Enforcement Agents (LEA) to notify them about
the incident and ask for help in jurisdictional issues.

Law Enforcement Agents (LEAs) also are involved prior to the incident. Law
enforcement agency conducted training to their staff on handling electronic evidence,
techniques and procedures of cloud forensics and legal issues about jurisdictions and
regulations. They are equipped with state-of-the-art computer technology and they hired
the best investigators with legal and technical background in cloud forensics. LEAs are
engaged into investigation after receiving a phone call from ABC’s legal officer that a
criminal activity is reported. They’ve been informed that evidence resides in different
jurisdiction and try to conduct third party CSP to ask for permission to access log files.
Agents are gathering information about the criminal activities and a search warrant is
obtained. Due to jurisdiction problem the search warrant does not cover the area where
the perpetrator belongs to and agents conduct the law authorities of that country to
coordinate their movements and authorize them to proceed. LEAs order to place a
litigation hold on the perpetrator accounts to prevent any potential alteration of data.

Cloud Service Provider staff trained in cloud forensics incidents, techniques and
tools. Due to large volume of data CSP signed contracts with third parties (CSPs) to
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host its data. CSP authorizes its personnel to cooperate with organization stakeholder
and LEA. CSP and agents are gathering information about the environment data is
kept. Then they conduct third party where data is stored and ask for permission to
gather potential evidence.

During the Investigation LEAs after getting the warrant and the permission to
access the logs are defining the steps they are taking. Using the appropriate forensic
tools agents together with the provider are collecting logs and relevant data and they are
making an image of the system in a forensically sound manner. Confidentiality and
privacy of other tenants is maintained. Without compromising evidence the image is
handled to investigators and is transported securely to the laboratory for examination.
Analysis of the image is conducted by the investigators in order to find and extract any
evidence. Investigators focused on the activities took place near the date and time the
incident occurred using the network time protocol (NTP). The log and data analysis
revealed that the perpetrator accessed company’s files and tracks of the stolen files were
found.

As solution the legal officer followed the forensic procedures and once there was a
problem with jurisdiction she called the law enforcement agents. On the other hand,
agents obtained a warrant to proceed with the investigation. In order to overcome
jurisdiction problem they communicated with attacker’s country authorities and access
was granted. The data analysis revealed evidence and the agents decided to run again
the investigation process to gather more information about the perpetrator.

Appropriate documents are generated during the whole investigation. An incident
manual has been created during the planning concept for all three parties (organization
stakeholders, agents, providers) with guidelines and different case studies according to
the incident. Administrator consults the manual and records all the steps are taking
during the incident. The same applies to agents and providers. The steps followed to
obtain the warrant, the method used to collect evidence and the persons involved in are
documented. The mechanisms to ensure the confidentiality and privacy of other tenants
and the integrity of evidence also are documented. During the investigation all the tools
and methods used to acquire any evidence are documented together with any piece of
digital evidence itself. The transportation of the evidence and the way they were kept
are also recorded.

Finally, Reports’ generation is necessary when the investigation and solution
concepts conclude, in order to help the investigators to present their results to orga-
nization stakeholders. A report showing that the integrity of the evidence maintained
and the procedures followed.

5 Conclusion

The aim of this paper was to design and present a conceptual model for cloud forensics.
In order to do so, there was a detailed study on the challenges and methodologies
proposed by the researchers on this area. The next step was to identify the different
concepts that exist in a cloud forensic investigation, derived from the literature review.
After identifying the concepts a description of each one of them and their relationships
were presented. Finally, once all the information had been put together the conceptual
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model was produced. A case study was introduced to demonstrate how the different
concepts and their categories apply to a fictional cloud forensic investigation.
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Abstract. In an intrusion detection context, none of the main detection approa-
ches (signature-based and anomaly-based) are fully satisfactory. False positives
and false negatives are the major limitations of such systems. The generated alerts
are elementary and in huge numbers. Hence, alert correlation techniques are used to
provide a complementary analysis to link elementary alerts and provide a more
global intrusion view. It has been widely recognised that real cyber attacks consist
of phases that are temporally ordered and logically connected.

In this paper we present an improved knowledge-based causal alert correlation
model. The correlation process is essentially modularized based on an extension of
the properties and characteristics of the “requires/provides”model. The description
of the knowledge base modeling is introduced consisting of attacks classes, vul-
nerabilities, and alerts generated by security tools. The proposed system is evalu-
ated to detect simulated and real multi-stage attacks and it showes efficient
capability to correlate the attacker behavior.

Keywords: Intrusion detection systems � Alert correlation � Multi-stage attack

1 Introduction

Malicious attacks by intruders and hackers exploit flaws and weaknesses in the deployed
systems. This is done by several sophisticated techniques and cannot be prevented by
traditional measures. Hackers are shifting their focus from looking for fame and
advertised attacks to profit-oriented activities. The current trends in cyber attacks are
hidden, slow-and-low, and coordinated. NIDS are considered to be important security
tools to defend against such threats. The effectiveness of any NIDS depends on its ability
to recognize different variations of cyber attacks. The current implementation of
intrusion detection systems (commercial and open-source) is employing signature-based
detection in addition to a few simple techniques for statistical analysis. The main task of
signature-based systems is to inspect the network traffic and perform pattern matching to
detect attacks and generate alerts. A huge number of alerts are generated every day
stressing the administrator; this may oversight an actual threat. Quality of these alerts is
debatable particularly if the majority is false positives. For this reason, high-level and
real-time analysis techniques are needed. This can be achieved by discovering the
logical connections between the isolated alerts. It has been practically identified that

© Springer International Publishing Switzerland 2015
A. Persson and J. Stirna (Eds.): CAiSE 2015 Workshops, LNBIP 215, pp. 482–494, 2015.
DOI: 10.1007/978-3-319-19243-7_44



most of attacker activities consist of multiple steps (attack scenario) and occur in a
certain time (attack window). Identification of such strategy can lead to the recognition
of attack intensions and also prediction of unknown attacks.

In this paper we have extended our previous work in [1, 2] to describe the details of
the proposed model design. The underlying principle of the model based on provides/
requires model is defined precisely giving some clarification examples. The discussion
has been supported by the evaluation using different metrics. The rest of this paper is
organized as follows: Sect. 2 explains the concepts of the proposed model. In Sect. 3,
we present a description of the knowledge-based modeling and its related components.
Section 4 gives the experimental results and then we conclude in Sect. 5.

2 Model Design

The requires/provides model is a general attack model that has been proposed by [3]
and is inspired from network management systems to deal with network faults. A cyber
attack is described according to two components: (1) capabilities, and (2) concepts. The
idea behind this model is that multi-stage intrusions consist of a sequence of steps
performed by an attacker, and that the later steps are prepared by the early ones. The
target system information collected from scanning or port mapping are advantages
acquired and used in order to choose which exploit can be successful. Attacks are
modelled in terms of abstract concepts and each concept requires certain capabilities
(conditions) to occur and provides others to be used by another concept. Capabilities
are defined as general descriptions of the conditions required or provided by each stage
of the intrusion i.e. the system state that must be satisfied in order to launch an attack.
For instance, a successful Trojan injection requires particular services to be running in
the target system and the presence of certain vulnerabilities.

Formally, capabilities are a higher level of intrusion abstraction that specifies the
system state after each attack attempt. The attacker uses the capabilities acquired
through some of its early actions to generate certain new capabilities. The system state
is incorporated in attack scenarios if instances of concepts have matched “required”
and “provided” conditions.

The capability model proposed by [4] is also based on a requires/provides model
for logical alert correlation, though the authors used different properties of capabilities.
An attack model was presented to build blocks of capabilities in a multi-layer fashion
and with more expressive definition. References [5, 6] have employed a requires/
provides model using the concept of predicates, which are similar to capabilities.

Both models mentioned above are reasoning models that aim to discover the causal
relationships between elementary alerts. Attacker states are abstracted to describe the
gained privileges and what level of access is obtained. Moreover, the system states are
modelled into a higher level of abstraction to specify the impact of the attack. Rela-
tionships between these states are defined to generate rules that determine the depen-
dency between alerts.

The requires/provides model has been selected because it fits our purpose to cor-
relate alerts in the same intrusion. It has some advantages over other models:
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i. Ability to uncover the causal relationships between alerts and it is not restricted to
known attack scenarios.

ii. Ability to characterize complex scenarios or to generalize to unknown attacks.
iii. Attack is represented as a set of capabilities that provides support for the abstract

attack concepts.
iv. Flexibility and extensibility as the abstract attack concepts are defined locally.
v. It does not require a priori knowledge of a particular scenario.
vi. Numerous attacks can be described implicitly and an unknown attack can be

defined by generalisation.

Our approach is a variation of the requires/provides model, but differs in the following
aspects:

• Different definitions for capabilities and concepts are employed to overcome the
limitations expressed in other approaches. The work in [3] used a very detailed
specification language called JIGSAW to describe attack scenarios. A complete
satisfaction of “required” and “provided” conditions is necessary to correlate two
alerts, which will fail in case of broken scenarios. However, the authors in [5] have
adopted a partial satisfaction technique which is also implemented into our
framework. The main concern with their approach is the high rate of false positives,
and the possibility of a huge graph being created. We have managed to overcome
this limitation by using certain techniques: hierarchical multi-layer capabilities,
accumulated aggregation, alert verification and alert maintenance.

• A near real-time processing approach for correlation, aggregation and event gen-
eration. The security officer can monitor the attack progress which is displayed as an
intrusion graph. An event is triggered once at the minimum of two alerts being
correlated, and any additional related alert based on its attributes will join the same
event.

• Online and offline graph reduction algorithms during the correlation process in
addition to alert aggregation in order to provide a smaller manageable graph.

• We have modelled IDS signatures as abstracted attack concepts instead of defining
new concepts locally. In requires/provides models, IDS signatures are considered
complementary external concepts.

• Separation of the concepts and their capabilities from other dynamic information.
Two different types of capabilities have been used: internal and external. The first
type denotes abstract attack modeling consisting of IDS signatures and associated
capabilities. The second type refers to dynamic details, including system configu-
ration, services and vulnerabilities. This provides more flexibility to the model
whilst at the same time allowing utilization of other knowledge resources.

• Capabilities’ modeling has been made using a hierarchical methodology based on
attack classes and inheritance between these classes.

Our approach is based on the assumption that the attack scenario consists of a sequence
of related actions and that early stages can incorporate later ones. The link between
these stages is determined using five factors:
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i. Temporal relationships (e.g. alert timestamps).
ii. Spatial relationships (e.g. source IP addresses, destination IP addresses and port

numbers).
iii. Pre- and post-conditions of each attack.
iv. Vulnerability assessment of the target system.
v. Target system configuration.

Capabilities are formalized in terms of pre- and post-conditions by grouping conditions
that share similar characteristics into a broad definition. Knowledge about elementary
alerts is mapped to instantiate the attacker and the system states according to their
temporal characteristics:

– Pre-conditions: are logical capabilities that characterize the system state to be
satisfied in order to launch an attack. These capabilities are derived from the attack
description. A hierarchical approach is adopted based on an attack classification to
provide coarse-grained definitions of different alerts related to the same behaviour.

– Post-conditions: are logical capabilities that characterize the system state after the
attack succeeds. In other words, specifications of the effects of intrusions on the
system, such as the knowledge gained and the access level of the attacker. More-
over, attack classification incorporates the definitions of these capabilities in a
hierarchical manner.

To formulize the capability sets as pre- and post-conditions of higher quality, certain
requirements must be satisfied:

1- Capabilities must be expressive in order to achieve a true logical relationship.
2- Avoidance of ambiguity in defining capabilities.
3- Use of multi-layers of abstraction to achieve scalability.
4- Reduction of the number of elements in the capability sets without affecting attack

coverage.
5- Inference rules should be separated from the capability set.
6- The set should also be constant and independent of variable information such as

vulnerability and system-configuration knowledge.

Hence, capabilities are formulized based on two criteria:
(a) Level of abstraction

i. Generic capabilities which illustrate a broad aspect of a certain attack, such as
access, local access and remote access.

ii. Capabilities which illustrate a lower level of attack abstraction, but not a specific
one, such as server buffer overflow or client upload file.

iii. Specific capabilities for each single alert in IDSs, such as TFTP Get.

(b) Properties of the system and the attacker state

i. Access level of the attacker (remote, local, user or administrator).
ii. Impact of the intrusion upon the victim machine, such as DOS and implementation

of the system commands.
iii. Knowledge gained by the attacker, such as disclosure of host or of service.
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The elements in the two criteria above are mutually inclusive; for instance, disclosure
of host is considered as a generic capability and at the same time is a system state
description. In addition, attack classification, which will be presented in the next
section, is also involved in defining capabilities.

Examples: generic capabilities are mainly a description of the intrusion’s general
objective, such as:

– Disclosure of host
– Disclosure of running service
– Disclosure of port number
– Access
– Read or write files

However, a buffer overflow attack is a general attack that can target the server, the Web
server and the client, and the required and provided conditions are not the same for
each category. The capability client access attempt is a specific capability for client
attacks, because some attacks are client specific, such as ActiveX attacks. Snort [7]
documentation contains a description for each signature, including the attack class type,
the affected system, and the impact of the attack. This information is valuable in
defining attack capabilities if other sources of intrusion analysis are considered.

3 Knowledge-Base Modeling

Two knowledge bases are used, one for attack concepts and the other for vulnerability
details. In the attack knowledge base, IDS signatures (e.g. Snort) are modelled to the
attack abstractions and their defined capabilities. The knowledge library specifies the
relationship between low-level alerts and the attack abstraction. Thus, a knowledge
base can be considered a broad template and each element can be instantiated to
instances of specific conditions. A generalization mechanism has been used to specify a
higher level of specification of attack concepts and capabilities.

The proposed model for the attack knowledge base consists of three sets:

(1) Capability C: This specifies a higher level of abstraction of the “required” and
“provided” conditions of the intrusion model. Intrusion attempts are expressed in
terms of a set of “required” or “provided” conditions, and vulnerability con-
straints of a given alert where:

– Required conditions R are a set of pre-conditions specified in the form of
capabilities with variable arguments.

– Provided conditions P is a set of post-conditions specified in the form of
capabilities with variable arguments.

– Vulnerability V is a description of the state of the target host or network with
variable arguments.

486 F.M. Alserhani



(2) Attack concept AC specifies the constructor of a given attack and its related
capabilities. “required” and “provided” conditions for each attack are coded in a
language of capabilities.

(3) Arguments [r1,r2,…ri] → r are a set of associated attributes such as source IP
addresses, destination IP addresses and port numbers.

Definition 1. Attack concept AC is an abstraction of elementary alerts generated by the
IDS, defined by a set of arguments, required conditions and provided conditions.

Definition 2. An attack instance ai is defined as a set of instances of attack concept AC
by substituting the associated values in arguments tuple considering the time con-
straints (start-time and end-time).

Definition 3. Given an attack concept AC, the R(AC), P(AC) and V(AC) sets are the
sets of all capabilities C. Given an attack instance a, the R(a), P(a) and V(a) sets are the
capabilities by mapping the values to the corresponding arguments in AC considering
the time constraints.

3.1 Attack Classification

Several attempts have been made to propose a different attack taxonomy or ontology;
however, they are diverse and there is no common methodology for the categorization
of security intrusions. The majority of the proposed classifications are entirely based on
the analysis of published vulnerabilities. For instance, NIDS vendors such as Snort [7]
use attack classes that describe the attacker’s methods in exploiting these vulnerabil-
ities. We have obtained our classification based on:

• Vulnerability analysis
• Generalized description of the target system (server, client, Web, etc.)

Elementary alerts generated by NIDS sensors are mapped to generalized descriptions of
intrusion in a hierarchical representation. The classification is built in the form of a
graph with nodes and edges. The nodes specify the attack class and the edges denote
the inheritance relationship between attack classes. The classes are mutually exclusive
and each alert belongs to only a single class horizontally, but to different classes
vertically based on the inheritance relationship. This structural abstraction mechanism
is to minimise redundancy and maximize diversity. Hence, even though some alerts are
new and unknown, they can be predicted from the results of situation analyses. If an
attack is in progress consisting of certain elementary alerts, these atomic alerts are
mapped to a general attack description. For any suspicious or unknown actions not
detected by the IDS, the probability of their being related to the detected attack is very
high. The level of the abstraction progresses from general to specific in a top-down
design of the classification hierarchy. For instance, the buffer overflow class can be
classified under server, client or Web classes, as this type of attack can target different
types of systems. However, some other classes are only categorized as specific system
classes, such as DDoS client activity, which is a client-specific attack. Hence, each
alert generated by the IDS will be categorized top-down in a hierarchical manner.
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Figure 1 shows three examples of how sub-classes inherit attack features from upper
classes and how alerts are classified based on these relationships. In Fig. 1(a), the lower
class denotes the exact Snort signature TFTP Get, id:1444, while this signature is
classified as TFTP buffer overflow. Similarly, in Fig. 1(b), any IDS signature of type of
ACTIVEX attack can be classified under this class which is in turn classified as a client
buffer overflow. Figure 1(c) shows that a stored procedure attack is described as a Web
PHP injection attack. It should be noted that these are only abstract classes and do not
denote instances of actual attacks.

3.2 Knowledge-Base Representation

A capability set consists of all the derived elements of capabilities encoded to integer
numbers. All alerts are represented in the form of three sections:

1- IDS signature ID to describe the attack by its elementary alert.
2- Pre-conditions set which consists of n capabilities where n >=0.
3- Post-conditions set which consists of n capabilities where n >=0.

The knowledge library of the alerts and their corresponding capabilities are defined into
the form shown below:

sid:xxxx;pre:k1(n);pre:k2(n);………pre:ki(n); pos:l1(n);pos:l2(n);…..pos:lj,

where xxxx is the signature ID number, pre denotes pre-conditions, pos denotes post-
conditions, k is the capability unique number, and n is a variable argument to specify
the attack attributes as follow:

1: source IP address
2: source port
3: destination IP address
4: destination port

3.3 Alert Modeling

IDS alerts are the basic units that represent the occurrence of intrusion as a time series.
Essential attack knowledge is derived from signature fields triggered by the IDS in case

Server attack Client attack Web attack

Buffer overflow attack Buffer overflow attack   SQL injection

TFTP buffer overflow ACTIVEX attack PHP injection

TFTP Get                                                                        Stored Procedure

Fig. 1. Examples of attack class inheritance.
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of any security violation. It should be noted that the alert generated by the IDS is not
necessarily connected to a security attack, as sometimes a legitimate activity can cause
some alarms. Moreover, the information in the signature does not contain any sign of
whether the attack succeeded or not. However, the abstraction of these alerts to capabilities
in respect to temporal and spatial details can give a true view of the security perspective.

Each received alert is mapped to its pre- and post-conditions. It is assumed that the
alert is generated because some conditions have to be satisfied and that it will cause
some impact on the target system. The relationship between different alerts is identified
by matching these conditions. For example, the following alerts (Snort-generated
signatures) are obtained from DARPA LLDDOS.1.0 [8] to clarify the correlation
concept considering the following Snort signature:

RPC sadmind UDP PING

This signature is generated as result of attempts to test if the sadmind demon is running. A
sadmind RPC service is used to perform administrative activities remotely. The impact of
the signature includes disclosure of the running service and system access attempt:

RPC portmap sadmind request UDP

This signature is generated due to the use of a portmap GETPORT request to discover
the port number of the RPC service, and consequently which port is used by the
sadmind service.

RPC sadmind UDP NETMGT_PROC_SERVICE CLIENT_DOMAIN overflow attempt

This signature is generated as a result of an attempt to exploit a buffer overflow to
obtain a root access.

RPC sadmind query with root credentials attempt UDP

This signature is generated due to the use of root credentials and is an indication of
potential arbitrary command executions with root privilege.

RSERVICES rsh root

This signature is generated due to an attempt to login as a root user using rsh, and this
is an indication of full control of the attacker.

From Table 1, it can be seen that the signatures have some pre- and post-conditions
and if a match between these conditions is detected the two alerts are linked as a part of
the attack scenario. If two signatures share at least one common capability for instance,
disclosure of running service, hence they are correlated as a primary stage following by
incorporating other factors from the rest of the model components.

3.4 Vulnerability Modeling

Several efforts have been made to correlate IDS signatures with vulnerability infor-
mation. The aim is to reduce the false positives, which can be a major drawback of such
systems. Moreover, these verification mechanisms are incorporated in the IDS to
provide a higher quality of alerts, and hence more confidence. The origin of the
problem of false positives is that IDSs have no information about the systems they
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protect. Therefore they are not certain about the success of the attack, simply because
the vulnerabilities of the target system are not available. Two trends have emerged in
overcoming the false positives issue in IDS performance:

1- Tuning the IDS based on knowledge of the internal policy of the protected envi-
ronment to operate with a lower number of signatures [9]. Knowledge of network
configuration, running services and installed applications is used to disable all the
unrelated signatures of the IDS. The advantage of this technique is that the IDS
performance is improved significantly. However, some of the information on the
activities of the attacker, which may be useful in tracking its behaviour, will be
discarded. It should also be noted that real cyber attackers (persistent attackers) try
to break into systems using different methods, and these attempts may be not in
connection with a particular vulnerability. Moreover, some dangerous attacks in
cyber crime do not require any system vulnerability, such as DDoS. In addition,
this approach requires intensive and updated vulnerability assessment.

2- The other trend is not suppressing the IDS detection coverage, but instead aggre-
gating, correlating and verifying the generated alerts in a systematic way [6, 10].
Summarized data of occurring events are displayed to the security manager
according to their priorities and criticalness. If further details are required to support a
specific situation, they can be retrieved by request. A repository of collected infor-
mation is maintained to support the decision of the IDS management system. Vul-
nerability scanners are the main candidates to supply this type of data in a periodical
manner.

Table 1. Examples of pre- and post-conditions.

# Signature Pre-conditions Post-conditions

1 RPC sadmind UDP PING Disclosure of host Disclosure of
running service

System access
2 RPC portmap sadmind request UDP Disclosure of host Disclosure of port

number
Disclosure of running
service

System access
Remote Access

3 RPC sadmind UDP
NETMGT_PROC_SERVICE
CLIENT_DOMAIN overflow
attempt

Disclosure of host
Disclosure of port
number

Disclosure of running
service

System access
Remote access
Admin access

4 RPC sadmind query with root
credentials
attempt UDP

Disclosure of host
Disclosure of port
number

Disclosure of running
service

System access
Remote access

Remote access
Admin access
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In accordance with the nature of the developed correlation systems, which require full
description of any activity in the protected environment, the second mechanism is
adopted. The attacks are generalized to obtain a global view of the security situation.
This generalization may increase the false positive rate; hence, a suppression technique
is needed to reduce the false positive rate without losing any details. This suppression
mechanism does not imply any reduction in the IDS coverage, but the consideration of
only success attacks.

Snort signatures are supported by two useful fields:

• Vulnerability reference, referring to the major vulnerability standards such as CVE
[11], bugtraq [12], and Nessus [13].

• Service to denote a list of the affected services, such as telnet, ftp and MSSQL.

A vulnerability knowledge base is maintained to store the vulnerability situation of
each element of the protected network based on the collecting agent (e.g. Nessus). The
scanner will also gather the network configuration details such as IP addresses of live
hosts and running services, so manual configuration is not considered. In this respect,
vulnerability information is considered as external capabilities.

The scope of vulnerability testing is only limited to investigating the presence of the
vulnerability and the affected service. An extension can be carried out to consider the
target host response; however, there are performance issues (e.g. communication
overheads). Nessus is used to extract the following information, which can be used to
support the vulnerability component:

– IP addresses of all hosts connected to the target network.
– Operating systems and their versions.
– Open ports and running services.
– Related vulnerability references (e.g. CVE).

When an alert is received from the IDS, its message contains the vulnerability reference
and the affected system. Therefore, a logical formula is obtained by searching the
vulnerability knowledge to find any matches, as follow:

– If the reference is found and the associated service is running, then the vulnerability
is true with high priority.

– If the reference is found and the associated service is not running, then the vul-
nerability is true with low priority.

– If the reference is not found, then the vulnerability is unknown.

The complete algorithm of alert verification using vulnerability knowledge is shown in
Fig. 2.

4 Experimental Results

DARPA 2000 datasets, including LLDDOS 1.0 and LLDDOS 2.0 [14], are often used
to evaluate IDSs and alert correlation systems. They consist of two multi-stage attack
scenarios to launch Distributed Denial of Service attacks (DDoS). The evaluation goal
is to test the effectiveness of our approach to recognize attack scenarios, to correctly
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correlate the alerts, and to minimize the false positives. This experiment is carried out
mainly for functional testing to see how the system reconstructs attack stages.
A reduction test is also studied in this respect; however, the background traffic in this
dataset is limited. We have used these datasets for their available ground truth to assess
our correlation approach and to compare our results with those of other researchers.
These datasets do not contain the actual alerts from the IDS sensors, and hence we have
generated them using a Snort sensor. The detected events evolve over time instead of
by batch analysis.

Accuracy metrics are calculated to determine recall, precision, and reduction rate.
Figures 3 to 5 illustrate the key results obtained from different scenarios. Our proposed
system has achieved high levels of accuracy among the datasets in LLDDOS1.0, and
acceptable levels in LLDDOS2.0. The only low accuracy rate recorded is from the
analysis of the DMZ2.0 dataset, and of which we are aware because the actual attack
was performed inside the network. The vulnerability model to verify the importance of
alerts is also showing a considerable improvement. This is apparent from the number of

Fig. 2. Alert verification algorithm.

Fig. 3. Recall rate (%) of the DARPA dataset
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detected events in each dataset. For instance, in DMZ1.0, the number of events has
been reduced from 25 events to only 3 related events. The rates are higher if alert
verification is used and satisfactory for other tests. In addition, the volume of alert
information has been significantly reduced, achieving more than a 90 % reduction rate
in most test cases.

5 Conclusion

We have presented the core concept of our knowledge-based reasoning model for alert
correlation to address the problem of detection of coordinated attacks. A combined
analysis of IDS’s alerts and description of attack classes are used to derive the pre- and
post- conditions of each received alert. A scheme to represent our knowledge base has
been described using a hierarchal and a multilayer classification. Vulnerability mod-
eling is used to support alert verification in order to reduce the generated attack graph.

The evaluation process is based on different metrics to identify the functionality, the
reduction and the accuracy rates. An experimental platform has been developed to
perform different tests. The obtained results have showed that the proposed system is
capable to detect all attack instances with lesser false positive rates. We have confi-
dence that our system has achieved an improvement in relation to identification of
attack plans and reduction in graph complexity. False positives have been reduced
comparing with other approaches using vulnerability knowledge base. In the next
research stage, we will incorporate a statistical model to detect hidden relationships
between different attack scenarios.

Fig. 5. Alert reduction rate (%) of DARPA dataset

Fig. 4. Precision rate (%) of the DARPA dataset
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Abstract. The lacks of security transparency and mutual auditability have
recently been acknowledged by the industry and research community as one of
the most salient security concerns inherent to the cloud model. This paper
discusses the topic of security transparency and mutual auditability considering
the cloud based services. In particular, the existing state of the art practice and
initiatives for promoting more trust within the realm of cloud services are
analysed throughout this paper. Finally, we highlight a number of avenues that
can be further researched by the secure information system community to ensure
the development of cloud systems that seamlessly blend concepts that help
capture, not only the resource need of the future cloud service users, but also
their need for further visibility on a security matter which responsibility
somehow lies in the hand of a third party.

Keywords: Security transparency � Cloud services � Secure system �Mutual trust

1 Introduction

Commonly, Security transparency relates to the level of visibility into security policy
and operations offered by the Cloud Service Provider (CSP) to the Cloud Service
Consumer (CSC) [25]. Recent research has highlighted the need of security transpar-
ency and mutual auditability as salient factors for sustaining the current momentum of
cloud services [1–4]. Such a narrative stems mainly from the very fact that, the data or
processes used for storing or treating the CSC’s information are geo-delocalized from
the CSC’s premises. A consequence of this, include the de facto devolution of security
related responsibilities to the CSP whose capability to effectively safeguard data and
processes may be feeble or simply mistrusted by the CSC. In the context of outsourced
services such as the cloud, the due diligence of the CSP in promptly informing their
clients in the event of a security compromise on their infrastructure can be decisive for
the CSC to minimize its exposure to risk, by for instance stopping using it. However
from a CSP perspective, reporting on security woes, is not always well perceived as
their reputation can be tarnished. As a result, the fear of security shortcomings and the
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lack of visibility on a salient security matter they no longer have full sights on, have
been an hindrance for the broader adoption of cloud based services, especially by those
companies involved with security critical data such as the banking a financial sector.

While researchers on service oriented architecture and network security along with
certification bodies have been very active proposing a wide range of initiatives in
response to the problem (including virtual machine monitoring [5–9]; service level
agreement specification and monitoring [11–21]; certification and audits [1, 15, 17]),
similar efforts remain to be seen from the software engineering community, the secure
system engineering community in particular. This is a contrast to the leading role played
by the community in the early 2000 on the salient issue of integrating security con-
siderations earlier in the development stage of Software to ensure a smooth and efficient
integration in the future software system [26–29]. The creation of cloud services, private
and public alike, are mainly undertaken using cloud development and management
software of the like of Openstack (https://www.openstack.org/) and Opennebula (http://
opennebula.org/). Unfortunately, none of those tools support the integration of security
transparency concepts. As such, most efforts that have been devised as a response to the
issue have been ad hoc and primarily serve the purpose of the CSP. For instance, the
terms of SLA clauses are often those the CSP is certain it can abide by and fail to
comprehensively encompass all the specific expectations in terms of security transpar-
ency of the CSC. Demonstrating that a cloud service meets some security transparency
requirements can play in the hand of both CSC and CSP, as it may serve as a way for the
latter to demark itself from competitors while providing to the latter a baseline for an
informed selection of a CSP for the handling of security critical data and processes. In
that vein of idea, this paper argues that the cloud model could widen its appeal if
concepts related to security transparency were integrated in the conceptualisation and
development of cloud services. This would have the merit to help capture on the one
hand, CSC’s requirements in terms of security transparency while helping to provide a
design solution as the means in which the CSP would be practically meeting such
requirements. In another word, the engineering of cloud services that integrates security
transparency have to be interactive, allowing each of prospective CSC to first specify its
security transparency needs and for the CSP to then model the available capabilities to
meet the CSC’s expectations before it finally make a decision on whether to adopt the
service. Alternatively, the method and resulting platform could be a tool in the hand of
cloud broker who will be tasked with selecting the CSPs with the most adequate
capability upon the specification of the requirements by the CSC.

This paper is organized as follows: Sect. 2 review existing efforts on security trans-
parency and highlights their shortcomings as ad hoc rather than built-in initiatives. In Sect. 3
we provide some initial thoughts on a roadmap for fully integrating security transparency
consideration in the engineering for cloud base services. Sect. 4 concludes the paper.

2 Enabling Security Transparency in the Cloud

There are several works in the literature that focus on enhancing the trust relationship in
the cloud environment. These works have come mainly in the form of virtual machines
monitoring; certification, audits and monitoring of Service Level Agreement (SLA).
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We have performed a systematic literature review with these keywords along with audit
and trusted cloud platform to identify the relevant literature, research project and
industry practice. We use search engines from the following five sites: Google Scholar,
Elsevier, IEEE Xplore, ACM Digital Library, EU projects, and Science Direct to
extract the literature. The primary literatures were selected based on the keywords and
by reviewing abstract and title. The initial selected literature further refined based two
inclusion criteria, i.e., works that focus on transparency issues in cloud and studies that
consider techniques, processes and tools for managing transparency and trusted cloud
environment. Our findings are given below.

2.1 The Usage of Trusted Cloud Computing Platforms and Monitoring
of Virtual Machines

A myriad of initiatives focusing on the usage of a trusted Cloud Computing Platform
(TCCP) and the monitoring of Virtual Machines, have emerged as potential solutions
for addressing the issue of security transparency in the cloud.

Santos et al. [5] proposed an architecture for a trusted platform called Trusted
Cloud Computing Platform (TCCP) that purports to ensure the confidentiality and
integrity of the data and computation undertaken by the provider. Using a program
associated to TCCP, a customer may be able to detect whether the data or computation
has been tampered with or been accessed even by the provider. Subsequently, the
customer may decide on whether to terminate a Virtual Machine (VM) should they
notice any abnormality. In particular, the TCCP needs to guarantee that the VM is
launched on a trusted node and that the system administrator is unable to inspect or
tamper with the initial VM state as it traverses the path between the user and the node
hosting it. The TCCP approach builds upon a traditional trusted platform, such as
TERRA [6], to ensure the integrity and confidentiality in the context of multiple hosts.
Humberg et al. [30] propose a two –step based ontology driven approach to identify
relevant regulation to support the compliance requirements for a trusted cloud
based system. The regulator ontology is based on the rule, rule elements; situation
and constraint, where constraint checked a specific situation using rule sets. The pro-
posed process consists of three steps for identifying relevant rules, mapping business
process with rules and finally verifies the rules. Finally a tool is presented to demon-
strate the execution state of the process. Wenzel et al. [31] consider security and
compliance analysis of outsourcing services in the cloud computing context and
focuses on risk analysis and compliance issues of business processes that are planned to
be outsourced.

Another initiative that uses the concept of trusted platform is the Private Virtual
Infrastructure (PVI) proposed by Krautheim [7]. Krauthiem has suggested a means to
allow monitoring in the cloud by combining the trusted platform module (TPM) and a
Locator Bot that pre-measures the cloud for security properties, securely provisions the
data-centre in the cloud, and provides situational awareness through continuous
monitoring of the cloud security. In this approach, security appears as a shared
responsibility between the provider and the consumer. Thus, the SLA between the
client and the provider is critical to defining the roles and responsibilities of all parties
involved in using and providing the cloud service.
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The authors in [8] argued that the dependability of cloud services may be attained
through the quantification of security for intensive compute workload clouds to
facilitate provision of assurance for quality of service. They subsequently defined seven
security requirements which include: Workload state integrity, Guest OS Integrity,
zombie protection, Denial of Service attacks, malicious resource exhaustion, platform
attacks and backdoor protection. Unfortunately the paper does not provide any evi-
dence of effort towards quantification of security as it claimed. Moreover it remains
unclear as to how information relating those security requirements may be conveyed to
the provider and consumer alike.

De Chaves et al. proposed an initiative to private cloud management and moni-
toring called PCMONS [9]. The authors argued that despite the peculiarity of cloud
services compared to traditional legacy systems, existing tools and methods for man-
aging networks and distributed systems can be reused in cloud computing management.
PCMONS is based on a centralised architecture with the following features [9]:
(a) a Node Information Gatherer, which is responsible for gathering local information
on a cloud node; (b) Cluster Data Integrator, an agent that gathers and prepares the data
for the next layer (the monitoring data integrator); (c) a Monitoring Data Integrator that
gathers and stores cloud data in the database for historical purposes, and provides such
data to the Configuration Generator; (d) a Virtual Machine (VM) Monitor that sends
useful data from the VM to the monitoring system; (e) a Configuration Generator for
retrieving information from the database; (f) a monitoring Tool Server that receives
monitoring data from different resources (e.g., the VM Monitor); and finally
(g) a database where the data needed by the Configuration Generator and the Moni-
toring Data Integrator are stored. Given PCMONS was developed to respond to the
needs of management in private cloud, the need of establishing mutual trust between
the provider and the consumer does not arise.

Shao et al. have introduced a runtime monitoring approach for the Cloud, con-
centrating on QoS (Quality of Service) aspects [10]. Their model, RMCM (Runtime
Model for Cloud Monitoring) uses multiple monitoring techniques to gather data from
the cloud. However, their approach seems generic and security monitoring is not
discussed in particular.

Overall, it can be said that the research community has moved from debating
whether the cloud is a mere hype to devising some tangible initiatives for resolving one
of its most salient issue that is security. Unfortunately the current efforts on trusted
cloud computing platforms and monitoring of Virtual Machines have mainly been
driven by the need to foster a better management of security for the CSP provider rather
than addressing the complexities of multi-party trust considerations (particularly those
related to security), and the ensuing need for mutual auditability. In fact monitoring of
VMs is meant to be conducted by and for the CSP.

2.2 Security Transparency Through SLA Management

For Rak et al., the mutual trust between a provider and a customer should be considered
only in context of an SLA management [11]. Using a cloud-oriented API derived
from the mOSAIC project (http://www.mosaic-project.eu/), the authors built up an
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SLA-oriented cloud application that enables the management of security features
related to user authentication and authorization of an IaaS Cloud Provider. This gives
the opportunity to the customer to select from amongst a number of security require-
ments templates, the one that may be appropriate for the nature of his/her application
before the provider can set up the configuration of the concerned node accordingly. As
noted by the authors, the consideration of SLA in the management of the cloud security
provides the consumer with formal documentation about what he/she will effectively
obtain from the service. Meanwhile, from the provider point of view, SLAs are a way
to have a clear and formal definition of the requirements that the application must
respect. However, the initiative by Rak et al. [11], does not go far enough to incor-
porate means for monitoring and reporting on the fulfilment of such SLA to the
consumer. An extension of the work of Rak et al. in the context of the EU FP7 project
Specs (http://specs-project.eu/) considered the provision of a platform for providing a
security services based on SLA management.

The SLA@SOI project [12] also followed in the path of SLA management in
service oriented architectures, which includes cloud technology. The monitoring of
SLAs expressed in the SLA specification language of SLA@SOI requires the trans-
lation of these SLAs into operational monitoring specifications (i.e., specifications that
can be checked by a low level monitor plugged into the SLA@SOI framework). The
SLA monitoring in SLA@SOI relies on EVEREST+ [14], which is a general-purpose
engine for monitoring the behavioural and quality properties of distributed systems
based on events captured from them during the operation of these systems at runtime.
The properties that can be monitored by EVEREST are expressed in a language based
on Event Calculus [15], called EC-Assertion. Similarly, Chazalet discusses SLA
(Service Level Agreements) compliance checking in cloud environments and uses JMX
(Java Management Extensions) technology in the prototype implementation [16]. Their
checking approach allows separating concerns related to the probes, information col-
lection and monitoring and contract compliance checking.

The negotiation of SLA in the context of federated cloud has also been the focus of
research initiatives. Such initiatives range from simulation frameworks purporting to
help in selecting the optimal combination of cloud services which better meet SLA
requirements [22] to the optimal negation of SLA using multi-objective genetic
algorithms [23].

In a similar way, some recent work on accountability in the cloud has started to
emerge through projects such as A4CLOUD (http://www.a4cloud.eu), whereby
researchers are thriving to devise models that can help put in place the set of mecha-
nisms that would ensure cloud providers are hold accountable should there be a breach
of SLA or a security incident that can be traced back to a lax in their security. In the
context of A4Cloud the concept of transparency in the broader sense is dealt with as an
attribute of Accountability [17]. Readers interesting in further comprehending the
scope and diversity of existing efforts on SLA based monitoring of cloud security can
refer to the taxonomy of Petcu [21].

The major problem with the adoption of SLA management as a means to enhance
security transparency is primarily on its practicality. Indeed the academic notion of
SLA appears to be far more extensive than it is in reality. Form our own experience in
approaching CSPs on the issue, most often, the content of such documents are
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restricted to the sole aspects of: allocated bandwidth, storage capacity, etc., while the
only security aspects included often relate to service availability. Clearly, the items
included in those specifications are those the companies were confident they could
deliver on. Their argument on the most pressing and challenging issues such as security
was that stringent and redundant mechanisms were in place for its guarantee, as witness
by some of their security certification.

2.3 Security Certification and Audits

In their effort to reduce the fears of the CSCs and distinguish themselves from com-
petitors by promoting their service as one that is secure, CSPs have often turned to
certifications as a way of swaying CSCs. Reasons for this include the lack of metrics
and sometimes resources from the CSC to adequately assess the cloud services. As
such Certification from a third party organization has been hailed by proponents as the
ultimate means of promoting trust and transparency in the cloud ecosystem, which is a
key to its wider acceptance [1]. For instance, certification to ISO/IEC 27001 is valued
in the industry, as it provides a holistic framework for appreciating how well a com-
pany manages its information security. The standard emphasizes the need for organi-
sations to have clear means of understanding their security needs. Additionally it is
meant to assist them in implementing controls to address risks facing their business and
monitoring, reviewing and improving the performance and effectiveness of the Infor-
mation Security Management Systems (ISMS). Importantly, the authors in [1] have
also highlighted the need for certification scheme to be affordable to avoid smaller
company having the carry those expenses in the price of their service delivery and thus
become ultimately uncompetitive against their bigger rivals.

Following the argument that providers should rely more on a certification from a
governing or standardized institution that stipulates the provider has established ade-
quate internal security controls that are operating efficiently, the Cloud Security Alli-
ance has made a number of effort towards the provision of clear guidelines towards
controlling security risks in the cloud [15]. The CSA guidance is made up of 99 control
specifications covering such area as: Compliance, Governance, Facility, human
resource and Information security, Legal matters, Operations, Risk and Release man-
agement, Resiliency and the security architecture. The individual controls identified
within the guideline emanate from well-established standards and guidelines pertinent
in both the context of traditional Information Systems and the cloud, covering a wide
range of domains including the IT Governance (COBIT, the banking and financial
domain (PCI-DSS and BITS), Government (NIST SP800-53 and FedRAMP), Health
care (HIPAA) and cross-domain standard for the management of information security
systems (ISO/IEC27001). Recently, the CSA has put forwards the idea of a three-
levelled certification scheme that would rely on the compliance to its set of security
guidance and control objectives. According to the CSA each level will provide an
incremental level of trust to CSP operations and a higher level of assurance to the
CSC. The first of such levels (which it must be stressed is a mere self-assessment
exercise) requires each CSP to submit a report on the CSA to assert its level of
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compliance to the advocated best practices. The second level, referred to as CSA STAR
CERTIFICATION, is meant to provide a third-party independent assessment con-
ducted by an approved certification body under the supervision of the CSA and BSI.
The third level, will extend the STAR CERTIFICATION in view of providing a
continuous monitoring based certification.

Similarly, the Certified Cloud Service of TÜV Rheinland, runs a certification
scheme which is based on CSPs compliances on the most essential information security
standards such as ISO 27001 basic protection standards issued by the German Federal
Office for Information Technology and ITIL [17].

It is clear that standardization and certification bodies are rushing to make a foot
print in the certification market related to cloud based services. Although the intention
lies in helping to make an informed judgment about the quality of a given CSP,
companies with interest in adopting the cloud could be swamped and confused by the
sheer number of standards and their actual scope. In anticipation to this, a recent
research conducted by the University of Cologne in Germany has suggested a taxon-
omy of cloud certification whereby commonly agreed structural characteristics of cloud
service certifications could be adopted as a baseline for classifying certification
schemes depending on their core purpose [20].

The adoption of certification as a way of making a statement about the reliance of
the security of one’s service has reinforced the importance of audits for the cloud
model. Audits are meant to provide a third party independent assessment of the
posture of the security. Until autumn 2011, the SAS70 was a standard audit approach
for service companies to use with their customers instead of customers individually
auditing the services companies [18]. The actual purpose of the standard was pri-
marily aimed to assess the sufficiency and the effectiveness of the security controls of
the CSP. The standard was superseded by SSAE16 (www.ssae16.com), which stands
for Statement on Standards for Attestation Engagements No. 16. The rationale for
such a change was to align the reporting standard of US based companies to that of
the international standard ISAE3402 (http://isae3402.com/). One of the core
difference between the two standards rests on the fact that the evaluated company is
bound to provide a written statement about the accuracy of the description of their
system and the corresponding time frame during which such an assessment has
been made.

What becomes apparent after analyzing the different audits standard available is
that they rely in a large part on the words and assessment of the CSP. Such information
cannot be guaranteed to be immune from bias. For instance, the CloudAudit initiative
from the CSA (http://cloudaudit.org/CloudAudit/Home.html) is seeking to provide a
common API for CSPs to specify their assertion, assessment and assurance. Such
information is meant to be made readily available to the CSCs and also allow the latter
to make comparisons between potential providers based on their security. Given the
CSP has often a greater control over the security in the cloud, with very little visibility
(if any) for the CSC, the frequency and independence of such audits is paramount along
with the appropriate reporting of the findings to the CSC. Thus automated and con-
tinuous audits will be more appropriate, especially when considering the evolving
nature of the cloud infrastructure.
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3 Requirements for Security Transparency Driven Cloud
Service Engineering

As can be taken from the analysis above, addressing security transparency in the cloud
as an afterthought raises a number of issues: first, the full extent of the CSC’s
requirements in terms of security transparency cannot be captured and accounted for.
Secondly, most of the clauses that underpin the usage of existing initiatives are pri-
marily in the terms of the CSP. Thirdly, they do not allow the CSC to formally
appreciate if and how the CSP will meet their transparency need and help them make a
consequent informed decision prior to adopting the service.

From the secure software engineering domain, a methodology such as Secure
Tropos [24] appears to harbor some of the flavor of a methodology that could lend
itself for the engineering of security transparency aware cloud systems. However this
would first require some notable amendments. Such enhancement would have to
account for the fact that any effort to devise methodologies and methods for the cloud
that integrates security transparency concerns will have to consider at least two
aspects: (i) bear some level of interactivity which will allow the security transparency
requirement of the CSC to be captured and the strategy of the CSP to meet such
requirements to be designed; (ii) be resource-oriented like the cloud paradigm. The
rationale for putting emphasis on the resource rather than the goals of the consumer is
primarily because consumers when considering the cloud, have a pretty good idea of
what their needs are and their intention is known. What may elude them at this point
are the specificities in terms of security (pros and cons) of the resource they would
have to rent. After all the cloud is known to be an abstraction of a pool of computing
resources made available upon request to the consumer. Consequently, it is therefore
essential that the resource to be used is center-staged. Besides the potential adaptation
of an existing methodology such as Secure Tropos, two main aspects have to be
considered when considering a security transparency aware cloud engineering: the
need of capabilities that allow the CSC to profile the resources she seeks to rent or
Interactive Resource Profile modelling and for the CSPs to demonstrate the existing
strategy in their midst to meet the expectation of the CSC or Strategic Assurance
Modelling.

3.1 Interactive Resource Profile Modelling

By seeking to outsource to a third party, the future cloud user aspires to a number of
requirements and non-functional requirements for its service. For each resource of
interest to the consumer, security requirements should be specified. At this stage of the
modelling, it must also be possible for the future CSC to select the set of security
requirements that are the most critical to its activity and as such, would require some
attention (through monitoring for instance) during the usage of the resource. Such
security requirements are referred to as security transparency relevant or STA
requirements. Unlike the other standard security requirements associated to a cloud
resource, tagging a security requirement as STA would imply more analysis at a later
stage of the methodology is needed and a clear strategy put in the place by the provider
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to: ensure their continuous fulfilment and inform the CSC should they be infringed.
Once the whole security requirements for a resource are known, the profile of the
prospective service as envisage by the CSC should be moved (made available to) the
potential CSPs who will then associated to each security requirements, the set of
security controls available in view of helping in their fulfilment. The exercise referred
to as Coupling would determine the extent to which the listed security requirements can
be met by the providers ‘controls. A final validation from the consumer side for
accepting or rejecting the capability of the provider’s security resources to satisfactorily
meet the underlining security requirements is possible at this stage. The whole process
of resorting to a given provider’s service may be brought to a halt in case of remaining
STA security requirements without any association with the provider’s security
mechanisms or, when the proposed controls are considered not too satisfactory by the
consumer.

3.2 Strategic Assurance Modelling

While the interactive resource profile modelling phase primarily purports to support
the CSC in making an informed decision on the adequacy of a CSP to meet her
security transparency needs, the strategic assurance modelling mainly aims at pro-
viding a framework for the CSP to effectively design her strategy around the efficient
used of security resources in implementing security transparency needs of the CSC.
Given that the need for security transparency will mainly translate into monitoring of
and reporting on the status of the security resources and any potential security incident
to the CSC, this step will mainly involve the elaboration of software agents tasked
with continuously probing the security controls and other transparency relevant
components. In order to achieve that, a decomposition of the security controls (pro-
vided by the provider) into finer key properties that underpin their functionalities will
take place. This will have the benefit to enable the providers’ security engineer to
assign software components (agents for instance) responsible for the monitoring the
correctness of such properties which is essential for the security resources to be
effective. The actual decision on whether to assign individual agent for each property
or for the monitoring of a group of properties across different security mechanisms is
left to the discretion of the security engineer. In case of dependency between two
security controls, a correlator agent may be created between the respective aggregator
agents of those security controls. The role of the correlator agent will mainly consist in
tuning in the status of the dependee security resource according to the status of the
depender and the degree of the correlation parameter between the two. In another
word, if a property of the security resource SR1 is known to be non-compliant with
respect to the CSC security transparency need and, given that such property also play a
role in the functionality of a secure resource SR2, the correlator will be the component
downgrading the status level of SR2 based on the information on the non-complaint
property. Unlike the correlator, an aggregator agent, is local for a given secure
resource and is untrusted with the task to combine information gathered by all the
probing agents associated to a secure resource.
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4 Conclusion

This paper has provided an analysis of the set of initiatives seeking to address the
salient issue of security transparency in the cloud. Our analysis of the proposed
initiatives reveals that addressing security transparency as an afterthought bears three
main shortcomings: (i) they fail to fully capture the security transparency need of the
CSC; (ii) most of the clauses that underpin the usage of existing initiatives are primarily
in the terms of the CSP; (iii) they do not allow the CSC to formally appreciate if and
how the CSP will meet their transparency need and help the make a consequent
informed decision prior to adopting the service. Consequently, the conclusion of our
work was that both CSP and prospective SCC could benefit from the integration of
security transparency concerns in the development cycle of cloud based services. We
thus provide a number of desiderata and an initial direction for a security transparency
driven cloud engineering. We believe such a roadmap can be a starting point for the
secure system engineering community, which has so far overlooked the issue, to start
investing some interest in the domain.
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Abstract. The emergence of cloud computing as a major trend in the IT
industry signifies that corporate users of this paradigm are confronted with the
challenge of securing their systems in this new environment. An important
aspect of that, includes the secure migration of an organization’s legacy systems,
which run in data centers that are completely controlled by the organization, to a
cloud infrastructure, which is managed outside the scope of the client’s premises
and may even be to-tally off-shore. This paper makes two important contribu-
tions. Firstly, it presents a process (SMiLe2Cloud) and a framework that sup-
ports secure migration of corporate legacy systems to the cloud. We propose a
process based on a continuous improvement cycle that starts with a Knowledge
Discovery Meta-Model (KDM) set of models from which a security model for
legacy system migration to the cloud is derived. Secondly, it provides a set of
clauses (derived from the models) for security cloud providers and custom
security cloud controls.

Keywords: Cloud computing � Computer security � Legacy software migra-
tion � KDM � CSA

1 Introduction

One of the biggest challenges is defining cloud computing. Based on the Cloud Security
Alliance (CSA) [1], cloud computing can be defined as: “Cloud computing is a model for
enabling ubiquitous, convenient, on-demand network access to a shared pool of config-
urable computing resources (e.g. networks, servers, storage, applications, and services).

To really understand the level of expectation placed upon cloud computing, one
only has to read the recent report published by the European Commission entitled
“Unleashing the Potential of Cloud Computing in Europe” [2]. Within this report,
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it anticipates the potential impact of cloud computing could result in “a net gain of
2.5 million new European jobs, and an annual boost of €160 billion to the European
Union GDP (around 1 %), by 2020”.

Cloud Computing claims to take enterprises search to a new level and allows them
to further reduce costs through improved utilization, reduced administration and infra-
structure cost and faster deployment cycles [3]. The essence of legacy system migration
is to move an existing, operational system to a new platform, retaining the functionality
of the legacy system while causing as little disruption to the existing operational and
business environment as possible [4]. Legacy system migration is a very expensive
procedure which carries a definite risk of failure. Consequently before any decision to
migrate is taken, an intensive study should be undertaken to quantify the risk and
benefits and fully justify the redevelopment of the legacy system involved [5, 6].

Security plays a recurring concern within multiple end-customer surveys regarding
concerns/barriers toward cloud adoption, as do concerns about data privacy. Based on a
survey of 489 “business leaders”, the PwC report entitled “The Future of IT Out-
sourcing and Cloud Computing” [7] asked a series of questions to respondents across
multiple geographies, industry verticals, and company sizes relating to cloud adoption.
When asked about concerns regarding data security, respondents believed it repre-
sented the biggest risk to infrastructure in the public cloud. Indeed, 62 % of respon-
dents believed data security as either a serious or an extremely serious risk.

Security consistently raises the most questions as consumers look to move their
data and applications to the cloud. Cloud computing does not introduce any security
issues that have not already been raised for general IT security. The concern in moving
to the cloud is that implementing and enforcing security policies now involves a third
party. This loss of control emphasizes the need for transparency from cloud providers
[8]. In some cases the cloud will offer a better security posture than an organization
could otherwise provide.

There are no initiatives where a migration process is proposed for security aspects
[9]. There is an urgent need to provide methodologies, techniques and tools to provide
a strategy that facilitate the migration process of security aspects.

Our aim in this paper is to propose a framework, to support secure migration in the
cloud, in the form of a set of methods that address the issue of security and how
security should be integrated with different kinds of processes in order to migrate
legacy information systems to the cloud in [10].

This paper is structured in 2 more sections in addition to this introduction. Section 2
presents the framework and Sect. 3 provides some conclusions and an outline of our
future work.

2 SMiLe2Cloud: Process for Security Migration of Legacy
Systems to the Cloud

In this section, we propose a process (called as SMiLe2Cloud) for secure Legacy
Information Systems (LIS) migration to the cloud model which is, on the one hand,
based on the Software Engineering Institute (SEI) horseshoe model [11] and, on the
other, on the Deming cycle of continuous improvement. Since we are interested in the
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security process itself, and not actually in the general reverse engineering efforts for
functional specification, we have supposed that the engineers migrating the LIS have
already developed a model that defines the functional specifications and architectural
elements of the system (but not the security specifications and security architecture) and
that they have documented these specifications and elements in a system that can be
converted to a Knowledge Discovery Meta-Model (KDM) specification [12]. It is at
this point that we take over and attempt to first to develop the security aspects of the
reverse engineered design, and then continue with the rest of the process. We shall
define the process by attempting to follow the Software & Systems Process Engi-
neering Metamodel Specification (SPEM) notation as closely as possible.

2.1 Overview

As stated previously, the process starts at the highest point of the horseshoe model once
a base security architecture has been obtained and just before the transformation. From
there, it continues with the transformation and the refinement of the target system,
focusing on specific cloud issues.

The SMiLe2Cloud process consists of five activities addressed by 16 security
domains described in [1] and illustrated in Fig. 1. The extraction activity is focused on
the use of reverse engineering to extract security issues from LIS to a security model
(SMiLe model) defined for our migration process. The second activity is the analysis of
the security requirements (SecR), which is based on the extension of the Secure Tropos
methodology [13] for the cloud. The design activity is focused on selecting the service
model, the deployment model and making the selection of the cloud provider based on
CSA Security, Trust & Assurance Registry (STAR) [14]. The deployment activity is
focused on developing the deployment specification based on a repository of cloud
migration patterns and making the implementation of the system. The fifth activity is the
evaluation when a verification and validation of the security model migrated is checked
and captures the new security issues to be incorporated into a new cycle of the process
and into an analysis of the improvements and changes proposed for our cloud system.

Since KDM lacked specific concerns regarding security issues, part of our process
is in fact performed just before a complete reverse engineered specification of the
system has been obtained. The extraction activity that is specifically addressed in our
process deals with the last part of the reengineering phase of the horseshoe model.
Nevertheless, it could be used separately with any security related method aimed at
migrating LIS in a secure manner (no matter what the target architecture might be).

2.2 SMiLe2Cloud Activities

In this section we present an in-depth description of the set of activities in our
SMiLe2Cloud process shown in Fig. 1. SMiLe2Cloud process has five activities:
Extraction, Analysis, Design, Deployment and Evaluation, and a wide set of input and
output artifacts for each of the activities that will be described as follows:

Activity 1: Extraction. The extraction is the activity in which the security model for
the LIS is derived from the actual code and the technical documentation of the LIS. It is
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a reverse engineering sub-process that is parallel to the sub-process of obtaining the
general architectural model for the LIS. The process is assisted by reverse engineering
tools in order to ease the tasks and steps that the analyst must perform to put the
different requirements and controls in place.

The process is data oriented and is based on a formal specification of the sub-
programs and data managed by each program unit in the LIS in the form of an abstract
syntax tree (AST) that models each of the program units.

This activity produces internal artifacts which represent outputs for some tasks and
inputs for others. Figure 2 shows a graphical representation of the extraction activity
tasks using SPEM 2.0 diagrams.

A1.1 Extract Security Aspects
An abstract syntax tree is a tree representation of the syntactic structure of the program
and data items of the LIS, and supports a 1-to-1 mapping of all the items included in the
code in a tree like structure that is used as the basis to derive the security requirements
of the system.

The task has two steps: the first step involves extracting all the information from the
LIS by means of traditional reverse engineering techniques (static/dynamic analysis,
slicing, etc.) and with the help of tools, while the second step involves defining the
AST with the information extracted.

For each data element and each subprogram element that is present in the AST, the
system analyst must extract the concrete security permissions that each of the different

Fig. 1. The SMiLe2Cloud activities
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user profiles must have to be able to run the program normally (access, create, modify,
delete, admin, audit).

A1.2 Define security model on KDM
As shown above, as a reengineering meta-model focused on functional specifications,
KDM does not have security areas of concern built within the standard itself. Pérez-
Castillo [15] state that there are some tools that use KDM to formalize machine-
readable content prior to searching for vulnerability patterns and performing the static
analysis of the representation of code, but the standard itself does not address the
formalization of the security aspects of the LIS. It is true, however, that some of the
domains, packages and models defined in the standard are bound to include security
references (i.e., business rules domain, data domain, platform, source); but the security
references have no single domain, package or model related to security and it is
therefore easy for the LIS security requirements and artifacts to end up scattered around
the entire collection of models and specifications.

We propose to avoid this situation by ensuring that every single artifact and
security control in the LIS is instantiated in a business security rule and is included in
the conceptual model during the analysis phase.

A1.3 Define system requirements
As described above the extraction activity is focused on the use of reverse engineering
to extract security issues from LIS to a security model (SMiLe model) defined for our
migration process.

We have at this point our KDM model with particular emphasis on security issues.
Based on this model (KDM) we will define the system requirements (SMiLe model)
defining the goals, actors, plans, resources and constraints.

The SMiLe model will be implemented as a XML file. This file will be the input for
the next activity, the analysis activity.

Tools
In order to assist in this activity we are adapting the reverse engineering tool Marble
[16] to support security aspects. We are developing a series of templates with which to
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identify and extract the security items in the model (i.e., business rules related to
security goals and requirements and assets) from some of the different models defined
in KDM (source, code, action, UI, data) and to define a set of business rules that
encompass the security goals, policies and requirements for the LIS. We also intend to
derive a set of items from most of the other domains of KDM (source, data, platform,
UI) that will also be part of the security model.

Other reverse engineering tools that also obtain KDM models can be used to collect
more information like Modisco [17].

Activity 2: Analysis. During this activity we define the actual security requirements
(SecR), by extending the Secure Tropos methodology [13] for the cloud. We introduce
some cloud-specific concepts, such as cloud specific threats, cloud specific security
constraints and cloud service providers.

Figure 3 shows a graphical representation of the analysis activity tasks together
with the input and output artifacts using SPEM 2.0 diagrams.

A2.1 Analysis of Security Requirements
The SMiLe model is used to derive a set of SecRS with which the system must comply
in the new environment.

Two steps are defined in this task: analyze the LIS requirements that are no longer
necessary and analyze the new cloud requirements that are applicable.

Some requirements of the original LIS may be no longer applicable to the target
system, since the cloud ecosystem might simply have made them redundant or
unnecessary. It is also necessary to bear in mind that not all the cloud controls may be
applicable to the LIS; an analysis of the applicability of new cloud requirements is
therefore necessary before we can proceed further.

A2.2 Align Security Mechanism
The CSA Cloud Control Matrix [18] provides a controls framework in 16 domains that
are cross-mapped to other industry-accepted security standards, regulations, and con-
trols frameworks. We have developed a catalogue of security mechanisms based in the

Analysis of Security 
Requirements

Align Security 
Mechanism

Specification of System Security Requirements 
(security constraints, security objects,security 

mechanism threats, attacks)

System Requirements (goal, 
actors, plan, resources, 

contraints)

Secure Tropos CSA Cloud 
Controls
Matrix
(CCM)

Specification of System Security 
Requirements align with csa domains 

(security constraints, security 
objects,security mechanism threats, 

attacks)

Fig. 3. Analysis activity

512 L. Márquez et al.



16 domains specified in the Cloud Control Matrix. The objective of this task is to map
the security mechanism identified in the previous step (A2.1) with the 16 domains
specified in the Cloud Control Matrix using the catalogue of security mechanisms.

Tools
Secure Tropos is a security requirements engineering methodology that considers
security throughout the whole development process. SecTro is a tool which assists the
security analysts in constructing the relevant Secure Tropos diagrams that are required
in order to identify, model and analyze the security issues.

Activity 3: Design. The design activity is focused on selecting the service model, the
deployment model and making the selection of the cloud provider based on CSA
Security, Trust & Assurance Registry (STAR) [14].

Figure 4 shows a graphical representation of the design activity tasks together with
the input and output artifacts using SPEM 2.0 specification.

A3.1 Identification of Deployment Model
The National Institute of Standards and Technology (NIST) distinguishes between four
cloud deployment models: public, private, hybrid and community.

In this task, based on the specification of system security requirements aligned with
the CSA domains we will select the appropriate deployment model for our system.

A3.2 Identification of Service Model
The National Institute of Standards and Technology (NIST) distinguishes between
three service models: software as a service (SAAS), platform as a service (PAAS) and
infrastructure as a service (IAS).

During this task, based on the specification of system security requirements aligned
with the CSA domains, the appropriate service model for our system is defined.
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A3.3 Selection of cloud provider
Once we have selected the deployment model, the service model and we have our
system security requirements aligned with the CSA domains we can select the cloud
providers that fit with our security needs according to the CSA Security, Trust &
Assurance Registry (STAR).

Tools
The SMiLe2Cloud Tool helps us throughout the migration process. In the early stages
(extraction and analysis) is integrated with the above named tools (Marble, Modisco
and SecTro). In the following phases (design, deployment and evaluation) uses its own
interface.

Activity 4: Deployment. The deployment activity is focused on developing the
deployment specification based on a repository of cloud migration patterns and the
implementation of the system.

Figure 5 shows a graphical representation of the migration activity tasks together
with the input and output artifacts using SPEM 2.0.

A4.1 Deployment Specification
Once we have selected the service model, the deployment model and the cloud provider
the deployment specification takes place. This task focuses on the modelling of data
services.

A4.2 Implementation
Finally, the implementation itself takes place. During the implementation task it could
be necessary to contract the services and to sign the Service Level Agreement (SLA),
develop the custom security elements or set all the security controls in working
conditions.
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Activity 5: Evaluation. Once the entire process has been moved to the cloud in a
secure manner, it is time to verify and validate the security of the system. This activity
is based on a repository of cloud migration metrics.

Figure 6 shows a graphical representation of the evaluation activity tasks together
with the input and output artifacts using SPEM 2.0.

A5.1 Application of evaluation metrics
Despite the obvious value of metrics in different scenarios to evaluate, a formal
repository of security metrics in a changing environment like the Cloud is very helpful.
In this task, the repository of metrics will be applied to our system.

A5.2 Analysis of evaluation
An analysis of the results obtained in the previous task is necessary. It is necessary to
analyze if all the system requirements have been reached, all the security requirements
are covered and the architecture is the complete.

A5.3 Definition of new requirements
The cloud is a changing environment. Some of the issues that most experts are now
studying were still undetected only a couple of years ago. In two years’ time, there
might be completely new services that will help to strengthen the security of a LIS
system migrated to the cloud. Furthermore, since we have delegated the responsibility
for some controls, a continuous watch on the levels and metrics of security is advisable.

Even when the system is operating in working conditions, and as we have already
seen, the verification of some parts needs a continuous effort to gather further evidence that
the security is maintained at the levels agreed on and that security services are provided.

Activity 5.3 must therefore be periodically repeated, and the results must be ana-
lyzed within the limits of the specifications of the security architecture proposed.

But even if the security specifications are met as written, basing our process on a
Deming cycle signifies some sort of continuous reevaluation of possible improvements
to the system.
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The improvements may come from technical advances in the field, from changes in
the standard SLA or the services that the cloud provider offers, from legislative
grounds, etc.

The new requirements will be implemented as an XML file based in the SMiLe
model. This file will be the input for the activity 2, the analysis activity.

3 Conclusions

In this paper we have presented the main stages of a process that supports the secure
migration of a legacy information system (LIS) to the cloud. We start at the point at
which a system has been subjected to reverse engineering and a KDM set of models for
the functional part of the LIS has been extracted. From this point, we propose a set of
activities that will evolve that KDM into an LIS security architecture and from there to
the target LIS migrated to the cloud; we are currently developing semiautomatic tools
and templates in order to deliver a LIS security architecture and to map this security
architecture onto a target architecture that specifically addresses cloud threats, cloud
security requirements and cloud controls (either as SecaaS or customized controls) that
meet cloud security standards such as CSA’s controls matrix.

Our future work will focus on improving our process and demonstrate the
applicability of the proposed framework. We are applying the proposed approach in a
real-world case study based on the migration of the SICILIA system of the Spanish
National Authority for Markets and Competition (CNMC) to the cloud. SICILIA
manage the liquidation of the special regime installations (renewable and cogenera-
tion). According to the latest report on the results of the provisional liquidation in
November 2014 of the remuneration of the production facilities of renewable energy,
cogeneration and waste has been cleared a total of 63,878 installations that were active
in SICILIA and were entered in the Register of specific Remuneration system for the
Ministry of Industry, Energy and Tourism.
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Abstract. Distributed Denial of Service (DDoS) attacks are increas-
ingly becoming powerful and crippling many networks and services in
Internet. Many methods have been proposed to mitigate and detect
DDoS attacks in the literature. These techniques require processing large
amount of network traffic in real time. In order to process this bulky net-
work traffic, in this paper we report an experimental investigation of scal-
able implementation. In our experiments we used distributed computing
framework of Apache Hadoop to achieve the scalability. We implemented
clustering and classification algorithms for detecting DDoS attack. Sev-
eral experiments on a DDoS dataset and normal dataset of sizes ranging
from 1 GB to 80 GB resulted in performance improvements.

Keywords: Distributed Denial of Service · Scalable implementation ·
Attack detection

1 Introduction

Denial of Service (DoS) is a type of attack that aims to deny a legitimate user
access to resource(s) for a prolonged time. These attacks have a huge impact
depending on their intensity. In recent years these attacks have increased many
fold and have crippled vital internet infrastructure. Attackers might have dif-
ferent intentions behind carrying out these attacks like financial gain and social
protests.

To increase the intensity of DoS attacks, attackers use multiple sources with
some of them across geographies. These multiple sources increase the complexity
of attack detection. These attacks are known as Distributed Denial of Ser-
vice (DDoS) attacks. The attacker initially takes control of many computers on
internet by infecting those systems using different techniques. These infected sys-
tems are called botnets. Botnets are most commonly used sources for performing
a DDoS attack. Bot master (usually attacker) sends commands to the botnets
(slave machines) to launch attack against a particular target at a particular time.

According to a recent Verisign report on DDoS Trends [1], there is a 291 %
increase in attacks in the first quarter of 2014 when compared to that of 2013.
This is also shown in Fig. 1. This report also mention that the largest detected
c© Springer International Publishing Switzerland 2015
A. Persson and J. Stirna (Eds.): CAiSE 2015 Workshops, LNBIP 215, pp. 518–529, 2015.
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DDoS attack was generating traffic at the rate of 300 Gbps against Spamhaus
website. Another instance of a major DDoS attack is on Root DNS Servers.
Root DNS Servers do the translation from domain name to IP Address. In 2007,
2 of 13 root DNS servers suffered due to DDoS attacks but the impact of the
attack was very little thanks to the advanced measures like anycast and load
balancing. If attacks on root DNS servers are successful, then access to many
websites is forbidden as domain name to IP Address translation fails. If reliable
and sufficient defenses are not in place to defend these attacks, the services and
infrastructure under these attacks will be inaccessible [2].

Fig. 1. DDoS Trends in 2014 [3]

Denial of Service (DoS) and Distributed Denial of Service (DDoS) attacks
have been addressed by researchers in two main categories as preventive methods
and detection methods. These techniques can work by monitoring traffic at the
intermediate router level or individual host level. Techniques like Ingress filtering
[4] and Egress filtering [5], MANAnet’s Reverse Firewall [6] which is a reverse
firewall limiting the rate of outbound traffic flow, excluding the acknowledgments
(Ack’s) to be sent to recently received packets, Unicast Reverse Path Forwarding
[7] which discard IP packets that have been received on a different interface than
the one used for sending a packet to that source and Traceroute work at the
router level, while methods like Hop Count filtering [8], making initial sequence
number of a TCP session a truly random number or a parameter of source and
destination addresses [9] are deployed at the end host.

One of the challenge in detecting DDoS attacks is to collect and analyze large
volume of network traffic in real time. This raises the question of scalability of
detection methods. Recently few attempts are made [10,11] to address this issue.
In this paper, we explore the scalability of DDoS detection techniques on Hadoop
with two traffic pattern learning methods. First one is an unsupervised learning
technique and second is a supervised learning method. In unsupervised learning
method, only normal traffic is modeled and in the supervised learning method
both normal and DDoS traffic is modeled. In both the cases a set of features
extracted from the network traffic serve as feature vectors.

Rest of this paper is organized as follows. In Sect. 2 related work for detect-
ing and mitigating DDoS attacks is elaborated. In Sect. 3 a very brief overview
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of Hadoop which is a distributed computing framework is given. In Sect. 4 two
methods for DDoS detection namely unsupervised and supervised learning tech-
niques are discussed. In Sect. 5 experiments done to evaluate the performance of
the two methods is described. In Sect. 6 a discussion on lessons learnt are briefed.
Finally, Sect. 7 concludes the paper.

2 Prior Work

There are number of methods proposed in literature to detect and mitigate DDoS
attacks. Mainly these methods are of following types.

2.1 Methods Deployed at Source of Attack

D-WARD [12] is a source based preventive measure for DDoS attack. Here both
inbound and outbound traffic is monitored and compared with already built
models of normal traffic flows. If the current flows show huge difference with
previously computed models they are identified as contributors to attack.

MUlti-Level Tree for Online Packet Statistics (MULTOPS) and Tabulated
Online Packet Statistics (TOPS) MULTOPS [13] is a heuristic method to detect
DDoS attacks. It uses a tree data-structure to capture rate statistics for various
subnets in Internet. MULTOPS makes an assumption that at any time, traffic
flow between two devices is proportional. Using this, if a flow between two hosts
or subnets is not proportional then one of the host or subnet is either a source
or a destination of an attack. The main disadvantage with this method is use of
dynamic tree data structure. Attacker can leverage this to exhaust the memory
resources at monitoring machine.

Proactive Surge Protection [14] is a filtering technique where packets origi-
nating from a source which is injecting more number of packets than previously
seen are discarded by routers assuming they are contributing to DDoS attack.
Backward Traffic Throttling [15] is a similar approach where traffic is prioritized
based on historical rates observed rather than discarding.

Source-based methods make a poor choice in mitigating DDoS attacks
because of following 3 reasons.

1. The attacker may employ different techniques to distribute the sources of
attacks across geographies, making it impossible to know if one particular
source is an attacker.

2. As the DDoS traffic is aggregated at the victim’s end, the volume of traffic
monitored/collected at a source might not be sufficient to draw any tangible
conclusions.

3. Although source based methods are effective in mitigating DDoS attacks,
they require cooperation from Internet Service Providers (ISPs). However
these ISPs require huge investments and maintenance costs and in return
find no incentive in implementing these methods.
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2.2 Methods Deployed at the Destination of Attack

These methods are implemented at the receiver end or victim of an attack some-
times called as destination. These methods have to be more sophisticated as they
usually take into account all the traffic from multiple sources converging in on
this destination unlike Source-based methods, where we have only one source.

Packet Marking [16–19]: In this method routers in the path from source to
destination of a packet add their identity to the packet. This enables the recipeint
to find the path which the packet has taken to reach destination. If there are
any significant changes in the path compared to historic values those packets are
suspected. One of the main challenge of this method is storing the entire path in
the packet, as packet might take a longer path in which case whole path cannot
be stored.

History-based IP filtering [20,21]: In this method statistics for various IP
addresses is maintained. These statistics include rate of packets exchanged with
the receiver. Any significant changes in these rates are detected as attack. This
method can narrow down the access list to those IP addresses which were col-
lected at an earlier time when there was no attack. A serious disadvantage of this
method is some of the normal traffic is also denied access if those IP addresses
were not seen earlier.

Hop-count filtering [8,22,23]: In this method, the source IP address and cor-
responding hop-count of every arriving packet is logged. Subsequently, incoming
packets with those source IP addresses are checked for their hop-count. Sig-
nificant deviations in the originally logged and new hop-count is detected as
suspicious and packets are identified as spoofed. Since spoofed packets are com-
monly used in DDoS attacks, a significant percentage of spoofed packets are
detected as DDoS attacks.

3 Hadoop

Apache Hadoop [24] is an open-source framework for distributed storage and
processing of very large files. Hadoop cluster is a network of interconnected
systems with Hadoop installed. Commodity computers can be configured to
create a Hadoop cluster to run jobs in parallel.

Hadoop File System (HDFS) and MapReduce [25] are main components of
Hadoop Framework. HDFS is the file storage system of Hadoop. Hadoop enables
us to store data in multiple locations in the cluster by splitting files into blocks
and also replicating file-blocks for data redundancy in case of system (node)
failure. This has another advantage of data locality for computation, which plays
a big role in distributed computing. MapReduce allows us to run jobs in parallel
on different nodes in the cluster. This distributed computing achieves scale in
computation.

4 Proposed Method

In this section we describe our methods for detecting DDoS attack. Here we use
two learning techniques namely supervised and unsupervised learning techniques
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for detecting DDoS attacks. Learning is based on interval summary of network
traffic. Each interval summary has the information of amount of network traffic
flowing in and out of network. Both the techniques are based on interval summary
calculated on per second basis. Each interval summary has the information as
shown in Table 1.

Table 1. Interval summary

An example interval summary is
shown in Eq. 1. This interval summary
constitute the input feature vectors
for both supervised and unsupervised
learning methods. As we can notice,
the summary calculates few statistics
from network traffic. A sample of traf-
fic statistics of DARPA 99 and CAIDA
2007 dataset is shown in Table 2 indi-
cating the difference between normal
and DDoS traffic. We can notice that
the difference is clearly visible in terms
of values each feature takes.

Interval[t1, t2] : 173, 597.24, 171, 2, 0, 6, 6, 12, 12 (1)

Table 2. Comparison between normal and DDoS traffic

Properties Normal (1 min) DDoS (1 min)

Distinct source IP’s 22 7519

Distinct destination IP’s 26 7522

Distinct source ports 826 65490

Distinct destination ports 670 234

4.1 Unsupervised Technique

Unsupervised learning is a method where hidden structure in the data is found
from unlabeled dataset. This method summarizes the data and explains the
essential characteristics of the dataset. As the data is unlabeled, there is no
feedback provided to correct mistakes in learning. Data clustering is one such
unsupervised learning method which we have used for DDoS attack detection.
In this method DDoS attacks are detected as cases of outliers. Figure 2 shows a
view of outliers in the dataset. In the figure there are two clusters and few points
shown in red color constitute outliers.

Cluster is a group of objects with similar characteristics and Clustering is
the method of forming these clusters from the set of unlabeled data. Any data
object (vector) which does not fall into the clusters is termed as an outlier. Our
approach is to form clusters of normal dataset and later detect whether a given
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input data object is within the cluster or an outlier, i.e., a normal one or DDoS
attack instance.

Fig. 2. Data clustering and outliers

(I) Training : The first stage of this
method requires the formation of clusters.
Hence in training phase normal instances
are grouped into clusters. Clusters are rep-
resented by a cluster center and each cluster
has a radius.

(II) Detection: In the detection phase a
given input instance is to be detected as an
outlier or not. In order to do this, calcu-
lated distance of the given input vector with
respect to the center of the cluster is used.

Those instances whose distances are within the radius of cluster are considered
normal and those whose distance is outside the radius of the cluster is termed
as outlier or DDoS attack instance.

In order to form clusters and find the distance of any input vector with cluster
center a distance measure is used. In this case Manhattan distance given in Eq. 2
is used as a distance measure.

d(x, y) = Σn
k=1|xk − yk| (2)

4.2 Supervised Technique

Supervised learning is a method where labeled training data is used to create a
model in order to classify future data. The algorithm has to correctly label the
unknown data in testing dataset by comparing it to the model created from the
training dataset. Just like previous case this method also has a training phase
and testing phase.

(I) Training: We use k -nearest neighbors classification algorithm, to classify
testing data into normal or DDoS traffic, with the use of labeled training data.
Since K-nearest neighbor classification requires identifying closest neighbors of
a testing vector, training phase is trivial which is the training dataset itself.

(II) Testing: In this phase, each test vector’s K nearest neighbors are found
and a majority voting is done to label it. In order to calculate the nearest neigh-
bors Manhattan distance metric is used. K closest neighbors in the training
dataset are found for every interval in Testing dataset based on a distance mea-
sure. Distance of each testing data object (vector) to each training data object
is computed using the Manhattan distance measure as in previous case.

5 Experiment Details

In our experiments we used two datasets for evaluation. First dataset is DARPA
99 week 1 and 3, outside traffic which is used as normal dataset and second one
is CAIDA 2007 DDoS attack dataset. CAIDA 2007 dataset [26] is DDoS traffic
of an hour collected from a real attack in internet.
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Table 3. Dataset description A summary of these two
datasets is shown in Table 3. From
these datasets we extracted packet
header details using CLI version
of Wireshark called tshark. This is
a text file containing the header
details of all packets. Text file of

packet header details of DARPA 99 datset is around 1 GB where as similar file
of the DDoS dataset is around 22 GB. We can notice that, there are 405325 inter-
vals of one second each in the DARPA 99 dataset while CAIDA 2007 dataset
has 2455 intervals. A java program is written to process this text file to generate
interval summary per second. Although, DDoS dataset contains packets of only
one hour network traffic it has many more packets compared to 5 days of normal
traffic in DARPA 99 dataset.

5.1 Hadoop Configuration

We setup a Hadoop cluster with 4 nodes to study the scalability of network traffic
processing. We used open source Apache Hadoop version 2.4.1 in our setup.
Other configuration details of this cluster are below.
Hadoop Cluster Configuration:
Number of PC’s: 4
Processor: Intel Core 2 Duo E8400 @ 3.00 GHz
RAM : 8 GB (Each node)
HDD : 500 GB (Each node)
Network : 100 Mbps DLink Switch connected using 1 Gbps Ethernet Cable.

5.2 Performance of Interval Summary

In order to assess the performance of Hadoop in processing these text files into
interval summaries we conducted an experiment. In this experiment we used files
of different sizes containing packet header details as input and generated interval
summaries of one second each. Table 4 shows a comparison of processing time of
a 4 node Hadoop cluster with a single node machine. We can notice that, the time
taken for processing 1 GB file in a single node machine is faster in comparison
to multinode Hadoop cluster. A similar analysis on a file of 20 GB (this is a
DDoS dataset) brought down the difference between the two significantly with
single node system still being the better of the two. We ran another experiment
with a file size of 40 GB. This 40 GB file was generated by replicating DDoS
dataset packets. In this case performance of Hadoop is found to be better than
the single node machine. A similar experiment with 80 GB (generated similarly)
data shows Hadoop’s superiority over a single node machine. We can conclude
from this experiment that Hadoop performance increases with increase in input
dataset size.
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5.3 Unsupervised Learning

Table 4. Processing time As discussed previously
interval summaries are
used as data vectors
to detect DDoS attacks.
In unsupervised learn-
ing method we used
interval summaries of
only normal data (for

training) from DARPA 99 datset. We experimented by creating different number
of clusters from this dataset and the performance is reported here. The dataset
details used for unsupervised learning is shown in Table 5. In the first exper-
iment we created only one cluster by taking the average of all vectors in the
training set.

Table 5. Dataset used for unsupervised learning

Properties Normal DDoS

Training Testing Training Testing

Number of intervals 2,02,662 2,02,663 0 2,455

Table 6 shows the performance of unsupervised learning method. Out of the
202663 intervals in the normal dataset 50 of them are incorrectly labeled as DDoS
instances and the rest all are correctly labeled as normal instances. Likewise, 45
of the total 2455 intervals of the DDoS were wrongly labeled as normal intervals.
We use Recall and Precision as the metrics to evaluate the performance of the
system. These two are given in Eqs. 3 and 4 respectively. There is a Recall of
98.17 % and Precision of 97.97 %. in this method.

Recall =
TP

TP + FN
(3)

Precision =
TP

TP + FP
(4)

Table 6. Confusion matrix - complete

Normal DDoS

Normal 2,02,663 50

DDoS 45 2,410
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Table 7. Confusion matrix-
TCP

In the second case we created one cluster
for every protocol1. We report results for each
of these protocols. Table 7 shows performance of
TCP interval summaries. We used only TCP pack-
ets to generate interval summaries. Out of 337,650
intervals created, 50 % of the data i.e., 1,68,825
are used for training and remaining 50 % are used

for testing. As we can see from the table 30 of them are incorrectly labeled as
DDoS intervals. We can notice that 99.98 % of normal instances are correctly
labeled. Similarly, 56 of the total 2432 TCP intervals are misinterpreted as nor-
mal intervals. Recall and Precision of this experiment are 97.69 % and 98.75 %
respectively.

Table 8 shows the ICMP data vector detection performance. A cluster is
generated by using 50 % of the 8059 ICMP intervals in the normal dataset. Out
of 4029 normal testing instances all are correctly labeled as normal intervals thus
giving a 100 % correct labeling. Recall and Precision in this case are 99.95 % and
100 %.

Table 8. Confusion matrix - ICMP

Normal DDoS

Normal 4,029 0

DDoS 1 2,454

5.4 Supervised Learning

As described earlier in supervised learning both normal and DDoS datset is used
for training a classification algorithm. We used K -nearest neighbor classification
algorithm for supervised learning. Since K -nearest classification is computation-
ally very expensive we used a smaller representative dataset for this experiment.
Table 9 shows dataset details. We have divided the entire data set into two sets
as training and testing. Training phase had 1200 normal intervals from DARPA
99 and another 1200 DDoS intervals from CAIDA. The testing data set had
175,117 normal intervals and 1255 DDoS intervals.

Table 9. Dataset description

Properties Normal DDoS

Training Testing Training Testing

Number of intervals 1,200 1,75,117 1,200 1,255

1 Except UDP, whose number is very small in CAIDA 2007 datset.
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Table 10. Confusion matrix -
supervised

With K=5 we found nearest neighbors for
each of the testing interval and labeled it with
majority vote i.e., if 3 of its neighbors are
labeled normal in training dataset the testing
interval is also labeled as normal and otherwise.
Table 10 shows the classification performance of
this method. Table 11 shows the time taken to clas-
sify the testing dataset into normal or DDoS traf-

fic. As we can see the time taken for performing the classification on a single
node machine is slower than Hadoop cluster. We can notice that Recall is 100 %
and Precision is 99.52 %.

6 Discussion

Table 11. Classification time As we noticed from above results although
Hadoop resulted in performance improvement
in comparison to a single node process-
ing, however the improvement is not sub-
stantial. There are several reasons for this
including cluster configuration. Following are
few insights gained from our experiments.

1. Data Size: For MapReduce to perform well, input data size should be larger.
On smaller datasets the overhead in performing Map and Reduce operations
will be the major contributors to the processing time. For our experiments we
could not increase the dataset size further because of hardware constraints
like memory size.

2. Suitability of Algorithms for Parallel Processing: Suitability of algo-
rithm for parallel computation also contributes to the performance improve-
ments. In our case the unsupervised learning method is not computationally
involved where as K -nearest neighbor classification is not inherently paral-
lelizable.

3. Network Latency: To use input data in sizes of few Giga Bytes, we need a
very high speed network to transfer the portion of input files between nodes
of cluster. Due to this network latency in transferring the file parts to slave
nodes the total computation time is increased. In our experiments we used a
low end 8 port switch which happened to be a bottleneck.

4. Caching: Hadoop has a feature to cache frequently accessed files to reduce
the file-read time. By caching the data, a local copy of file is kept on all
slave nodes. This reduces the time required for file access as compared to
accessing the file from Master before the Map phase. We observed that, this
feature reduces the network latency to a considerable extent and improve the
performance in comparison with experiments without caching.
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7 Conclusion

In this paper we described an experimental evaluation of DDoS attack detection
with traffic interval summaries. We conducted scalability study of two detection
methods namely unsupervised and supervised learning methods on Hadoop and
compared its performance with a single node machine. An important observation
is that although Hadoop improves performance there are several factors which
affects its performance including size of data, suitability of algorithm for parallel
computation, network latency, etc. In order to achieve the scale all of these need
to be addressed.

Acknowledgement. The authors would like to acknowledge Center for Applied Inter-
net Data Analysis (CAIDA) and MIT Lincoln Laboratory for providing access to their
2007 DDoS attack dataset and DARPA 99 dataset respectively.
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