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Abstract. Communication processes have to be observed because there  are 
possibilities that a different kind of threats will occur in the processes of  
exchanging information in a network. These threats are connected with: the 
possibility of decryption, losing jurisdiction, believing in and freshness of in-
formation, message interception by intruders, etc. We also consider the run of 
the communication protocol operation. Security attributes have been introduced 
to analyze the chosen aspects of security, which are proposed by Burrows, 
Abadi, Needham [4] and others. They have created the system of rules that de-
fines interrelated parts of communication operations with security aspects. In 
this research we continued the analysis of security in the direction of building 
the model of auditing and dynamic modification of chosen factors (adequate to 
the security aspect) with the possibility to form a prognosis. 

Keywords: protocol logic, probabilistic timed automata, communication  
security modeling. 

1 Introduction 

Information is sent in the form of a message according to protocol systems which 
should guarantee: encryption safety, sufficient belief level, protection against intrud-
ers, and the freshness of information elements [1, 2]. Usually, we may use many mu-
tually interleaved protocols in networks [3, 4]. Obviously, information refers to a 
different group of users (usually, they are grouped in a pair). Therefore, security anal-
ysis will be referred to those groups and they will be the basis of the creation of the so 
called main security factor [1]. Another main factor can take into account the set of 
messages, the public key, secret, nonce, etc. Among security attributes one may in-
clude the following: the degree of encryption, key and secret sharing, believing in 
sender or receiver, believing in the honesty of the user, and the freshness level of a 
message or nonce [1]. M. Kwiatkowska presents security attributes in the figure of 
probability parameters [5, 6]. This form is smart and very convenient. Therefore, the 
present proposition is additionally based on the transformation possibility of time 
attributes into probability characteristics. Apart from rule and time influences we also 
regard the intruder threat. The influence on security attributes is realized with the help 
of correction coefficients which also have a probabilistic form, according to the ad-
mitted approach. The above-mentioned rules deal on the basis of conditions that are 
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actions which really appear in communication operations. The division of protocols 
into operations and operations into actions can be found in many works [1, 2]. In the 
proposed model we also exploit the so called tokens, which have binary character. A 
token directly appoints the secure or threat attribute level depending on the relation to 
a given security threshold. This type of approach improves the assessment reaction on 
security state changing and helps in the estimation of probability distribution to the 
next stages and thereby to one of the forms (presented in the following section) of 
prognosis creation. The proposed model of communication run investigation can be 
easily realized with probabilistic timed automata (PTA) [7 - 9] and colored Petri net 
[11, 12], which is especially effective in the parallel strategy variant. 

2 The Procedure Concerning the Influences of Protocol Actions 

At first, the main security factor(s) is (are) declared for the current action. Action 
usually influences one or several attributes. The first appearance of the action associ-
ated with the security factor leads to the activation of the new automata, node and the 
equivalent calculation node. This node contains a specific set of attributes. Let us 
consider the sequence of actions contained in the sample protocol. The structure of 
the protocol is presented in the example of ASF Handshake [1] (as one of possible 
main factors): 1.  → : ,  , 2. → :  , ,  , 3. → : ,  , 4. → : ↔ , , ,  , 
where: 

, ,a b bN N N ′  - are nonces. 

A new session key ( ),K a b′  for A  and B  is generated when the starting session key 

is ( ),K a b . Initial conditions are adequate actions and may be presented as follows: 

─ both users agree on the starting key: A  believes ( ),K a bA B↔ , B  believes 
( ),K a bA B↔ , 

─ A  defers to B s′  authority on session keys, A  believes B controls 
:K A KB∀ ↔ , 

─ B  generates the new session key, B  believes ( ),K a bA B↔ , - nonces are fresh: A  
believes aN  is fresh, B  believes that bN  is fresh, B  believes that bN ′  is fresh. 

The same parameters can play the role of the main security factor; for example: 
protocol, user (or a pair of users), key, message service, etc. The type of influences is 
practically regarded in two algorithm forms concerning attribute corrections: 
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─ { }0,1mc =  - correction by multiplication by a given updating coefficient MCC  

in the case of influence pertaining to logic and heuristic rules, 1mc = - the activa-
tion of this form regarding attribute correction, 0mc =  - the rejection of this form 
of correction. 

─ { }0,1ec =  - correction by exchanging to the current level (represented by the cur-

rent coefficient value of ECC ) in the case of influences relating to the lifetime or 
user (intruder). Therefore, it is possible to simultaneously use two forms of correc-
tion for a single attribute. So , when 1ec =  then the attribute value does not have 
to increase: 

( ) ( )0, 0
1 ,mc ec

t k t kat i at i= =
= + =⎯⎯⎯⎯→  

( ) ( )1, 0
1 * ,mc ec

t k t kat i at i MCC= =
= + =⎯⎯⎯⎯→  

( ) 0, 1
1 ,mc ec

t kat i ECC= =
= + ⎯⎯⎯⎯→  

( ) ( ){ }1 min * , .t k t kat i at i MCC ECC= + =  

The experiments have proved that influences of heuristic rules in specific cases (for 
example, in the multi-usage of the same nonce) are more effective when correction is 
realized in the following way: 

( ) ( ) ( )1, 0
1 * 1 ,mhc ehc

t k t kat i at i MCC= =
= + =⎯⎯⎯⎯⎯→ −  

or 

( ) ( ) ( )( )1, 0
1 * 1 ,mhc ehc

t k t k t kat i at i at i= =
= + = =⎯⎯⎯⎯⎯→ −  

where: 

( ) { }0,1mhc i =  - heuristic rule influence activation, 

( ) { }0,1ehc i =  - dishonest user influence activation. 

The actual value of ECC , in the case of the lifetime type of influence, will be 
counted by the formula: 

( ) ( )1 t j lt iECC e −= −  (1) 

where: 

( )t j  - the time of attribute activation, 

( )lt i  - the attribute lifetime. 

In reality, the time activity is transformed into a probability attribute value accord-
ing to a given attribute lifetime. The actual value of ECC , in the case of an addition-
al user (intruder) type of influence, will be counted by the formula: 

 
( ) 1 ,ECC if nus nht then ECC

else ECC enht nus

= < =
= −

 (2) 
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where: 
nus  - the number of users (in the environment of the main security factor), 
nht  - the number of honest users (in the environment of the main security factor). 

In reality, the time activity is transformed into the probability attribute value ac-
cording to a given number of honest users. Let us introduce the set of describing input 
variables: 

( ),c j k , ( ),cc j i , ( )mc i , ( )mhc i , ( )ec i , ( )ehc i  and index limits: 

nf   - the number of main factors: 1, 2,...,k nf= ; 

nna   - the length of the multi-run; the number of all actions in the network:  

  1, 2,...,j nna= ; 

nat   - the number of attributes (it is assumed that structures of security  
   nodes for all main factors are the same: 1, 2,...,i nat= . Obviously, it  

   is not necessary; in such case we will use ( ) ( )1,...,i k nat k= , 

( ),fat k i   - the matrix of the attribute structure of main factors, 

( )mhc i   - heuristic rule influence activation, 

( )ehc i   - dishonest user influence activation, 

mcc   - the correcting coefficient value, 
mhc   - the correcting coefficient value, 

( )t i   - the time of the i-th attribute activation, 

( )lt i   - the lifetime of the i-th attribute ( ) 1ec i = , 

nus   - the number of users, 
nht   - the number of honest users, 

( )w i   - the weight of the attribute according to communication security. 

After the realization of the procedure of describing variable input, we will execute 
the security assessment algorithm. The stages of this algorithm are as follows: 

1. action input, 
2. the recognition of the attribute corrected by the action, 
3. the recognition of the type of correction, 
4. correction realization, 
5. go to the 3-rd point until the last attribute, 
6. the recognition of the main factor activated by the action, 
7. token structure creation for the main factor, 
8. security state estimation for the main factor, 
9. go to the 6-th point until the last factor, 

10. auxiliary analysis (the creation of the prognosis with respect to the threaten state 
the distribution of probabilities of transitions to the next stages), 

11. go to the 1-st point until the last action. 
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The general presentation of the algorithm in the form of a pseudo-code is very  
convenient: 

Procedure SECURITY ASSESSMENT 
for j ← 1 to nna do 
{j - the number of the action} 
begin 
 for i ← 1 to nat do 
 {i - the number of the attribute} 
 if cc(j,i) = 1 then 
 begin 
 if mc(i) = 1 then atm(i) ← at(i)*mcc; 
 if ec(i) = 1 then ate(i) ← (1-exp(t(i)-lt(i)); 
 if mhc(i) = 1 then ahm(i) ← at(i)*(1-mhc); 
 if ehc(i) = 1 then if (nus > nht) then  
 ahu(i) ← exp(nht-nus)else ahu(i) ← at(i); 
 at(i) ← min(atm(i), ate(i), ahm(i), ahu(i)); 
 if at(i) < th(i) then tk(i) = 0 else tk(i) = 1; 
 end; 
 for k ← 1 to nnf do 
 {k - the number of the main security factor} 
 begin 
 GFS(k) ← 0; St(j) ← 1; 
 for i ← 1 to nat do 
 if fat(k,i)=1 then 
 begin 
 GFS(k) ← GFS(k) + w(i) * at(i); 
 {GFS(k)-the security level of k-th factor} 
 St(j) ← St(j) + 2(i-1) * tk(i); 
 {St(j) - the code of the new state} 
 end 
 end 
end. 

The procedure concerning the distribution of the creation probability to the next states 
and the prognosis procedure will be described in the following sections. 

3 The Procedure of Security Distribution Analysis 

The fundamental axiom is based on the impossibilities of increasing the level of 
communication security during the realization of a run. Therefore, the security states, 
which are possible to achieve can be constrained in the following way: 

( ) ( ) ( ){ }: , , 1 , 1, 2,..., natSt j at i j at i j i≤ − =  
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or 

( ) ( ) ( ){ }: , , 1 , 1, 2,..., natSt j tk i j tk i j i≤ − =  (3) 

where 
j  - the number of the current action 

In general, the probability of achieving the threaten state ( ), 0tk i j =  by a given 

attribute is defined as follows: 

 
( )( ) ( ) ( ) ( ) ( )/ , 1 f , 1 .

, 0
1 .

th i at i j i at i j th i
prob tk i j

otherwise

− − <⎧
= = ⎨

⎩
 (4) 

Let us define the description of the threaten zone. 

Definition 1. A tuple ( ), ,At Tk Th′ ′′  is a threaten zone description, where At ′  - the 

regarded attributed set (their names), Tk ′′  - given token boundary values (in the 
threaten zone all tokens are equal to or less than Tk ′′ , Th  - the set of given thresh-
olds for all regarded attributes. 

Definition 2. The scale of coming closer to the threaten zone CTZ  is measured with 
respect to the average of distances between given (Th  is used as a characteristic of 
the threaten zone) and current attributes. In practice, it is expressed in the following 
way: 

( ) ( ) ( ) ( )( )
( ) ( )
( ) ( )

( )

1,
,

~ ,
, 1

1 /
nat

i
at i th i
tk i tk i
fat k i

CTaZ k nat k at i th i=
>

′′≥
=

= −∑  - the attribute closeness  

for the k-th factor; 
or 

     

( ) ( ) ( ) ( )( )
( ) ( )

( )

1,
,

, 1

1 /
nat

i
tk i tk i
fat k i

CTZt k nat k tk i tk i=
′′>
=

′′= −∑  - the token closeness 

for the k-th factor; 

where 

{ }*  - added conditions referring to the index. 

Axiom 1. The number of new possible states achieved from the state ( )ST j  is equal 

to: 

( ) ( )( )( ) ( )1; , 1
2 , ,

natv

i tk i tk k i
nnst where v tk i tk i

′′= ≥ =
′′= = −∑  

where ( )jtk i  - token values in the investigated j-th state (it infers from the impossi-

bility to achieve the security level better than the current situation). 
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The result presented in the collar is based on attribute changing probability 

( ) ( )th i at i=  for the token (adequate for the attribute) transition from 1 to 0, and 

( ) ( )( ) ( )/at i th i at i−  for staying on level 1 (transition from 1 to 1). The considera-

tion of the transition probability refers to a given main factor k . Thus, only attributes 

fulfilling the condition: ( ){ },   1fat k i =  would be regarded. The given next state g , 

for which the probability transition is defined, has to be described by the set of tokens 

fulfilling the condition: ( ) ( ){ }1   gjtk i St+ ∈ . The denominator represents the full 

probability space for all feasible states. It is a permutation that refers only to relevant 

attributes, i.e. those which can change their token value ( ){ } 1jtk i =  because only 

tokens defined the state code. Therefore, only this kind of situation can influence the 

changing state: ( ){ }1   0jtk i+ =  or ( ){ }1  1jtk i+ = . Let us pay attention to two theo-

retical cases: token transition from 0 to 1 and from 0 to 0. The first case is impossible 
(axiom 1), the second is realized with probability equal to 1 (multiplication by 1 does 
not contribute any changes). By calculating the dominator value, we may estimate the 
distribution of probabilities. This task is realized by the following procedure. 

Procedure TRANSITION PROBABILITY ANALYSIS (j, k) 
u := 1; s := 0; 
for tk(j+1, 1) := 0 to 1 do 
{tk(j+1, i) - token value in (j+1) - th state (next 
state)} 
 for tk(j+1, 2) := 0 to 1 do 
 ……………….. 
 for tk(j+1, nat) := 0 to 1 do 
 begin 
  m(u) := 1; 
  for i := 1 to nat do 
  begin 
  if (tk(j, i) = 1) and (tk(j+1, i) = 0) and  
  (fat(k, j) = 1) 
  then m(u) := m(u) * th(i) / at(i); 
  if (tk(j, i) = 1) and (tk(j+1, i)=1) and  
  (fat(k, j) = 1)  
  then m(u) := m(u) * (at(i) - th(i)) / at(i) 
{m(u)- denominator (7) component of probability of tran-
sition to u - th feasible state, u - state code} 
  end; 
 s := s + m(u); {value of denominator (7 )} 
 p(j, u) = m(u) / s; 
 {p(j, u) = transition probability from state j-th 
 to u-th} 
 u := u + 1; 
 end. 
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The algorithm return values of the probability concerning the transition to all feasi-
ble next states: 

( ) ( )( ) ( )1 / , 1, 2,...., .prob St j St j m u s u v→ + = =  (6) 

The short time prognosis is defined by the maximum transition probability and the 
long term prognosis can be determined on the basis of trends or the distribution of the 
different types of operations in the run (this problem will not be explored here). 

4 Conclusions 

The simple form of procedure algorithms does not guarantee a low level of complexi-
ty but simultaneously the limited number of attributes (usually less than 10) permits 
us to audit long sequences of operations in a run (in the online investigation). On the 
other hand, the experiences pertaining to known inter- leaved protocols (Kerberos, 
Andrew RPC, Needham-Shredder, CCITT X.509 etc.) show and approve a short (<30 
state changing) process of achieving a threaten zone in main security factors. Usually, 
these factors consist of several (5 - 8) security attributes. It gives the possibility to 
create the prognosis and give warning about different kinds of threats. 
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