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10 Years
DepCoS-RELCOMEX

2006 – 2015

Preface

We are pleased to present the proceedings of the Tenth International Conference on
Dependability and Complex Systems DepCoS-RELCOMEX which was held in
a beautiful Brunów Palace, Poland, from 29th June to 3th July, 2015.

DepCoS - RELCOMEX is an annual conference series organized since 2006 at
the Faculty of Electronics, Wrocław University of Technology, formerly by Institute
of Computer Engineering, Control and Robotics (CECR) and now by Department of
Computer Engineering. Its idea came from the heritage of the other two cycles of
events: RELCOMEX (1977 – 89) and Microcomputer School (1985 – 95) which were
organized by the Institute of Engineering Cybernetics (the previous name of CECR)
under the leadership of prof. Wojciech Zamojski, now also the DepCoS chairman. In
this volume of “Advances in Intelligent Systems and Computing” we would like to
present results of studies on selected problems of complex systems and their depend-
ability. Effects of the previous DepCoS events were published (in historical order) by
IEEE Computer Society (2006-09), PWr Publish House (2010-12) and by Springer in
“Advances in Intelligent and Soft Computing” volumes 97 (2011), 170 (2012), 224
(2013) and 286 (2014).

Today’s complex systems are integrated unities of technical, information, organiza-
tion, software and human (users, administrators and management) resources.
Complexity of modern systems stems not only from their involved technical and or-
ganization structures (hardware and software resources) but mainly from complexity
of system information processes (processing, monitoring, management, etc.) realized
in their defined environment. System resources are dynamically allocated to ongoing
tasks. A rhythm of system events flow (incoming and/or ongoing tasks, decisions of
a management system, system faults, “defensive” system reactions, etc.) may be consid-
ered as deterministic or/and probabilistic event stream. Security and confidentiality of
information processing introduce further complications into the models and evaluation
methods. Diversity of the processes being realized, their concurrency and their reliance
on in-system intelligence often significantly impedes construction of strict mathemati-
cal models and calls for application of intelligent and soft computing.

Dependability is the modern approach to reliability problems of contemporary
complex systems. It is worth to underline the difference among the two terms: system
dependability and systems reliability. Dependability of systems, especially computer
systems and networks, is based on multi-disciplinary approach to theory, technology,
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and maintenance of systems working in a real (and very often unfriendly) environment.
Dependability of systems concentrates on efficient realization of tasks, services and
jobs by a system considered as a unity of technical, information and human resources,
while “classical” reliability is restrained to analysis of technical system resources
(components and structures built from them).

Important research area on contemporary dependable systems and computer net-
works is focused on critical information systems. These problems were the subject
of “Critical Infrastructure Security and Safety (CrISS) - Dependable Systems, Ser-
vices & Technologies (DESSERT) Workshop” which was prepared by prof. Vyacheslav
Kharchenko within the framework of the conference.

In the closing words of this introduction we would like to emphasize the role of
all reviewers who took part in the evaluation process this year and whose valuable
input helped to refine the contents of this volume. Our thanks go to Ali Al-Dahoud,
Andrzej Białas, Dmitriy Bui, Frank Coolen, Manuel Gil Perez, Zbigniew Huzar, Vy-
acheslav Kharchenko, Dariusz Król, Michał Lower, Jan Magott, István Majzik, Jacek
Mazurkiewicz, Marek Młyńczak, Tomasz Nowakowski, Oksana Pomorova, Mirosław
Siergiejczyk, Ruslan Smeliansky, Janusz Sosnowski, Jarosław Sugier, Victor Toporkov,
Tomasz Walkowiak, Marina Yashina, Irina Yatskiv, Wojciech Zamojski, Wlodek
Zuberek.

DepCoS-RELCOMEX 2015 is the 10th conference so we feel obliged and honored
to express our sincerest gratitude to all the authors (and there was over 500 of them),
participants and Programme Committee members of all the ten events. Their work
and dedication helped to establish scientific position of DepCoS-RELCOMEX series
and contributed to progress in both basic research and applied sciences dealing with
dependability challenges in contemporary systems and networks.

Wojciech Zamojski
Jacek Mazurkiewicz

Jarosław Sugier
Tomasz Walkowiak

Janusz Kacprzyk
(Editors)
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Network Anomaly Detection Based on Statistical Models 
with Long-Memory Dependence 
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Abstract. The paper presents an attempt to anomaly detection in network traffic 
using statistical models with long memory. Tests with the GPH estimator were 
used to check if the analysed time series have the long-memory property. The 
tests were performed for three statistical models known as ARFIMA, 
FIGARCH and HAR-RV. Optimal selection of model parameters was based  
on a compromise between the model's coherence and the size of the estimation 
error. 
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1 Introduction 

Ensuring an adequate level of cyber security is currently the most important challenge 
for information society. Dynamic development of technologies is gradually opening 
new means of communication; however, it does also create great threats. More and 
more often appearing improved penetration and intrusion techniques enforce continu-
ous development of network security systems. They must be able to detect simple 
attacks such as DoS (Denial of Service) or DDoS (Distributed Denial of Service), but 
also intelligent network worms up to hybrid attacks, which are a combination of di-
verse destruction methods. 

One of possible solutions to the presented problem is implementation of Anomaly 
Detection Systems ADS. They are currently used as one of the main mechanisms of 
supervision over computer network security. Their work consists in monitoring and 
detecting attacks directed towards resources of computer systems on the basis of ab-
normal behavior reflected in network traffic parameters. 

Undoubtedly, an advantage of the mentioned solutions is their ability to recognize 
possible unknown attacks. 

Their strength lies in the fact that they do not depend on knowledge a priori - attack 
signatures, but on what does not correspond to given norms, i.e. profiles of the ana-
lyzed network traffic. 
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It is worth noticing that network traffic is represented by time series of the ana-
lyzed parameters. Statistical models based on principles of the automatic regression 
and the moving average are a natural way of the description of such series with refer-
ence to differently realized variation of this data. 

Currently, the most commonly developed methods of anomaly detection are those 
based on statistical models describing the analyzed network traffic as time series. The 
most often employed models are autoregressive ARMA, ARIMA or ARFIMA. They 
allow estimating the characteristics of the analyzed network traffic [13,16]. In litera-
ture, there can also be found signal processing methods based on DWT (Discrete 
Wavelet Transform [17]) subband analysis, data mining methods [18], hybrid meth-
ods that connect pre-processing elements (signal decomposition), and next estimate 
statistical parameters on so processed signal. 

In this article we present the use of statistical estimation of ARFIMA, FIGARCH 
and HAR-RV models for the analyzed time series describing the given network traf-
fic. Anomaly detection is realized on the basis of estimated models’ parameters and 
comparative analysis of network traffic profiles. 

This paper is organized as follows: after the introduction, in section 2 we present 
the GPH estimator for a test of long-memory dependence. In Section 3 different sta-
tistical models for data traffic prediction are described in details. Then, in Section 4 
the Anomaly Detection System based on ARFIMA, FIGARH and HAR-RV model 
estimation is shown. Experimental results and conclusion are given thereafter. 

2 Definition and Test Method of Long-Memory 

The long-memory matter, also known as property of long-term dependence, is visible 
in autocorrelation of observations creating time series. Moreover, it is autocorrelation 
of high order. It means that there is a dependence between observations even if they 
are distant in time. The phenomenon of long-memory was invented by a British hy-
drologist Hurst [11].  

The properties of the time series are characterized most of all by autocorrelation 
function (ACF) and partial autocorrelation function (PACF). In case of existence  
of long-memory property the autocorrelation function ACF falls in hyperbolic pace, 
i.e. slowly.  

The time series holding the property of long-memory have in its spectral domain 
disintegration with low frequency. Short-memory time series show crucial autocorre-
lations only of low order, which means the observations that are separated even by a 
short period of time are not correlated. They can be easily noticed due to the fact that 
on the one hand, in the time domain ACF they disappear quickly; and on the other 
hand, in the spectral domain there are disintegrations with high frequency.  

2.1 Long-Memory Dependence 

It is said that the scholastic process has a long memory with d parameter if its spectral 
density function ( ) satisfies the condition 
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 ( ) ∼ ,      when → 0 , (1) 

where c is constant, and ~ symbol means the relation of left and right side is heading 
towards one. When the process fulfils such a condition and when > 0, then its au-
tocorrelation function disappears in hyperbolic manner [2,3,9,10], i.e. 

 ∼ ,     when → ∞. (2) 

As it has already been mentioned, d parameter describes the memory of the pro-
cess. When > 0, the spectral density function is unlimited surrounding 0. In such a 
case it is said that the process has a long memory. When = 0, spectral density is 
limited in 0, and the process is described as short-memory. However, if < 0, then 
spectral density equals 0 and the process shows negative memory – it is called not 
persistent. The most popular class of models satisfying condition (1) are ARFIMA, 
i.e. Autoregressive Fractional Integrated Moving Average [9]. 

2.2 GPH Test of Long-Memory 

The class of estimators of long-memory parameter d that is often applied is semi par-
ametrical estimators, which use approximation of spectral density surrounding 0, 
which is the result of condition (1). Among them, the most common is estimator 
based on regression of logperiodogram, proposed by Geweke and Porter-Hudak [8], 
and it was vastly analyzed by Robinson [12]. Semi parametrical estimators use infor-
mation included in periodogram, calculated only for very low frequencies. This makes 
the estimators insensitive to all kinds of short term disorders, as in the case of pre-
sented parametrical estimator. 

The GPH estimation procedure is a two-step procedure, which begins with the es-
timation of  and is based on the following regression equation: 

 = − 2 sin + , = 1,2, … , ( ), (3) 

where ( ) is a function of the sample size  where ( ) =  with 0 < < 1 
and = (0) + / (0) , = log / − (1) , (∙) 
being the digamma function, i.e. ( ) = Γ( ) and = 2 /  represents the = √  Fourier Frequencies,  denotes the sample periodogram defined as 

 = |∑ | . (4) 

The GPH estimator is given by 

 = − ∑ ( )∑ ( ) , (5) 
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where = 2 sin /2 , ( ) being the band within the regression equation. 
The variance of the GPH estimator is  

 ( ) = ∑ ( ) . (6) 

Gewke and Porter-Hudak proved the asymptotic normality of the semiparametric 
estimator in (5) when < 0 and suggested taking ( ) = , 0 < < 1. They also 
suggest that the power of  has to be within (0.5 , 0.6) and for the null hypotheses 
of no long-memory process, the slope of regression  equals zero and the usual t-
statistics can be employed to perform the test. A detailed description of the presented 
algorithm can be found in the work of [4,8]. 

3 Statistical Models of Long-Memory 

An interesting approach towards properties of long-memory time series was applying 
the autoregression with moving averaging in the process of fractional diversification. 
As a result, ARFIMA model (Fractional Differenced Noise and Auto Regressive 
Moving Average) was obtained and implemented by Grange, Joyeux and Hosking 
[9,10]. ARFIMA is a generalization of ARMA and ARIMA models. 

Another approach to describing time series was taking into account the dependence 
of the conditional variance of the process on its previous values with the use of 
ARCH model (Autoregressive Conditional Heteroskedastic Model) introduced by 
Engel [7]. Generalization of this approach was FIGARCH model (Fractionally Inte-
grated GARCH) introduced by Baillie, Bollerslev and Mikkelsen [1]. Its function of 
autocorrelation of squares of rests of the model is decreasing in the hyperbolical way. 
Therefore, for small series, the autocorrelation function decreases more quickly than 
for exponential case. For high series, however, it decreases very slowly. Such a  
behavior of autocorrelation function enables naming the FIGARCH the model of 
long-memory in the context of autocorrelation functions of squares of the rests of the 
models. 

A different approach describing the analyzed time series is modelling of their 
variations within diverse time horizons. Corsi [5] proposes HAR-RV model (Hetero-
geneous Autoregressive Model of Realized Volatility) as a simple autoregressive 
model with highlighted additive components of short, medium and long term volatil-
ities. The author proposes that HAR-RV model should be described as approximate 
model with long-memory, due to the fact that it allows taking into account the  
observed in data long-memory variation.  

3.1 ARFIMA Model 

The Autoregressive Fractional Integrated Moving Average model called 
ARFIMA ( , , )  is a combination of Fractional Differenced Noise and Auto 
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Regressive Moving Average which is proposed by Grange, Joyeux and Hosking, 
in order to analyze the long-memory property [9, 10]. 

The ARFIMA( , , ) model for time series  is written as:  

 Φ( )(1 − ) = Θ( )  ,        = 1,2, … Ω, (7) 

where  is the time series,  ~(0, ) is the white noise process with zero mean 
and variance , Φ( ) = 1 − − − ⋯ −  is the autoregressive poly-
nomial and ` is the moving average polynomial,  is the backward shift operator and (1 − )  is the fractional differencing operator given by the following binomial ex-
pansion: 

 (1 − ) = ∑ (−1)  (8) 

and 

 (−1) = ( )( )( ) ( ) = ( )( ) ( ). (9) Γ(∗) denotes the gamma function and  is the number of differences required to give 
o stationary series and (1 − )  is the  power of the differencing operator. When ∈ (−0.5 , 0.5), the ARFIMA( , , ) process is stationary, and if ∈ (0 , 0.5) the 
process presents long-memory behavior [9]. 

In this paper we assume that { } is a linear process without a deterministic term. 
We now define = (1 − ) , so that { } is an ARMA( , ) process. The process 
defined in (1) is stationary and invertible (see [10] ) and its spectral density function, ( ), is given by 

 ( ) = ( ) 2 ,    ∈ [− , ], (10) 

where ( ) is the spectral density function of the process { }. 

3.2 FIGARCH Model 

The model enabling description of long-memory in variance series is FIGARCH ( , , )  (Fractionally Integrated GARCH) introduced by Baillie, Bollerslev and 
Mikkelsen [1]. The FIGARCH ( , , ) model for time series  can be written as: 

 = + ,      = 1,2, … Ω, (11) 

 = ℎ ,        |Θ ∼ (0, ℎ ), (12) 

 ℎ = + ( )ℎ + [1 − ( ) − [1 − ( )](1 − ) ] , (13) 

where  is a zero-mean and unit variance process, ℎ  is a positive time dependent 
conditional variance defined as ℎ = ( |Θ ) and Θ  is the information set up 
to time − 1. 
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The FIGARCH( , , ) model of the conditional variance can be motivated as 
ARFIMA model applied to the squared innovations,  

 1 − φ( ) (1 − ) = + 1 − β( ) ,      = − ℎ , (14) 

where φ( ) = − − ⋯ −  and β( ) = + + ⋯ + , 1 − φ( )  and 1 − β( )  have all their roots outside the unit circle,  is the lag 
operator and 0 < < 1 is the fractional integration parameter. 

If = 0, then FIGARCH model is reduced to GARCH; for = 1 though, it be-
comes IGARCH model. However, FIGARCH model does not always reduce to 
GARCH model. If GARCH process is stationary in broader sense, then the influence 
of current variance on its forecasting values decreases to zero in exponential pace. In 
IGARCH case the current variance has indefinite influence on the forecast of condi-
tional variance. For FIGARCH process the mentioned influence decreases to zero far 
more slowly than in GARCH process, i.e. according to the hyperbolic function [1].  

3.3 HAR-RV Model 

The HAR-RV model (Heterogeneous Autoregressive Model of Realized Volatility) is 
a simple autoregressive type with highlighted diverse components of volatility real-
ized within few time horizons. In the equation for non-observable partial volatility, on 
every level of cascade, we enumerate autoregressive and hierarchical component (in 
relation to propagating asymmetric volatility) stated as expected value of variation 
within a longer time horizon. Corsi [5] formulated the HAR-RV (Heterogeneous Au-
toregressive Model of Realized Volatility) model’s equation as follows  

 = + ( ) + ( ) + ( ) + , (15) 

where Δ is time interval – most often a day (d), a week (w) or a month (m); RV  is 
aggregated in the given time period realized volatility ϵ ∼ (0, ). 

In order to make realized volatilities RV comparable in analyzed time intervals, Corsi 
suggests averaging the values. The most common way of model’s parameters estimation 
is the method of least squares. However, the estimated standard errors should be  
resistant to autocorrelation and heteroskedasticity of the random component. 

4 Experimental Result  

For experimental results we used traffic from network configuration which we pro-
posed in [13]. Our test network contains SNORT [13, 14] IDS with anomaly detection 
preprocessor. We used the same subset of network traffic features (see Table 1) as in 
[13]. SNORT is used as sensor for collecting this traffic features. For evaluating usa-
bility of proposed statistical models for anomaly detection we simulated real world 
attacks by using Kali Linux [15] distribution which consist of many tools to perform 
attacks on every layer of TCP/IP stack. We simulated attacks that belongs to subse-
quent groups: application specific DDos, various port scanning, DoS, DDoS, Syn 
Flooding, packet fragmentation, spoofing, reverse shell and others. 
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Table 1. Traffic feature description 

Feature Traffic feature description Feature Traffic feature description 

F1 number of TCP packets F14 out TCP packets (port 80) 

F2 in TCP packets F15 in TCP packets (port 80) 

F3 out TCP packets F16 out UDP datagrams (port 53) 

F4 number of TCP packets in LAN F17 in UDP datagrams (port 53) 

F5 number of UDP datagrams F18 out IP traffic [kB/s] 

F6 in UDP datagrams F19 in IP traffic [kB/s] 

F7 out UDP datagrams 
F20 out TCP traffic (port 80) 

[kB/s] 

F8 number of UDP datagrams in LAN F21 in TCP traffic (port 80) [kB/s] 

F9 number of ICMP packets F22 out UDP traffic [kB/s] 

F10 out ICMP packets F23 in UDP traffic [kB/s] 

F11 in ICMP packets 
F24 out UDP traffic (port 53) 

[kB/s] 

F12 number of ICMP packets in LAN F25 in UDP traffic (port 53) [kB/s] 

F13 
number of TCP packets with SYN 

and ACK flags 
F26 TCP traffic (port 4444) 

Table 2. GPH long memory test for time series representing network traffic 

Feature 
d for 

( = 0.5)
d for 

( = 0.4)
d for 

( = 0.6) 

F1 0.34 0.56 0.29 

F2 0.41 0.43 0.46 

F3 0.12 0.15 0.08 

F4 0.30 0.25 0.42 

F5 0.38 0.51 0.30 

F6 0.15 0.21 0.11 

F7 0.43 0.25 0.42 

F8 0.11 0.19 0.09 

F9 0.40 0.41 0.49 

F10 0.35 0.55 0.32 

F11 0.13 0.17 0.08 

F12 0.37 0.59 0.32 

F13 0.26 0.15 0.12 
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Table 3. Detection rate DR[%] for a given network traffic feature 

Feature HAR-RV FIGARH ARFIMA Feature HAR-RV FIGARH ARFIMA 

F1 8.28 5.40 6.26 F14 14.28 10.20 12.24 

F2 14.28 10.20 12.24 F15 14.28 10.20 12.24 

F3 14.28 10.20 12.24 F16 0.00 0.00 0.00 

F4 14.28 10.20 12.24 F17 8.28 5.40 6.26 

F5 14.28 10.20 12.24 F18 14.28 10.20 12.24 

F6 0.00 0.00 0.00 F19 14.28 10.20 12.24 

F7 0.00 0.00 0.00 F20 8.28 5.40 6.26 

F8 40.45 32.20 35.64 F21 14.28 10.20 12.24 

F9 98.60 90.42 96.52 F22 0.00 0.00 0.00 

F10 98.24 90.24 95.45 F23 0.00 0.00 0.00 

F11 0.00 0.00 0.00 F24 0.00 0.00 0.00 

F12 90.24 80.24 82.24 F25 0.00 0.00 0.00 

F13 14.28 10.20 12.24 F26 94.24 78.00 80.00 

Table 4. False positive FP[%] for a given network traffic feature 

Feature HAR-RV FIGARH ARFIMA Feature HAR-RV FIGARH ARFIMA 

F1 3.24 5.24 4.22 F14 2.42 4.45 3.24 

F2 3.22 5.45 4.12 F15 2.24 4.38 3.32 

F3 3.24 5.24 4.15 F16 0.02 1.24 0.02 

F4 3.42 5.22 4.11 F17 0.24 1.82 0.39 

F5 2.54 4.28 3.54 F18 2.54 4.55 3.82 

F6 1.84 3.34 2.23 F19 2.20 4.62 3.26 

F7 4.64 6.75 5.98 F20 3.55 5.34 4.55 

F8 3.48 5.24 4.15 F21 2.62 4.22 3.11 

F9 4.24 6.22 5.05 F22 1.24 2.46 1.60 

F10 0.34 1.46 0.48 F23 2.45 4.44 3.42 

F11 1.52 3.52 2.56 F24 0.00 0.00 0.00 

F12 0.05 1.04 0.05 F25 0.02 0.45 0.02 

F13 3.54 5.46 4.14 F26 0.02 0.45 0.02 

 
Network traffic is represented as a time series for a given traffic feature. In order to 

calculate models described in subsections 3.1-3.3 we have to check if time series have 
long memory properties. We used GHP long-memory test (see subsection 2.2) for 
feature F1 and F2 (see Table 1). Calculated d parameter showed that we can use mod-
els with long memory in order to describe network traffic behavior. 

For anomaly detection we compare model parameters calculated for traffic without 
anomalies (we assume that there is no anomalies in traffic during calculation of model 
parameters). For ARFIMA based models we calculated prediction interval (30 samples 
horizon [16]) in order to detect suspicious traffic behavior. In Table 3 and Table 4 we 
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compared DR and FP achieved for HAR-RV, FIGARH and ARFIMA statistical mod-
els. HAR-RV gives us the best results in case of DR and FP. DR and FP values depends 
on given traffic feature. Some traffic features have low values because simulated attacks 
in our experiment haven’t got impact on this feature (e.g. F1, F6, F7). 

5 Conclusion 

Protection of infrastructures of teleinformatic systems against novel and unknown 
attacks is currently an intensively studied and developed field. One of possible solu-
tions to the problem is detection and classification of abnormal behaviors reflected in 
the analyzed network traffic. An advantage of such an approach is no necessity to 
predetermine and memorize benchmarks of those behaviors. Therefore, in the deci-
sion making process, it is only required to determine what is and what is not an ab-
normal behavior in the network traffic in order to detect a potential unknown attack. 

In this article there are presented statistical long-memory models – ARFIMA, 
FIGARCH and HAR-RV, which were used to estimate behavior of the analyzed net-
work traffic. Time series reflecting the network traffic parameters were also surveyed. 
In result, with the use of statistical test – GPH estimators, it was stated that time series 
are characterized by long-memory effect. Parameters estimations and identification of 
rank of the models are realized as a compromise between the model’s coherence and 
size of its estimation error. As a result of implementation of the described models, 
satisfactory statistical estimations were obtained within the analyzed signals of the 
network traffic.  

The process of anomaly detection was based on comparison of parameters of a 
normal behavior estimated with the use of mentioned models and parameters of 
variation of the real analyzed network traffic. The outcomes explicitly indicate that 
anomalies included in the signal of a network traffic can be effectively detected by 
the proposed solutions. 
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Abstract. The paper concerns the risk assessment and management methodolo-
gy in critical infrastructures. At the beginning a review is performed of the state 
of the art, regulations, best practices, EU projects, and other relevant docu-
ments. On this basis a set of the most preferable features of a CI risk manage-
ment tool is identified. These features allow to specify basic requirements for 
the risk management tool. As the core of the solution is the bow-tie model. A 
risk register is proposed as an inventory of the hazardous events, along with 
other data structures for hazards/threats, vulnerabilities, consequences, and bar-
riers. Risk factors and results measures, i.e. likelihood and consequences 
measures as well as a risk matrix are discussed. Next, a new concept is  
proposed how to integrate different bow-tie models through internal and exter-
nal dependencies. These requirements can be implemented on the available 
software platform for further experiments and validation.  

Keywords: critical infrastructure, risk assessment, interdependencies, bow-tie 
model, tool requirements. 

1 Introduction 

Effective functioning of today’s societies, especially those of well-developed coun-
tries, is based on critical infrastructures (CI). These CIs consist of large scale infra-
structures whose degradation, disruption or destruction would have a serious impact 
on health, safety, security or well-being of citizens or effective functioning of gov-
ernments and/or economies. Typical examples of such infrastructures are energy-,  
oil-, gas-, finance-, transport-, telecommunications- and health sectors. Critical infra-
structures encompass different kinds of assets, services, systems, and networks – very 
important for citizens, society or even groups of societies. Providing services for the 
society, CIs support the right relationships between governments and citizens. 

All CIs widely use and strongly depend on information and communication tech-
nologies (ICT). ICT-supported information processes that are critical infrastructures 
themselves, or are critical for the operation of other CIs, are called critical information 
infrastructures (CII). As the functioning of today’s societies is based on information, 
CI protection is a new challenge and has an international dimension.  

Infrastructure owners, manufacturers, users, operators, R&D institutions, govern-
ments, and regulatory authorities have to keep the performance of CIs in case of  
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failures, attacks or accidents and minimize the recovery time and damage These insti-
tutions have certain programmes and activities which are understood as critical infra-
structure protection (CIP). CIs are characterized by complexity, heterogeneity,  
multidimensional interdependencies, significant risk dealing with natural disasters and 
catastrophes, technical disasters and failures, espionage, international crime, physical 
and cyber terrorism, etc. Therefore they require a new, holistic approach to their pro-
tection, considering not only information security methods and techniques but also 
achievements of the safety domain. Co-operation on the international level is needed 
too. While the key challenge is to improve dependability and survivability of CIs. 

Critical infrastructures and their protection programmes can be considered from 
different perspectives: sectors and its enterprises (organizations), countries, global 
levels (e.g. EU level).  

The right protection programmes can be defined on the basis of risk whose source, 
character and level should be identified, and the right countermeasures applied. The 
risk management methodology is the key issue, but it has a specific character with 
respect to critical infrastructures and applying it properly remains a challenge. The 
specific CIs issues encompass reciprocal dependencies between CIs, different abstract 
levels applied to manage them, new effects, such as common cause failures, cascad-
ing, escalating effects, etc. The risk management methodology and tools are a subject 
of current R&D on the national and international levels, including EU level.  

The Council Directive [1] refines the critical infrastructures protection issue to the 
needs of the EU and its member states, especially in CI identification, risk analysis 
and management programmes. The term ECI (European critical infrastructure) intro-
duced in the Directive [1] means critical infrastructure located in member states, 
whose disruption or destruction would have a significant impact on at least two mem-
ber states. The significance of this impact is assessed in a special way with the use of 
cross-cutting criteria which include three items:  

• casualties criterion (the potential number of fatalities or injuries),  
• economic effects criterion (the significance of economic loss and/or degradation of 

products or services, including potential environmental effects), 
• public effects criterion (the impact on public confidence, physical suffering and 

disruption of daily life, including the loss of essential services). 

Two ECI sectors, energy and transport, are considered. In the energy sector the 
three following subsectors are distinguished: electricity (infrastructures and facilities 
for generation and transmission of electricity), oil (oil production, refining, treatment, 
storage and transmission by pipelines) and gas (gas production, refining, treatment, 
storage and transmission by pipelines, LNG terminals). In the transport sector five 
subsectors are distinguished: road transport, rail transport, air transport, inland water-
ways transport, ocean and short-sea shipping and ports. 

The EU document [2] presents a revised and more practical implementation of the 
European Programme for Critical Infrastructure Protection (EPCIP). The EC Joint 
Research Centre (JRC) report [3] features a survey on the existing risk management 
methodologies on the EU and global level, identifies gaps and prepares the ground for  
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R&D in this field. Dozens of the EU or worldwide CIP R&D projects have been final-
ized or are running (FP6, FP7, Horizon2020, CIPS). Most of them concern risk  
management methodologies and their supporting tools. 

The aim of this paper is to specify the requirements for a risk management tool 
which can be applied in critical infrastructure protection. The paper starts with CI 
specific issues related to risk management, presents most representative methodolo-
gies and tools analyzing their pros and cons, specifies and assesses the requirements 
for the developed tool.  

2 Critical Infrastructures Protection Issues 

A given CI can be considered a sociotechnical system, usually heterogeneous, distrib-
uted and adaptive. Generally, such systems are composed of processes and assets, 
including procedures, personnel, facilities, equipment, materials, tools, software. The 
sociotechnical systems take into account not only hardware, software and liveware, 
but also environmental, management and organizational aspects. These elements con-
stitute certain symbiosis, as they are harmonized and work together meeting the 
common objectives, providing important services or products for the society.  

These particular critical infrastructures (systems), e.g. electricity, rail transport, 
gas, port, telecommunications, collaborating with each other, constitute a more com-
plex structure to be analyzed, called a complex system or a system-of-systems (SoS).  

Due to the critical infrastructures co-operation, there are many mutual dependen-
cies, called interdependencies, between them. The interdependency is a bidirectional 
relationship between two infrastructures (systems) through which the state of each 
infrastructure influences or is correlated to the state of the other [4]. Four types of 
interdependencies are identified [5]: 

• physical interdependency – related to the physical coupling between inputs and 
outputs, e.g. goods produced/processed by one infrastructure are vital for others; 

• cyber interdependency – the state of the infrastructure depends on the information 
transmitted through the information infrastructure; 

• geographical interdependency – one or several elements of infrastructures are in 
close proximity so that the event in the infrastructure (e.g. fire) may disturb the in-
frastructures in its neighbourhood; 

• logical interdependency – the state of each infrastructure depends on the state of 
the other by a mechanism that has not a physical, cyber, or geographic character. 

The identification of interdependencies helps to assess cascading effects, which are 
specific for critical infrastructures. A cascading effect is [6] a sequence of component 
failures: the first failure shifts its load to one or more nearby components which fail 
and, in turn, shift their load to other components, and so on.  

An escalating failure is when an existing disruption in one infrastructure causes an 
independent disruption of a second infrastructure [4]. The effects of hazardous events 
may escalate outside the area where they occur and exacerbate the consequences of a 
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given event (generally in the form of increasing the severity or the time for recovery 
or restoration of the second failure). 

The CIs failures can be causally linked. Sometimes the failures have a common 
cause (failures implied by a single shared cause and coupling to other systems mecha-
nisms) and occur almost concurrently. The common cause failure occurs when two or 
more CIs are disrupted at the same time. The resilience of the CIs should be under-
stood as an ability of a system to react and recover from unanticipated disturbances 
and events.CI-specific issues listed in this section are a real challenge during the risk 
management process. 

3 Survey on Representative Methodologies and Tools for Risk 
Management 

The report of the European Institute for the Protection and Security of the Citizen (EC 
Joint Research Centre) [3] presents a structured review of 21 European and world-
wide risk assessment methodologies and identifies their gaps. The report [7] presents 
a desktop study of 11 risk assessment methodologies related to the energy sector. The 
ENISA website [8] includes an inventory of risk management/assessment methods, 
mostly ICT-focused. The [9] characterizes about 30 risk assessment methods for dif-
ferent applications. The book [5] presents a general approach to risk assessment and 
management in CIs, shows risk case studies for typical infrastructures, and (in Ap-
pendix C) compares the features of about 22 commonly used risk analysis methods. 

The JRC report [3] points at one of the challenges for risk assessment methodolo-
gies, i.e. to develop a framework that would capture interdependencies across  
infrastructures, cross-sectors and cross-borders with a focus on resilience.  

Most risk assessment methodologies cope with the cascading and escalation effects 
up to a certain extent. Two main approaches have been identified: aggregated impact 
and scoring [3]. The impact of infrastructure disruption is usually expressed in terms 
of economic losses. The scoring approach is useful for ordering mitigation measures, 
e.g. give priority to a certain sector over another one as the latter might bring more 
severe effects. Some methods are focused on terrorist attacks. 

Some methods allow for risk analysis and assessment only, some are more com-
prehensive and implement a full risk management framework. Not all methods are 
supported by tools, but sometimes many tools implement the given method. A few 
representative examples are mentioned as follows. 

The Risk and Vulnerability Analysis (RVA) method for critical infrastructures was 
improved in the Norwegian project DECRIS (Risk and Decision Systems for Critical 
Infrastructures) [10] – the RVA-DECRIS approach was developed. The RVA is the 
modified version of PHA (Preliminary Hazard Analysis) [6].  

The RVA-DECRIS approach encompasses four main steps: 

1. Establish event taxonomy and risk dimensions:  
a. Establish a hierarchy of unwanted events (main event categories are: natural 

events, technical/human events, and malicious acts).  
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b. Decide on the consequence dimensions used to analyze the unwanted events 
(consequence categories: life and health, environment, economy, managea-
bility, political trust, and availability of delivery/supply of infrastructure).  

c. Calibrate risk matrices: a probability category and a consequence category.  
2. Perform a simple analysis (like a standard RVA/PHA):  

a. Identify all unwanted (hazardous) events.  
b. Assess the risks related to each unwanted event.  

3. Select events (with high risk) for further detailed analyses.  
4. Perform detailed analysis of selected events. The course of events and various 

consequences are investigated in more detail. These analyses shall include:  
a. Evaluation of interactions and other couplings in between the infrastruc-

tures, and how this affects the consequences of the unwanted events.  
b. Evaluation of vulnerabilities.  
c. Suggesting and evaluating risk and vulnerability reducing measures. 

The objective of RVA is to identify hazardous events related to the activity/system 
as thoroughly as reasonably practicable. Resilience is not directly assessed here. 

RAMCAP™ (Risk Analysis and Management for Critical Asset Protection) [11], 
[12] (currently RAMCAP Plus) was elaborated by the American Society of Mechani-
cal Engineers as an all hazards risk and resilience assessment methodology. It is sup-
ported by the US Department of Homeland Security, especially for water providers. 
RAMCAP has 7 steps: assets identification, threats identification, consequences 
analysis, vulnerabilities analysis, threats assessment, risk and resilience assessment, 
risk and resilience management. RAMCAP Plus offers a high-level approach focused 
on the most critical assets at a given facility. Important advantages are cross-sectoral 
risk comparisons and resilience management.  

The methodical framework EURACOM [13] for hazard identification, including 
risk assessment and contingency planning and management can be applied in specific 
energy sectors, yet it emphasizes interconnections of energy networks. The method 
includes the following steps: set up a holistic team with a holistic view, define the 
holistic scope, define risk assessment scales, understand the assets, understand the 
threat context, review security and identify vulnerabilities, and finally evaluate and 
rank the risks. The favourable feature is that the scope of EURACOM goes beyond 
the limits of assets of a given CI to the higher level (CI sector, countries). Resilience 
is not addressed and no supporting software tools are available. 

The reviewed methods do not explicitly distinguish CI internal and external causes 
of hazardous events. They also do not distinguish CI internal non-escalating conse-
quences, consequences generating hazards/threats in the same infrastructure, and con-
sequences generating external hazards/threats for other collaborating infrastructures. 

4 Preferred Features of the Risk Management Tools in Critical 
Infrastructures 

A huge number of methods and tools related to critical infrastructure protection risk 
assessment/management make it impossible to identify one ideal approach. Yet it  
is possible to specify the most preferable common features of the risk management 
solution. These features imply the requirements for the risk management tool.  
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4.1 Conceptual Model of Risk Modeling 

Risk assessment in critical infrastructures should consider many causes and many 
multidirectional impacts of the given hazardous event. The bow-tie conceptual model, 
described in many publications, e.g. [6], can be useful in risk modeling. The model 
(Fig. 1) points at relationships within the given hazardous event, its causes and conse-
quences. One diagram presents relationships for one hazardous event. 

Assets are placed in the environment, where there are hazards and threats which 
may cause hazardous events. The triggered hazards or threats exploiting vulnerabili-
ties can overcome proactive barriers (safeguards) existing in the system and may lead 
to a hazardous event. The consequences of the event may be diversified and multidi-
rectional. They can be mitigated by reactive barriers. In this case vulnerabilities can 
weaken or even remove these barriers. Barriers identified with different kinds of safe-
guards are applied with respect to the risk value and are monitored and maintained.  

 

Fig. 1. Bow-tie model 

The analysis, provided separately for each event, encompasses the following steps: 

1. Specify the hazardous event (what, where, when). 
2. Identify hazards, their triggers, and threats. 
3. Identify proactive barriers preventing the occurrence of the hazardous event. 
4. Identify possible sequences that may follow the considered hazardous event. 
5. Identify reactive barriers mitigating event consequences (to stop the event  

sequence, to decrease consequences). 
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6. List all potential undesirable consequences. 
7. Identify influences from engineering, maintenance and operation activities on the 

various barriers. 

The presented conceptual model and the analysis procedure are very general. The 
bow-tie model encompasses the cause analysis and the consequences analysis. They 
can be refined and implemented in less or more complex ways [9], e.g. using FTA 
(Fault tree analysis) [14] and ETA (Event tree analysis) [15] methods.  

FTA can be useful to provide a cause analysis and to identify and analyze potential 
causes and pathways to an undesired (here: hazardous) event. The causes that may 
lead to a failure are organized in a tree diagram. The method may be used to calculate 
the probability of the hazardous event based on the probabilities of each causal event. 

ETA can be useful to provide a consequences analysis. It helps to specify the se-
quence of positive or negative events (here: leading to consequences) implied by the 
hazardous event that initiates them. Displayed in the form of a tree, ETA is able to 
present aggravating or mitigating events. It can be used for modeling, calculating, 
ranking different accident scenarios which follow the initiating event.  

There is no analysis of interdependencies in this model – it should be extended in 
this field. The bow-tie model is focused on risk assessment but it can be used to reas-
sess the risk after new/updated barriers implementation (the risk management aspect).  

Proposed requirement: Use the bow-tie risk conceptual model which comprises the 
cause analysis and the consequences analysis, and considers multilayered barriers, 
hazards, threats and vulnerabilities. The recommended bow-tie model complies  
with CIs where hazardous events usually have many sources and generate many di-
versified and multidirectional consequences. The model considers common cause 
hazards/threats. It can support risk assessment in interdependent CIs (Section 4.5). 

4.2 Risk Register 

A CI owner should elaborate a list of hazardous events inherent to the given infra-
structure, i.e. the so called risk register. The listed items (data records) should include 
at a minimum: related hazard/threats, possible corresponding hazardous event, proba-
bility of the event and its consequences. The risk management process is performed 
during the CI life cycle, so the risk register can be continuously updated. It is im-
portant for the protection plans.  

To make the analyses more structured and traceable, the hazardous events should 
be grouped in categories, e.g. categories representing main contributors to a hazard-
ous event: natural-, technological-, organizational-, behavioural-, social hazards.  
The example of a reference list of hazardous events can be found in [5] /Appendix A. 
Such lists should be elaborated to meet the specific features of the given CI, its  
environment and stakeholders’ expectations.  

Proposed requirement: Elaborate and maintain the risk register as the managed in-
ventory of hazardous events. The data structures depend on the applied risk method 
[9]. The risk management tool should be equipped with proper data structures  
expressing CI-specific risk issues, and with a functionality to operate on the risk  
register. 
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4.3 Risk Related Data – Assets, Societal Critical Functions, Hazards, Threats, 
Vulnerabilities, and Barriers 

To assess the risk, all risk-related data should be gathered and maintained.  
The first issue to specify is an asset related to the societal critical functions (SCF) 

[5] performed by CIs. The SCFs are essential to ensure the basic needs of a society, 
e.g.: life and health, energy supply, law and order, national security. Some of these 
functions are provided by CIs. The high level SCFs can be linked to the assets pro-
tected in CIs ([5]/Appendix B). The SCFs are identified also as CI services and for 
this reason the service continuity issue is important. A hazard is “a source of danger 
that may cause harm to an asset” [6], e.g.: toxic or flammable materials, moving parts, 
short circuit. A threat is “anything that might exploit vulnerability” [6]. A vulnerabil-
ity is “a weakness of an asset or group of assets that can be exploited by one or more 
threat agents” [6]. A threat agent is “a person or a thing that acts, or has the power to 
act, to cause, carry, transmit, or support a threat” [6]. The threat agent is an analogy to 
the hazard trigger. Please note that threats, unlike hazards, exploit vulnerabilities. 
Threats have a broader meaning – a threat is a hazard, but a hazard does not need to 
be a threat. To decrease the probability of a hazardous event and its consequences, 
different barriers (safeguards, countermeasures, controls) are applied according to the 
risk value. A barrier is “a physical or engineered system or human action (based on 
specific procedure or administrative controls) that is implemented to prevent, control, 
or impede energy released from reaching the assets and causing harm” [6], e.g.: fire-
wall, evacuation system, isolation of ignition sources, firefighting system. Vulnerabil-
ities express the degree to which a system is likely to experience harm induced by 
perturbation or stress. Several vulnerability and risk factors may affect the probability 
of a hazardous event, and later, after the event occurs, the vulnerabilities affect the 
consequences. The following factors should be identified: temperature, area, duration, 
level of maintenance or renewal, degree of coupling, mental preparedness, population 
density, etc. The list of vulnerability and risk factors can be found in [5] /Appendix B. 
Some are considered before and some after the event occurs. 

Proposed requirement: For the given CI prepare and maintain a reference list of 
records representing assets, hazards, threats, vulnerabilities, barriers and related  
attributes. The risk management tool should be equipped with CI-specific data struc-
tures and a functionality to operate on the risk-related data. The data structures de-
pend on the applied risk method [9]. They represent sources of information for risk 
management.  

4.4 Risk Assessment 

Security assessment depends on the applied risk assessment method. Generally, there 
is a need to define the levels to measures the likelihood (probability, frequency) of a 
hazardous event and consequence severity (dimensions). Usually, enumerative scales 
are used, though there are more complex quantitative approaches. Severity is a seri-
ousness of the consequences of an event expressed either as a financial value or as a 
category [6], e.g.: catastrophic, severe loss, major damage, minor damage. 
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Consequences have many dimensions (e.g. life and injury, economic losses, una-
vailability, social impact, etc.) and each of them should be assessed independently and 
the results aggregated. Table 1 presents examples of categories for four consequences 
dimensions. Other dimensions, like environment or property dimension, can be de-
fined in the same way. Please note that for the economic losses a simple and useful 
logarithmic scale was applied. The measures for the social impact dimension can be 
elaborated in a more precise way with the use of the ValueSec methodology [16]. In 
this project the special QCA (Qualitative Criteria Assessment) tool was elaborated to 
assess social impact related to the current security situation.  

The problem is that the dimensions cannot overlap and particular levels should be 
precise, clear-cut and easy to interpret.  

Table 1. Examples of the consequences measures in different dimensions 

Level of  
measure 

Live and injury 
dimension 

Economic losses 
dimension  

(million Euro) 

Service 
unavailability 

dimension 
Social impact dimension 

1 (Negligible 
damage) 

< 4  
injured/seriously ill 

< 0.1 
< 6 hours 

None or not significant 

2 (Minor  
damage) 

4–30  
injured/seriously ill 

[0.1-1) 
6 hours to 1 day Minor social  

dissatisfaction 

3 (Major  
damage) 

1–2 fatalities,  
31–100  

injured/seriously ill 
[1, 100) 

1 day to 1 week Moderate dissatisfaction, 
possible episodic  
demonstrations 

4 (Severe loss) 
3–20 fatalities,  

101–600  
injured/seriously ill 

[10-100) 
1 week to 3 

month 
Serious dissatisfaction, 

possible demonstrations, 
strikes, riots 

5 (Catastrophic)
> 20 fatalities,  

> 600  
injured/seriously ill 

≥ 100 
More than 3 

months 
Migration from the  

affected area or country 

 
The second issue is to define the levels to measure the likelihood (probability,  

frequency), called frequency classes. A good example [6] is placed in Table 2.  

Table 2. Levels to measure likelihood of the event (frequency classes) 

Level of measure Frequency per year Description 

5 (Fairly normal) 10 – 1 Event that is expected to occur frequently  

4 (Occasional) 1 – 0.1 
Event that may happen now and then and will normally 
be experienced by personnel 

3 (Possible) 10-1 – 10-3 Rare event, but will be possibly experienced by personnel 

2 (Remote) 10-3 – 10-5 
Very rare event that will not necessarily be experienced 
in a similar plant 

1 (Improbable) 0 – 10-5 Extremely rare event 



20 A. Bialas 

 

A common and simple way is to present the risk in a form of a risk matrix. It is a 
tabular illustration of the consequences severity (horizontally) and frequency (verti-
cally) of hazardous events (Table 3). The number of rows and columns depends on 
analytical needs. The aggregated risk value can be a sum/product of values coming 
from the cross-cutting rows and columns. In Table 3 a sum is used – risk can be as-
sessed from 2 to 10 (in the case of a product – in the range: 1 to 25). Sometimes non-
linear, “flattening” scales are applied. The risk matrix gives a picture of the risk and 
helps to choose a risk management strategy according to the assumed risk acceptance 
level. For the sociotechnical systems the ALARP (As Low As Reasonably Practica-
ble) approach [5], [6] is applied.  

Risk range is divided into three areas to prepare further risk management actions: 

1. Unacceptable area, where risk is intolerable except in extraordinary conditions – 
the risk reduction countermeasures should be applied. 

2. ALARP area, where risk reduction countermeasures are desirable, but may not be 
implemented if their cost is grossly disproportionate to the benefits gained. 

3. Broadly acceptable area, where no further risk reduction countermeasures are 
needed – further reduction is uneconomical and resources could be spent better 
elsewhere to reduce the total risk.  

Usually these three areas are marked by colours: red, yellow and green. 

Table 3. Example of a risk matrix (5x5) 

 Likelihood 

C
on

se
qu

en
ce

s 

 1  
Improbable 

2 
Remote 

3 
Possible 

4 
Occasional 

5 
Fairly normal 

1  
Negligible 

2 3 4 5 6 

2 
Minor damage 

3 4 5 6 7 

3 
Major damage 

4 5 6 7 8 

4 
Severe loss 

5 6 7 8 9 

5 
Catastrophic 

6 7 8 9 10 

 
In the example presented in Table 3: 

1. Unacceptable area: 8 to 10; red – it will require risk reducing measures and/or 
additional, more detailed analyses to be carried out. 

2. Acceptable (ALARP area): 6 to 7; yellow – risk-reducing measures will typically 
be considered based on their efficiency; use the ALARP principle and consider 
the further analysis. 

3. Broadly acceptable area: 2 to 5; green – no reduction needed.  

Proposed requirement: Select a risk assessment method [9], right risk factors 
measures and a calculation method. In the simplified variant define the likelihood 
levels, consequences dimensions and their severity levels. The risk management tool 
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should be flexible with respect to the number of dimensions and levels of the meas-
ure. Reporting functionality, based on different diagrams useful for operators and 
decision makers, is very important. 

4.5 Critical Infrastructure Specific Phenomena 

A typical risk assessment/management method applied to a sociotechnical system is 
focused on this systems and not on other systems working in its neighbourhood. Such 
methods are not prepared to accurately capture (physical, cyber, logical, geographical) 
interdependencies across infrastructures, cross-sectors and cross-borders (Section 3). 

Here a simple mechanism, i.e. an interdependency diagram [5], is proposed to  
supplement the methodology presented in the paper. The diagram, which allows to 
consider interdependencies, will be elaborated as an auxiliary tool for a set of collabo-
rating infrastructures. This diagram will be used to identify threats/hazards coming 
from external infrastructures to the given infrastructure and check if the consequences 
identified in the given infrastructure appear as the hazards or threats in the neighbour-
ing infrastructures. It requires to build a separate risk management system (bow-tie 
based) for each CI, to use common risk measures and to distinguish their internal and 
external data (CI risk management related – section 4.2-4.3). This approach is able to 
consider common cause failures spreading across critical infrastructures.  

 

Fig. 2. Conceptual model for risk assessment in interdependent infrastructures 
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Figure 2 presents a CI (marked grey) collaborating with some interdependent infra-
structures. This CI has its own risk assessment tool based on the bow-tie concept. The 
tool distinguishes internal threats/hazards which invoke hazardous events and internal 
consequences caused by these events – this complies with Fig. 1. It was assumed that 
such consequences do not invoke any other hazards or threats which cause different 
impacts described above. Let us call them internal consequences. 

Some consequences can invoke internal hazards/threats leading to new hazardous 
events which escalate harm in the given CI. These are specially distinguished (dashed 
lines). To consider internal escalation and cascading effects, the analytical bow-tie 
process should be repeated until no new hazards/threats are generated. Additionally, 
the internally generated threats/hazards should be watched on the model input. These 
consequences can be called consequences generating internal threats/hazards. 

Due to interdependencies, certain consequences can spread through CIs couplings 
outside and generate hazards/threats in the neighbouring infrastructures and cause 
harms there. In addition, the external CIs may be sources of hazards/threats for the 
considered CI. The external pathways are marked by dot lines. To consider external 
escalation and cascading effects, the analytical bow-tie process should be repeated 
until no new hazards/threats are generated. Additionally, the externally generated 
threats/hazards should be watched on the model input. For this reason the third conse-
quences category is introduced – consequences generating external threats/hazards. 

There is an analogy to asynchronous digital circuits. Such issues are rather compli-
cated and CIs co-operation requires certain synchronization – checking in a certain 
time interval if the internally and/or externally generated hazards/threats are invoked.  

Proposed requirement: Prepare an interdependency diagram (or better implement it 
in the tool). Categorize hazards/threats and extend the analytical possibilities of pre-
viously developed bow-tie model implementations (data structures, functionality). 
Organize information exchange between risk management systems of CIs.  

5 Conclusions 

The author made a review of the state of the art, regulations, best practices, EU pro-
jects, and source materials. This way the most preferable features of the CI risk man-
agement tool were identified. They can serve as reference requirements for a tool 
which implements most usefulness features. Additionally, they can be discussed and 
used to guide the R&D on the risk management tool development. 

The presented model includes all basic features needed to analyze critical infra-
structures risk and its specific phenomena. The paper is focused on:  

• conceptual model of risk assessment and management – the bow-tie approach is 
preferred, though it may be supplemented by the FTA and ETA methods; 

• key data structures, i.e.: risk register and the related hazards/threats, vulnerabilities, 
consequences, barriers registers; 

• risk analysis procedure and assessment, including likelihood and consequences 
measures, and the results presentation; 
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• critical infrastructures specific phenomena, including these implied by interde-
pendencies – the new concept is proposed to integrate the different bow-tie models 
through internal and external dependencies (categorization of the causes and con-
sequences of hazards/threats, generation of internal causes and causes for external 
CIs), though further experimentation and validation are needed. 

The paper does not consider other issues important for CIs, like: resilience analysis, 
human and management aspects, compliance with EU regulations, communications in 
risk management, real-time risk management aspects, and many others – because the 
approach presented here is limited to the key risk management issues. 

The presented concept will be a subject of experimentation. The OSCAD [17] 
software will be used as a platform for its implementation and validation on 2 selected 
critical infrastructures: railway transport and electricity. This will enable to acquire 
experience to formulate the requirements for the CIs dedicated solution.  

This work is related to the CIRAS 1project [18] launched by the organization of the 
paper author.  
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Abstract. It is important to be able to predict if a module or a class or a method 
is faulty, or not. Such predictions can be used to target improvement efforts to 
those modules or classes that need it the most. We investigated the classifica-
tion process (deciding if an element is faulty or not) in which the set of software 
metrics is used and examined several data mining algorithms. We conducted an 
experiment in which ten open source projects were evaluated by ten chosen 
metrics. The data concerning defects were extracted from the repository of the 
control version system. For each project two versions of code were used in the 
classification process. In this study the results of two algorithms i.e. k- NN and 
decision trees used in the classification process are presented.   

Keywords: defect prediction, object metrics, data mining, prediction model. 

1 Introduction 

Testing of software systems is time and resources consuming. Applying the same 
testing effort to all parts of a system is not the optimal approach, because the distribu-
tion of defects among parts of a software system is not balanced. Therefore, it would 
be useful to identify fault-prone parts of the system and with such knowledge to con-
centrate testing effort on these parts. According to Weyuker et al. [1,2] typically 20% 
of modules contain 80% of defects. Testers with a tool enabling for defect prediction 
may be able to concentrate on testing only 20% of system modules and still will find 
up to 80% of the software defects. The models and tools which can predict the mod-
ules to be faulty, or not, based on certain data, historic or current ones, can be used to 
target the improvement efforts to those modules that need it the most.  

Considerable research has been performed on the defect prediction methods e.g.[3-
22] also many surveys on this subject are available e.g. [3-4,8,19]. In the defect pre-
diction models often software or/and product metrics are used. The application of 
metrics to build models can assist to focus quality improvement efforts to modules 
that are likely to be faulty during operations, thereby cost-effectively utilizing the 
testing and enhance the resources. There is abundant literature on software and prod-
uct metrics e.g. [23-25].  

Our goal was to investigate the classification process (deciding if an element is 
faulty or not) in which the set of software metrics is used and examine several data 
mining algorithms. We also had to build a tool extracting information about the  
defects from the repository of the version control system. 
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The paper is organized as follows: In section 2 the defect prediction is introduced 
and our prediction model is outlined. The experiment is described in section 3. This 
includes the presentation of investigated projects and methods for data acquiring. In 
section 3.1 the steps of experiment are listed as well as the values calculated in the 
experiment. In section 3.2 metrics used in the prediction process are given. Subse-
quent sections contain the results of the experiment: in section 3.3 the results of clas-
sification with k-NN algorithm, while in section 3.4 with decision trees, are presented. 
Conclusions and future research are given in section 4. 

2 Defect Prediction   

The defect prediction has been conducted so far by many researchers [3-22] and many 
prediction models has been proposed. Catal and Diri in [8] divided the fault prediction 
methods into four groups and also calculated the percentage of the usage of these 
methods (given in brackets): 

1. statistical methods (14%), 
2. machine learning based methods (66%), 
3. statistical methods with an expert opinion (3%), 
4. statistical methods with machine learning based methods (17%). 

The defect predictor builds a model based on data: 

• from old version of a project (often data from version control system are used) or 
• current system measures.   

The data from previous system versions to predict defects were used e.g. in [9-14]. 
In defect predictor using current system version e.g. [6,15], different metrics are typi-
cally used. These metrics could be calculated at different levels: process, component, 
files, class, method. According to Catal and Diri [8] the method level metrics are used 
in 60% of defect predictors and class level in 24% while process level only in 4%. 
Depending on the metric level appropriate code level can be identified as faulty. 
When method level metrics are used the predicted fault-prone modules are methods, if 
class level then classes. 

In our experiment with the defect prediction we decided to use machine learning 
methods and metrics. We conducted the experiment with several machine learners but 
in this study the k-NN algorithm and decision trees are used. These algorithms are 
briefly described below. The set of metrics we used in the experiment is shown in 
section 3.3 

2.1 k – NN Algorithm 

The k-Nearest Neighbors algorithm (k-NN for short) [26] is a simple algorithm  
used for classification and regression. The algorithm stores all available samples and 
classifies new ones based on a similarity measure which is the distance functions.  
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A sample is classified by a majority vote of its neighbors, with the sample being as-
signed to the class most common amongst its k nearest neighbors measured by a dis-
tance function. If k=1, then the sample is simply assigned to the class of its nearest 
neighbor. A commonly used distance metric for continuous variables is Euclidean 
distance [26], also other metrics like Manhattan [26] can be used. For discrete  
variables another metric are used e.g. Hamming distance [26]. 

One major drawback in calculating distance measures directly from the training set 
is in the case where variables have different measurement scales or there is a mixture 
of numerical and categorical variables. The solution of this problem could be to 
standardize the training set.  

The best choice of k depends upon the data: generally, larger values of k reduce  
the effect of noise on the classification, but make boundaries between classes less 
distinct. A good k can be selected by various heuristic techniques.   

2.2 Decision Trees 

Decision tree learning is a method commonly used in data mining [27]. The goal is to 
create a model that predicts the value of a target variable based on several input varia-
bles. A decision tree or a classification tree is a tree in which each internal (non-leaf) 
node is labeled with an input feature (e.g. height, age). The arcs coming from a node 
labeled with a feature are labeled with each of the possible values of the feature. Each 
leaf of the tree is labeled with a class or a probability distribution over the classes. 

A tree can be "learned" by splitting the source set into subsets based on the feature 
value test. This process is repeated on each derived subset in a recursive manner 
called recursive partitioning. The recursion is completed when the subset at a node 
has all the same value of the target variable, or when splitting no longer adds value to 
the predictions.  

Algorithms for constructing decision trees usually work top-down, by choosing a 
variable at each step that best splits the set of items. Different algorithms use different 
metrics for measuring "best". These generally measure the homogeneity of the target 
variable within the subsets. Examples of such metrics are: Gini impurity, information 
gain (entropy) [26], test χ 2 .  

3 Experiment 

In defect prediction experiments many researchers are using NASA projects from the 
Promise repository [28] e.g.[20-21], others are using “private” or open source projects 
e.g. [5-6,22]. We decided to use in our experiment ten open source Java projects. The 
fault prediction was made for two successive releases with the usage of object metrics 
and learning algorithms. Object metrics were calculated by Ckjm tool [5] which ena-
bles to calculate 19 object oriented metrics (WMC, DIT, NOC, CBO, RFC, LCOM, 
CA, CE,NPM, LCOM3, LOC, DAM, MOA, MFA, CAM, IC, CMB, AMC, CC) from 
Java code.  
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In majority of projects the number of classes containing errors is small. Especially 
in projects Elasticsearch and in Apache Velocity the ratio of classes with errors is 
only 1,09% and 2,18% respectively. The project Apache Commons Lang differs sig-
nificantly from other projects because in subsequent release the ratio of classes con-
taining errors was 35%. As it can be seen in Table 1 data which are used in the fault 
prediction process (classes containing errors) constitute small ratio of all data. Such 
imbalanced distribution makes a problem for the classification process as it can assign 
all elements to the dominant group and in the classification for the fault prediction the 
less numerous group is of higher interest. Solution to this problem is resampling:  

• over-sampling the minority class,  
• under–sampling the majority class or  
• combined approach.  

We used SMOTE (Synthetic Minority Oversampling Technique) algorithm pro-
posed by Chawla et.al [41]. The minority class is over-sampled by creating “synthet-
ic” examples. The minority class is over-sampled by taking each minority class  
sample and introducing synthetic examples along the line segments joining any/all of 
the k minority class nearest neighbors. Neighbors from the k nearest neighbors are 
randomly chosen. Synthetic samples are generated in the following way: the differ-
ence between the feature vector (sample) under consideration and its nearest neighbor 
is taken. This difference is multiplied by a random number between 0 and 1, and  
added to the feature vector under consideration. This approach effectively forces the 
decision region of the minority class to become more general. 

3.1 Steps of Experiment  

The datasets used in the experiments were generated from the statistics files obtained 
by Bug Miner application. A single sample was a n-dimensional vector of metrics 
values. The testing procedure consisted of the following steps performed for each 
classification algorithm and was repeated N = 1000 times: 

• Preparation of data with the SMOTE algorithm, 
• 10-fold cross-validation [26], 
• Results collection. 

In the k-fold cross validation (we used k=10) the data set is divided into k subsets, and 
the method is repeated k times. Each time, one of the k subsets is used as the test set 
and the other k-1 subsets are put together to form a training set. The advantage of this 
method is that it matters less how the data get divided. Every data point gets to be in a 
test set exactly once, and gets to be in a training set k-1 times. The disadvantage of 
this method is that the training algorithm has to be rerun k times, which means it takes 
k times as much to make the evaluation.  
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The result of the classification algorithm could be : 

• TN (True Negatives) - the number of negative examples correctly classified - the 
unit do not contains errors and was classified into group of units with no errors.  

• FP (False Positives) - the number of negative examples incorrectly classified as 
positive - the unit do not contains errors and was classified into group of units with 
errors,  

• FN (False Negatives) - the number of positive examples incorrectly classified as 
negative - the unit contains errors and was classified into group of units with no er-
rors,  

• TP (True Positives) - the number of positive examples correctly classified – the 
unit contains errors and was classified into group of units with errors.  

In each iteration following performance measures were calculated: 

• Precision – the ratio of the units with errors correctly classified to all units in this 
class: TP / TP + FP 

• Recall – the ratio of the units with errors correctly classified, to all units which 
should appear in that class: TP / TP+FN 

• Specificity  – the ratio of the units without errors correctly classified to all units in 
this class: TN / TN + FP , 

• F1  measure – the harmonic mean of precision and recall: 2* precision*recall / 
( precision + recall). 

• ROC (Receiver Operating Characteristic) [26] curves can be thought of as repre-
senting the family of best decision boundaries for relative costs of TP and FP. On 
an ROC curve the X-axis represents recall and the Y-axis represents 1- Specificity. 
The ideal point on the ROC curve would be (0,1), that is all positive examples are 
classified correctly and no negative examples are misclassified as positive. 

• AUC - area under the ROC curve – used for model comparison, a reliable and 
valid AUC estimate (AUC value is in [0,1]) can be interpreted as the probability 
that the classifier will assign a higher score to a randomly chosen positive example 
than to a randomly chosen negative example (AUC=0.5)..  

3.2 Object Metrics 

The Ckjm tool is able to calculate nineteen metrics. Among them are widely known 
Chidamber Kemerer metrics (CK metrics) [23], QMOOD metrics proposed by 
Bansiya  and Davis [7], Martin’s metrics [24] and some Henderson-Sellers metrics 
[25].  

We decided to use ten metrics (out of nineteen available) and to choose the best 
ones we performed an analysis by random forests [26] for all projects. Random for-
ests are a combination of tree predictors such that each tree depends on the values of a 
random vector sampled independently and with the same distribution for all trees in 
the forest. As features used in the splitting we used two attributes: mean decrease in 
accuracy and mean decrease of Gini index (probability that randomly chosen two 
samples are in the same class).  
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The most suitable ten metrics obtained after the random forests analysis are as  
follows: 

1. LOC – number of lines of code,  
2. AMC - Average Method Complexity [42]- the average method size for each 

class:  the size of pure virtual methods and inherited methods are not count-
ed, large method, which contains more code, tends to introduce more faults 
than a small method,  

3. RFC - Response For a Class (CK metric) - the cardinality of the set of all 
methods that can be potentially executed in the response to the arrival of a 
message to an object, a measure of the potential communication between the 
class and other classes, 

4. CE - Efferent Coupling (Martin metric) – the number of other classes that the 
class depends upon, an indicator of the dependence on externalities, efferent 
means outgoing ,  

5. CBO - Coupling Between Objects (CK metric) - the number of couplings 
with other classes (where calling a method or using an instance variable from 
another class constitutes coupling),  

6. CAM - Cohesion Among Methods of Class (QMOOD metrics) - the related-
ness among methods of a class based upon the parameter list of the methods,  
is computed using the summation of number of different types of method pa-
rameters in every method divided by a multiplication of number of different 
method parameter types in whole class and number of methods 

7. WMC - (CK metric) - the number of methods in the class (assuming unity 
weights for all methods)  

8. LCOM - Lack of Cohesion in Methods (CK metric) - counts the sets of 
methods in a class that are not related through the sharing of some of the 
class fields. The lack of cohesion in methods is calculated by subtracting 
from the number of method pairs that do not share a field access the number 
of method pairs that do.  

9. NPM -Number of Public Methods (QMOOD metrics) - counts all the meth-
ods in a class that are declared as public, the metric is known also as Class 
Interface Size (CIS)  

10. LCOM3 - Lack of Cohesion in Methods (Henderson-Sellers metric) [25]. 

3.3 Results for k-NN Algorithm 

The experiments with k-NN algorithm used in the classification process were execut-
ed for k∈{3,5,7}. For searching the nearest neighbor the kd tree [26] and cover tree 
[43] algorithms were used, both were operating on the Euclidean distance. The mean 
values for all projects are shown in Table 2. The values of precision and F1 are rather 
high, close to 0.8 but the value of AUC (area under the ROC curve) is low, close to 
0.5 so it is similar as for the random classifier. It can be noticed that the algorithm 
used for searching the nearest neighbor (kd tree and cover tree) has no influence on 
the results of precision, recall, F1 and AUC as well. The values of precision, recall, 
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F1 and AUC decrease with the increase of k. The best results were obtained for k = 3, 
the worst for k = 7. This phenomena can be explained analyzing the operation of the 
k-NN classifier. Classifier makes the decision by majority voting of k nearest neigh-
bors. In the examined problem the data were imbalanced as classes containing errors 
constitute only small ratio of all data (Table 1). If k increases, in the neighborhood of 
an element from the minority class there are more elements from the dominant class 
so the results of classification can be incorrect. 

Table 2. Results for k-NN  k = 3, 5, 7 

Measure 
Kd tree 

k=3 

Cover tree 

k=3 

Kd tree 

k=5 

Cover tree 

k=5 

Kd tree 

k=7 

Cover tree 

k=7 

Precision 0.799192 0.7991514 0.7783662 0.7783623 0.766027 0.7660199 

Recall 0.7088503 0.7088663 0.663491 0.6635084 0.6372275 0.6372375 

F1 0.7483749 0.7483661 0.7130383 0.713046 0.6921973 0.6922009 

AUC 0.544651 0.5446305 0.5385112 0.5384918 0.5279101 0.527888 

3.4 Results for the Decision Tree  

Prediction models based of decision trees produced significantly better results than 
the k-NN algorithm: precision (0.8143766), recall (0.8083666), F1 (0.8087378) and 
AUC (0.8816798). The value of AUC is high so the accuracy of decision tree classifi-
er is very high. 

4 Conclusions 

We investigated the classification process (deciding if an element is faulty or not) in 
which the set of software metrics was used and examined several data mining algo-
rithms. In this study we presented the results of defect prediction by k-NN and deci-
sion trees algorithms for ten open source projects, of different sizes and from different 
domains. We also developed a tool extracting information about the defects from the 
repository of the git version control system [30]. 

In our experiment the decision tree algorithm produced significantly better results 
than the k-NN algorithm, mean values of AUC are 0.88 and 0.54 accordingly. Our 
results did not confirm the observations of Lessmann et. al presented in [20]. They 
compared 22 classifiers for ten projects from NASA repository [28] and stated that 
differences in the values of AUC obtained by competing classifiers are not significant. 
For k-NN algorithm they obtained AUC ≈ 0.7 while we only 0.54. Possible explana-
tions could be the different set of metrics used in the classification process (LOC, 
Halstead, McCabe metrics ) and the specificity of NASA project.  

However our analysis of the set of suitable metrics (by random forests) (section 
3.2) was different than the analysis of e.g.: Singh et. al [21], Jureczko et. al [5-6], 
Gyimothy et. al [22] we obtained very similar set of metrics. It can be claimed that 
this set of metrics is very efficient and useful in the defect predictors.  
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The results of defect predictors could be influenced by the set of chosen metrics, 
specificity of projects being the subject of prediction and learning algorithms applied. 
It should be mentioned that these results also strongly depend on the data concerning 
defects. We were using the inscriptions in the repository of the version control system 
concerning defects, in fact some of them could be false.  
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Abstract. The spatial interactions by definition represent a movement of peo-
ple, freight or information between an origin and a destination. It is a relation-
ship between transport demand and supply expressed over a geographical space. 
This method has a very particular importance in the transport geography, and 
relates how to estimate flows between locations, since these flows, known as 
spatial interactions, aim to evaluate the demand for transport services existing 
or potential. In this paper, the case study concerns the economic exchange in the 
Constantine city (which is a commune of north-eastern of Algeria) between  
the main towns (El-Khroub, Ain-Smara and Hamma-Bouziane) geographically 
belonging to the Constantine city. The gravity model is used, and it is the  
most common formulation of the spatial interaction method; it uses a similar 
formulation of Newton’s law of gravity. 

Keywords: Spatial interaction, transport, gravity model, accessibility, matrix 
origin/destination. 

1 Introduction 

The importance of transport systems in these different forms continues to grow in 
Algeria, because they are the key factor in the development of modern economies. 
However, the Algerian transport system must cope with the request for a young popu-
lation increasingly more demanding of mobility and a public opinion which don't 
support the level of services quality offered. 

Land transports are the most usable means in Algeria. Be it for passengers or mer-
chandises, 85 % of populations take the road per day, what causes many problems of 
congestion. To solve this problematic, the Algerian state has made great effort to de-
velop public transportation (subways, trams, cable cars, trains, buses, planes, etc.) [1]. 
Nevertheless, individual transports such as car, bicycle and motorcycle, present an 
evident flexibility comparatively to the public transport and took these last year’s an 
significant market share. 
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Currently, due to a continuous increase of the vehicle fleet estimated at 5.6 million 
in 2013 [2], the great Algerian's cities have experienced: congestion problems, air 
pollution, noise and road safety, which are generating the dysfunctions in the man-
agement of their utilities, roads and means of transport. For this reason, the public 
authorities encourage transport companies to increase efforts to maintain and improve 
the quality of services proposed [3]. This development is expected to be continued to 
meet the common objectives of decongestion of the cities and the asphyxiated effect 
by traffic, to open up the outlying areas and improving environmental quality. 

The main goal of this paper is to help reorganize the routes of the Public Transport 
Company and Merchandizes of the Constantine city (ETC, east). This will allow him 
to develop new service strategies. Because the company wants to know the land 
transport demand potential as well as within inside Constantine city and between the 
main neighboring towns. Once this data is available, it will be able to improve effi-
ciently transport planning and see where are the best market prospects [4]. 

Many methods have been developed in the literature who to treat this problem. In 
our case study, we will use the gravity model. This method has a particular im-
portance in the treatment of problem transport geography refers to how to estimate 
flows between locations, known as spatial interactions, and enable to evaluate the 
demand for transport services [9-10]. 

A principal challenge in the usage of the gravity model is their calibration.  
Because, the principal constraint is to estimated the results according to the obser-
vation flows. For that, the calibration model is necessary and consists in finding  
the value of each parameters of the model (constant and exponents) to insure the 
previous constraint [4]. 

2 Presentation of the Constantine City 

The Constantine city is the capital of east of Algeria, despite the competition from 
other cities. She occupies a central location in the region, being a pivotal city between 
the crossroads of major routes north-south and west-east. She is also the metropolis of 
the East and the largest inland city in Algeria [1]. 

The Constantine metropolitan area extends over 15 to 20 km of radius (figure 1), 
which includes, apart from the city center, two new cities and three important areas, 
such as [2]: 

• The zone of El Khroub, based on an open site, near a major cros-sroad. It 
benefited from the installation of a large market and two industrial zones that 
are Hammimine and Oued Tarf 

• The area of Ain Smara, ancient village, she has a large area of mechanical 
manufacturing 

• The area of Hamma Bouziane, former colonial village, has a cement plant 
and several brick manufacturer. 
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Fig. 1. Constantine metropolitan area 

The Constantine city has nine suburban areas. A suburban agglomeration is a  
nearby area of habitat, representing the extension in terms of habitat and sometimes 
activities of the Constantine city [3]. Like most major Algerian cities, the Constantine 
agglomeration is known a strong urbanization over the last decade. For this rapid 
urbanization result an increase of population movement. However the travel need and 
the means related to transport infrastructure observe a delayed development. 

This paper proposes a procedure to examine the economic activities that generate 
and attract movements which deploy in the space of the metropolitan area of Constan-
tine. For that, the spatial interaction by using the gravitational model is used. The aim 
is to highlight the most important economic activity like: job commerce, industrial 
production, business or leisure. It is therefore a transport request made through a geo-
graphical area. 

3 Geographical Accessibility 

The humans have always the reflex to minimize displacements. They opt at all the 
time for take the shortest way to get from one location to another. For this, the 
transport system, as an economic activity, has much to gain from the minimization of 
distances between origins and destinations [5].  

In this context; accessibility is the measure of the capacity of a location to be 
reached by, or to reach different locations. She represents the capacity of a location to 
be reached from other locations which have a different geographical location. The 
accessibility is a good indicator of the spatial structure since it takes into considera-
tion location as well as the inequality conferred by distance. The following formula-
tion is used to calculate the geographical accessibility matrix. 

 A(Geo) = L  (1) 
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With: 
• A(Geo) = geographical accessibility matrix. 
• Lij = the short distance between location i and j. 
• n = number of locations. 

All locations are not equal (figure 2) because some are more accessible than others, 
which imply inequalities. The notion of accessibility consequently is based on two 
concepts:  

• The first is the relativity of space is estimated in relation to transport infra-
structures, 

• The second is distance, which derived from the physical separation between 
locations. 

 

Fig. 2. Distances between locations 

Table 1. The matrix of geographical accessibility 

Lij (km) Constantine Ain Smara El Khroub Hamma Bouziane A(Geo)j 

Constantine 1 14,7 17,5 9,3 42,5 

Ain Smara 14,7 1 29,4 24 69,1 

El Khroub 17,5 29,4 1 26,8 74,7 

Hamma Bouziane 9,3 24 26,8 1 61,1 

A(Geo)i 42,5 69,1 74,7 61,1 247,4 

 
The summation values are the same for columns and rows since this is a transposable 
matrix [4]. The most accessible place is Constantine center, since it has the lowest 
summation of distances (42,5). After this step, we can determinate the potential acces-
sibility using the attribute commercial surface. 
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Table 2. Data input of potential accessibility 
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Constantine 0,93 448374 231,63 

Ain Smara 1,58 36988 175 

El Khroub 0,98 90122 244,65 

Hamma Bouziane 0,28 79952 71,18 

4 Potential Accessibility 

The potential accessibility is more complex measure than geographic accessibility. 
Potential accessibility includes simultaneously the concept of distance associated to 
the location attributes. It’s important to point out here that all locations are not equal 
and thus some are more important than others. Potential accessibility can be measured 
as follows formulation: 

 A(Pot) = PL  (2) 

With: 
• A(Pot) = potential accessibility matrix, 
• Lij = distance between location i and j (derived from valued graph matrix), 
• Potj = attributes of location j, 
• n = number of locations. 

The particularity of the potential accessibility matrix, she is not transposable since 
locations do not have the same attributes, the same for rows and columns represent 
respectively notions of emissiveness and attractiveness: 
 

• Emissiveness (λ) is the capacity to leave a location, 
• Attractiveness (α) is the capacity to reach a location. 

 
In our case the attribute is considered the commercial area, we obtain the following 
result: 
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Table 3. The potential accessibility matrix 

Poti / Lij Constantine Ain Smara El Khroub Hamma Bouziane A(Pot)j 

Constantine 0,93 0,11 0,06 0,03 1,12 

Ain Smara 0,06 1,58 0,03 0,01 1,68 

El Khroub 0,05 0,05 0,9786 0,01 1,10 

Hamma Bouziane 0,10 0,07 0,04 0,28472 0,49 

A(Pot)i 1,14 1,80 1,10 0,34 4,39 

 
We can then summarize the results of the calculation of the potential accessibility 

matrix: 

Table 4. The potential accessibility matrix 

Population λ α 
Constantine 448374 1,12 1,14 

Ain Smara 36999 1,68 1,80 

El Khroub 179033 1,10 1,10 

Hamma Bouziane 79952 0,49 0,34 

 
Now calculate the spatial interactions can started with the determination of the 

origin / destination matrix.  

5 The Gravity Model 

The formulation of gravity model is the most common spatial interactions method; he 
uses a similar formulation at gravity Newton’s law; which states that, the attraction 
between two objects is proportional to their mass and inversely proportional to their 
respective distance [4]. Accordingly, the spatial interactions model is given by the 
following formulation:  

 IT = kc × P ×PL  (3) 

With: 
• Popi and Popj : The population of the locations origin and destination. 
• Lij : Distance between origin and destination. 
• kc is a proportionality constant related to the rate of the event  year or one 

week. 

A data-processing model is realised in Excel software and provides after computation 
the results that are represented in table 5. In this last all the possible interactions be-
tween location pairs are given: 
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With: 
• Pop, L and kc refer to the variables previously discussed. 
• β (beta) : The efficiency of the transport system between two locations. 
• λ (lambda) : Potential to generate movements (emissiveness). 
• α (alpha) : Potential to attract movements (attractiveness). 

 
The value of 1 is generally given to the parameters (λ, α, β), and then they are pro-
gressively altered until the estimated results are similar to observed results [4]. The 
value of k will be higher if interactions were considered for a year comparatively to 
the value of kc for one week [6]. In our case the value of kc = 0,0000001 and β=1. 

Table 6. Calibration Spatial Interactions matrix 

 Constantine Ain Smara El Khroub Hamma 
Bouziane 

ITi 

Constantine   2468871,83 7741,77 1,04 2476614,65 

Ain Smara 947545,78   105111,50   1052657,28 

El Khroub 9282,17 328365,88     337648,06 

Hamma Bouziane 7,44       7,44 

ITj 956835,39 2797237,72 112853,27 1,04 3866927,42 

 
After computation, we can identify the two most important origin-destination pairs 

in the matrix (Table 6), and it is clear that the two most important pairs are changed, 
such as presented in the figure 4. 

 

Fig. 4. Most important origin-destination pairs a calibration model 

A part of the scientific research in transport aims at finding accurate parameters for 
spatial interactions model [7]. Once a spatial interactions model is validated for a city 
or a region, it can then be used for simulation and prediction of transport system. 



 The Spatial Interactions Using the Gravity Model 43 

 

In our study case, the Public Transport Company of Constantine city (ETC, east) 
will be able to improve efficiently his transport market if it's taking into account the 
new potential prospects market between El khroub and Ain smara locations; and it’s 
necessary to take an account that the value of the parameters can change in time due 
to factors such as technological innovations, new transport infrastructure and econom-
ic development [11].  

6 Conclusion 

Historically the transport organization and planning are adopted in the aim to resolve 
the transport problems. By this work, the main goal is to help reorganize the routes of 
the Public Transport Company of Constantine city (ETC, east). This will allow him to 
develop new service strategies. Once data is available, it will be able to improve effi-
ciently transport planning and see where are the best market prospects. For that the 
spatial interactions model is used. This last, is a methodology which has a particular 
importance for transport geography in the aim to estimate flows between locations, 
since these flows, known as spatial interactions, enable to evaluate the demand (exist-
ing or potential) for transport services [4]. However, it is difficult to empirically iso-
late impacts of locations use on transport and vice versa because of the multitude of 
concurrent changes of attributes [12]. 

In this study, we shown that the gravity model un-calibrated diverges from the real-
ity observed compared to the calibrated model that takes into account the attributes of 
locations for better management of transport flows. In addition, the spatial resolution 
of present models is coarse because it not take account the integration of environmen-
tal sub-models for air quality, traffic noise, are likely to play an important role [8]. 
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Abstract. Axiomatics for multivalued dependencies in table databases and 
axiomatics for functional and multivalued dependencies are reviewed; the com-
pleteness of these axiomatics is established in terms of coincidence of syntactic 
and semantic consequence relations; the completeness criteria for these  
axiomatic systems are formulated in terms of cardinalities (1) of the universal 
domain D , which is considering in interpretations, and (2) the scheme R , 
which is a parameter of all constructions, because only the tables which  
attributes belong to this scheme R  are considering. 

The results obtained in this paper and developed mathematical technique can 
be used for algorithmic support of normalization in table databases. 

Keywords: table databases, functional dependencies, multivalued dependen-
cies, completeness of axiomatic system. 

1 Introduction 

Data integrity of relational (table) databases is dependent on their logical design. To 
eliminate the known anomalies (update, insertion, deletion) the database normalization 
is required. Analysis of the current state of normalization theory in relation databases 
indicates that the accumulated theoretical researches not enough to satisfy the needs  
of database developers (see, survey [1] based on 54 sources). This is evidenced  
works devoted to the ways of solving existing problems of designing database schemas 
(see, for example, [2]) and improvement of algorithmic systems for normalization  
(see, for example, [3]). 

The process of normalization is based, in particular, upon functional and multi-
valued dependencies theory the foundation of which is made by corresponding 
axiomatics and their completeness. The overview of research sources has shown that 
these axiomatic systems lack the proof of completeness that would comply with math-
ematical rigor; in fact, these vitally important results have a seemingly announcement 
status. 
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Known CASE-tools (Computer-Aided Software Engineering tools) (for example, 
ERwin1, Vantage Team Builder (Cadre), Silverrun2) perform normalization to 3NF 
(Third Normal Form). The results obtained in this paper can be used for development 
of the CASE-tools which support normalization. Since without proper mathematical 
results for the correctness and completeness of axiomatics the algorithms don't have 
foundation and keep heuristic in nature.  

Features of this paper is clear separation of syntactic and semantic aspects. 
All undefined concepts and notation are used in understanding of monograph [4], 

in particular, Xs |  – restriction the row s  to the set of attributes X . Symbol □ 

means the end of statement or proof, symbol ▫ – end of logical part of proof. 

2 Axiomatic for Multivalued Dependencies 

Let t  – a table, R – the scheme of the table t (finite set of attributes); X, Y, W, Z – 
subsets of scheme R; s , 1s , 2s  – the rows of table t . Henceforth we shall assume 

that set R  and universal domain D  (the set, from witch attributes take on values in 
interpretations) are fixed. 

A multivalued dependence (MVD) YX →→  is valid on the table t of the scheme 
R (see, for example, [4]), if for two arbitrary rows 1s , 2s  of table t which coincide 

on the set of attributes X, exists row ts ∈3  which is equal to the union of restrictions 

of the rows 1s , 2s  to the sets of attributes YX ∪  and )(\ YXR ∪  respectively: 

⇒=∈∀⇔=→→ XsXstsstruetYX
def

||(,))(( 2121  

)))(\|)(|( 2133 YXRsYXssts ∪∪∪=∈∃⇒ . 

Thus, from the semantic point of view MVD – parametric predicate on tables of 
the scheme R defined by two (finite) parameter-sets of attributes X , Y . 

Structure of table t , which complies with MVD YX →→ , can be represented 
using the following relation. We say that rows 1s , 2s  of table t  are in the relation 

X= , if they coincide on the set of attributes X: 

XsXsss
def

X || 2121 =⇔= . 

It is obvious that relation X=  is equivalence relation and therefore it partitions the 

table s  into equivalence classes, which are as follows:  

)]([)]([}|{][ )(\ XYXRXYX
ssXss === ⊗⊗= ∪ππ , 

where s  – arbitrary representative of the class. 

                                                           
1  http://erwin.com/products/detail/ca_erwin_process_modeler/ 
2  http://www.silverrun.com/ 
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A table )(Rt  is the model of a set of MVDs G , if each MVD GYX ∈→→  is 

valid on table )(Rt :  

)(Rt  is the model of 
def

G ⇔ )))(()(( truetYXGYXYX =→→⇒∈→→→→∀ . 

Here and in the sequel the notion )(Rt  stand for the table t  of the scheme R . 

The next axioms and inference rules are valid [5]. 

Axiom of reflexivity: truetYXt =→→∀ ))(( , where XY ⊆ . 

Axiom: truetYXt =→→∀ ))(( , where RYX =∪ . 

Rule of complementation: truetYXRXtruetYX =→→⇒=→→ )))((\())(( ∪ . 

Rule of augmentation: 
⇒⊆=→→ WZtruetYX &))(( truetZYWX =→→ ))(( ∪∪ . 

Rule of transitivity: 
truetYX =→→ ))(( truetYZXtruetZY =→→⇒=→→ ))(\())((& . 

As an example we give the proof of the axiom of reflexivity. 

Proof. Let 1s  and 2s  be the rows of table t  for which XsXs || 21 =  is carried 

out. We show that the row )(\|)(| 21 YXRsYXs ∪∪∪  belongs to the table t . 

Restrict both parts of equality XsXs || 21 =  to the set Y : YXsYXs |)|(|)|( 21 = . 

According to the property of restriction operator ( ( ) ( )ZYUZYU ∩= ) [1, p. 24]) it 

follows ( ) ( )YXsYXs ∩∩ 21 = . Consequently, and from the condition XY ⊆  we 

get YsYs 21 = . According to the distributive property of restriction operator 

( | ( | ))i i
i i

U X U X=∪ ∪ [1, p. 24] it follows: 1 2| ( ) | \ ( )s X Y s R X Y =∪ ∪ ∪

1 1 2 2 2 2 2| | | \ ( ) | | | \ ( ) | (s X s Y s R X Y s X s Y s R X Y s X Y= = =∪ ∪ ∪ ∪ ∪ ∪ ∪ ∪

2 2\ ( )) |R X Y s R s= =∪ ∪ .                                                         □ 

The proof of other axiom and rules is given similarly. 
A MVD YX →→  is semantically deduced from the set of MVD’s G , if at each 

table )(Rt , which is the model of set G , MVD YX →→  is valid too: 

=|G YX →→ tRt
def

)((∀⇔  is the model of the ⇒G )))(( truetYX =→→ . 

From above-mentioned axioms and inference rules follow corollaries. 

Lemma 1. The next properties of the semantic consequence relation are valid: 
1) =∅ | YX →→  for XY ⊆ ; 

2) =∅ | YX →→  for RYX =∪ ; 

3) =|G YX →→ =⇒ |G )(\ YXRX ∪→→ ; 
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4) =|G WZYX ⊆→→ & =⇒ |G ZYWX ∪∪ →→ ; 

5) =|G &YX →→ =|G ⇒→→ ZY =|G YZX \→→ ; 

6) =|G &YX →→ =|G ⇒∅=→→ YZZY ∩& =|G ZX →→ .             □ 

A MVD YX →→  is syntactically derived from the set of MVD’s G  with re-
spect to the scheme R  ( −|G R YX →→ ), if there is a finite sequence of MVD’s 

mm ϕϕϕϕ ,,...,, 121 −  where YXm →→=ϕ  and for all 1,1 −=∀ mi  each iϕ  is either 

the axiom of reflexive or belongs to G , or is derived with some inference rule for 
MVD’s (complementation, augmentation, transitivity) from the previous in this se-
quence kj ϕϕ , , ikj <, . 

Let sequence mm ϕϕϕϕ ,,...,, 121 −  be called proof, following the tradition of mathe-

matical logic [6]. 
Let there be given certain set of MVD’s G . Closure RG][  is a set of all MVD’s, 

that are syntactically derived from G : 

R

def

R GYXG −→→= ||{][ }YX →→ . 

For notational convenience, we write −|  for R−| . 

Lemma 2.  Next properties are valid: 
1) ][GG ⊆  (increase); 

2) ][]][[ GG =  (idempotency); 

3) ][][ HGHG ⊆⇒⊆  (monotonicity).                                            □ 

Proof. Let’s prove proposition 1. Let MVD’s GYX ∈→→ , then YXG →→−|  

with one number of steps of proving, hence, ][GYX ∈→→ .                       ▫ 

Let’s prove proposition 2. According to property 1, we have ]][[][ GG ⊆ . Let us 

prove the reverse inclusion ][]][[ GG ⊆ . Let YX →→  – arbitrary MVD, such that 

]][[GYX ∈→→ . Then there is a finite sequence MVD’s mm ϕϕϕϕ ,,...,, 121 − , such 

that YXm →→=ϕ  and for all 1,1 −=∀ mi  each iϕ  is either the axiom of reflex-

ive property or belongs to ][G , or is derived with the help of some inference rule for 

MVD’s from the previous in this sequence kj ϕϕ , , ikj <, . Let us make a new se-

quence according to such rules: 

─ if iϕ  is the axiom of reflexivity, then we write down this MVD without any changes; 

─ if ][Gi ∈ϕ , then according to the definition of closure this MVD has a finite proof 

ll ψψψ ,,..., 11 −  from G . Instead of MVD iϕ  let’s insert this proof; 

─ if iϕ  is derived according to any inference rule from the previous in this sequence 

MVD’s kj ϕϕ , , ikj <, , then also we write down iϕ  without any changes. 
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Clearly, created in such a way the sequence is a proof of MVD YX →→  from 
G  that is YXG →→−| , hence, ][GYX ∈→→ .                                 ▫ 

Thereby, operator ][GG  is closure operator in terms of [7]. 

Observe that properties of operator ][GG  listed in Lemma 2, are carried out in 

axiomatic systems (see, for example, [8]). 
From reflexivity axiom and inference rules indicated above is possible to get other 

inference rules for MVD’s [2, 6]. 

Rule of pseudo-transitivity: 
−→→→→ |},{ ZWYYX ∪ )(\ WYZWX ∪∪ →→ . 

Rules of difference: 
a) −→→ |}{ YX XYX \→→ ; 

b) −→→ |}\{ XYX YX →→ ; 

c) −→→ |}{ YX YRX \→→ . 

Rule of union: −→→→→ |},{ 21 YXYX 21 YYX ∪→→ . 

Rules of decomposition: 
a) −→→→→ |},{ 21 YXYX 21 YYX ∩→→ ; 

b) −→→→→ |},{ 21 YXYX 21 \ YYX →→ .                               □ 

Lemma 3 . The next properties are valid for ,...3,2=n :  

1) −→→→→ |},...,{ 1 nYXYX nYYX ∪∪ ...1→→ ; 

2) −→→→→ |},...,{ 1 nYXYX nYYX ∩∩ ...1→→ .                              □ 

The proofs of this lemma constructed by the induction in the n , according the 
rules of augmentation and transitivity.  

3 Axiomatic for Multivalued Dependencies and Functional 
Dependencies 

It will be recalled that a functional dependence X Y→  is valid on the table t, if for 
two arbitrary rows 1s , 2s   of table t which coincide on the set of attributes X, their 

equality on the set of attributes Y is fulfilled (see, for example [4]), that is: 

truetYX =→ ))((
def

⇔ ( )YsYsXsXstss 212121, =⇒=∈∀ . 

Let there be given a sets F  and G  of FD’s and MVD’s respectively. A table )(Rt  

is the model of a set GF ∪ , if each dependency GF ∪∈ϕ  is valid at table t : 

)(Rt  is model of ))(( truetGFGF
def

=⇒∈∀⇔ ϕϕϕ ∪∪ . 

Mixed inference rules for FD’s and MVD’s are valid [5]. 
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1. Rule of extension FD to MVD 
truetYXtruetYX =→→⇒=→ ))(())(( . 

2. truetZX =→→ ))(( & truetZY =′→ ))(( & ZZ ⊆′ & ⇒∅=ZY ∩  

truetZX =′→⇒ ))(( . 

The proof of extension rule is presented, for example, in the monograph [1, p. 73]). 
Let’s prove mixed inference rules for FD’s and MVD’s (proposition 2). 

Proof. Let 1s  and 2s  be the rows of table t  for which XsXs || 21 =  is carried 

out and MVD ZX →→  holds for table t . Therefore, there is row ts ∈3  that 

)(\||| 2113 ZXRsZsXss ∪∪∪= . Let FD ZY ′→  holds on table t , where 

ZZ ⊆′  and ∅=ZY ∩ . 

First we show that equality YsYs || 32 =  for rows 2s  і 3s  is fulfilled. From 

equalities XsXs || 32 =  (by assumption, XsXs || 21 =  and by construction of 

row 3s , XsXs || 31 = ) and )(\|)(\| 32 ZXRsZXRs ∪∪ =  (by construction of 

row 3s ) we have ))(\(|))(\(| 32 XZXRsXZXRs ∪∪∪∪ = , that is 3 

=)\(|2 XZRs ∪  )\(|3 XZRs ∪= ; hence and from inclusion XZRZR ∪\\ ⊆  

we have equality )\(|)\(| 32 ZRsZRs = . By condition, we have ∅=ZY ∩  there-

fore ZRY \⊆ , hence, YsYs || 32 = . 

By condition, we have truetZY =′→ ))(( , hence ZsZs ′=′ || 32 . Since 

ZsZs || 31 =  (by construction of row 3s ), then from inclusion ZZ ⊆′  it follows 

ZsZs ′=′ || 31 . Thus, for rows 1s  and 2s  which coincide on the set of attributes 

X , equality ZsZs ′=′ || 21  is fulfilled. Thus, FD ZX ′→  holds for table t .      □ 

FD or MVD ϕ  is semantically deduced from the set of dependencies GF ∪ , if at 

each table )(Rt , which is the model of a set of dependencies GF ∪ , dependency ϕ  

is valid too: 

=|GF ∪ )()(( RtRt
def

∀⇔ϕ – model of ))( truetGF =⇒ϕ∪ . 

From above-mentioned mixed inference rules for FD’s and MVD’s follow corol-
laries (the properties of semantic consequence relation): 

1. =|F =⇒→ |FYX YX →→ ; 

2. =|G ZX →→ & =|F ZY ′→ & ZZ ⊆′ & ⇒∅=ZY ∩ =|GF ∪ ZX ′→ . 

                                                           
3  It is required to take into account the succession of set-theoretic equalities 

\ ( ) ( \ \ ) ( \ )R X Z Z R X R Z Z R X Z= =∪ ∪ ∩ ∪ ∪ ∩ ∩∪ )\( ZXR ( \ )R Z Z =∪
( \ ) \R X Z R R X Z= =∪ ∩ ∪ . 
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Lemma 4. Let 1H  і 2H  – the sets of dependencies (FD’s or MVD’s) and 1T , 2T  – 

the sets of all their models respectively. Then implication 2121 TTHH ⊇⇒⊆  is 

carried out.                                                                     □ 

Corollary 1 . The next properties of the semantic consequence relation are valid: 
1) =|F =⇒ |GF ∪ϕ ϕ ; 

2) =|G =⇒ |GF ∪ϕ ϕ .                                                          □ 

Lemma 5. The next properties of semantic consequence relation are valid: 
1) =|F ZYZXGFYX ∪∪∪ →=⇒→ |  for RZ ⊆ ; 

=|GF ∪ ZYZXGFYX ∪∪∪ →=⇒→ |  for RZ ⊆ ; 

2) ZXGFZYFYXF →=⇒→=→= ||&| ∪ ; 

ZXGFZYGFYXGF →=⇒→=→= ||&| ∪∪∪ ; 

3) )(\|| YXRXGFYXG ∪∪ →→=⇒→→= ; 

)(\|| YXRXGFYXGF ∪∪∪ →→=⇒→→= ; 

4) ZYWXGFWZYXG ∪∪∪ →→=⇒⊆→→= |&| ; 

ZYWXGFWZYXGF ∪∪∪∪ →→=⇒⊆→→= |&| ; 

5) YZXGFZYGYXG \||&| →→=⇒→→=→→= ∪ ; 

YZXGFZYGFYXGF \||&| →→=⇒→→=→→= ∪∪∪ ; 

6) =|F =⇒→ |GFYX ∪ YX →→ ; 

=|GF ∪ =⇒→ |GFYX ∪ YX →→ ; 

7) =|GF ∪ ZX →→ & =|GF ∪ ZY ′→ & ZZ ⊆′ & ⇒∅=ZY ∩ =|GF ∪
ZX ′→ .                                                                       □ 

FD or MVD ϕ  is syntactically derived from the set of dependencies ( RGF −|∪
ϕ ), if there is a finite sequence of FD or MVD mm ϕϕϕϕ ,,...,, 121 −  where ϕϕ =m  

and for all 1,1 −=∀ mi  each iϕ  is either the axiom of reflexivity (FD’s or MVD’s) 

or belongs to GF ∪  or is derived with some inference rule (complementation for 
MVD’s, augmentation (for FD’s or MVD’s), transitivity (for FD’s or MVD’s), mixed 
inference rules for FD’s and MVD’s) from the previous in this sequence kj ϕϕ , , 

ikj <, . 

As has been started above, let sequence mm ϕϕϕϕ ,,...,, 121 −  be called proof of ϕ  

from set of dependencies GF ∪ . 
Let there be given certain sets F  and G  of FD’s and MVD’s respectively. Clo-

sure RGF ][ ∪  – is a set of all FD’s and MVD’s that are syntactically derived from 

GF ∪ : 

−= ||{][ GFGF
def

R ∪∪ ϕ }ϕ . 
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Lemma 6 . Next properties are valid: 
1) ][ GFGF ∪∪ ⊆  (increase); 

2) ][]][[ GFGF ∪∪ =  (idempotency); 

3) ][][ GFGFGFGF ∪∪∪∪ ⊆′′⇒⊆′′ 4 (monotonicity); 

4) ][][ GFF ∪⊆ , ][][ GFG ∪⊆ ; 

5) ][][][ GFGF ∪∪ ⊆ .                                                          □ 

From the propositions 1-3 it follows that operator RGFGF ][ ∪∪  is closure 

operator. 
To be mentioned one more mixed rule for FD’s and MVD’s [5]: 

−→→→ |},{ ZYXYX ∪ YZX \→ . 

Closure RGFX ,][ ∪  of a set X  (with respect to the set of dependencies GF ∪  

and scheme R ) is the family of all right parts MVD’s which are syntactically derived 
from the set GF ∪ : 

}][|{][ , R

def

RGF GFYXYX ∪∪ ∈→→= . 

Obviously, ∅≠RGFX ,][ ∪  since, for example, RGFXX ,][ ∪∈ , ( XX →→ , 

XX →  are axioms of reflexivity); the latter statement can be strengthened: actually 

performed inclusion RGF
X X ,][2 ∪⊆ , where X2  – Boolean of a set X . 

Let FX ][  – closure of a set X  with respect to the set of FD’s F  [9]. Note that 

by definition RX F ⊆][ . 

Lemma 7. Next properties are valid: 
1) RGFF XYXY ,][][ ∪∈⇒⊆ ; 

2) RGFFRGF XX ,, ]][[][ ∪∪ = .                                                      □ 

Observe that operator RGFXX ,][ ∪  is not closure operator; it is based on the 

fact that this operator has no idempotency property (notion RGFGFX ,]][[ ∪∪  has no 

sense). 

Basis bas
RGFX ,][ ∪  of a set X  with respect to the set of dependencies GF ∪  and 

scheme R  is subset of closure RGFX ,][ ∪ , such that: 

1) )][( , ∅≠⇒∈∀ WXWW bas
RGF∪  (i.e., basis contains only nonempty sets of attrib-

utes); 

2) )&][( , ∅=⇒≠∈∀ jiji
bas

RGFjiji WWWWXWWWW ∩∪  (i.e., sets of basis are 

pairwise disjoint); 

                                                           
4 From the fact that sets FD’s and MVD’s are disjoint it follows that inclusion 

GFGF ∪∪ ⊆′′  is equivalent to the conjunction of inclusions FF ⊆′ , GG ⊆′ . 
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3) ℑ⊆ℑ∃ℑ⇒∈∀ &][(][( ,,
bas

RGFRGF XXYY ∪∪  – finite ∪ ℑ∈
=

W
WY& ) (i.e., each 

set of attributes from closure RGFX ,][ ∪  is equal to finite union of some sets from 

basis). 

Lemma 8. Next properties are valid: 
1) ∪

∪
bas

RGF
XW

RW
,

][∈
=  for RX ⊆  (i.e. basic is partition R ); 

2) bas
RGFF XAXA ,][}{][ ∪∈⇒∈ .                                                   □ 

These lemmas are needed to establish the following main results. 

4 Correctness and Completeness of Axiomatic for FD’s  
and MFD’s 

Let ϕ  – FD or MVD. 

Statement 1 (Correctness of axiomatic for FD’s and MFD’s). If dependency ϕ  is 

syntactically derived from the set of dependencies GF ∪ , then ϕ  is derived seman-

tically from GF ∪ : 

                           −|GF ∪ =⇒ |GF ∪ϕ ϕ .                              □ 

The proof is carried out by induction in the length of proving. 

Statement 2 (Completeness of axiomatic for FD’s and MFD’s). If dependency ϕ  is 

derived semantically from the set of dependencies GF ∪ , then ϕ  is syntactically 

derived from GF ∪  under the assumption 2|| ≥R  and 2|| ≥D 5: 

                           =|GF ∪ −⇒ |GF ∪ϕ ϕ .                             □ 

Condition 2|| ≥R  and 2|| ≥D  is obtained through a detailed analysis of the 

proofs. 

Theorem 1. The relations of semantic and syntactic succession coincide for axiomat-
ic of FD’s and MFD’s under the assumption 2|| ≥D  and 2|| ≥R : 

                           =|GF ∪ −⇔ |GF ∪ϕ ϕ .                              □ 

The proof follows directly from statements 1 and 2. 
Analogous theorem holds for axiomatic of MFD’s (for axiomatic of FD’s see [9]). 

                                                           
5  For details see further. 
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5 Completeness Criteria for Axiomatic of FD’s and MFD’s 

Analysis of the proof of the main result (Theorem 1) shows that it is constructed un-
der the assumption 2|| ≥D  and 2|| ≥R .  

The dependence of coincidence of relations of syntactic and semantic succession 
for different values of cardinalities of the sets R  and D  is indicated respectively in 
the tables 1 and 2. The symbol "+" (respectively "-") in the cell means that these rela-
tions coincide (do not coincide respectively) under specified assumptions. 

Table 1. All variants of cardinalities of the 
sets  and  for axiomatic of MFD’s 

Table 2. All variants of cardinalities of the 
sets  and  for axiomatic of FD’s and 
MFD’s 

D   R |R|=0 |R|=1 |R|≥2 

|D|=0 + + – 

|D|=1 + + – 

|D|≥2 + + + 
 

D   R |R|=0 |R|=1 |R|≥2 

|D|=0 + – – 

|D|=1 + – – 

|D|≥2 + + + 
 

 
The above table shows the following main results. 

Theorem 2. The relations of semantic and syntactic succession coincide for axiomat-
ic MVD’s if and only if 1|| ≤R  or ( 2|| ≥R & 2|| ≥D ).                            □ 

Theorem 3. The relations of semantic and syntactic succession coincide for axiomat-

ic of FD’s and MVD’s if and only if 2|| ≥D  or 0|| =R .                          □ 

6 Conclusion 

In this paper we construct a fragment of the mathematical theory of normalization in 
relational (table) databases – considered axiomatic for multivalued dependencies and 
axiomatic for functional and multivalued dependencies. For each axiomatic relations 
of syntactic and semantic succession are considered and the conditions under which 
these relations coincide (do not coincide) found.  

In particular, it is shown that known in the literature proof of the completeness of 
these axiomatics constructed under the assumption for scheme R and universal do-
main D: 2|| ≥R , 2|| ≥D . 

The authors believe that the demonstrated approach and developed mathematical 
apparatus can be successfully used for other tasks of data modelling. 

The next challenge – research of independence of axiomatic’ components (axioms 
and inference rules). 

R D R D
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Abstract. In this paper there are discussed the problems associated with yearly 
introduced by authors the class of dynamical systems, which have occurred 
from traffic. But now these dynamical systems become one of indicators of ra-
tional and irrational numbers connected with computer sciences basics. 

Some results of computer experiments are presented. Also hypothesis and 
future works are provided. 

Keywords: Transport-logistic problem, dynamical system, multi-dimensional 
Turing tape, positional numeral system. 

1 Introduction. Pre-Planning Dynamical System (PPDS) 

We consider the algebraic interpretation of the dynamical system that was introduced 
in [1], [2]. There are two vertices , ,two particles ,  and discrete time T = 0, 1 , 
Each particle is at one of two vertices at each time instant, Fig. 1. 

Suppose the following binary representations of two numbers , , 0 ≤ , < 1, 				 = 0, … …,                            (a) 			 = 0, … …,                            (b) 

determine the plan of particles relocations, which is called a  multidimensional Tu-
ring tape. 

Each particle reads one of digits on its Turing tape TT  at every time instant. The 
particle			 					must be located, at successive time  instants, in the vertices ( )  in 

accordance with the plan of this particle, i = 0, 1, T = 1,2, …. If the particle $P_i$ is in 
the vertex ( )  at the instant T, then, at the instant T + 1, T = 0,1,2, … this particle 
will be in the vertex ( )  except the cases of competitions.  A competition takes 

place if two particles try to move in the opposite directions, Fig. 1. In the case of a com-
petition, only one of two competing particles wins the competition. This particle chang-
es its state of its Turing tape on one positions to the left. The other particle does not 
change its state and its tape does not move. Thus, the implementation of the plan is de-
layed at least for one step. We assume that some initial conditions are given. These 
conditions determine the location of particles at the instant T = 0. 
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3 The Classification of Bipendulums 

(3.1)  Rational bipendilum  (RBP) 

A bipendulum is called  rational if both the plans are rational numbers. 

(3.2)  Irrational bipendilum (IBP) 

A bipendulum is called  irrational if at least one of two plans is an irrational number. 

(3.3)  Phase bipendilum  (PhBP) 

A bipendulumis called a  phase bipendulum if we get one of the plans, shifting the 
representation of the other bipendulum onto a number of positions. 

(3.4)  Random walking bipendilum  (RWBP) 

We consider also the dynamical system with stochastic planning.  
The definition of this system suggests that the digit of  (T+1) - plan of every particle 

is determined independently at time T and it is equal to 0 or 1 with probability 0.5. 

4 Some Properties of Rational Bipendulums (RBP) 

We have obtained the following result, [3],[4]. 

(4.1)  If  and 	  are rational numbers, then there exist the limits (3)-(4). 
From this fact, it follows that the conflict rate of a rational bipendulum is well defined 
problem. 

(4.2)  The minimum possible value of the tape velocity of  RBP equals to   , and 

the maximum possible tape velocity of RBP equals to 1. The maximum possible con-

flict rate of RBP equals  . 

(4.3)  For other conflict resolution rules, the tape velocity of RBP can be equal to , 

but not less than 	. 
5 Random Walking Bipendilum (RWBP) 

We have obtained the following, [3]. 

(5.1)  The tapes velocity of   RWBP  is equal to   =  . 

(5.2)  The conflict rate of   RWBP  is equal to = . 
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(7.1)  The quality analysis
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What can we say about irrational plans in common case? 

(7.2) We plan to investigate several versions and generalizations of the PPDS system. 
One of these generalization is the system with vertices and M particles, where N and 
M are arbitrary numbers. It is interesting to consider an asymptotic of the conflict rate 
if → ∞. 

(7.3) Some problems relate to approach, described in Subsection 6.3. We must choice 
an appropriate metric in definition of convergence of plans and investigate the conti-
nuity of conflict rate in this metric. 

Acknowledgements. The computer simulations was preferred by students Kuchelev 
D.A. and Schepshelevich S.S. 
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Abstract. A distributed information system for business processes of road 
maintenance is presented in the paper. The architecture of developed system is 
the type of client-server system with terminal devices such as smart phones 
with the Android and IOS Operating Systems. The system has been called 
“Server – Smartphone – Student – Receiver (SSSR) – Road”, and it gives pos-
sibility to fulfill the optimal scheduling, local routing for services movements 
and maintenance organization on the road traffic network by communications 
technology. Problems of dependability and system reliability are essentially  
developing on the accuracy of objects positioning. So methods of accuracy  
improving are provided in the paper. 

Keywords: distributed information systems, scheduling and management, road 
networks maintenance, GPS\GLONASS, navigation, iOS, Android. 

1 Introduction 

Intelligent Transport Systems of megalopolis have been constantly improved by the 
development of electronics and Internet technology. Software design for transport is 
widely interested by specialists in Computer science.  

Analyzing scientific literature of this scope we can formulate the following main 
areas of applications of intelligent systems for transport: 

─ traffic management of motorways; 
─ vehicles avoidance collision and the safety of their movement; 
─ electronic payment system of transport services; 
─ traffic management of  main street networks; 
─ consequences elimination of  accidents and safety providing; 
─ navigation. 

In [1], a new approach of mathematical modeling of particle flows in the one-
dimensional one-way supports was proposed. It allows designing distributed systems of 
monitoring and management for transport flows on complex networks by using modern 
information and communication technologies. Thereat, in [1], the Server – Smartphone 
– Student – Receiver (SSSR) system concept was formulated. The system with mobile 
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phones, as terminal devices, collects structured information, distributed over the whole 
network, processes it, analyzes and makes decisions. These ideas were developed for 
analysis of real-time characteristics of saturated flows, [2], and [3]. 

It is necessary to have cartographic navigation data in many applications. At pre-
sent, it is important to get exact connection between coordinates received from the 
GPS or GLONASS devices and real objects with the development of mobile and em-
bedded systems for monitoring and traffic control. 

Now great attention is given to problems of transport. One of urgent problems is 
optimization model of transportation in a region. In distributed systems, the response 
services have to get necessary link between a moving object position and the edges of 
the road network graph, [4]. There are relevant models for other kinds of transport, 
such as sea transport, [5]. It is important to get real traffic data and to implement this 
type of optimization models, preferably arranged in the flow of information. In the 
paper, we discuss methods allowed to extract such information flows. 

For the adequacy of integrated models for traffic control in server applications, it is 
necessary to use theoretical results of objects movement modeling on networks with 
complex geometry. In this regard, it should be noted, [5]. 

2 Information System for Monitoring and Management  
of Enterprise Organization on Distributed Network  
Using Terminal Devices 

Starting in 2011, Server – Smartphone – Student – Receiver(SSSR)-AN system, [1], 
was developed for monitoring of road pavement defects by road maintenance ser-
vices. The system works with client devices was based on the operating system Win-
dows Mobile, where the data were sent to the FTP-server, [6]. 

Currently, we develop a new platform for the implementation of the SSSR-Road 
system. A system of monitoring and maintenance distributed problems and elimina-
tion of defects of the road pavement and infrastructure has been created for the com-
pany carrying out maintenance and repair of road network of federal highways. 

The system consists of the components and methods of collecting information pro-
cessing. The collecting of information by mobile devices is fulfilled with using  
specially installed software and the server software stores and processes of received 
information. 

The system is implemented in accordance with the client-server architecture. In-
formation is stored in a database that is located on a remote server. The problem of 
filling and correction is the main database, especially if the monitoring objects are 
distributed by distance. The modern approach is to use smart phones as endpoints.  

For example, in [1] how to use the system formed SSSR in problems of transport. 
SSSR system is used to collect information in real-time, [2], and may also be used to 
control a group of clients on network from a central location, [8]. In this paper we 
discuss the application of the system SSSR for scheduling processes. System feature 
is data distribution in space and time. 



 Algorithmic and Software Aspects of Information System Implementation 67 

 

Fig. 1. Concept of SSSR-Road system 

The system of monitoring the state of the road infrastructure has two main func-
tions: state monitoring of road management and road maintenance. The close func-
tions include planning of repair road, repair crews monitoring locations, monitoring of 
service implementation, the search of road defect location, navigation road crews to a 
point defect. These functions define the following use cases: 

─ work scheduling; 
─ view info graphics and statistics for the road works; 
─ addition of defects to the base; 
─ control of the job; 
─ search for a defect location; 
─ navigate to the point defect; 
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─ renovate of road defect; 
─ select a task to perform. 

These cases establish the basic functional requirements of the system SSSR-Road, 
that is, reported that the system should do for its users. 

Defining the requirements for a high level of abstraction is necessary to select a 
group of people interacting with the system. With a system interacting three groups of 
people: Director, Master (Worker) and Foreman (Manager) (Figure 1). 

Additionally, the system interacts with the external system GPS / GLONASS. 
These actors play the following roles in the system: 

-  Actor Director monitors the road works 
-  Actor Manager finds defects, enters the coordinates of the database, sends teams 

to address them and controls the removal of defects 
-  Actor Road worker eliminates road defect 
-  Actor GPS / GLONASS provides services in certain geographic coordinates to 

track the location of defects and repair crews 

3 Features of Technical Implementation 

Modern mobile devices, smart phones, have sufficient capacity to perform basic tasks 
of the system. 

Module GPS / GLONASS provides data of the geographical location of the device 
with special satellites, speed of movement in space and other statistical information. 

Built-in camera allows capturing visual information about the state of roads or  
of the different situations that occur to them. Software features allow sending this 
information to the server, accompanying geodata. 

The system uses a stationary server. It is a personal computer running Windows 
2008 Server. The server has a dedicated IP-address and installed services database 
servers and HTTP Web server. Therefore, users can connect external devices and 
exchange information with the server. 

Web service has been built in accordance with the methodology of RESTfull ser-
vice. RESTfull web services uses Persistence API to communicate with databases. 
More specifically, RESTfull web services integrates the entity classes and the persis-
tence unit as defined in the Persistence API. Entity classes are classes associated with 
objects in a relational database. 

The server performing the function is storing and processing information, also 
making summary reports and publishing  them on the Internet (Figure 2). 

System uses JSON method for data output to external devices. JSON-text is the 
(encrypted) set of pairs <key: value>. In various software languages, the process is 
realized as an object, record, structure, dictionary, hash table, a list of key or an asso-
ciative array. The key can only be a string with value in any form. They can be an 
ordered set of values. In many programming languages, data structure is realized by 
array, vector, list, or sequence. 



 Algorithmic and S

Fig.

The system uses the GP
data and the domain. Typic
horizontal plane is about 15

The client part of the s
"foreman" app. Application
smartphone) and statistics 
addition, the data block con
place the data on the type o

Mobile operators send 
available Internet connectio

 

Fig. 3. 

Software Aspects of Information System Implementation 

. 2. Web-interface of distributed system 

PS and GLONASS navigation for getting link between 
cal accuracy for autonomous civilian GPS receivers in 
5 meters (about 5 in good visibility of satellites). 
ystem consists of 2 program products: "Master" app 

n "Master" collects graphics (photos from the camera of 
(data from the GPS) information in special interface
ntains information about the user who fulfills the acts 
f fixed faults, defects, etc. 
all captured information to an external server via 

on: 3G / 4G networks, Wi-Fi via Ethernet. 

The interface of the mobile client for iOS 

69 

 

the 
the 

and 
f the 
. In 
and 

any  

 



70 A.P. Buslaev, M.V. Y

The mobile client is imp
mobile platforms - Apple iO
JAVA using the Android SD

IOS app is written in a n
Library Cocoa Touch provi
the framework classes Coc
Objective-C language or s
Controller. Swift is the res
guages combined with yea
Named arguments from Ob
on Swift easier to read and 
inates errors at the same t
(namespaces). Memory man

 

Fig. 4. Android Application I
send a photo of the defect, 3 
program, 5 - defect map 

Information is sending to
photos flipped for easy per
table. 

The results can be view
Internet. Information can be

Yashina, and M. Volkov 

plemented as a native application for the two most popu
OS (Figure 3) and Android. Android Application written
DK and Google services (Figure 4). 
new language swift and uses the framework Cocoa Tou
ides an abstraction layer for iOS. Cocoa Touch is based

coa, used in Mac OS X, and similarly it allows you to 
swift. Cocoa Touch should design pattern Model-Vie
ult of the latest research in the field of programming l

ars of experience in the development of Apple platfor
bjective-C code is transferred to net Swift, making the A
maintain. Type inference makes the code cleaner and el
time get rid of the header modules and use namespa
nagement is automatic. 

Interface, 1 - screen photo of fixing the defect, 2 - the scree
- selection screen of the defect base, 4 - the start screen of

o the server where information is cataloged and process
rception, statistical and text, information are displayed a

wed on any computer or mobile phone with access to 
e sorted by type of data plots using browser. 

ular 
n in 

uch. 
d on 
use 
ew-
lan-
rms. 
API 
lim-
aces 

 

n to 
f the 

sed: 
as a 

the  



 Algorithmic and Software Aspects of Information System Implementation 71 

 

Fig. 5. Backend replication 

So new system provides several new features and advantages: 

1. Interactive user notification of new defects; 
2. Better positioning accuracy; 
3. Modern UI of iOS and Android applications for modern devices; 
4. Increased server performance; 
5. Optimization of transmitting/receiving traffic (improved protocols); 
6. Increased server stability (new system supports data replication and 

web/application/data base server redundancy). 

4 Methods for Increment of GPS-Data Accuracy 

The accuracy of the GPS receiver depends on different factors. Main factors impact 
on the radio path for its passage from the satellite to the receiver. They are described 
below. Another cause depends on small errors in the satellite atomic clocks, and  
control the flight path of satellites on orbit. 
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Positioning accuracy is of great importance for ensuring the reliability and stability 
of the system SSSR-Road as a whole. 

In the monitoring system of the road sector [5,6] describing the point with defect 
data are linked both to the map (graph of the road network), site-specific edges of the 
graph (indicating kilometers and meters from the beginning of the edge (roads, trails)) 
and a predetermined area of the partition area of monitoring. 

In many cases, it is useful to determine not only an edge of the road networks 
graph, but also exact number of road lane on which the point is located. This problem 
can be particularly difficult in the case of insufficient accuracy of navigation data and 
on the site of the road network of complex configuration (multi-level interchanges, 
conventions and so on. D.). 

Radio signal is distorted with the passage of charged particles through  ionosphere 
(upper atmosphere at altitudes of 60 to 1,000 miles above the earth's surface), and 
then through the vapor cloud in a downstream troposphere. Because of this, there are 
small errors in the synchronization, so as the signal passes a distance slightly greater 
than the distance in a straight line. Ionospheric disturbance can be compensated by 
two methods: 

1. modeling of errors; 
2. measuring at two frequencies. 

In the modelling of error, mathematical model is used, that allows to predict the 
typical error of the impact of the ionosphere and the troposphere on a particular day, 
then makes adjustments. This method is used to counter inaccuracies in civilian  
receivers GPS. 

Method of measuring the two frequencies is more accurate and used for military 
receivers. It is based on particular radio signals of different frequencies, like the  
ability to a variety of largest refractive distortions. By comparing the differences in 
the timing of the two signals of different frequencies, current value refraction can be 
calculated. 

GPS satellites transmit signals on two frequencies denoted L1 and L2. Civilian re-
ceivers can receive only signals at a frequency of L1, while working with both mili-
tary frequencies, allowing them to perform appropriate correction. 

In the above table it shows the contribution of various sources of error in a typical 
margin of error for GPS guidance location: 

Table 1. Contribution of error sources 

Source of error Value of error 

Watch satellite 1.5 m 

Deflection 2.5 m 

Ionosphere 5.0 m 

Troposphere 0.5 m 

Multipath error 0.5 m 

Typical error reading 10 m 
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Method of positioning accuracy improving is based on the account of these factors. 
It is integrated into the SSSR-Road system with the incremental static correlation 
processing geo-data object in the previous steps to ensure their continuity. 

5 Conclusion 

The control system has been tested in actual operation on the road operating company 
serving the complex distribution of the transport network. 

An efficient client-server system for receiving, processing and receiving infor-
mation in real time and distributed over the territory. 

Embedded applications for all authors of the system, i.e., road masters, supervisors 
and directors. 

Methods to improve the accuracy of GPS data are presented that allow to detail in-
formation about the objects with an area not exceeding 1 .The proposed methods 
get possibilities to classify geo-objects processed by road services, up to a strip of the 
road. 

Thus, routing navigation to the specified object, built-in system enables optimal so-
lutions to determine the shortest path to the goal. A series of experiments showed that 
errors identification lanes decreases on order, and reached 7%. 
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Abstract. The paper introduces a new approach to weather forecasting. Overall 
prediction process consisted of processing big data, turning processed data to 
visualization, and later this visualization has been used for enhancing forecast-
ing methods using artificial neural networks. The following assumptions are 
proved: data visualization gives additional interpretation possibilities, it is pos-
sible to enhance weather forecasting by data visualization, neural networks  
can be used for visual weather data analysis, neural networks can be used for 
climate changes prediction. 

Keywords: weather forecasting, big data system, neural networks. 

1 Introduction 

Weather forecasting is nowadays relying mainly on computer-based models which 
takes into consideration multiple atmospheric factors [2]. However there is still need-
ed human input to choose which prediction model is best for forecasting, to recognize 
weather impacting patterns, and to know what models are performing better or worse. 
Big data which is collected, processed and used for weather forecasting results in 
extensive computational needs. More than 15% of supercomputers, which has its 
application area specified, from the Top 500 Supercomputers list are dedicated only to 
weather and climate research [15]. Such high demand on processing speed and per-
formance leads to searching for solutions which can improve already developed soft-
ware. When data is too complicated to be understand directly, people are often using 
some approximation techniques, presenting data indirectly in multiple dimensions 
using tables or visualizing data [6]. One of the data presentation methods used most in 
meteorology is by using visualization [4]. Visual presentation is often more readable 
for humans than any other data presentation techniques. In this paper there will be 
created multiple weather visualizations to check how meteorological data presented in 
such way can enhance local weather changes prediction. Strong emphasis in this work 
will be put on creating automatic and generic algorithms which can reduce human 



76 A. Buszta and J. Mazurkiewicz 

 

interaction needed for forecasting. An attempt has been made for using neural net-
works in solving problem of visualizations interpretation and weather prediction. 
Artificial neural networks has been used for weather forecasting before [1], however 
researchers have not taken bigger effort to use visual input as part of the weather pre-
diction. Visualizations may lead to many meaningful conclusions and this topic will 
be further analysed. Finally, processing huge amounts of data needed for visualization 
requires developing rules which can be easily followed when designing and imple-
menting algorithms [7]. 

2 Classic Weather Data Analysis 

The classic weather forecasting began near 650 BC, when the Babylonians started to 
predict weather from cloud patterns. Even early civilizations used reoccurring events 
to monitor changes in weather and seasons. There are five main weather forecasting 
methods [20]. Persistence - This is the most simple and primitive method of weather 
forecasting. The persistence method takes as main input information that the condi-
tions will not change during whole time of the forecast. Despite looking wrong this 
way of predicting weather is well performing for regions where weather does not 
change so often like sunny and dry regions of California in the USA. Trends - Basing 
on speed and directions of weather changes simple trend model can be calculated. 
Atmospheric fronts, location of clouds, precipitation and high and low pressure cen-
ters are main factors of this method. This model is accurate for forecast weather only 
few hours ahead, especially for detecting storms or upcoming weather improvement. 
Climatology - This method bases on statistics and uses long term data accumulated 
over many years of observations. It is first method that can take into account wider 
spectrum of changes occurring in some region and thus can provide more accurate 
local predictions. The main disadvantage is ignoring extremes, as whole model output 
is averaged. It also does not recalculate on radical climate changes (like more and 
more warm winters) so it can provide year by year incorrect output. Analog - Analog 
method is more complicated than previous ones. Involves collecting data about cur-
rent weather and trying to find analogous conditions in the past. This method assumes 
that in current situation the forecast is same as this one found in archival data. Numer-
ical Weather Prediction - Most common method of forecasting nowadays is called 
Numerical Weather Prediction. First attempt to predict weather in this way was in 
1920 but due to insufficient computer power realistic results was not provided until 
1950. This method uses mathematical models of the atmosphere to calculate possible 
forecast. It can be used for both - short and long term weather predictions [12].  
However despite supercomputer power increase weather calculations are so compli-
cated that this model provide valid forecasts for up to one week only. Due to chaotic 
nature of atmosphere simulations is almost impossible to solve multiple equations 
considering them without any error. What is more even small error in the beginning of 
calculation yields in huge mistake in further forecast. 
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(a) (b)

 
(c) (d)

 

Fig. 2. Weather visualization using isopleths (a) - Visualization of pressure using isobars 
(b) - Visualization of temperature using isotherms (c) - Visualization of wind using isotachs 
(d) - Visualization of dew point using isodrosotherms 

HadCRUT3 records of the global temperature from the Intergovernmental Panel on 
Climate Change (IPCC). It is data that has been designated by the World Meteorolog-
ical Organization (WMO) for use in climate monitoring. It contains monthly tempera-
ture values for more that 3000 land stations. National Climatic Data Center from 
Asheville, NC, USA reports collecting global summary of the day data (GSOD). Data 
which creates the Integrated Surface Data (ISD) daily summaries is obtained from 
USAF Climatology Center. Beginning from 1929, over 9000 land and sea stations are 
monitored. Both of this data sources are available freely for non-commercial use. 
Daily reports from GSOD contain multiple collectible data types which can serve as 
perfect input to big data processing. Data was provided in Imperial units but in later 
processing it have been converted to Metric system. 

4 Forecasting Using Neural Networks 

4.1 State of Art 

Neural networks were successfully used in meteorology before. In Temperature fore-
casting based on neural network approach [5], authors try to utilize artificial neural 
networks for one day ahead prediction of only one weather parameter - temperature. 
Model was build for city of Kermanshah which is located in west of Iran. Researchers 
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decided to use Multilayer Perceptron [8]. Datasets were constructed of ten years of 
meteorological data (1996-2006). For results improvements there has been created 
four different neural networks. They were used to forecast weather for each season. 
Multilayer Perceptron has provided good results in temperature forecasting, giving 
average difference between predicted and expected temperature less than 2oC. Similar 
work has been done by researchers in Ensemble of neural networks for weather fore-
casting [9]. Authors have chosen Multilayer Perceptron, Elman Recurrent Neural 
Network, Radial Basis Function Network and Hopfield model [10][13][14] to create 
and compare temperature, wind speed and humidity forecasting. All predictions has 
been assumed for city in southern Saskatchewan, Canada. Similarly to previous pa-
pers researchers choose to create four models for each season and to produce one day 
look ahead forecast. Most accurate forecast were provided by ensemble of multiple 
neural networks. Andrew Culclasure in Using neural networks to provide local 
weather forecasts [3] presents another application of using Artificial Intelligence for 
weather forecasting. Three different neural networks were created and trained with 
data collected in Stetesboro in Georgia, USA every 15 minutes over a year in personal 
weather collection station. Researcher uses small scale and imperfect datasets for 
creating forecast for 15-minute, 1-hour, 3-hour, 6-hour, 12-hour and 24-hour look 
ahead forecasts. Despite using neural network for weather forecasting, it has been also 
used to nonlinear image processing [11]. It has been proven by authors that Artificial 
Intelligence can be used for object recognition and feature extraction [10][13][14]. 

4.2 Adaptive Processing 

Artificial Intelligence seemed to be natural choice for interpreting data which is pro-
vided in "human" way [10][13][14]. From extensive research [11] it was proven that 
neural networks can be used for object recognition and feature extraction. Using neu-
ral networks for visual analysis of images delivered by created application appeared 
to be hard and demanding task to achieve. Due to immense research material, unsatis-
factory results and insufficient time for continuing the paper research it was decided 
to use neural network in another way. Visualization itself gave chances for manual 
pattern recognition. Neural networks on the other hand have been proven to be suc-
cessful tool for forecasting weather. Main idea which has evolved from these two 
statements was to use visualization for pre-filtering the data and passing it to neural 
network to achieve even better results of forecasts [2]. Weather forecasting is almost 
always related to phenomenons occurring in some specific region. Especially models 
build for persistence or climatology prediction models do not provide any reasonable 
results to other place in the world. One model which can take advantage from differ-
ent locations is forecasting by analogies. Because analog method uses data to find 
analogous conditions in the past, it can be used with data from other (but similar) 
location to help predicting weather state for situations when no analogies can be 
found. It is crucial to thoroughly adjust other location model. When location model 
with nearly constant temperature variance is applied to location where temperatures 
are changing very quickly it is not possible to achieve good results. Good results for  
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other forecasting model can be  achieved by averaging models build from surround-
ing locations. These locations cannot be far away and cannot include extreme loca-
tions. Often weather model is very similar for whole regions, in which there are  
multiple data collecting stations. They can complement each other data and provide 
better, and more complete results. However sometimes there are weather stations 
which location is on top of the hill or mountain and data collected there contains more 
raw temperature, pressure or wind speed measurements. Whole process of finding 
locations with analogous weather models or finding locations which are close enough 
to provide good results can be called adaptive processing. That means that resulting 
model for location of interest is actually build as the union of similar models, adapted 
to provided best results. The model is build based on visual analysis and is later used 
as neural network input. Visual analysis allowed to choose which locations are related 
and which places data should be used to train, validate and test neural network. Pre-
dicting weather changes using neural network can be compared to two forecasting 
methods: Climatology - Neural network can predict weather conditions according to 
many years of data collection [1]. Result of forecast will be an average state of tem-
perature, pressure, wind speed or other parameters. Network will be also aware for 
which part of the year every forecasting is about. Such forecasting is done in clima-
tology model. Analog - Without consideration which part of the year it is, forecasting 
using neural network is similar to forecasting using analogies. When network is fed 
using parameters which are similar to this passed earlier it will provide similar output 
as before. 

4.3 Neural Network Design 

Based on [5], [9] and theoretical research Multilayer Perceptron was chosen as neural 
network model [8]. Application created as a result of this work allowed to create net-
works with configurable number of inputs and outputs. It did not have constant archi-
tecture, but could be easily parametrized instead. Possibility to forecast multiple  
meteorological events and multiplicity of parameters which can be chosen as most 
significant in process of forecasting were main reasons for such design. Sample con-
figurations were provided in Tab. 1. 

Table 1. Sample neural network configurations 

Configuration description Input 
parameters 

Input 
neurons 

Output  
parameter 

Output 
neurons 

Seven days forecast based temperature only. 
This method is very similar to analog  
forecasting 

Temperature 7 Temperature 1 

Seven days forecast based on temperature and 
number of day in the year. Similar to previous 
one, but considers also transience of seasons by 
knowing which part of the year it is 

Temperature, 
day of the year

8 Temperature 1 

One day forecast based on temperature, mean 
station pressure and wind speed for that day. 
Analog forecasting aware of multiple weather 
parameters 

Temperature, 
mean station 

pressure for the 
day and mean 

wind speed 

3 Temperature 1 
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Fig. 5. Neural network lear
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Fig. 11. Weather forecasting 
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Abstract. As the functional complexity of the malicious software increases, 
their analyses faces new problems. The paper presents these aspects in the con-
text of automatic analyses of Internet threats observed with the HoneyPot tech-
nology. The problems were identified based on the experience gained from the 
analyses of exploits and malware using the dedicated infrastructure deployed in 
the network of the Institute of Computer Science at Warsaw University of 
Technology. They are discussed on the background of the real-life case of a re-
cent worm targeting Network Attached Storage (NAS) devices vulnerability. 
The paper describes the methodology and data analysis supporting systems as 
well as the concept of general and custom HoneyPots used in the research. 

Keywords: Network Security, HoneyPot Systems, Network Attacks, Exploits, 
Malware. 

1 Introduction 

The growing number of devices connected to the Internet pushed forward the neces-
sity of secure communication and data storage. In this light the security is one of the 
most important issues in the IT systems. Cloud-based and cloud-related solutions has 
become a reality introducing new challenges for security and personal privacy. As the 
high speed broadband is more and more popular [1], it is observed that software 
manufactures push users towards their cloud-based services. At the same time, mostly 
because of the high quality multimedia materials, home users require more and more 
storage space. Moreover, users want to share them with their family and friends as 
well as to stream to their TV sets, etc. That means the necessity to use Network At-
tached Storage devices at home or even to provide them the Internet connectivity. So, 
many security problems (well-known in companies) are now faced by average home 
users, which are not IT specialists aware of recent security threats. 

Several types of threats can be pointed out in the above context. One of them is re-
lated with the confidentiality of the communication channels (e.g. robustness of 
routers in public Wi-Fi installations) and application protocols (e.g. in plain text). In 
[2] it is showed that single-bit faults can lead to major security issues. However, most 
of the problems are related to the quality of software. It may contain (or rather con-
tains) some yet-undiscovered bugs that can be exploited to take over the target sys-
tem. In the security field this bugs are called vulnerabilities. They can be exploited 
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through malicious documents sent by e-mail, accessing the infected web page or di-
rect attack on the services served over the network (e.g. remote code injection through 
malicious network request). In this last scenario the infection does not require  
any user actions on the target machine to activate malicious code. Thus, it is more 
dangerous as without the proper system monitoring the infection could be undiscov-
ered for a long time. System user might be unaware of the problems. Here arises  
the problem of abnormal system behaviour – how to recognise any anomalies from 
normal operation [3]. 

Home network attached systems (e.g. routers, NAS) that provide some services for 
the Internet (like data sharing, web servers, peer-to-peer clients) are very attractive to 
hackers. They are typically not (or not regularly) monitored by their users. So, the 
attacks and eventually the overtaking is unlikely to be discovered. At the other hand, 
these devices are effective enough to handle some malicious tasks along with their 
normal operation. The threat of private information leakage is just one side of the 
coin: compromised device can be used to infiltrate home network but also is a good 
base for further attacks over the Internet. Thus, the hacked device is possibly becom-
ing a source of attacks or a malicious code repository. In this context it is worth not-
ing, that source of attacks might be not the hacker’s IP but in fact an innocent victim. 
Nevertheless, it is important to identify all the sources of a violent activities. 

One of the main problems of Internet security is the number of new, so far un-
known threats due to existing security holes in the software – called zero day threats. 
Because attackers are usually first to know and exploit vulnerabilities, HoneyPot sys-
tems were created to monitor behaviour of attackers in real environment, providing 
‘traps’ to capture potentially malicious activities. Following and understanding them 
(and mechanisms behind) allow identifying software bugs that lead to the successful 
attack. Any system or resource can be treated as a HoneyPot, as long as it used only 
as monitor (not for any production purpose). All access attempts to that resource are 
unexpected and thus can indicate malicious activity. A good survey on HoneyPots can 
be found in [4, 5]. Some of our real-life cases identified with our own installations are 
given in [8]. Using these systems and analysing the collected data we have identified 
some problems that aggravate the analyses. 

Most of the papers in the literature describe HoneyPot systems itself or a malware 
analyses as a separate tasks [13, 14]. Obviously, such approach is not practical as the 
whole process depends on iterative improvements of HoneyPots to allow deeper 
analysis of multistage attack scenarios that are faced in the Internet nowadays. Each 
stage of the attack require some specific actions to be made by the HoneyPot, data 
classifiers, dynamic analyses of malware, etc. Based on real-life Internet threat we 
discuss the problems faced in detailed analysis starting from initial detection of vul-
nerability scans, attack attempts, and finally, to understand the behaviour of compro-
mised network device. In the next section we describe the considered (in our opinion 
the most typical) scenario of a takeover attack on network attached system together 
with real-life example observed and analysed using our systems.. Based on that, prac-
tical problems are discussed in Section 3, including existing software capabilities. 
Paper is concluded in section 4. 
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2 Machine Takeover Scenario 

Contemporary network worms targeted at network attached devices realize quite 
complex scenarios consisting several stages. Hereafter we try to give a general de-
scription of it. Next, the real-life QNAP worm is analysed to illustrate further discus-
sion over the analysis problems. 

2.1 Attack Stages 

Recon Phase. Typical remote attacks exploiting vulnerability start with the recon 
phase – vulnerable machines accessible over the Internet are sought. This process 
could be performed in advance as massive scanning of large ranges of IP addresses. It 
can be seconds or months before the real attack. Monitoring of all incoming connec-
tions is a valuable source of data to trace potentially dangerous activities. However, 
additional analysis is needed to distinguish real attacker from, for instance, scanning 
made by service discovery software. Moreover, at the connection instant the one (se-
curity supervisor) will hardly know if it is a malicious connection or not. The only 
thing the supervisor can do is to keep track of widely-known addresses of attackers to 
limit their access to the supervised resources. Moreover, he can observe and react on 
noticeable changes in communication trends (e.g. more frequent connection attempts). 

However, the recon phase may not require any physical connection from the  
attacker to the target system as services like Shodan [6] provide all the necessary 
information. Shodan sequentially scans all machines connected to the Internet and 
records all enabled services and used software versions – attacker can search for the 
potential victim based on the vulnerability he is looking for or victim’s geographical 
location.  

Exploit. When potential victim is found the attacker sends so called exploit. The ex-
ploit is specially crafted packet, communication session or user data that performs 
some actions (using a bug or imperfection in target software) not intended by a pro-
grammer. Two most popular ways of attacks are remote code execution and command 
injection [7]. In the first case a bug allows the attacker to execute provided machine 
code. This can be done for example by buffer overflow vulnerability (leading to 
overwritten return address). The other kind of software errors allows direct execution 
of some (restricted) commands. In both cases the attacker’s code or commands are 
very limited. In effect, this phase of the attack is a first stage, used only to allow fur-
ther downloading and execution of a larger, main malicious software. 

Malware. After successful exploitation of vulnerable machine, the attacker gains 
enough control to download and execute more sophisticated software on it. Attacker 
could be a person or automate (script, software, etc.). In this phase he starts using vic-
tim’s machine for his purposes. In most observed cases downloaded software is a kind 
of backdoor or bot. The first one allows easy and stealth access to the machine without 
subsequent exploitation (like logging into the machine, using it for finding other vulner-
able machines, hosting malware or performing further attacks). During our research we 
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identified a machine used for storing backups of legitimate user and at the same time to 
store some malware. The machine was used as a malware repository during attacks at 
vulnerable phpMyAdmin software. The second group turns the machine to be a part of a 
botnet: a group of compromised systems controlled by attacker. Executed malware con-
nects to the command and control (C&C) server, and waits for further commands (to 
download new module, perform IP scanning or take a part in DDoS attack, etc.). During 
our research, we observed MS Windows malware which connects to C&C server, 
downloads new IP address range and starts finding VNC-enabled Linux machines. In 
the last year a new trend was observed: exploited machine downloads e-currency min-
ing software, joins to the pool and starts mining for the attacker [8] (due to lower net-
work activity it is harder to detect). 

2.2 QNAP NAS Example 

QNAP attack uses two-level exploit to download and run malware on a target ma-
chine. First level uses Bash shell interpreter vulnerability – Shellshock: some special 
values of environment variables are treated as procedures and executed by Bash [9]. 
To set the required value of a variable the attack uses User-Agent HTTP header (it is 
passed by HTTP server to underlying CGI script via environment variable). Instead of 
standard data (describing user’s HTTP client), the HTTP request header provides a 
Bash code, as seen below.  

() { :; }; /bin/rm -rf /tmp/S0.php && /bin/mkdir -p 
/share/HDB_DATA/.../ && /usr/bin/wget -c 
http://XXX.VVV.YYY.ZZZ:9090/gH/S0.php -O /tmp/S0.sh && 
/bin/sh /tmp/S0.sh 0<&1 2>&1 

Starting “() { :; }; ” part is Shellshock specific and results in execution of further 
commands. They were slightly customized for QNAP NAS (i.e. folders paths, target 
URLs), however, the way of their activation can be easily identified as a typical 
Shellshock. The first-level script forces the device to download and execute second-
level exploit in a form of another Bash script. This script is even more dedicated for 
QNAP NAS devices as it uses specific folders and configuration files. It is worth 
noting that the exploit is prepared to work with multiple architectures and downloads 
different binaries depending on attacked system specification. One of the first 
downloaded binaries is a fix for used vulnerability, so it ensures the attacker for being 
the only one on the machine. At the same time it makes the device to look as secured 
despite being compromised.  

In the next step the second-level script downloads and installs SSH daemon. Then 
it opens SSH access to the NAS on non-standard port. It also adds new machine’s 
user with hashed password hardcoded in script, creating backdoor access to the ma-
chine. Password can be easily found on the Internet using its hashed version, allowing 
anyone to access infected machines. 

At the end the second-level script downloads some malware binaries and a script to 
propagate itself over the network. Moreover, QNAP specific configuration files are 
modified ensuring automatic execution of malicious software when machine boots. 
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Self-propagation script uses a free tool (binary of which is also downloaded) to send 
HTTP requests with malformed HTTP header to random range of IP addresses. No 
preliminary scans etc. are performed by the exploit, making it easy to spot on Honey-
Pot systems. Below a part of propagation script is shown. 

rand=`echo $((RANDOM%255+2))` 
url="http://XXX.VVV.YYY.ZZZ:9090/gH/S0.php" 
 
download="/bin/rm -rf /tmp/S0.php && /bin/mkdir -p 
/share/HDB_DATA/.../ && /usr/bin/wget -c $url -O 
/tmp/S0.sh && /bin/sh /tmp/S0.sh 0<&1 2>&1 \n\n\n" 
 
get="GET /cgi-bin/authLogin.cgi HTTP/1.1\nHost: 
127.0.0.1\nUser-Agent: () { :; }; $download \n\n\n" 
 
./pnscan -rQDoc -w"$get" -t500 -n100 
$rand.0.0.0:255.0.0.0 8080 > /dev/null & 

3 Identified Problems 

To observe threats activities the HoneyPot systems are used. We use various types 
and instances of them in our Institute. We have started with open source low-
interaction HoneyPots, Nepenthes, and its successor Dionaea. However, both of them 
have very limited functionalities associated with simulating behaviour of a web server 
and web applications - simple scans can just be registered. Although in some attacks a 
scan is made before the real exploit to detect and omit some basic HoneyPots. In such 
cases the whole service might need to be simulated (some sequence of proper request-
response pairs might be needed to observe complete attack behaviour). Due to this 
fact we have developed WebHP - a HoneyPot dedicated for observing all scanning 
activities and obtaining details of all attacks performed with HTTP protocol [8]. 
Moreover, some application specific systems were created to cover in more detail 
particular attacks (e.g. HeartBleed, phpMyAdmin). Emulating with greater accuracy 
the desired target for the attacker allows to collect longer scenario of attack and  
application level data. 

Due to fact that exploits usually utilize undocumented functions or nuance of vul-
nerable software, HoneyPots and analytical systems have to reproduce original one 
with all details. Any, even minor, deviation can lead to failure in observing whole 
attack scenario. Attackers can also use some specific behaviour as a countermeasure. 
Moon worm, attacking Linksys routers, is a good example: exploit set compression 
flag in HTTP communication, yet it rejected all compressed data. In effect, standard 
Apache server (which supports compression) could not work as a HoneyPot and re-
quired reconfiguration – disabling of compression at server level. Only after that 
manual intervention HoneyPot was able to capture next stages of the worm. 
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Collected scanning activity (see Section 2) is a starting point for the analyses. The 
growing activity of a specific connection type rivet our attention as new (probably 
unknown) vulnerability may be identified. However, some more advanced data analy-
sis could utilize data mining pattern discovery techniques (like frequent sets and 
jumping emerging patterns). Scanning, complex attack or worm outbreak generate 
repeated activities, which could be detected using these methods. To illustrate the 
problem of the amount of complex data it is worth to note that WebHP sensors during 
two years of operation (1st January 2013 to the end of December 2014) observed over 
half of million connections. Acquired data contains various types of activities, even 
completely innocent, like access from various web crawlers used by search engines. 

To allow analysis of gathered data a HoneyPot Management System (HPMS) was 
developed. Basic HPMS functions allow convenient access to raw data gathered by 
WebHP sensor and plots generation for interesting time ranges. HPMS user can 
manually investigate collected data. In-depth manual analysis of such volumes of data 
is almost impossible. So, some supporting software is needed to easy identification, 
grouping, visualisation, etc. Still, the expert knowledge and manual analysis is re-
quired in this process to be used on the automatically detected sets of data. 

In case of QNAP the WebHP system was able to register only the first step of the 
attack as an increased amount of HTTP requests targeting the same URL with one of 
the headers matching the Shellshock behaviour marker (Fig 1). It was possible, be-
cause Shellshock is a well-known attack and can be easily recognized by specific 
sequence of characters. It gets a lot more complex with majority of attacks, which are 
directed to specific applications – like mentioned phpMyAdmin attack which used 
application internal structure (serialized as part of request) to inject malicious code. In 
scan only specific URL appears and request contents – expert knowledge is needed to 
associate PMA_Config structure used in attack with targeted application. Only after 
recognizing attack and its target further analysis can start. 

After identification step, in HPMS any known (identified) activity can be described 
with appropriate rules and added to HPMS (like in QNAP example). Using these rules 
the system automatically marks all existing and new data using configured labels [10]. 
Preliminary experiments shows that detected patterns describe all known threats, pre-
viously discovered manually. Moreover, manual analysis of discovered patterns re-
veals suspicious machines and activity. Without such support, most of them will be 
hinder in vast amounts of other data. 

Even with data labelling new attacks has to be noticed manually, as in QNAP ex-
ample: WebHP system has been registering Shellshock attack attempts since 12 Sep-
tember 2014, which was the day when that vulnerability was first publicly announced. 
Fig. 1 shows how attacks intensified on December 2014, when QNAP worm targeted 
WebHP system. To distinguish this attack, manual analysis was required and new 
label created, separating it from Shellshock. Since then, worm activity is approxi-
mately constant, higher peaks indicate scans. It is noticeable, that QNAP provided 
firmware patch for its devices on 5 October 2014, more than a month before attacks 
became frequent. 
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of nested variables, a values of which depend on machine state and configuration (see 
Section 2.2). Contrary, in dynamic analysis a malware is executed in a sandbox envi-
ronment and its behaviour is observed. For this purpose a Maltester system was de-
veloped and deployed in our Institute. It analyses MS Windows targeted malware. 
The system consist of supervisor software and specially crafted virtual machine cur-
rently using Windows XP as a guest. The whole environment is secured to allow  
limited access to the Internet and to protect Internet users from hostile activity. Su-
pervisor software works in Linux and Xen hypervisor is used for managing virtual 
machines. The only part of the Maltester in the guest OS system is simple server for 
receiving malware samples from the supervisor. Prepared guest machine is hibernated 
and awaits for sample for analysis. When a new sample is added to Maltester, the 
guest machine is woken up from hibernation and executes the sample. After config-
ured amount of time the guest machine is hibernated once again. Then the supervisor 
performs various analysis, for example, checks which files are changed or added and 
what new process are executed. After the analysis the guest machine is restored to 
clean state and awaits for next sample. Performed experiments proves usefulness of 
such approach. This is very fast and efficient way to gather initial data concerning 
analysed malware. For example, we use this initial analysis for detecting C&C servers 
IP addresses and automatic gathering of sample concerning scanning and attacking tools 
used by attackers. Using such dynamic approach can also show the potential scope of 
damage made by the exploit and malicious software on the compromised systems. 
Moreover, it can help to identify the other web resources engaged in spreading the  
malicious software over the Internet. 

4 Conclusions 

Analysis of malicious software is much more complicated than several years before. 
Any attack consists of several steps – each require sophisticated (and safe) environ-
ments to be analysed. Worms consist of many mechanisms hindering the analysis. 
During this process the time window might be opened only for a short period – after 
that the next step of the analysis might be interrupted. Moreover, the binary of a mal-
ware may be encrypted or obfuscated, so, the dynamic evaluation is needed in order 
to discover its behaviour and further stages of the attack.  

Our systems proved to be a significant assist in detection and analysis of observed 
threats (using jumping emerging and frequent sets patterns). Configurable HoneyPot 
system (WebHP) allowed capturing details about new web attacks. These data was 
then used for manual malware downloading. Some dynamic analysis of the malware 
samples were made with Maltester system. The conducted experiments showed that 
analytical software is required to support security specialist. However, more work on 
process automation is still required. Without that, rapid analysis of gathered data is 
almost impossible. Our further work will focus on building and integrating different 
kinds of complex malware analytical systems with the network monitoring targeted at 
anomaly detection. 
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Abstract. Web based information systems are exposed to various faults during 
their lifetime (originating in the hardware, in the software or stemming from se-
curity vulnerabilities). Service reconfiguration strategies are used to improve 
their resilience. A risk assessment approach is proposed to analyze the vulnera-
bilities of the system with reconfiguration. The proposed technique involves  
assessment of likelihood and consequences of occurrence of various fault  
combinations handled by the reconfiguration strategies. 

Keywords: Web based systems, risk assessment, security, reconfiguration.  

1 Introduction 

Whenever a fault manifests itself in a Web based system, whether it is a hardware 
failure, a software error or a security attack, it impacts the ability of a business to 
provide service. Isolation of the affected hardware and software is usually the first 
reaction (to prevent propagation of the problem to yet unaffected parts of the system). 
It then follows that the most important services have to be moved from the affected 
hosts/servers to those that are still operational. This redeployment of services [1, 6] is 
further called system reconfiguration. 

Reconfiguration limits the adverse business consequences of a fault occurrence, 
but it does not eliminate them. The system usually operates with a reduced effective-
ness until its full operational readiness is restored [2]. The problem of contingency 
planning requires a method of assessing the risks connected with the various faults 
occurrence, both in case of single faults and coincidence of multiple faults. 

Risk analysis is a method of assessing the importance of the various possible faults, 
so that the maintenance policies may be better focused on improvement. In case of 
Web based systems, the usual approach is to eliminate or limit the number of the sin-
gle points of failure, i.e. avoiding single faults that lead to the denial of service. When 
reconfiguration is employed, single points of failure are very unlikely. A more sophis-
ticated analysis is required to pinpoint the weakest points of the system. Risk analysis 
can be used: based on assessing the likelihood of faults and their combinations, and 
then on confronting this likelihood with the gravity of the faults impact. 
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2 Approaches to Risk Assessment 

Risk analysis is used to ascertain the consequences of an event or decision, when 
these cannot be a priori determined. It is now used in all major planning activities. 
The term “risk” is used in decision-making, when the results of the decisions cannot 
be predicted [9]. The analysis ensures that the risks are identified, likelihood of their 
occurrence is established and the consequences are evaluated. 

There are various alternative approaches to risk assessment [5]. Most popular is the 
qualitative approach, based on expert opinions [7]. It describes the risk in generic 
terms of ‘high’, ‘medium’ and ‘low’. Quantitative analysis uses numeric values to 
signify similar notions [8]. The basis of risk analysis is to classify the risks in accord-
ance to the likelihood of their occurrence and the gravity of their consequences. The 
risk is proportional to the product of likelihood and consequences: 

 R = LC. (1) 

We will use similar range of values to assess both the likelihood and the conse-
quence gravity (in case of consequences, 0 indicates no impact) : very low (1), low 
(2), medium (3), high (4), very high (5). 

The assessment of consequences of an event (fault) is very application specific. It 
will be considered later, after introducing the model of Web based services. Currently, 
it is sufficient to remark that the consequences have to be mapped to digits in the 
range of 1 to 5. 

Likelihood is very closely related to probability of events occurrence. Web based 
systems are exposed to multiple faults: hardware failures, software errors, human 
mistakes, security issues. Some of them (especially hardware malfunctions) are cus-
tomarily characterized by using probability measures. In this approach, the exponen-
tial scale of likelihood is assumed. This means that the likelihood is proportional to 
the rank of probability. Let’s assume that an event occurs with a known constant in-
tensity λi and its effects prevail for a mean renewal time Ti. Then, the probability that 
at a specific time instant the system is affected by the event is approximately equal to 
the product of them, and the likelihood is given by equation: 

 .1  assuming,log <<⋅⋅+= iiiii TTL λλβα  (2) 

The constants α and β are used to ensure the required range of likelihood values. 
By deploying reconfiguration techniques, the consequences of single faults in a 

Web based system are very low. This implies that risk analysis cannot be restricted to 
single faults only. Thus, it is required to consider coincidence of multiple faults at the 
same time. It is necessary to assess likelihood of multiple events at the same time.  
In case of independent events, the probabilities of single faults multiply, and the  
likelihood is proportional to the sum of single faults likelihood, i.e. 

 ., α−+= jiji LLL  (3) 
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The above is not applicable if the events occurrence is not probabilistic or if the 
events are not independent. An approximate technique for dealing with likelihood of 
multiple events is proposed in [4]. This approach was adopted in the reported consid-
erations. It is based on the following Table 1. 

Table 1. Likelihood of coincidence of two events 

very low (1) low (2) moderate (3) high (4) very high (5) 

very low (1) 1 1 1 1 1 

low (2) 1 1 1 2 2 

moderate (3) 1 1 2 2 3 

high (4) 1 2 2 3 4 

very high (5) 1 2 3 4 4 

3 Web Based Systems Model 

3.1 Services 

The Web based systems provide some business service(s), useful to the end-users as a 
result of interaction between communicating component services, which are transpar-
ent to the end-user. In Fig. 1, the system is represented by the interacting service 
components, which are deployed on various hosts (networked computer nodes). The 
services make use of the hosts to provide the required processing capabilities, and of 
the network resources to ensure visibility and data exchange.  

 

Fig. 1. Infrastructure of a Web based system 
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Each host is characterized by its computing resources: processing power, memory 
and external storage, installed software, etc. The services determine the demand for 
these resources. If the cumulated demand for a resource of all the services deployed in 
a node exceeds the available level, then all the services will be degraded. Similarly, 
the logical connections between the services determine the demand on the communi-
cation resources at both end nodes of the connection. The network throughputs or 
SLAs (Service Level Agreements) determine the limits placed on the cumulated 
communication demands in any single node or group of nodes. Thus, any change in 
the placement of services onto hosts affects both the time of processing requests by 
the services and the time of transmitting requests and responses.  

3.2 System Reconfiguration 

System configuration is determined by the deployment of service components onto 
the system hosts. A configuration ensures system operability if the services are so 
deployed that the hosts are not overloaded and the demand for communication be-
tween them does not violate the SLA limits. The set of all possible configurations that 
satisfy these conditions is denoted by Cup . This set is referred to as the set of permis-
sible configurations. It should be noted that some deployments will not be possible 
due to conflicting requirements of the services regarding the host resources, such as 
the versions of installed software. The corresponding configurations will also be ex-
cluded from the set of permissible ones.  

One of the most promising techniques to improve dependability and to avoid risks 
of faults occurrence is based on reconfiguration of services when failures occur. Re-
configuration is used to improve the availability of systems, invoked as a reaction to a 
fault occurrence.  

Reconfiguration (change of system configuration) takes place when service de-
ployment is changed. If we reconfigure the system to any configuration from the set 
Cup, then its operability will be preserved. Of course, this does not mean that the qual-
ity of the service will not be affected. The various permissible configurations may 
differ in the efficiency of generating the responses to client requests. This leads to the 
degraded operation after some reconfigurations. The permissible and degraded-
operation configurations can be found using standard combinatorial techniques and 
simulation. Due to the size of the problem, it is almost never feasible to compute the 
full sets, though.  

The reconfiguration graph [3] is built to define the changes in the configuration 
that tolerate the various faults. Set Cup is at the root of the graph, since any admissible 
configuration ensures system being up. The branches leaving the root correspond to 
the various faults affecting hosts or services. They point at subsets of Cup obtained by 
eliminating the configurations which do not ensure system operation in presence of 
the specified faults, i.e. if a host is down as the effect of the fault occurrence, then all 
the configurations that assume deployment of a service to that host are eliminated.  
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Fig. 2. An example of a simple reconfiguration graph (the numbers in the nodes correspond to 
the arbitrary numbering of permissible configurations) and one of the possible strategies 

Further branches of the graph, corresponding to subsequent faults, are produced by 
eliminating configurations from those listed in higher graph node. The procedure is 
continued until the elimination produce empty sets φ that correspond to combinations 
of failures that cannot be tolerated by any reconfiguration. This approach to the recon-
figuration graph construction ensures that all the possible configurations are taken 
into account. An example of such a reconfiguration graph is presented in Fig. 2.  

It should be noted that the reconfiguration graph illustrates all the possible changes 
in the service deployment that will preserve the system operability. Reconfiguration 
strategy is developed by choosing a single configuration from the set at each vertex of 
the reconfiguration graph. There are various approaches to making this choice, as 
discussed in [10].  

For risk assessment, a specific reconfiguration strategy is assumed. Thus, the as-
sessment highlights the operational risks in a Web based system realizing this specific 
reconfiguration strategy. 

4 Faults and Their Likelihood 

When considering the operational risks of a Web based system, it is necessary to ana-
lyse a very diverse set of faults. It encompasses hardware faults, errors in the soft-
ware, security vulnerabilities. The most suitable for the proposed analysis is the  
classification of faults that is based on the effects they have on the Web system. The 
proposed taxonomy of faults, as described in Fig. 3, is addressed to the detected faults 
only. Undetected faults proliferate through the system, eventually causing detected 
data inconsistencies. 

It should also be noted that the communication faults are usually handled at the in-
frastructure level (by retransmission, error correction techniques, rerouting, etc.). 
Thus, even though they are indicated in the taxonomy, we will not consider them as 
events requiring risk analysis. 
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possibly located on other hosts. The likelihood is low due to the short time of recov-
ery once the fault is detected. 

Data inconsistency – propagating errors and malware may cause more persistent 
effects, by corrupting the system database. This type of faults can be very costly to 
recover. Technically, though, they are also remedied by service restart from the last 
valid backup point. The likelihood is medium to high. 

It should be noted that all the faults lead to system failure if left unhandled. System 
reconfiguration may preserve the system functionality, though in some cases it might 
be an over-reaction. In case of service oriented DOS attacks, relocation is insufficient, 
requiring additional handling.  

5 Operational Risks in Web Based Systems 

5.1 Performance Prediction Using Network Simulation Techniques 

Web based systems provide some business services for the users. The quality of these 
services depends on the configuration used. Reconfiguration causes performance loss 
which represents the consequences of faults occurrence, used in risk assessment.  

There are two important characteristics of a Web service: the response time and the 
service availability (or accessibility).  

The response time is defined as the time that elapses from the moment a client 
starts sending a request until the response is complete transmitted back to it. The av-
erage response time is computed over a mixture of user requests, characteristic for the 
system workload. The average response time strongly depends on the rate of service 
requests, as illustrated in Fig. 4a.  

Service availability is defined as the probability that a request is correctly respond-
ed to by the service. It is computed as the number of properly handled requests ex-
pressed as a percentage of all the requests over a short time period (t, t+Δt) : 

 
),(

),(
)(

tttn

tttn
ta ok

Δ+
Δ+= . (4) 

The service availability also changes with the rate of requests sent to the system. 
The number of error responses should be negligible unless the system becomes over-
loaded. The service availability needs to be assessed for a typical workload, similarly 
to the response time. Fig. 4b presents a typical characteristic of availability dependent 
on the rate of service requests. 

The typical characteristics of response times and availability have a distinct range 
of requests rate, where they rapidly deteriorate. This determines the maximum rate of 
input requests that is properly handled by the system, while using a fixed configura-
tion. The value of this threshold requests rate decreases when the system is reconfig-
ured. It is proposed that this value be used as the measure of system degradation, i.e. 
the consequence of having to react to a fault. 
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A simple technique, sacrificing some precision, is used to fix the maximum re-
quests rate as midpoint in the range between under- and over-utilization. As shown in 
Fig. 4 this value aligns well both for response times and service characteristics.    

 
 
 

 

Fig. 4. Response time and availability characteristics of a web service 

5.2 Performance Prediction Using Network Simulation Techniques 

To predict the consequences of a combination of faults, it is necessary to determine 
the performance and availability characteristics of the Web system, for each configu-
ration used in the reconfiguration strategy. As proposed in [2], this can be simplified 
by using a service level simulator. It is based on a comprehensive model of the com-
putational demands placed on the service hosts. The simulator uses special purpose 
queuing models for predicting tasks processing times, based on the models of the end-
user clients, service components, processing hosts (servers), network resources. The 
client models generate the traffic, which is transmitted by the network models to the 
various service components. The components react to the requests by doing some 
processing locally, and by querying other components for the necessary data (this is 
determined by the system choreography, which parameterizes both the client models 
and the service component models). The request processing time at the service com-
ponents depends on the number of other requests being handled concurrently and on 
the loading of other components deployed on the same hosts. 

The results of simulation provide the predicted characteristics of response time and 
availability, ensured by each simulated systems configuration. These can be used to 
determine the maximum requests rate for the configuration, as discussed in 5.1. 
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5.3 Identification of the Risks in a Reconfiguration Strategy 

Risk analysis is performed to determine the weakest points in a Web system implement-
ing a specific reconfiguration strategy. The analysis starts off with the reconfiguration 
strategy graph discussed in Section 2. Simulation is performed for the configuration at 
each vertex of the graph. The predicted maximum requests rate is associated with each 
vertex. 

The requests rate is then normalized to the range appropriate for describing gravity 
of consequences (0 .. 5). It is assumed that the original configuration (associated with 
root vertex) has 0 consequences, while a completely inoperational system has the 
maximum consequence equal to 5. Decreased rates are mapped to consequences using 
a nonlinear function: 
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where 

─ r denotes the maximum handled requests rate, 
─ r0  is the maximum requests rate associated with the root vertex, 
─ w is an arbitrarily chosen shape coefficient (set to 5 in our considerations). 

Once the consequences are determined, the likelihood of the corresponding combina-
tions of faults must be computed. The likelihood of single faults is determined using 
guidelines from Section 4 or formula (2). Likelihood of multiple faults is then deter-
mined from Table 1. Finally, risk is determined using equation (1). 

Let’s consider a simple example. A Web based system consists of three hosts, on 
top of this hardware, there are deployed three services. Normally, one host runs the 
front-end web server. This server uses services located on the other hosts. If any of 
the hosts becomes inoperational (or it is isolated after a security issue), then the af-
fected service is relocated. Fig. 2b shows the reconfiguration strategy being analyzed. 
The results of the analysis are given in Table 2.  

Table 2. Risk assessment of the example Web system 

Configuration i Consequences Ci Likelihood Li Risk Ri 
0 0 - 0 
1 0.40 4 1.6 
2 0.68 3 2.0 
3 0.46 2 0.9 
4 1.76 2 3.5 
5 5 2 10 



106 D. Caban and T. Walkowiak 

 

6 Conclusions 

As shown in the case study example, risk analysis identifies the most problematic 
situations in a reconfiguration strategy. In this case configuration 5, i.e. system failure 
due to a combination of faults that cannot be remedied by reconfiguration, poses the 
highest risk. Also, configuration 4 is associated with much higher risk than any other 
configuration preserving functionality. By comparison, the operational risk in the 
same system without configuration is assessed at the level of 20 (likelihood 4, conse-
quences 5). 

Risk analysis is demonstrated as a useful tool to assess the weak points in a strate-
gy. It uses a lot of approximations and thus it is inadequate for comparison of strate-
gies and their optimization. 

The presented work was supported with statutory funds of Wroclaw University of 
Technology. 
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Abstract. The expected increase in transports of people and goods across Eu-
rope will aggravate the problems related to traffic congestion, accidents and 
pollution. As new road infrastructure alone would not solve such problems, In-
telligent Transportation Systems (ITS) has been considered as new initiatives. 
Due to the complexity of behaviors, novel methods and tools for the require-
ments engineering, correct-by-construction design, dependability, product vari-
ability and lifecycle management become also necessary. This chapter presents 
an ontology-based approach to safety management in Cooperative ITS (C-ITS), 
primarily in an automotive context. This approach is supposed to lay the way 
for all aspects of ITS safety management, from simulation and design, over  
run-time risk assessment and diagnostics. It provides the support for ontology 
driven ITS development and its formal information model. Results of approach 
validation in CarMaker are also given in this Chapter. The approach is a result 
of research activities made in the framework of Swedish research initiative,  
referred to as SARMITS (Systematic Approach to Risk Management in ITS 
Context). 

Keywords: Cooperative Intelligent Transportation System, Safety, Ontology, 
knowledge, safety loop, vehicle.  

1 Introduction 

The expected increase in transports of people and goods across Europe will aggravate 
the problems related to traffic congestion, accidents and pollution. As new road infra-
structure alone would not solve such problems, ITS (Intelligent Transportation Sys-
tem) has been considered as a necessary initiative. In essence, the ITS-based approach 
emphasizes the provisions of new services for advanced collaborative and cooperative 
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behaviors through information and communication technologies. In such a context, 
the perception of operational situations is supported both by in-vehicle sensors and 
through the V2V (vehicle-to-vehicle) and V2I (vehicle-to-infrastructure) communica-
tion channels [1, 2]. 

While traditionally focusing on traffic efficiency [3], ITS provides many new op-
portunities for promoting traffic safety. One main innovation would be the provision 
of system wide safety services by integrating the existing local sensing and safety 
features of individual traffic objects. This constitutes an important basis for reaching 
the goal of Vision Zero [4], i.e. that no one will be killed or seriously injured within 
the road transport system. On the other hand, for the automotive industry, the transi-
tion into ITS represents many technology and culture leaps. For example, an ITS-
based service for traffic safety requires not only a functional conformity of traffic 
objects, but also a guarantee of the performance and dependability of their coordinat-
ed behaviors. This in turn implies both design-time measures (e.g. safety process) and 
run-time features (e.g. quality-of-service), where a consideration of multiple traffic 
objects beyond the traditional automotive vehicle centered view becomes necessary. 
In particular, due to the complexity of cooperative operational situations, novel meth-
ods and tools for the requirements engineering, correct-by-construction guarantee, 
variability and lifecycle management become also important. For the design of safety 
functions, there is a need of capturing the operational behaviors of all related  
traffic objects under dynamically changing conditions for behavior control and anom-
aly detection. Such a specification of operational behaviors is often not supported  
by current approaches to the design of safety functions, which rest on worst-case 
analyses [5]. 

This chapter presents an ontology-based approach to safety management in C-ITS 
(Cooperative Intelligent Transportation Systems), primarily in an automotive context. 
It describes the methodology where formal models play a key role both for supporting 
the perception of operational situations and for dynamically assessing the safety risks 
and planning the behaviors. The rest of this chapter is structured into the following 
sections: Section 2 discusses the state-of-the-art approaches to safety management 
through ITS. Section 3 introduces the envisioned ontology-based approach, including 
the minimal version of this ontology, description of design and deployment stages. 

2 Related Work 

There is a wide range of approaches to the management of transport system safety 
using communication and information technologies. While some of these approaches 
focus on the integration of strategic and tactical decisions (dealing with long-time 
goals), the others deal with the integration of operational actions (dealing with deci-
sions seconds into the future). In this section, we also compare some related safety 
management approaches in other domains.  

For road transport, the integration of strategic and tactical level decisions has been 
studied in particular for the transport of hazardous material. For example, dynamic 
risk assessment has been suggested as a way to minimize the risk during transport 
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routing and emergency response. One type of systems that provides such services 
today is ATMS (Advanced Traffic Management Systems). These systems typically 
attempt to use available traffic information to develop optimal traffic control strate-
gies. The focus is usually on a centralized solution for monitoring and controlling 
traffic behavior at macroscopic and mesoscopic levels (i.e. with whole cities and large 
city blocks) [6]. The microscopic level (i.e. separate road segments) behavior is often 
left uncontrolled. An ATMS normally includes methods and tools to support incident 
detection, incident verification, etc. However, static models developed for larger geo-
graphical road systems are often inefficient when dealing with unforeseen dynamic 
factors such as peak hours. Tying together models at the macro- and mesoscopic lev-
els with simulation at the microscopic level has therefore been suggested as a way of 
addressing these dynamic factors better. However, to avoid a too high demand on 
computational resources by simulations the microscopic level is typically only con-
sidered in particular “problem areas”. 

An elaboration of safety-relevant requirements on ITS based rail crossings can be 
found in [7]. The focus is however on the support for operational (vehicle) level safe-
ty in predefined static situations. The dynamical aspect, i.e. runtime risk assessment, 
is not discussed. In [8], a simulation-based approach to autonomous vehicle safety 
assessment is presented. The core is an ontology that stipulates the concerns in situa-
tion analysis and task planning. It is suggested that dynamic risk assessment (continu-
ous evaluation of the risk of possible actions and the selection of the “best” action) 
can be necessary in complex and less controlled environments where predetermined 
risk assessment (analysis of possible accidents and the inclusion of protection mecha-
nisms) is problematic to apply. An approach to offline risk analysis with Bayesian 
Networks for the modeling traffic accident data is given in [9]. The factors of concern 
include the characteristics of the road, traffic flow, time/season and the people in-
volved in an accident. The work presented in [10] also considers the factors relating to 
driver behavior and vehicle dynamics including sensor uncertainty and vehicle state. 
In this approach, the risk level is assessed at run time by combining traffic rules, vehi-
cle dynamics, and environment prediction. However, it does not cover cooperative 
behaviors and lifecycle perspective of ITS. In [11], an evaluation and testing of the 
two demonstrator vehicles developed for intersection driver assistance is described. 
The dynamic risk assessment (DRA) is supported through object tracking and classi-
fication and the communication of traffic management and driver intention. 

The overall dependability of industrial installations in the nuclear, automotive, 
chemical and energy domains is centered on functional safety and risk management 
provided by IEC61508 [12] and associated standards (e.g. ISO 26262 [13]). According 
to these standards, a risk management lifecycle typically goes across the design, the 
deployment, and the post-accident analysis stages. During the design, the risk man-
agement is focused on eliminating known hazards by safety measures that keep the 
system in a safe state. The success can however be restricted because of a high degree 
of uncertainty due to a lack of knowledge, insufficient model accuracy, etc. Post-
deployment risk management refers to constantly conducted safety evaluations because 
of changes in the system configuration, component reliability, maintenances, etc.  
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Such measures are implemented in many industrial installations to prevent accidents.  
Post-accident risk assessment produces a detailed description of the incident/accident 
and its consequences, proposes additional prevention and protection barriers, etc.  

All of these risk assessment methods are based on some assumed accident scenari-
os [14]. For automotive vehicles, such accident scenarios are often given by some 
estimated worst case scenarios. From a safety engineering perspective, such deter-
ministic estimations often abstract away details about the combinatorial effects of 
environmental events and system anomalies in spatial and temporal domains for the 
efficiency of assessment. In nuclear domain, after the Fukushima Dai-Ichi accident, 
when deterministic safety approaches failed, these have been complemented by prob-
abilistic safety assessment/probabilistic risk assessment (PSA/PRA). Currently both 
activities are implemented during Nuclear Power Plant Instrumentation&Control 
System development stages. The current PSA framework has some limitations in 
handling the timing of automatic and personnel actions. The conventional PSA tech-
niques (Event Tree / Fault Tree) methodology may not yet yield satisfactory results, 
but they open the way for use of new dynamic techniques to accurately describe sys-
tem dynamics while considering e.g. state uncertainties. These new methodological 
approaches to risk assessment include statistical analysis of near-miss and incident 
data using Bayesian theory to estimate operational risk value and the dynamic proba-
bilities of accidents sequences having different severity levels [15]; and the applica-
tion of simulation models to analyze scenarios using dynamic fault trees [16]. ITS can 
potentially be benefited by the approaches in other safety critical industrial processes. 
Here, one challenge is related to the complexity of ITS where unknown emergent 
behaviors dominate. For example, the risk assessment, e.g. in the nuclear domain, is 
performed to build risk profiles for critical processes. The application of dynamic risk 
assessment just allows one to make these profiles dynamical. 

3 An Ontology-Based Approach 

By system ontology, we refer to the formalization of system-wide concerns in terms of 
models. Such concerns typically range from the definitions of system constituent units 
(i.e. the traffic objects and traffic environments) in regard to their boundaries, compo-
sitions, technological preferences, to the specifications of the interactions of such 
objects in regard to the functionalities and extra-functional constraints. As a generic 
support for knowledge formalization, the ontology-based approach aims to promote 
not only the quality management at design time across engineering disciplines  
and teams, but also the data treatment and decision making at run time across traffic 
objects.  

3.1 An Overview 

For the functional safety of road vehicles, ISO26262 represents the domain consensus on 
the state-of-the-art approaches [12]. It is centered on a reference safety lifecycle through 
which the work tasks as well as the information to be generated and communicated  



 Towards an Ontology-Based Approach to Safety Management 111 

 

for risk management and requirements engineering are stipulated. In the case of ITS, the 
connectivity across multiple traffic objects implies that a system-of-systems perspective 
on functional safety becomes necessary. This means in practice that the safety-loop, i.e. 
the loop of system safety lifecycle, now needs to cut across the safety lifecycles of  
involved traffic objects and infrastructure [6]. As outlined earlier, the complexity of  
operational situations also makes dynamic risk assessment services necessary for ena-
bling optimized control in a priori unknown situations or simply for guaranteeing more 
qualified specification of safety goals.  

The ontology-based approach described here emphasizes the provision of an inte-
grated knowledge model both for safety engineering and for the design of advanced 
safety features. It in particular considers coordinated driving when two (or more) 
vehicles coordinate their behaviors either based on predefined traffic rules (i.e. cho-
reographed), or through active communication and consolidation of intents (i.e. coop-
erative), or by active negotiation for consensus (i.e. collaborative). An overview of 
the target lifecycle phases, work tasks, and run-time services, all centered on a com-
mon ontology, is given in Fig. 1. 

 

Fig. 1. The lifecycle phases, work tasks and run-time services to be benefited by a common 
ontology 

Post-accident analysis is supposed to be one of main stage of the ITS safety man-
agement process. The information accumulated during system runtime would be 
stored and processed during vehicle fault analysis through big-data and pattern elicita-
tion. Detailed tracking and analysis of vehicle malfunctions and failures will allow the 
updates of failure probabilities used during design stage. Besides, it decreases uncer-
tainties in risk and hazard analysis.  
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3.2 The Modeling Framework 

There are different roles of the ontological core. During system development, the 
focus is on a model-based approach to risk assessment and elicitation of safety re-
quirements. It would provide a well-structured and standardized specification of the 
operational situations, the system architecture in terms of functional and technical 
design, as well as the related safety requirements and constraints. Beyond the devel-
opment time, the support is focused on the provision of a knowledge model for dy-
namically consolidating the monitored operational situations, coordinating the control 
behaviors, and handling possible anomalies. For instance, during the deployment 
stage, the ontology allows for transformations of information during V2V and V2I to 
provide a common basis for logging, shared perception and decision making. For 
post-accident analysis, it assures that the factors of importance for the analysis are 
available from the data logged by the ITS infrastructure. 

The key base technology to support the deployment of such an ontology-based ap-
proach is the EAST-ADL (Electronics Architecture and Software Technology - Archi-
tecture Description Language). As a modeling framework, EAST-ADL represents a 
key European initiative towards a standardized multi-viewed description of automo-
tive electrical and electronics systems [17]. It integrates many existing frameworks 
(e.g. SysML, RIF/ReqIF, ISO26262) while allowing a wide range of functional safety 
related concerns (e.g. hazards, faults/failures, safety requirements) to be declared and 
structured seamlessly along with the lifecycle of nominal system development. Based 
on such a structured description, EAST-ADL also provides necessary modeling sup-
port for functional safety [18]. Moreover, through its support for behavior description, 
the modeling framework also allows the developers to precisely capture various be-
havioral concerns in requirements engineering, system design, and safety engineering 
[19]. However, although constituting a very good basis for capturing and formalizing 
various aspects of ITS, current EAST-ADL does not provide any explicit methodolo-
gy on the modeling and analysis of ITS systems in regard to the emergent properties 
and safety issues. Therefore, language extensions and specializations in regard to 
cooperative ITS (C-ITS) are being developed. One key modeling package being ex-
tended is the Environment Model, shown in Fig 2. In particular, the following addi-
tional concepts are introduced to support the specification of operational situations: 

• Scene - a description of characteristics and objects that are of interest and “static” at 
a strategic or tactical level. Typical static scene data include: 1. Weather conditions, 
i.e. air density, humidity and pressure, solar radiation, temperature, etc. 2. The 
terms defined by the WGS 84, OpenDrive and OpenCRG standards; 3. Regions of 
interest, which are defined by a polygon set, a type (e.g. boundary) and an object 
identified (e.g. fence)   

• Situation - a scene populated with dynamic objects, which are defined by: 1. WGS 
84; 2. Mass and Speed; 3. Behavior, which is defined by a type (e.g. choreo-
graphed) and a trajectory (i.e. an intent); 4. An associated region of interest; 5.A 
probability distribution tied to each of these terms. 

• Scenario - a set of situations linked in time. 
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Fig. 2. An overview of the meta-model packages of EAST-ADL 

3.3 The Case Study with Virual Depolyment  

As a first step towards analyzing the use of our ontology during the deployment stage we 
used IPG CarMaker to simulate interactions between an ego-vehicle and both uncoordi-
nated and all types of coordinated drivers on a four lane circular track (see Fig. 3). If all 
information defined by the ontology is available, then an ego-vehicle can make informed 
control decisions by sharing data across all ITS levels. In real implementation, there would 
of course be many challenges since there is a high probability for the information being 
lost or corrupted (e.g. the sheer size of the data, failing sensors, transmission issues, etc.). 
As a fundamental requirement, such problems would not result in risk, but rather in a low-
er level of certainty of the dynamic assessment outcome that would in turn imply the acti-
vation of ADAS function (for involving the human driver in the loop as the fail-safe).  

 

Fig. 3. CarMaker Simulation 

 class PackageDependencies

Structure

+ SystemModeling

+ FeatureModeling

+ VehicleFeatureModeling

+ FunctionModeling

+ HardwareModeling
Infrastructure

+ Elements

+ Datatypes

+ UserAttributes
Requirements

Dependability

Timing

VerificationValidation

(from Requirements)

Interchange

Variability

Behav ior

Environment

GenericConstraints

UseCases

(from Requirements)



114 D. Chen et al. 

 

A related problem of concern is that each ego vehicle will have to evaluate the 
trustworthiness of each piece of information provided via ITS. For legal reasons it is 
unreasonable to assume that the manufacturer of a vehicle will be able to completely 
trust and coordinate with all other manufactures of vehicles and infrastructure. This 
implies two things. Firstly, that the probability distribution tied to each piece of in-
formation will have to be subjective for each ego-vehicle in the ITS system. Secondly, 
that the probabilities of most importance to dynamic risk assessment in an ITS sys-
tems are not those related to the outcomes an ego-vehicle set of possible actions, but 
rather those related to the validity of the provided decision support. Support for rea-
soning about such uncertainty, such as that provided by Dempster-Shafer Theory and 
Belief Propagation, across ITS levels is therefore likely to be a well-motivated re-
search direction. It is also likely that those objects in ITS on which a specific vehicle 
can trust completely are going to become important as evaluators of other entities. For 
example, a trusted vehicle driving in front of a less trusted vehicle can be used to 
evaluate the accuracy of the latter vehicle´s sensors; trusted infrastructure can esti-
mate the speed of a vehicle, which can then be compared with the broadcasted value. 

4 Conclusions 

Deployment of ITS is expected to bring the many benefits for all traffic participants. 
ITS will help to improve the transport efficiency, passengers comfort, decrease envi-
ronmental contamination, etc. Due to the inherent complexity of ITS, it is impossible 
to cover all of the possible traffic scenarios during the design stages. The traditional 
approaches to safety management in ITS would not be sufficient due to their heavy 
reliance on worst case assumptions. The approach proposed by this paper is based on 
an ontology that allows one to formally capture the concerns in temporal and spatial 
domains and thereby constitutes a basis for a novel safety lifecycle with knowledge-
in-the-loop. The approach emphasizes the interplay of model‐based system develop-
ment and the design of advanced system services, through which meta‐knowledge for 
robust perception and safe operation will be deployed and maintained at system 
run‐time. 
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Abstract. The aim of this paper was to propose an efficient algorithm for de-
termining the best route for couriers’ in urban traffic. The best route is defined 
as the order in which the parcels should be delivered. The specification of cou-
riers’ work may result in different criteria being considered optimal, including 
but not limited to: travelled distance, elapsed time, combination of preceding. 

For this reason, the optimality criteria is defined and proposed solution is 
verified against those optimization targets.  

The scope of this paper consists of researching modern methods of solving 
TSP. In addition to that, a simulation environment that allows to conduct exper-
iments was developed. Secondly, a selected portion of methods described in  
literature was implemented to form a baseline for benchmarking proposed solu-
tion. Furthermore, authorial solutions are implemented and the results of run-
ning those are compared against baseline results. A best route is considered in 
terms of parcel delivery order and not finding the shortest path between subse-
quent delivery addresses. Consequently the routing problem (finding the short-
est path) is beyond the scope of this paper. 

Keywords: TSP, routes optimization, parcels distribution. 

1 Introduction 

Let’s define the problem of finding the best route for a courier in a city traffic. The 
courier starts work at a distribution center with N packages to deliver. Let’s assume, 
without loss in generality, that every package needs to be delivered to different recipi-
ent and that everyone is at home, so that the courier don't have to visit any address 
more than once. The distance between any two addresses could be read from the map. 
The goal is to find the order in which the courier should visit the recipients so that the 
travel time or travelled distance is minimal. 

In general, the courier can travel between the recipients in any order. This could be 
represented as a complete graph where the addresses to deliver packages and a start-
ing location are the vertices  =  { , , … , v }, | | = + 1.  Let the ={v , v ): v , v ∈  } be the edge set of this graph. Let the distance d between any two 
points be the weight of the edge connecting those vertices , = =  , ∈  . 
Let =  { }  × }}  be the matrix of costs. Then the goal is to find a  
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Hamiltonian, i.e. such cycle ( , , , … , ) where every vertex is used exactly 
once, where the sum of the weights of the edges connecting subsequent vertices is 
minimal. 

According to Ore's theorem, since the graph is complete, there always would be a 
Hamiltonian cycle, assuming that the | | > 2 [13]. 

This matches the definition of so called Travelling Salesman Problem abbreviated 
TSP, which is a very interesting problem that is still being actively researched. The 
methods of solving this problem, and its variations, are very useful for optimizing 
processes in different areas, such as robotics control, manufacturing, scheduling, rout-
ing many vehicles, etc. [9, 5]. 

While TSP term could be used to describe a certain class of problems, it usually re-
fers to so called symmetric TSP or sTSP in short. The symmetry refers to the distances 
between vertices, i.e.  , =  , as opposed to the asymmetric variant 
\emph{aTSP}, where  , ≠  ,  [5]. 

Other variant of TSP covered in this paper is a dynamic TSP. The difference from 
the classical problem is that the number of vertices and edge weights is variable in 
time, so ( ) =  , ( ) and the cost matrix is defined by ( ) =( ) ( ) × ( ). In this definition the time is continuous, but in real life calculation it 
is common to discretize time changes [10]. The definition assumes that the number of 
vertices change over time, but in case described in this paper, the number of vertices 
would be constant ( ) = + 1, which is equal to the number of recipients and the 
distribution centre. 

1.1 Past and Recent Works Related to Subject 

The first research around TSP is believed to begin around XVIII century in studies of 
Sir William R. Hamilton and Thomas P. Kirkman, but the problem in currently 
known form was introduced much later [5, 10]. [12] showed that finding a Hamiltoni-
an path in a graph could be reduced to Satisfiability problem hence it is NP-complete. 
Finding the shortest of all Hamiltonian cycles in a graph, hence solving TSP, is at 
least as hard as finding a Hamiltonian cycle, and this matches the informal definition 
of being NP-hard. 

The TSP finds many usages in many engineering and science disciplines, so many 
algorithms allowing to solve the problem were developed over the years. Next  
the most notable ones are reviewed, divided into two groups: exact and approximate 
solutions. 

Exact solutions.  Due to the complexity of TSP, even for modern computers, it is 
hard to find an optimal solution for every instance of the problem. The naive (Brute 
force) solution is to find all possible Hamiltonian cycles and return the one with the 
lowest cost as a result. Let’s introduce a fact: 

Lemma 1. In a complete graph ( , ) every permutation of its vertices defines a 
Hamiltonian cycle. 
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Fig. 1. Algorithm 1 
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Fig. 4. Algorithm 4 
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Fig. 5. Algorithm 5 
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Fig. 7. Algorithm 7 
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Fig. 8. Algorithm 8 
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Fig. 10. Algorithm 10 

Search Heuristic Hybrid Solution 
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Fig. 11. Algorithm 11 
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Fig. 12. Algorithm 12 
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produce better results, almost every time a GA with Insertion heuristics variant pro-
duced much better results. 

But still, both modifications yielded a results that were far superior to baseline GA 
implementation. This leads to the conclusion that even simple crossover operator are 
efficient if the initial population is properly constructed. 

4 Conclusions 

The main aim of this paper has been achieved, which is to propose an efficient algo-
rithm for determining the best route for couriers' in urban traffic. From the courier's 
point of view it is sufficient to solve a problem with | | < 50, and for this task the 
hybrid Genetic algorithm with Insertion heuristic method as proposed in 2.2 is  
performing extremely well. It produced near optimal or optimal solution, for every 
researched static TSP instance, as well as outperform other tested algorithms while 
solving DTSP. The optimality  along with the cost, which refers to total distance or 
total travel time of the salesman, were described in 1.1. From the researcher's point of 
view, a SA with the Insertion heuristic hybrid looks promising, since it lacks the main 
disadvantage of the proposed GA with Insertion heuristic method, i.e. it runs fast even 
for very large graphs. Further work should focus on improving performance of SA 
with Local search optimization hybrid method, what would allow to efficiently solve 
small as well as large DTSP instances. The resulting performance, while solving small 
instances of problem, achieved by proposed hybrid variant of GA exceeded the expec-
tations, and surely could be used as a base algorithm for a hypothetical mobile appli-
cation to aid courier at work. While all around solution was expected to be produced, 
the research could still be considered success, since whole range of problems could be 
assessed using proposed methods.  Introduced research methodology, proved itself to 
be very useful for testing and assessing the performance of different algorithms 
against each other. It could easily be used in any future work similar in concept to the 
research conducted by authors. Backed by the research data presented in this paper, it 
is possible that, even better results in terms of execution time as well as performance 
of the algorithm could be achieved by using for instance Nearest neighbors method 
instead of Insertion heuristic, and by researching other cycle encoding schemas to-
gether with better cross-over routines. 
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Abstract. In test-driven development, basic tests are prepared for a piece of 
program before its coding. Many short development cycles are repeated within 
the process, requiring a quick response of the prepared tests and the tested code 
extract. Mutation testing, used for evaluation and development of test cases, 
usually takes a considerable time to obtain a valuable test assessment. We dis-
cuss combination of these techniques in one development process. The present-
ed ideas are implemented in VisualMutator – an extension of Visual Studio. 
The tool supports selected standard and object-oriented mutations of C# pro-
grams. Mutations are introduced at the level of the Common Intermediate Lan-
guage of .NET. A program or its selected methods can be mutated in a batch 
process or during interactive sessions.  

Keywords: mutation testing, test-driven development, TDD, C#, Common In-
termediate Language, Visual Studio. 

1 Introduction 

In the agile methodology of software development [1,2], the process should adopt to 
changes in software requirements and technology. A program development process is 
interactive, easy to modify and tests are also used for documentation purposes. De-
velopers are dealing with testing of an uncompleted program and it is often combined 
with the Test-Driven Development (TDD) approach [3,4].   

Mutation testing process is focused on a test suite quality evaluation and develop-
ment, usually dealing with a complete program under test [5-7]. A typical mutation  
testing process is sequential and can be summarized as follows: 

1. the process configuration is established, e.g. mutation operators are selected, 
2. mutants of the whole program, i.e., program variants with injected changes speci-

fied by mutation operators, are generated, 
3. mutants are executed with tests; mutants are said to be killed if they behave differ-

ently to the original program, 
4. optionally, equivalent mutants are recognized (mutants with equivalent behavior), 
5. mutation score is calculated, as the number of killed mutants over the number of 

all non-equivalent mutants; it denotes an ability to kill mutants of the test suite,  
6. optionally, additional tests are developed to kill more mutants. 
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One of obstacles in the mutation testing process is a long execution time and a high 
computational complexity. The long delay before obtaining mutation results is espe-
cially hardly acceptable in the TDD method. There are different approaches to cope 
with the performance of mutation testing. One of possibilities is application of various 
methods reducing the number of generated and tested mutants and the number of test 
runs, such as selective mutation, mutant sampling or clustering [5], [8,9]. However, 
those methods can be associated with lowering of a mutation result accuracy. 

There are also different directions toward the problem that could be considered. 
The first one is shortening of the waiting time. This can be accomplished by division 
of a process and by speeding up the execution. The second direction is another ar-
rangement of a user activity within a process. Therefore, more information can be 
delivered to a user on demand, a user can control the selected process steps, and par-
tial results of mutation testing can be provided on the fly. 

Both directions were considered in the context of a mutation testing combining 
with the TDD approach realized in the .NET environment. It needs an effective and 
user friendly tool support. The proposed solutions were implemented in 
VisualMutator [10] – the mutation testing tool for C# programs fully integrated with 
the Visual Studio (VS in short). Is supports selected standard and object-oriented (OO 
in short) mutation operators that introduce changes at the level of the Common Inter-
mediate Language of .NET (CIL). 

In the next Section an approach to interactive mutation testing will be discussed. 
Different features of an automated support to mutation testing are surveyed in Sect. 3. 
Section 4 presents VisualMutator and Sect. 5 concludes the paper.  

2 Interactive Mutation Testing Process 

The basic scenario of Test-Driven Development can be described in the following 
steps [3,4]: 

1. A unit test is created that specifies required activity of a small program part (mod-
ule, class, method). In this stage, sometimes various test doubles (i.e., dummy ob-
jects, fakes, stubs, mocks) are used to substitute the missing program ele-
ments [11]. 

2. Running a test that should fail in order to eliminate situation when a test always 
succeeds, even for a non-existent functionality.  

3. Development of a simple, but correct program unit with a desired functionality. 
4. Running the test, until succeeded. 
5. Code evaluation, refactoring, if necessary. 
6. Re-running the test. Test success is expected. 

In TDD we focus on the locally expected results that are specified before the code 
is implemented. It should be noted, that even if we do not follow a pure TDD para-
digm, in the incremental and interactive code development the preparation of tests is 
similar. A developer works at one time mainly on a limited functionality, preparing a 
small number of tests for its verification. The mutation testing approach could be 
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incorporated in this process to support this limited scope iterative process. Therefore, 
we need techniques for local interactive mutation testing. 

The global mutation causes generation of many mutants and execution of a whole 
program. This approach is still valuable, especially for the later stages of a program 
development. But it can be inconvenient for TDD.  

Performing the mutation testing process for an extract of a program (locally) can 
decrease the overall time and lead to collecting valuable results in the respect to the 
desired scope. However, the number of mutants to be tested can still be significant – it 
depends on the size of a selected code and the number of active mutation operators. 
Two general directions are applied to cope with this problem: an interactive organi-
zation of the mutation testing process and performance optimizations.  

The interactive process is divided into shorter phases/steps. A mutation session can 
be easily started and re-launched, the activities are visible for a user that can influence 
their course. A user might be interested in a piece of information about killing a given 
mutant by any test, its mutated code, or its equivalence. The user needs it as soon as 
possible in order to create additional tests for the considered program part if neces-
sary. Requirements of an interactive process can comprise assignment of high priority 
for a selected mutant, mutant code preview at any time of the process, as well as in-
cremental delivery of partial results of mutant creation and test execution.  

Performance optimization are applied by parallel processing of the source code, 
parallel execution of many mutants, application of a cache of the source code and a 
mutant cache.  

An interactive process of test-driven software development with mutation testing 
can be described by a following use case scenario: 

1. A user selects a mutation scope, it could be a class or a method of a developed pro-
gram. The selection should be supported by a convenient GUI. 

2. A mutation system searches all test cases that might refer to the considered pro-
gram extract and presents them to the user. The user has the opportunity to discard 
chosen test cases, as not appropriate, or not desired at this stage of development. 
Hence, the user approves the whole proposed set of tests or its subset. 

3. The mutation system prepares the mutation testing process for the selected pro-
gram part. Mutants are created and mutant testing is launched against tests from the 
approved test subset. 

4. The user can observe the progress and partial results during testing. A code change 
of a mutant can be viewed if desired, i.e., the high level code can be reconstructed 
if necessary. 

5. The user can mark a selected mutant (tested or not) as an equivalent mutant. 
6. The final results are given.  
7. The user can create more tests if the results are not satisfactory and perform anoth-

er mutation testing process with new tests. 

The management of a program code within the process can be based on the pro-
ducer-consumer pattern. A producer creates copies of the original code. This creation 
can be completed independently of other activities and started even before a mutation 
testing session. The spare copies can be kept in some storage, e.g. in a code cache.  
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Consumers are tasks that are requested to create mutants and execute them. A con-
sumer takes a spare code copy and transforms it into a mutant. This transformation is 
easy to perform, assuming that all information about the mutant (location of a change, 
kind of a code substitution) is delivered in a mutant descriptor. Mutant descriptors are 
prepared by a mutation engine, which also verifies all necessary conditions of muta-
tion applicability of selected mutation operators. We proposed a lifecycle of a mutant 
that can be described by the following steps: 

1. A mutant is created based on its descriptor. One code copy, taken from the code 
cache, is used for the mutant construction. The mutant is stored in a mutant cache. 

2. Just before the mutant is to be tested, it is stored on a disk together with other as-
semblies required to run it. The non-modified assemblies are copied from the 
source locations if necessary. 

3. Selected tests are run with the mutant. The unit tests are executed under a supervi-
sion of a given test environment. Program results are analyzed on the fly, determin-
ing a mutant status (live, killed by tests or by timeout). 

4. The mutant stays in the mutant cache as long as the memory space does not need to 
be reclaimed. A mutant from the cache is ready to be used immediately if its code 
preview or tests are demanded. If a demand occurs after the memory release, the 
mutant has to be created once again, as in point 1. 

3 Mutation Process Support – Related Work 

There are several tools dealing with mutation testing of C# programs. However, some 
projects were abandoned, and others are not suitable for TDD.  

The first tool for mutation of C# programs was Nester [12]. It was based on simple 
transformations of C# expressions specified in an XML configuration file. The code 
changes were inserted in the run time. Different colors of a mutated code presented 
results such as: all mutants killed, at least one mutant alive or not covered code.  
Nester provided only structural mutations (also invalid), and since .NET 2.0 is not 
developed.  

Object-oriented mutations of C# were implemented for the first time in the 
CREAM tool [13,14]. Its current version [9] supports 18 OO and 8 standard mutation 
operators. Mutations are introduced at the syntax tree level of a C# code, and a pro-
gram recompilation is necessary. The tool is integrated with the compiler and unit test 
frameworks, but is not combined with the VS development environment. 

Mutation of C# programs at the CIL level were introduced in IlMutator [15]. Se-
lected 11 OO and 4 standard mutations are mapped into changes of an Intermediate 
Language code and processed in a stand-alone tool. Moreover, the tool has not been 
updated and .NET 4.0 and later versions are not supported.  

Few standard mutations were also provided at the CIL level in NinjaTurtles [16]. 
Tests that are dealing with a mutated class or method are executed. A mutated code 
cannot be observed, but summary mutation results for each source line are given. A 
program can be mutated with the stand-alone tool, or the tool library can be called in 
specially prepared tests. The project has been suspended since 2012.  
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Another goals are established in the specification-based Mutation Engine of C# 
and Visual Basic code [17]. Mutants that meet code contracts requirements are select-
ed. Though, it is not given how mutants invalidating the contracts are distinguished, 
whether it is done in a static or dynamic analysis. The tool is integrated with VS 2010, 
therefore information about current projects, libraries, and other resources are easily 
accessible. 

The similar problems of mutation testing process can be also considered in the tools 
for other languages, especially Java. Jumble tool [18] is associated with the continuous 
integration system. It supports a limited number of standard operators, but can be  
accommodated to TDD as it is called from a command line, and works incrementally  
on new classes and JUnit tests. 

The most comprehensive set of mutation operators for Java, including 29 object-
oriented operators, is available in MuJava [19,20]. A new version of the tool appeared 
in 2013. After selecting mutation operators and a code to be mutated, a given test can 
be run. One of obstacles in the system application is a special test format, different 
from the typical JUnit tests. Based on the mutation engine of MuJava – the MuClipse 
tool - an extension for Eclipse was created. Using MuClipse a program can be mutat-
ed, and the results of mutants can be viewed in a tree form together with the mutated 
code. In spite of integration with the development environment, a manual configura-
tion of a source code, compiled files, etc., is necessary. 

Advantages of the Javalanche tool [21] are assessment of equivalent mutants, par-
allel mutant execution, and running only tests covering the mutated code. It is com-
bined with the Ant tool for automating software build but supports only 4 standard 
operators. Another Java tool similar to the above is Judy [22,23]. It is suitable for 
JUnit tests and has still extending functionality, including second-order mutation. 

The idea of a fast mutation process was central for the PIT tool for Java [24]. Many 
JUnit tests can be executed in parallel, a mutated class is substituted in a project 
stored in the operational memory, and tests are run for the covered code. An im-
portant feature is the possibility of incremental analysis, useful when new mutations 
are introduced into the code that had partially been changed. However, impact of code 
changes on the mutation result can be ambiguous. Several solutions of the PIT engine, 
e.g. two different phases of mutation place recognition and mutation introduction, are 
similar to those of VisualMutator. 

Apart from Java, a mutation tool integrated with the development environment and 
speed up options is MutPy for Python programs [25,26]. Yet, it lacks convenient GUI. 

An inspiration of the architecture for interactive testing in the .NET environment 
were also Pex and CodeDigger tools [27]. These extensions to Visual Studio are used 
for finding input data for a selected method based on the dynamic symbolic execu-
tion. Additionally, Pex helps in generating of parametrized unit tests that cover the 
test data found.  

4 VisualMutator 

VisualMutator is a mutation testing tool designed as a Visual Studio extension [10]. It 
can be used to verify quality of a test suite in an active C# solution. The first version 
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of VisualMutator (v.1) was mainly devoted to mutation testing of ASP .NET MVC 
applications [28]. Therefore, most of the mutation operators were specialized for ASP 
.NET MVC to modify action parameters, action methods and their results. Both unit 
tests and functional tests can be used in the mutation testing process. Although the 
performed experiments confirmed the proof of concept, the practical utilization of the 
mutation testing in this area was not effective. Therefore, in the next version of the 
tool the operators of ASP .NET MVC are no more supported.  

The second version of VisualMutator followed the framework of the first one and 
is tightly coupled with the Visual Studio environment, which makes the mutation 
process considerably convenient to a developer. In comparison to the first version, the 
tool has a new mutation engine, enables different ways of mutation testing processes 
(interactive and global) and supports selected general purpose mutation operators 
(standard and object-oriented). The main features of the tool are the following: 

─  First-order mutants can be created using built-in and custom mutation operators. 
─  The modified code fragments can be viewed in C# and in the intermediate code 

(CIL). 
─  Generated mutants can be run with NUnit or xUnit tests. 
─  Details of any mutants can be observed just after the start of a mutation testing 

process. 
─  Mutation score and numbers of passed and failed tests are instantly calculated and 

updated. 
─  Detailed results can be optionally reported in an XML file. 

Interactive interface can be used for mutation testing of program fragments or the 
whole complete program. In order to perform mutation of a complete program in an 
automatic way, a command line interface can also be used. 

4.1 Mutation Operators  

Object-oriented mutation operators in VisualMutator 2.0 were selected after research 
and experiments on the operators of C# used the CREAM tool [9], based on their 
specification [29], as well as other experiences in C#/CIL [15] and Java - mainly with 
MuJava [19], [30,31]. Standard operators cover functionality of selective mutation 
[32]. The tool can be easily extended with other operators, due to its architecture. The 
current choice of operators was founded on the following premises: 

─ avoiding generation of many equivalent mutants, 
─ popularity and usefulness of a language feature to which an operator refers, 
─ assessment of a real error occurrence that is mimicked by an operator, 
─ possibility of unambiguously reflecting a C# code change at CIL level. 

In Table 1, the set of object-oriented (ISD…EHC) and standard (AOR…ABS)  
mutation operators implemented in the tool is shown. Some operators (MCI, PRV, 
EHR, UOI) have the restricted functionality. Selected standard operators (AOR, LOR, 
ROR and ABS) have extended functionality in comparison to other typical tools. The 
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changes defined by UOR (Unary Operator Replacement) are incorporated in mutants 
generated by the ASR operator, because at the CIL level there are no special ++ or – 
arithmetic operators, but the regular addition and subtraction are used.  

Table 1. Mutation operators of VisualMutator v2.0 

Operator Id Mutation operator (scope restriction or extension) 

ISD Super/Base Keyword Deletion (ISK) 

OMR Overloading Method Contents Change 

DMC Method Delegated for Event Handling Change 

DEH Method Delegated for Event Handling Change 

JID Member Variable Initialization Deletion 

EAM/EMM Accessor/ Modifier Method Change 

MCI 
Member Call from Another Inherited Class (restriction - used variables are fields of 
the current class, as they are initialized and invalid mutants are avoided) 

PRV 
Reference Assignment with Other Compatible Type (restriction - the reference is 
changed only on a class field, as they are initialized and invalid mutants are avoided) 

EHR 
Exception Handler Removal (restriction – a catch block is deleted only if there is more 
than one catch block, due to implementation at the CIL level) 

EXS Exception Swallowing 

EHC Exception Handling Change 

AOR 
Arithmetic Operator Replacement (arithmetic operator +, -, *, /, % swapped with 
another, or substitution of the operation with a value of its right or left operand) 

ASR 
Assignment Operator Replacement (assignment operator =+, =/, etc. swapped with 
another one) 

LOR 
Logical Operator Replacement (logical operator &, |, ˆ swapped with another one, or 
substitution of the operation by a negation of a right or left operand) 

LCR Logical Connector Replacement (&&, || swapped with another) 

ROR 
Relational Operator Replacement (relation operator >,<,<+,>=,++,!= swapped with 
another one, or the whole relation substituted by constant true or false) 

SOR Shift Operator Replacement (shift operator >>, << swapped with another) 

UOI 
Unary Operator Replacement (expression is proceeded by the logical negation ‘!’ or 
arithmetic negation ‘-‘ in accordance to the expression type) The operator was restrict-
ed, as no ‘+’ was added to expression due to possibility of an equivalent mutation. 

ABS 
Absolute Value Insertion (each numerical expression is mutated by three functions: 
Abs that returns an absolute value, NegAbs returning its negation, ThrowOnZero re-
turns the argument or kills the mutant for the 0 value). 

4.2 Mutation Testing Session  

VisualMutator 2.0 can be installed as an extension in Visual Studio v. 2012 or 2013 
IDE. Its window can be opened in the parent environment and all solution compo-
nents can be processed in parallel to other development activities. A basic entity of a 
mutation testing process is a mutation session. It can be run on the whole code or in a 
context of one chosen method. A user can configure a session by selection of test 
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cases, mutation operators, and other parameters. One of methods to start a limited-
scope mutation session is selection of one option to mutate and test a method with the 
tests using it. In this quick mode, more choices are made automatically without in-
volving a user, and it is convenient for TDD.  

During a mutation testing session the mutants are created on the fly and executed 
in parallel. The progress of execution of mutants and tests, status of mutants, and a 
mutation score calculated based on the partial results can be observed by a user.  

A code of each mutant can be viewed on demand. It is shown at the CIL level, or in 
the C# source code. The changes of the code, added and deleted statements, are 
marked with appropriate signs and colors. If a code of a mutant is not available at the 
moment, it is reconstructed from the intermediate tree form if necessary. 

In the cache of the source code, several copies of the original code are prepared be-
forehand the proper mutation occurred and in parallel to it. They are used during mu-
tant generation. The code cache also delivers quickly a code copy if a user demands 
preview of a mutant that is not currently processed or has not been used recently.  

The interaction and code preview is speeded up by a mutant cache. In the mutant 
cache a limited number of recently applied mutants is stored. If one of such mutants is 
demanded by a user it can be delivered immediately. Otherwise, the mutant code can 
be prepared using a mutant descriptor and one of the copy from the source code 
cache. Therefore, the interactive process can be effectively realized. 

Mutation process can be controlled and tuned by a user by adjusting different pa-
rameters, e.g. a number of threads to prepare program copies, a number of mutants 
run in parallel, management of mutant cache, etc. 

4.3 Application of VisualMutator 

The VisualMutator tool was, among others, used by participants of “Diagnostics of 
Computes Systems” - an advanced course for post-graduate students run in the Insti-
tute of Computer Science WUT. During practical classes, test sets of given programs 
were evaluated and extended, and, on the other hand, the tool utility was verified.  

As an example, we discuss experiments carried out on the DSA (Data Structures 
and Algorithms) program available at http://dsa.codeplex.com. Considered tests of the 
program had a satisfactory code coverage (96 %). Code overage is treated as a prelim-
inary but not sufficient criterion of the test quality.  

The mutation results for mutants generated by object-oriented operators are sum-
marized in Table 2. No mutants were created for some OO operators, which are not 
included in the table. This is a typical experience of advanced operators and can be 
treated as an implicit selective mutation [9].  

Table 2. Mutation results for object-oriented mutation operators 

Operator ISD DMC JID EAM PRV EHC JTD 

Mutation score [%] 25 100 83 88 87 100 83 
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Mutants generated by standard operators are in general easer to be killed and muta-
tion results are not so diverse as for object-oriented operators. Most of such mutants 
generated were killed by the tests, giving an average mutation score of 98 %. 

The primary goal of the experiment was identification of omissions in the test set. 
The test evaluation helped in recognizing several situations that were not handled by 
the test cases. For example, the following omission types were pointed out in selected 
program areas in reference to the given mutation operators: a remove operation is 
tested only for a list having one element or the number of elements is not verified 
after this operation (AOR); an algorithm is checked only for one direction of a tree 
traversal instead of two - left and right (EAM); tests assumed a minimal/maximal 
value stored only in the tree root instead of any tree node (EAM); values returned by 
methods are not verified (EAM); a case of an empty list is not verified (ISD, PRV); a 
domain value of a variable is not satisfied (JID, JDT). Additional tests could be creat-
ed to cover those situations.  

5 Conclusions 

We proposed a new interactive mutation testing process that can assists the TDD  
approach. The process is supported by the tool. VisualMuator is the first tool imple-
menting object-oriented mutation of C# that is fully integrated with VS. Its new archi-
tecture allows to perform an interactive mutation testing of a selected scope. Each 
mutant can be viewed during the process on demand. Experiences gathered till now 
are promising. However, further development of VisualMutator is planned, assuming 
different paradigm. Evaluation of the tool facilities requires a bigger amount of  
controlled experiments to assess their impact on the development process and a user 
convenience.  
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Abstract. The paper includes a proposal of a new algorithm for Computer Aid-
ed Design (CAD) of complex system with higher degree of dependability.  
Optimal scheduling of processes and optimal resources partition are basic prob-
lems in this algorithm. The following criteria of optimality are considered: costs 
of system implementation, its operating speed and power consumption. Present-
ed the CAD algorithms may have a practical application in developing tools for 
rapid prototyping of such systems.  
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1 Introduction 

The aim of computer aided design of complex systems (i.e. systems, which contain 
many resources and operations) is to find an optimum solution consistent with the 
requirements and constraints enforced by the given specification of the system. A 
specification describing a computer system may be provided as a set of interactive 
processes. 

The partitioning of resources between various implementation techniques is the 
basic matter of automatic design. Such partitioning is significant, because every com-
plex system must be realized as result of hardware implementation for its certain op-
erations. The problems of processes scheduling are one of the most significant issues 
occurring in design of operating procedures responsible for controlling the allocations 
of operations and resources in complex systems. 

In the design methods, which were presented and implementation so far [1], the 
software and hardware parts were developed separately (and concurrent) and then 
connected together, which increased the costs and decreased the speed and the de-
pendability of the final solution. The resources distribution is to specify, what hard-
ware and software are in system and to allocate theirs to specific processes, before 
designing execution details. 

Another important issue that occurs in designing complex systems is assuring their 
fault-free operation. Such designing concentrates on developing dependable and  
fault-tolerant architectures and constructing dedicated operating procedures for them. 
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In this system an appropriate strategy of self-testing during regular exploitation must 
be provided. 

The general model and concept of parallel to processes scheduling and resources 
partition for complex systems with higher degree of dependability was presented in 
[2]. We proposed the following schematic diagram of a coherent process of fault tol-
erant systems synthesis (Figure 1).  

The suggested parallel analysis consists of the following steps:  

1. specification of requirements for the system,  
2. specification of processes,   
3. assuming the initial values of resource set, 
4. defining testing processes and the structure of system, testing strategy selection, 
5. scheduling of processes, 
6.  evaluating the operating speed and system cost, multi-criteria optimization, 
7.  the evaluation should be followed by a modification of the resource set, a new 

system partitioning into hardware and software parts and an update of test pro-
cesses and test structure (step 4). 
 

 
Fig. 1. The process parallel design of dependable computer system 

Modeling fault tolerant systems consists of resource identification and processes 
scheduling problems that are both hard NP-complete [3]. Algorithms for solving such 
problems are usually based on heuristic approaches. The objective of this paper is to 
present the approach of combined approach to the problem of fault tolerant systems 
design, i.e. a parallel solution to processes scheduling and resource assignment prob-
lems. We suggest in this paper meta-heuristic and hybrid algorithm: evolutionary with 
simulated annealing, in which there are Boltzmann tournaments [4]. 

Synergic design methodology for partition of redundant structures with higher de-
gree of dependability and processes scheduling witch self testing strategy may have 
practical application in developing the tools for automatic aided for rapid prototyping 
of such systems. 
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2 Evolutionary with Boltzmann Tournaments Algorithm 

In this chapter we describe the algorithm realizations aimed to optimize resource 
partition and processes scheduling, as well as the adaptation of those algorithms for 
design of complex systems realization.  

In order to eliminate solution convergence in genetic algorithms, we use data struc-
tures which ensure locality preservation of features occurring in chromosomes and 
represented by a value vector [5]. Locality is interpreted as the inverse of the distance 
between vectors in an n-dimension hyper-sphere. Then, crossing and mutation opera-
tors are data exchange operations not between one-dimensional vectors but between 
fragments of hyper-spheres. Thanks to such an approach, small changes in a chromo-
some correspond to small changes in the solution defined by the chromosome. The 
presented solution features two hyper-spheres: processes hyper-sphere and resource 
hyper-sphere. 

The solutions sharing the same allocations form the so-called clusters. The intro-
duction of solution clusters separates solutions with different allocations from one 
another. Such solutions evolve separately, which protects the crossing operation from 
generating defective solutions. There are no situations in which a process is being 
allocated to a non-allocated resource. Solution clusters define the structures of the 
system under construction (in the form of resources for task allocation). Solutions are 
the mapping of tasks allocated to resources and scheduling of processes. During evo-
lution, two types of genetic operations (crossing and mutation) take place on two 
different levels (clusters and solutions).  

A population is created whose parameters are: the number of clusters, the number 
of solutions in the clusters, the digraph of processes and pool (database) of resources. 
For the design purposes, the following criteria and values are defined: optimization 
criteria and algorithm iteration annealing criterion if solution improvement has not 
taken place, maximum number of generations of evolving solutions within clusters, as 
well as the limitations - number of resources, their overall cost, total time for the real-
ization of all processes, power consumption of the designed system and, optionally, 
the size of the list of the best and non-dominated individuals. 

Algorithm contains information about the parameters of global temperature: 

 Current temperature. 
 Ratio  of cooling. 
 Step of temperature. 

During the performance of algorithm, the temperature will diminish with accord-

ance to the function f(x) = e a− x⋅
, where a - the ratio of cooling. The workings about 

step the algorithm of reducing the temperature the argument x be reduced in time – 
Fig. 2. 
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Fig. 2. Chart of reducing the temperature of algorithm 

Algorithm keeps two hyper sphere: 

 Processes hyper sphere is two-dimensional, representing processes digraph struc-
ture. Each of the nods is defined by two coordinates: an indicator obtained through 
topological sorting (the processes are “closest” if one of them is direct successor of 
the other), and an indicator calculated from the BFS algorithm parallel processes 
are equally distant from the beginning of the digraph). 

 Resources hyper sphere is three-dimensions representing the dependence of re-
source features. Each of the resources may be defined by the following coordi-
nates: cost, speed and power consumption. 

2.1 Partition of Resources 

It is the data the digraph of processes, pool of resources as well as criterions of opti-
mality. The algorithm of partition of resources has determine resources, which have 
execute all processes with all criterions – Fig. 3. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Algorithm of resource selection 

The cluster mutation operator consists in mutating allocation vectors in the follow-
ing way: a cluster with identical likelihood is picked at random and copied. The num-
ber of the resource which will be mutated in a new cluster is picked randomly then, a 
number in the 0-1 range is picked - if the number is smaller than the global tempera-
ture, the resource is added, otherwise it is subtracted. Adding resources is limited by 

[Criterion of stop] 

Reproduction of clusters 

Evolution of solutions inside the clusters 

Optimization of resource selection

Result of algorithm 

Algorithm initialization 
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the maximum resource number parameter. At the beginning of the algorithm opera-
tion, resources will be added to the structure. As the algorithm approaches the end of 
the run defined by the cooling process, resources will be subtracted. This is aimed at 
creating a cost-effective structure. The cluster crossing operator consists in randomly 
picking two clusters and copying them. Crossing is achieved through cutting the re-
source hyper sphere with a hyper plane. The information contained on "one side" of 
the hyper plane is exchanged between clusters – Fig. 4. 

The algorithm for cutting the hyper-sphere with a hyper-plane: 

 Determining the cutting hyper-plane by picking n points inside an n-dimensional 
hyper-sphere. 

 Creating a random permutation. 
 Constructing the point displacement vector in respect to the hyper-sphere center; 

square coordinates are picked consistent with dimension permutations, e.g. for 
three dimensions with the permutation (2, 1, 3): y2 = rand() % r2, x2 = rand() % 
(r2 – y2), z2  =  rand() % (r2 – (y2 + x2)), where: r – hyper-sphere radius, and (x, 
y, z) are the coordinates of the constructed point in a three-dimensional space. 

 The roots of square coordinates are calculated. 
 A coordinate radical sign is picked. 
 The hyper sphere center coordinates are added to the new point resulting in obtain-

ing a new point inside the n-dimensional hyper-sphere. 
 The equation of the hyper-plane cutting the hyper-sphere is calculated and the ob-

tained system of equations is solved.  
 

 
Fig. 4. The crossing operator with the hyper-plane 

After solution reproduction, a new procedure is called to save the globally non-
dominated solutions generated during evolution.  This procedure executes: 

 Searches for non-dominated solutions in the present generation. 
 Creates the ranking of the best solutions saved so far and in the present generation. 

Hyper-sphere 

○  crossing with changes   
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7 
 
The area of features of resource 
(time, cost).  

●  crossing without changes   

Hyper-plane 



146 M. Drabowski 

 -1 

 Saves the non-dominated solutions from both the "old" and the "new" solutions. 
 Deletes the solutions saved in the past if they were dominated by new solutions; if 

there are more than one solution whose all optimized criteria values are identical, 
only one of those solutions is saved (the "newest" one). 

 If the new solutions dominated none of the ones saved in the past, the population 
was not improved. 

 The number of non-dominated solutions that the algorithm can save is defined by 
an algorithm parameter. 

At this stage of the algorithm, half the individuals are removed from the population. 
The initial number of individuals is restored. The elimination of individuals is carried 
out using Boltzmann tournament selection strategy. 

2.2 Boltzmann Tournament  

The calculations of following equation the winner of tournament be appeared on basis 
of result: 

 1 e

r1 r2−( )

T+
⎡⎢
⎣

⎤⎥
⎦  (2.1) 

where: r1 - ranking of first solution,  r2 - ranking of second solution,  T - global tem-
perature 

They are values of this function the number from compartment from < 0,1 >. We 
draw in aim delimitations the winner of tournament number from compartment (0,1). 
If she is larger from enumerated number with example then individual about ranking 
is winner r1. Second individual in opposite incident winner is (about ranking r2) [4]. 

It the analysis of results of tournament was it been possible was to conduct on basis 
of graph of function of x (Fig. 5.): 

 1 ex+( ) 1−

 (2.2) 

where: 

 x = (r1 – r2) / T  (2.3) 

If r1 < r2 this x is negative and for high temperature larger probability exists, that 
individual about rank r1 will win tournament than for lower temperatures. For low 
temperatures winner the most often will be individual about rank r2. 

If r1 > r2 this x is positive and for high temperature larger probability exists, that 
individual r2 will win tournament than for lower temperatures. For low temperatures 
winner the most often will be individual about rank r1. 



 Boltzmann Tournaments in Evolutionary Algorithm for CAD of Complex Systems 147 

 

Fig. 5. The chart of probability of victory Boltzmann tournament in depending on global tem-
perature 

2.3 Scheduling of Processes 

Processes scheduling is aimed at minimizing the schedule length (the total processes 
completion time) [6]. The diagram of the algorithm of processes scheduling is 
showed on Fig. 6. 

Solutions are reproduced using the genetic operators: crossing and mutation. Solu-
tions are reproduced until their number doubles.  

The mutation operator produces one and the crossing operator two new solutions. 
The likelihood of using either of the genetic operators is defined by the algorithm 
parameters. 

 

 

 

 

 
 
 
 
 
 
 

Fig. 6. Algorithm of processes scheduling 

The mutation operator of processes allocation to resources acts in the following 
manner: a solution is randomly selected and copied. Then, the number of processes in 
the system is multiplied by the global temperature. When the global temperature is 
high, the number of processes changed in the allocation to resources will be greater 
than that in later stages of the evolution. Processes are picked at random and allocated 
to resources. The schedule mutation operator acts in the following manner: if due to 
the mutation operation of process allocation to resources, the resource the process had 
been running on was changed, then the process is removed from the schedule for the 
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Reproduction of solutions 

Evaluation of solutions 

Optimization of processes scheduling 

Result of algorithm 

Algorithm initialization 
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[Criterion of stop] 

    [Criterion of stop] 

Reproduction of clusters 

Reproduction of solutions  

Optimization of resource selection 

Result of algorithm 

Evaluation of solutions 

Optimization of processes scheduling 

Evaluation of clusters 

Algorithm initialization 

"old" resource and boundaries are set on the new resource schedule between which 
the process may be allocated. A location within the boundaries is picked and the pro-
cess is allocated. The crossing operator of process allocation to resources resembles 
cluster crossing, however, the processes digraph hyper-sphere is used for that pur-
pose. Schedule crossing operator acts in the following way – after the allocations have 
been crossed, a map is created defining which parent a given feature of an offspring 
comes from. The offspring stores the allocation vector (obtained after crossing pro-
cess allocations to resources) and the empty vector of lists with schedules of processes 
on available resources. The algorithm analyzes the processes by checking their posi-
tion on the digraph. For all processes in one position, the resources on which the pro-
cesses will be performed (defined by the vector of allocation to resources) are put on 
the list. If in a position there is only one process ran on a given resource, the process 
is entered into the resource schedule, otherwise the processes are sorted according to 
the starting time they had in the parent and are placed in the schedule in ascending 
order. 

2.4 Parallel Resource Partition and Processes Scheduling 

The diagram of the algorithm of the parallel resources selection and processes sched-
uling according to genetic approach, is showed on Fig. 7.  
 

 
 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 7. The parallel synthesis of computer system – genetic approach 
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The input parameters are the number of clusters in the population and the number 
of solutions in clusters. Solution clusters represent the structures sharing the same 
resource allocation, but with different processes allocation to resources and different 
schedules.  

The outer loop of the algorithm (realizes resource selection) is ran until the number 
of generations without population improvement is exceeded. This value is defined by 
the annealing criterion parameter. There are few outer loops at the beginning of the 
algorithm operation. 

The number of iteration of internal loop algorithm be definite: 

 f x( ) k− e a− x⋅( )3
⋅ k+:=  (2.4.) 

where: k – the parameter of algorithm, a - the annealing parameter. Argument x in 
every generation is enlarged by the step of temperature. At the beginning of the per-
formance of algorithm, internal loops are scarce – Fig. 8. 

Their number grows until it reaches the value of k with the falling of the tempera-
ture. Fewer task allocations and scheduling processes are performed at the beginning. 
When the temperature falls sufficiently low, each inner loop has k iterations. The 
number of iterations may be regulated with the temperature step parameter. The 
greater the step, the faster the number of inner iterations reaches the k value. 

 

Fig. 8. The chart of function f(x) from formula 2.4 

3 Computational Experiments – Multi-criteria Optimization 

Experiments were conducted for non-preemptive and dependent tasks. Parameters of 
constraints: the maximum number of processors, maximum cost, maximum time. It 
the area of optimum solutions in result was received was in sense Pareto [1].  
The following charts (3.1 – 3.3)  presented solutions (in Pareto area) for the cost, time 
and power consumption and solution "compromising" – balancing the values of  
optimizing criteria. 

The above presented charts shows of multi-criteria optimization for parallel design 
of complex system. The designer in result of working of algorithm receives in sense 
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the gathering of optimum solutions Pareto. It stays with the designer's processes the 
selection the most answering his requirements of solution. In dependence from this 
what are for system requirements it was it been possible to lean on one of got results. 
To get to know for given authority of problem the specific of space of solutions well, 
important the use is long the list of remembering the best solutions (in tests the pa-
rameter of algorithm "it quantity the best” it was established was value 50). Important 
the settlement of slow refreshing the algorithm is equally (the parameters "the step of 
temperature” 0.1 and "the coefficient of cooling” - in dependent on from quantity of 
tasks in system; generally smaller than 0,05). We prevent thanks this sale large con-
vergence in population. The algorithm searches near smaller temperature, the larger 
area in space of solutions. It has also been noticed that the bigger probability of muta-
tion helps o look for a better system structure, whereas a bigger probability of cross-
ing improves the optimization of time criterion. 
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4 Conclusions 

This paper is about the problems of parallel design of complex systems. Such a design 
is carried out on a high level of abstraction in which system specification consists of a 
set of operations, which should be implemented by a series of resources and these are 
listed in the database (container, pool, or a catalogue) and are available (do exist or 
can be created). Resources possess certain constraints and characteristics, including 
speed, power, cost and dependability parameters. Thus such a design concerns sys-
tems of the following type – resource and operation complex and the problems of 
resource partitioning (selection) as well as scheduling (sequencing) of operations 
performed on these resources are determined on this level. Optimization of afore-
mentioned design actions occurs on the same level.  

When one possesses operations (system specifications) and selected resources 
(software and hardware which can perform these operations) as well as defined con-
trol which allocates operations and resources and schedules operations, then one pos-
sesses general knowledge necessary for the elaboration of design details – to define 
standard, with dedicated parameters, specific, physical processors and software mod-
ules, to apply available components and, when it is necessary to prepare special hard-
ware subcomponents and software modules for the implementation of the whole  
system of greater efficiency (cheaper, faster, consuming less power, a higher degree 
of dependable).     

Problems of design in parallel approach are solved simultaneously and globally 
and as it is confirmed by calculation experiments, the solutions of these problems are 
more efficient than non-parallel (eg. concurrent) ones. Of course these problems, as 
mentioned earlier are computationally NP-complete, as a result there is a lack of ef-
fective and accurate algorithms, thus one has to use heuristics in solutions. In the 
thesis one proposed the so called artificial intelligence implementation methods. Ob-
viously these methods were chosen out of many and proposed adaptations of these 
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methods can be different. However, for methods and adaptations presented herein 
calculations clearly point out the advantage of parallel design, i.e. joint optimization 
of resource partitioning and, then on selected resources, processes scheduling over 
non-parallel design, where resource partitions and processes scheduling are optimized 
separately. Among presented results of computational experiments the best solutions 
were obtained with the evolutionary  and simulated annealing algorithms with Boltz-
mann tournaments.  

The issues for other methods are now studied. 
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Abstract. In this chapter the idea of using optimal normal bases (o.n.b.) of se-
cond and third types in combination with polynomial basis of field ( ) is 
detailed using a new modification of o.n.b. called reduced optimal normal basis −1, β , … , β  corresponding to a permutated o.n.b. β , … , β  Operations 
of multiplication, rising to power , rising to arbitrary power and inversion in 
reduced o.n.b. in combination with polynomial basis as well as converting op-
erations between these bases in the fields of characteristic three has been de-
scribed, estimated and expanded to the fields of characteristic two. This allows 
get efficient implementations of cryptographic protocols using operation of Tate 
pairing on supersingular elliptic curve. 

Keywords: finite fields, polynomial basis, optimal normal basis, multiplication, 
rising to power, inversion, Tate pairing. 

1 Introduction 

Implementation of cryptographic protocols on elliptic curves over finite fields of 
small characteristic is based on arithmetic in these fields. It is well known that poly-
nomial basis is most appropriate for multiplication and inverting whereas normal 
bases possesses essential preliminarily with respect to polynomial bases in implemen-
tation of the operation rising to power equal to field characteristic degree because this 
operation corresponds to cyclic shifting. Operation of raising to arbitrary power as 
well as other more complex operations are composed from these operations. 

In this chapter, we consider implementation of arithmetic in finite fields of small 
characteristic using polynomial and normal bases in combination tacking into account 
specificity of mentioned protocols. 

Let x be the root of irreducible polynomial of degree n over finite field  of char-
acteristic q, Then ( )  is an algebraic extension of the field  and the set {1, , … }  is its polynomial basis. The set , , …  if possesses basis 
property is called normal basis [1,2]. Polynomial bases allows fast implementation of 



154 S. Gashkov et al. 

 

multiplication using A. Karatzuba [3], A. Toom [4] or A. Schönhage [5] multiplica-
tion methods followed by reducing operation. Normal bases possesses essential pre-
liminarily with respect to polynomial bases in implementation of the operation rising 
to power because this operation corresponds to cyclic shifting. In [5] there were 
discovered optimal normal bases (o.n.b.) with multiplication of quadratic complexity. 
In [6] conversion algorithms of complexity ( ln ) between the bases polynomial 
and optimal normal bases of second and third types (o.n.b.-2 and o.n.b.-3) has been 
described. Simultaneously in [6] it was proposed using of polynomial and normal 
bases in combination converting the operands in polynomial basis for consequent 
multiplication and in normal basis for consequent rising to power . In [7,8] the 
method of multiplication in o.n.b.-2 of fields of characteristic two using multiplication 
algorithm in the ring (2)[ ] followed by converting the product to normal basis 
has been described. Analogous multiplication algorithm with original scheme of such 
converting is described in [9]. Converting algorithms of complexity ( ln ) are 
implemented in [7,8,9] for the same purposes to take advantage of various bases in 
the multiplication or exponentiation . In this chapter we develop the idea on the use 
of optimal normal and polynomial bases in combination by applying it the so-called 
reduced optimal normal basis of the second or of the third type in fields of small char-
acteristic. In details, we consider the fields of characteristic 3. Approach to the fields 
of characteristic two is similar. In second section we consider modification of o.n.b.-2 
and o.n.b.-3 of fields of characteristic three and converting algorithms. In the third 
section multiplication, rising to power  rising to power and inversion algorithms 
has been described and estimated. In conclusion we summary the results expanding 
them to the fields of characteristic two and discus them with respect to Tate pairings 
algorithms with and without operation of root extraction [10]. 

2 Optimal Normal Bases (o.n.b.) of Second and Third Types  
of Fields of Characteristic Three and Their Modifications 

Let = 2 + 1 be prime such that p divides 3 − 1. Let ∈ (3 ) be such that ≠ 1, = 1. Let the set of modulo p degrees of 3 coincides with the set of all non 
zeros modulo p numbers (i.e. 3 be a primitive root module p or coincides with the set 
of all quadratic residues modulo p, in which case ─1 is quadratic non residue and 3 = 1(mod )). 

Consider sequence = + = + 1⁄ ∈ (3 ) for all integers  (in 
case 3 ≡1 (mod ), ∈ (3 )). 

Obviously, = , = −1 ∈ (3), = ( + )( + ) = + ( ) + + ( ) = + . 
Taking into account = + = ( + ) = =  
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where =  we get = + , 
. = − = − − = . − − , 

Consider basis { , … , } in (3 ). It is obtained by permutation  ( ) = 3  mod    if 3  mod ≤ ,− 3  mod   if 3  mod > ,  

from the o.n.b. { , … , }, where = , = 1, … , , and is called permutated 
optimal normal basis (o.n.b.) : for = 0, … ,  –  1:     = ( ). The inverse conver-
sion corresponds to inverse permutation: : = ( ), = 1, … , . If 3 is non 
quadratic residue, o.n.b. { , … , } is called o.n.b. of the second type, else it is 
called o.n.b. of the third type. 

It can be verified that ∑ = ∑ + ∑ = ∑ = −1 =   
because 

= = , = = ( − 1) ( − 1)⁄ = 0. 
As well, we will use reduced o.n.b. of 2 and 3 types { , … , }, = −1 ∈(3) and redundant o.n.b. of these types { , … , , }. 
Conversion from reduced o.n.b. { , … , } into permutated o.n.b. { , … , } 

is made representing  as = ∑ : for ∈ (3 ), = ( , , … , ) in 
reduced o.n.b. we get its representation in permutated o.n.b.: 

= + + ⋯ + = + + ⋯ + = 

= ( + ) + ⋯ + ( + ) +  
 

Inverse conversion is made representing as = − ∑ : 
= + ⋯ + + = + ⋯ + + ( − ) = 

= + ( − ) + ⋯ + ( − )  
 

Conversion from redundant o.n.b. into reduced o.n.b. is made representing  as = − ∑ : for ∈ (3 ) we get 
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+ + + ⋯ + + = 

= + + + ⋯ + + − = 

= ( +  ) + ( − ) + ( − ) + ⋯ + ( − ) . 

It follows that coefficient  (at ) have to be added to coefficient at  and 
subtracted form coefficients at , = 1, … , . 

On the other hand, conversion from redundant o.n.b. into permutated o.n.b. one can 
made by adding coefficient  (at ) to coefficients  (at ,), i=1,…,n. 

Consider conversion from reduced o.n.b. into polynomial basis { , … , }, = 1, = = + ∈ (3 ). Denote this linear transformation as ( ). It can 

be computed recursively as follows. Let 2 ∗ 3 < ≤ 3 . 
Consider an arbitrary ∈ (3 ) , = ∑ , где ∈ (3) = {0,1,2} , 2 = −1. Split sum into three parts = + + , where = ∑ , = ∑ , =  ∑ ∗ ∗∗ . 

Using formula = − , = , 

rewrite  as 

= − ∗ − . 
Using formula 

∗ = ∗ − − , ∗ = ∗ + 1, 

rewrite  as 

= ∗ ∗∗ − ∗∗ − 

− − ∗ ∗ − ∗ . 
Further, adding we write = + +  as = + + , 

= ∗ ∗ , = 0,1, = ∗ ∗∗ , 
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where coefficients ∈ (3) are computed by formulae: = − ∗ , = − ∗ − ∗ , = 1, … , − 2 ∗ 3 − 1, = − ∗ , = − 2 ∗ 3 , … , 3 − 1, = − , = − , = 3 − + 1, … , 3 − 1, = , = 1, … , 3 − , 

∗ = − ∗ , ∗ = ∗ , = 1, … , − 2 ∗ 3 − 1. 

For 3 < ≤ 2 ∗ 3  converting formulae are analogous, but some coefficient are 
zeros. 

Then each = ∗ ∑ ∗ , applying algorithm recursively transform 

into = ∗ ∑ ∗ = ∗ ∑ ∗ , = 0,1,2. 

For = 1,2, the last terms may be zeros that should be taken into account in im-
plementation. 

In the end the basis formulae will be used on the base of identity = − . 
It remains to collect (it is free) = + + = ∑ . 
All this is done with the complexity ( . ln ). When = 3  the number of ac-

tions is ( ) = (log − 1) + 1. 
For arbitrary n it is defined by formula 

( ) =  ( 3 (3 − 2) + max{  mod 3 − 3 − 1,0} + 

+max {  mod 3 − 2 ∗ 3 − 1,0}). 
Consider conversion from polynomial basis { , … , }, = 1, = = +1 ∈ (3 )⁄  into reduced o.n.b. { , … , }, =  −1, =  =  + 1⁄ ∈(3 ). This linera transformation denote ( ). It can be computed recursively as 

follows. Let us 2 ∗ 3 < ≤ 3 . 
It starts with the repeated application (to the sequence of triples of coefficients) of 

conversions on the basis of identity = + 2. 
Then triples obtained in the form of polynomials are connected (for the first itera-

tion, k = 1) 

= + + = + + ∗ ∗∗
 



158 S. Gashkov et al. 

 

Next disclose brackets and make replacement by formulae = +  

and ∗ = ∗ + + , ∗ = ∗ + 1, i.e. replace  and  
as follows 

= = + = 

=  + + . 
= ∗ ∗∗ = 

= ∗ ∗∗ + ∗ ∗ + ∗ = 

= ∗ ∗∗ + + 

+ ∗∗ + ∗ ∗ + ∗ , 
where coefficients ∈ (3) are computed by formulae: = − ∗ , = + ∗ − ∗ , = 1, … , − 2 ∗ 3 − 1, = + , = − 2 ∗ 3 , … , 3 − 1, = − , = + , = 3 − + 1, … , 3 − 1, = , = 1, … , 3 − , 

∗ = − ∗ , ∗ = ∗ , = 1, … , − 2 ∗ 3 − 1. 

For 3 < ≤ 2 ∗ 3  converting formulae are analogous, but some coefficients are 
zeros. 

It remains to collect (it's free): = + + = ∑ . 
All this is done with the complexity ( . ln ). The exact formulae are the same as 

for Fn. 
Let us present the schemes of recursion of considered transformations. 
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Let Fn(e) be one iteration of transformation from reduced normal to polynomial ba-
sis with known , 3 < ≤ 3 , ( ) be one iteration of inverse transformation. 
Then 

a) ( , , ) = (− + ), , , ( , ) = ( , ), ( ) = ( ) 

(basis of recursion); ( ) = ( ( ) )|| ( ( ) )|| ( ( ) ) (step of recursion) 

where || is concatenation, ( ) = ( ) || ( ) || ( ) . 
b)  ( , , ) = (−( − ), , ),  ( , ) = ( , ),  ( ) = ( ) 
(basis of recursion); ( ) = ( ( ) ( ) ( )) 

(step of recursion), where = || || . 

Accordingly [11] these schemes confirm asymptotic estimate O(n ln n). 

3 Arithmetic in the Fields of Characteristic Three 

Multiplication in reduced o.n.b.-2 and o.n.b.-3 is computed through conversion into 
polynomial basis involving the following algorithm. 

1. Convert both elements = ( , , … , ), = ( , , … , )  form 
the reduced o.n.b. { , … , } in polynomial basis { , … , }: → = ( ′ , ′ , … , ′ ), → = , , … , . 

2. Compute a product of degree at most 2 − 2 in the ring (3)[ ] (or in 
the field (3 )  using redundant polynomial basis { , … , } : = ( , , … , ) = ∗ . 

3. Adding  (the leading coefficient = 0), fulfill conversion prom 
extended redundant polynomial basis { , … , } into extended reduced 
o.n.b. { , … , }; → = ( , , … , ). 

4. Fulfill «folding» corresponding to identities = , = 3, … , , ′′′ = ′′ + ′′ .  Initial elements ′′ , ′′ , ′′  
ing , , ) do not changed, the consequent element are replaced with 
sums ′′′ = ′′ + ′′ , i=3,…,n. Result is in redundant o.n.b.:       ′′′ = ( ′′′ , ′′′ , … , ′′′ ). 

5. Convert this result into reduced o.n.b.: → = ( , , … , ). 
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The total number of additions is 

( ) + 2 − 2 + ( 3 (3 − 2) + max{  mod 3 − 3 − 1,0} +  
+max {   3 − 2 ∗ 3 − 1,0}) + ( 2 − 13 (3 − 2) + 

+max{(2 − 1)  3 − 3 − 1,0} + max {(2 − 1)  3 − 2 ∗ 3 − 1,0}) 

where M(n) is complexity of multiplication in the ring GF(3)[X] . 
Asymptotic complexity of multiplication is O(n ln n)+ O(M(n)). 
Modified operation of multiplication differs from described above in step 5 of al-

gorithm: the result of fourth step is converted into permutated o.n.b. instead of re-
duced o.n.b. with the same complexity. So in modified operation multipliers are given 
in reduced o.n.b. and product is presented in permutated o.n.b. 

Operation of multi-cubing in the reduced o.n.b. { , … , } of (3 ) corre-

sponds the functionality , ∈ . The multi-cubing algorithm is the following: 

1. Convert element  from reduced o.n.b. into permutated o.n.b.: = ′ + ⋯ + ′ + ′ = ( + ) + ⋯ + ( + ) + . 
2. Multi cube by cyclic shift taking into account permutation: ′ = ′ = ′ ( ) , … , ′ ( ) , … , ′ ( ) . 
3. Convert the result into reduced o.n.b.: = + + ⋯ + = = ′ + ( ′ − ′ ) + ( ′ − ′ ) + ⋯ + ( ′ − ′ ) . 

The number of additions is 2 − 2, asymptotic complexity is Ο( ). 
Modified operation of multi-cubing does not contain first the step of described 

multi-cubing algorithm, i.e. input of modified operation is given in permutated o.n.b. 
and result is presented in reduced o.n.b. Complexity of modified algorithm is − 1. 

Algorithm of operation rising to power is conventional algorithm with modified 
operations of multiplication and rising to power 3  in each iteration except the last 
one with not modified multiplication. 

Inversion one can compute implementing Euclidian algorithm in ( )[ ] (gen-
eralizing binary algorithm [12]) of complexity ( σ), 2 < σ < 3 [13] . 
Let    root of ( ) generates an o.n.b. -2 or o.n.b. -3. The inversion algorithm is 
the following: 

1. Convert ∈ (  ) from reduced o.n.b. into polynomial basis. 
2. ←1; ←0; u← ; ← ( ); 
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3. ℎ deg > 1:           ℎ  = 0: ← / ;                                        = 0: ← / ;                                       : ←(b − ( ))/X ;           deg > 1:                                   deg < deg : ↔ , ↔ ;                   ←(− )b + , ←(− )u + . 
4. Convert ( ) into reduced o.n.b. and return. 

 
In Table 1 there are represented algorithms of raising to power in fields (2 ) or (3 ) (Algorithm 1) and algorithm of scalar multiplication on supersingular elliptic 

curve using reduced o.n.b. (Algorithm 2 possessing the same scheme). Operations , ,  are operations in fields, − , , +  are in the groups ( ( ),= 2,3. Inversions (points 1 of algorithms) are omitted if d  does not contain nega-
tive elements. 

Table 1.  

Algorithm 1 Algorithm 2 Input: a ∈ GF(q ), d ∈ {0, −1,1}, q ∈ {2,3}. Input:∈ ( ( ), ∈ {0, −1,1}, ∈ {2,3}. 
Output: a ∈ GF(q ). Output: ∈ ( ( ). 

1. = ; = 1; = 1. 1. = − ; = ; = 1. 
2. For = 0, | |: 
       if [| | − − 1] = 0: = + 1 
       else: 
         if [| | − − 1] = −1: 
            = ; = ∗ ; 
         else: 
            = ; = ∗ ; 
             = 1; 
     if [| | − − 1] = 0: = . 
3. Return . 

2. For = 0, | |: 
       if [| | − − 1] = 0: = + 1 
       else: 
          if [| | − − 1] = −1: 
             = ∗ ; = + ′; 
           else: 
             = ; = + ′; 
           = 1; 
    if [| | − − 1] = 0: = ∗ ; 
3. Return . 

 
Supposing ( , 6) = 1, we represent elements of (3 ) as ( )β′ + ( )β′  

(shortly as pairs ( ( ), ( ))) with coefficients ( ), ( ) in reduced o.n.b. of (3 ) using the optimal normal basis β ,β of the first type where β′ is a root of 
polynomial 2 + +  over the field  (3 ).  This allows quick multi-cubing in (3 ). For multiplication we use polynomial basis 1, β  and explicit formulae for 
reducing. Elements of (3 )  we represent as ( ), ( ) + + ( ), ( ) β + ( ), ( ) β ) with coefficients in (3 )  using the 
reduced o.n.b. of the second type with the root β′′ of polynomial (2,0) + (1,0) ++(1,0) + (1,0)  over (3 ). This allows quick multi-cubing in (3 ). For 
multiplication we use polynomial basis 1, β′ ,β′  and explicit formulae for reducing. 
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4 Conclusion 

In this chapter, the idea of using optimal normal bases (o.n.b.) in combination with 
polynomial bases was detailed using a new modification of o.n.b. called reduced op-
timal normal basis. Arithmetic operations in these bases were described and estimated 
for the fields of characteristic three. But the second and third sections can be rewritten 
in terms of fields of characteristic two. In this case fields elements are recursively 
split into two parts and schemes of recursion are analogous to schemes considered in 
[9]. Arithmetic operations in the fields of distinct small characteristics are of the same 
asymptotic complexity. Implementing optimal normal basis of the second or the third 
types in combination with polynomial basis, one can show that algorithm of Tate 
paring with operation of root extraction can be preferable whereas it is well known 
that Tate paring implemented in polynomial basis and using algorithm without root 
extraction is much faster than algorithm using this operation. 
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Abstract. Domain model is the first model in the scope of interests of software 
developers. Its creation, especially for complex domain, can be very costly and 
time consuming, as it extensively involves domain experts. On the other side, 
domain knowledge could be included in existing ontologies, and can be extract-
ed, with the support of domain experts, from them. That way of knowledge ex-
traction should lead to better model quality, preventing from misunderstandings 
between business analysts and domain experts. The paper presents an approach 
to business model development on the base of SUMO ontologies. The approach 
is explained with the use of simple, but real example. The results are promising. 
Domain models, created using this approach, could be perceived as valuable  
input for further development. 

Keywords: software development, ontology, SUMO. 

1 Introduction 

The quality of software strongly depends on the quality of initial stages of its 
development process. Assuming the Model Driven Architecture (MDA) approach to 
software development, a high quality of business or domain models, historically 
called Computation Independent Model [8], is required. The domain model provides 
basic knowledge for a particular domain of discourse that is necessary for problem 
domain understanding and its presentation. Special role plays here description of the 
application domain – the workspace of the future software systems. The description 
relates to the actual people, places, things, and laws of domain. 

The domain model provides a background for problem domain representation. A 
high quality domain model should be fully consistent and complete with respect to the 
domain of discourse. Basically, there are two main sources of knowledge on a given 
application domain: the knowledge of domain experts or the knowledge covered by 
domain ontologies. In couple of last years, ontologies have become popular in several 
fields of information technologies like software engineering and database design, 
especially in building the domain models.  

There two possible roles for an ontology in domain model building. In the first 
role, the ontology is the main source of knowledge for derivation of the domain mod-
el. In the second role, the ontology is a base for validation of a domain model, which 
has been elaborated in other way.  
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In further, we concentrate on the first role of ontology. By definition, ontologies 
represent an objective and agreed viewpoint of the universal domain of discourse, 
which is independent of possible applications, while business models have to repre-
sent a specific problem on the background of the domain of discourse. So, in the pro-
cess of domain model building we have to extract from a given ontology only this 
knowledge that is relevant for problem domain solution. 

There are many high-level ontologies currently developed like BFO [12], Cyc [1], 
GFO [3], SUMO [10], etc. The last one, SUMO, seems to be one of very promising 
because it became the basis for the development of many specific domain ontologies.  

Let us remind that informally an ontology is defined in [14] as: a formal (machine-
readable), explicit (consensual knowledge) specification (concepts, properties, rela-
tions, functions, constraints, axioms are explicitly defined) of a shared conceptualiza-
tion (abstract model of some phenomenon in the world).  

Ontologies may be grouped into high-, middle-, and low-level of abstraction. Typi-
cally, a high-level ontology is the base for some middle-level ontologies, and these in 
turn for low-level or domain ontologies. The number of different ontologies, devel-
oped in last three decades, exceeds 10 thousand [2]. 

Practical use of ontologies for research and applications in search, linguistics and 
reasoning, etc. needs some level of formalization. There are many approaches to on-
tology representation and formalization. Most commonly, first order predicate lan-
guage or its sublanguages are used. There are also languages designed specifically for 
ontologies, e.g. RDFS, OWL, KIF, and Common Logic [13].  

The Suggested Upper Merged Ontology (SUMO) seems to be particularly interest-
ing because of its properties (http://www.ieee.org). SUMO is a formal ontology based 
on concepts elaborated by [10]. A particular useful feature is that the notions of 
SUMO have formal definitions and at the same time are mapped to the WordNet lexi-
con (http://wordnet.princeton.edu). SUMO and related ontologies form the largest 
formal public ontology in existence today. The number of notions covered by the core 
of SUMO exceeds 1000 and by all related ontologies more then 20 000. The ontolo-
gies that extend SUMO are available under GNU General Public License. 

The SUMO ontology is formally defined in declarative language SUO-KIF (Stand-
ard Upper Ontology Knowledge Interchange Format). SUO-KIF was intended primar-
ily a first-order language, which is a good compromise between the computational 
demands of reasoning and richness of representation. Notions in SUMO are defined 
by set of axioms and rules expressed as SUO-KIF formulas. It is possible to under-
stand the meaning of expressions in the language without appeal to an interpreter for 
manipulating those expressions.  

In the paper, we discuss how SUMO ontology may be applied in domain model 
development. A domain model is aimed to describe an institution or a company in the 
way which enables software developers to understand the environment in which a 
future software system will be deployed and operated. The domain model delivers the 
rationale of how the organization creates, delivers, and captures value in economic or 
other contexts. The model should describe organization units, business processes and 
business rules concerning given organization. The domain model reflects a software 
engineering perspective. It is a view of a system from the computation independent 
viewpoint; it does not show details of the structure of systems; it uses a glossary that 
is familiar to the practitioners of the domain in question.  
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There are many languages for domain modeling, e.g. UML, BPMN, SysML. The 
UML seems to be the most popular and the most general modeling language in the 
entire cycle of software development. With UML we can represent both static and 
dynamic aspects of reality. In further, we restrict ourselves to the static aspect, which 
may be defined by two elements: a class diagram and an object diagram being an 
instance of this class diagram. The class diagram represents all possible configura-
tions of the modeled domain, i.e. a set of objects and links among them, while the 
object diagram represents exactly one configuration – an initial configuration. 

The aim of the paper is the presentation of a method how to derive a domain model 
for a software system provided that there is a suitable SUMO-like domain ontology. 
The derivation of the model is driven by software requirements expressed at general 
abstraction level in vision document.  

In the Section 2 an approach to domain model construction is outlined. The  
approach is illustrated in the next Section where small fragment of a case study is 
presented. The last Section 4 presents some final remarks. 

2 Outline of the Method 

The starting point while developing software system is to gather stakeholders needs. 
On the base of these needs system requirements are defined and specified in a soft-
ware system vision document. The system vision statement can be accompanied by a 
system scope description which sets the rough boundaries of what the constructed 
system will attempt to do. 

In further considerations we assume that a system vision and ontology for the do-
main of interest are given. Additionally, we assume that this ontology is complete, i.e. 
it contains specification of all interesting entities in reality as well as relationships 
existing among them. 

Basing on these assumptions we proceed with the construction of a domain model. 
The construction process consists of five subsequent activities: 

1. Development of a set of initial notions (IN) - a glossary.  
2. Mapping of the initial notions IN into an initial subset IE ⊆ SUMO of all SUMO 

entities.  
3. Extraction of a subset of SUMO entities RE and their definitions, which are  

related to the subset IE. 
4. Transformations of SUMO extract, i.e. the set IE ∪ RE into a UML class diagram. 
5. Refinement and refactoring of the class diagram. 

The main problem in a domain model construction is the knowledge extraction 
from ontology which contains plenty of possible irrelevant notions. This problem is 
addressed by activities 2-3. 

Further in the paper, each activity is described by its goal, input and output data, 
and process of transformation input into output. Examples of input and output docu-
ments (at least part of it) are presented in the case study. An activity is decomposed 
into few steps if the input data transformation is complex. There are also discussed 
extraordinary situations, if any, appearing while performing an activity. 
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2.1 Development of Initial Glossary 

Input: software vision document (i.e. a concise description of user needs). 
Output: initial domain glossary – a set of initial notions.  
Transformation Process:  

The investigation of the vision document is performed and elicitation of all nouns 
appearing in it is done; found nouns are candidates for being (business) notions as 
well as environment elements (e.g. user roles). 
Note. It is the only way for finding notions as no business process description neither 
business domain glossary exist. 

In the literature [4], [6] it can be met different structures of the vision document.  
In this paper we assumed that this document together with the scope statement  

includes:  

 Definition of the problem which the system is supposed to solve. 
 Definition of the environment (actors) of the system. 
 A list of future system features (i.e. generally expressed functional require-

ments); these features describe the actions of the system and the domain enti-
ties which are subjects of these actions. 

Each feature is well-structured element of the form: 

As an <actor> I want <an activity> [<for the purpose>] 

2.2 Mapping of Initial Glossary into SUMO Notions 

Input: the initial glossary (result of the previous step). 
Output: SUMO entities equivalences for the glossary notions. 
Transformation Process: 

The goal of this activity is to find the set IE of SUMO entities which are semanti-
cally equivalent to the glossary notions. 

For each notion n∈IN:  
if there is a class entity c∈SUMO which has the semantics of n  
then c is included to IE 
else if there is a role r at the end of a relation as which has 

the semantics of n 
then the role r and the relation with the classes at all ends of 

this relation are included to IE  
else there is no semantically equivalent entity in the ontology.  

If there is not possible to represent a given notion by a single entity then a domain 
expert should define a transformation of the notion into a set of entities. If the trans-
formation cannot be defined it means that the ontology is not complete and should be 
extended. 
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2.3 Extraction of Related Notions in SUMO 

Input: the set IE of SUMO notions. 
Output: a set RE – an extract from SUMO definitions that are in the scope of interest 
(represent business notions and relationships among them) 
Transformation Process: 

To extract some additional knowledge about the set of entities IE, the searching for 
the entities related to IE is performed. 
 
For each e∈IE:  

if e is a SUMO relationship then  
SUMO definition of e and the definitions of the classes at 
all ends of e are accepted for further considerations; 

else if e is a SUMO class then  
begin 
 compute the set SR(e) of all SUMO relationships in which e    
 is involved; 
 for each r∈SR(e):  

if r isn’t in scope of interest than continue;   
else if r is defined in SUMO between e1..eK∉IE but it holds 
between instances of ej..em∈IE and ej..em are subclasses of 
e1..ek then  

rewrite SUMO relation in the form (r ej .. em) 
else 

accept this definition for further considerations; 
end 
 
We take into consideration separately each SUMO notion from the initial set of 

domain notions IN. If it is a relationship, we extract its SUMO definition, especially 
domains.  

If the SUMO notion is a class we read all the rules for the notion trying to identify 
static relationships the class is a part, e.g. a class is a subclass of some other class. For 
interesting relationships we extract their definitions. Sometimes, an interesting rela-
tionship is used in specific ontology, e.g. Hotels, but is defined in the upper ontology, 
e.g. merge. In such a case, we redefine the relationship, treating classes as instances, 
e.g. (properPart HotelRoom HotelBuilding). 

2.4 Transformation of SUMO Extract into UML Class Diagram 

Input: extract from SUMO – the set IE ∪ RE 
Output: UML class diagram 
Transformation Process: 

The goal of this activity is to transform, manually or automatically, the extract 
from SUMO into UML class diagram. We have proposed some transformation rules 
in [5]. It should be mentioned that some elements of UML diagram, e.g. multiplici-
ties, are not easy to obtain from automatic transformation rules.  

In table 1 we have presented selected transformation rules from SUMO to UML, 
later used in the case study. 
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Table 1. Examples of SUMO to UML transformation rules 

Id SUMO element UML  
element 

Rule description 

1 class  Class SUMO class is translated into UML class with the same 
name 

2 subclass relation generali-
zation 

subclass relation between 2 SUMO classes is translated into 
UML generalization  

3 proper part  
relation 

composition properPart relation instance between 2 SUMO classes is 
translated into UML composition relation (with 1..* multi-
plicity) 

4 binary predicate 
between 2 classes 

 

association SUMO binary predicate (when both ends are SUMO clas-
ses) is translated into UML association with the same 
name; if role end is described (e.g. in documentation of 
predicate) it is represented as UML association role name 

5 binary predicate 
between 2 classes 
from which one is 
a simple type, e.g. 
Integer 

Attribute SUMO binary predicate (when one end is a class and the 
other is a primitive type, e.g. Integer) is translated into 
UML attribute in the class 

 

2.5 Refinement and Refactoring of Class Diagram 

Input: UML class diagram 
Output: UML class diagram more appropriate for software development; the seman-
tics of the input diagram should be preserved but the syntax, especially names of se-
lected classes, can be changed. Multiplicities for associations should be defined.  
Transformation Process: 

The class diagram developed in the previous activity is a subject first to 
refinement, and next to refactoring. First of all the associations must be analysed – if 
they are necessary, and should be preserved, or if they could be deleted. As in SUMO 
there are no exact information about multipicities of entities being in the relation, the 
multiplicities of associations ends should be reviewed and corrected.  

Other changes are under jurisdiction of an IT expert decision. They aim in 
improvements of the structure of the resulting class diagram, making it more readable 
(we would like a diagram to become a part of ubiquitous language shared among 
business experts and IT developers). There are many papers where UML refactorings 
are defined, e.g. [7], [11]. Refactorings are organized into groups, depending on the 
UML element which is a subject of refactoring, e.g. inheritance refactorings, 
association refactorings. Typical, and easy to define are rename refactorings, when we 
change a name of a class, class attribute or operation.  

The reason which stands for this activity is to achieve high quality of our UML 
model i.e. to fulfill 6C quality goals [9]. Hence, especially the  model semantic 
correctness (with business reality), comprehensibility and  confinement (e.g. 
removing irrelevant entities/ relations/attributes) should be guaranteed. The model 
characteristic completeness is ensured (as the ontology is complete) and the 
consistency and changebility are also guaranteed (by construction). 
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3 Case Study 

A domain of our interest is a hotel, and hotel management process. The input of our 
method is a system vision. Below, we present only a small part (2 user stories) of it. 

3.1 Development of Initial Glossary 

Input: 

1. As a potential customer, I want to see information about hotel, hotel rooms, 
rooms’ amenities and prices so that to be able to decide if to become a customer. 

2. As a potential customer, I want to check availability of selected room (room 
availability) in a given period so that to be able to decide if to make reservation 
or not. 

Output: initial glossary: potential customer, hotel, hotel room, room amenity, room 
price, customer, room availability, period, reservation 

3.2 Mapping of Initial Glossary into SUMO Notions 

The result of the second activity is presented in the table 2. For selected notions 
SUMO definition is also presented. 

Table 2. Results of activity 1 

Vision term 
(input) 

Sumo term 
(output) 

Type Sumo definition 

Potential 
customer 

Potential 
customer 

Rel. 
end 

"(potentialCustomer ?CUST ?AGENT) means that it is a 
possibility for ?CUST to participate in a financial transac-
tion with ?AGENT in exchange for goods or services" 

Hotel Hotel build-
ing 

Class "A residential building which provides temporary 
accommodations to guests in exchange for money." 

Hotel room Hotel room  Class "hotel room refers to a room that is part of a hotel (build-
ing) that serves as a temporary residence for travelers" 

Room  
amenity 

Room  
amenity 

Rel. 
end 

"(room amenity ?ROOM ?PHYS) means that traveler 
accommodation provides physical ?PHYS in hotel unit 
?ROOM" 

Room price Price Rel. 
end 

"(price ?Obj ?Money ?Agent) means that ?Agent pays 
the amount of money ?Money for ?Obj." 

Customer Customer  Rel. 
end 

"A very general relation that exists whenever there is a 
financial transaction between the two agents such that 
the first is the destination of the financial transaction 
and the second is the agent." 

Room  
availability, 
Period 

Reservation 
Start 

Reservation 
End 

Rel.  (reservationStart ?TIME ?RESERVE) means that the 
use of a resource or consumption of a service which is 
the object of ?RESERVE starts at ?TIME") 

Reservation Hotel  
reservation 

Class "hotel reservation refers to a reservation specifically 
for traveler accommodation stays" 
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3.3 Extraction of Related Notions in SUMO 

The result of the third activity is an extract from SUMO hotel ontology. Some parts 
are presented below: 

(domain potentialCustomer 1 CognitiveAgent) 

(domain potentialCustomer 2 Agent) 

(instance potentialCustomer BinaryPredicate) 

(properPart HotelRoom HotelBuilding) 

(subclass HotelRoom HotelUnit) 

(subclass HotelRoomAttribute 

   RelationalAttribute) 

(attribute HotelUnit HotelRoomAttribute) 

(instance StandardRoom HotelRoomAttribute) 

(instance SuiteRoom HotelRoomAttribute) 

(instance DeluxeRoom HotelRoomAttribute) 

We selected representative examples of business knowledge extractions from 
SUMO ontology to present how the process is performed. In the HotelBuilding defini-
tion we can find following rule: 

(=> 

 (instance ?HOTEL HotelBuilding) 

 (exists (?ROOM) 

   (and 

     (instance ?ROOM HotelRoom) 

     (properPart ?ROOM ?HOTEL)))) 

The rule says that there exists properPart relation between HotelBuilding and 
HotelRoom. In SUMO properPart is defined at very general level, as a spatial relation 
between two Objects. So, for the purpose of further transformation (SUMO to UML) 
we “rewrite” this relation to (the instance definition): 

(properPart HotelRoom HotelBuilding) 

The semantics of properPart relation is stronger, and we know that an instance of 
HotelBuilding must have at least 1 instance of HotelRoom. 

3.4 Transformation of SUMO Extract into UML Class Diagram 

The result of the forth activity is presented in the Fig 1. The process was done 
manually, however, the exact transformation rules were defined by us (examples of 
transformation rules were presented in Chapter 2) and applied here. 
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Oryginally it was a relationship between Agent paying for Object. We had to 
decide what elements in our diagram have price (must be subclasses of Object in 
SUMO), and decided that are HotelUnit, and Physical (being a room amenity). 
Information about agent paying the money now is neglected. We also removed 
customer relationship as being out of scope of our interests. Within refactoring part 
we removed two associations (i.e. paid_room_amenity, and free_room_amenity) 
using appropriate attribute (isPaid) instead in Physical class. 

4 Conclusions 

The purpose of a business model is to give representation of a problem domain omit-
ting implementation issues. Business modeling can benefit from the use of semantic 
information represented by ontology. Performing analysis at the business level in the 
context of ontology reduces the risk of incorrect interpretation of a problem domain 
by IT world. 

To utilize this opportunity we have proposed the procedure which in systematic 
way, starting with a system vision as an input, creates a domain model (UML class 
diagram) as its output. The creation process consists of five activities among which 
the most important are two: mapping of glossary notions into SUMO notions  
(2nd activity) and extraction of domain-related notions in SUMO (3d activity).  

There are the following benefits while using ontology in business modeling: 

 Ontology helps in identifying and understanding the relevant elements in a spe-
cific domain and the relationships between them. 

 Ontology supports easier communication and shared understanding of business 
domain notions among stakeholders. 

 When treated as a reference model of domain ontology enables to validate an 
existing domain model, if any exists. 

On the other hand we observed that the activity of business modeling based on 
knowledge represented in ontology is a difficult and time-consuming. There are the 
following reasons for that: 

 problems in finding corresponding notions in a given domain and ontology if 
the names are the same but their semantics are different or if the names are dif-
ferent but their semantics are the same; 

 difficulties in identifying and retrieving properties of classes and relationships 
from ontology in the case when ontology is specified at different levels of ab-
stractions; 

 different types of logics used to knowledge representation in SUMO and UML; 
 necessity to gain skills in retrieving and interpreting knowledge from ontology. 

The use of ontologies in the design of information systems creates new opportuni-
ties for improving the quality of the artifacts, and may reduce the cost of software 
development. Our experience shows that the key issue is the acquisition of domain 
knowledge from the ontology. This is due to the size and complexity of the ontology. 
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The mapping problem of domain concepts into a set of terms of the ontology moti-
vates to address this problem. Therefore, our future works will be devoted to the  
development of detailed rules of mapping the concepts and further, analysis of the 
capabilities of automation of this process. 
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Abstract. Business rules are an important part of requirement specification, and 
an essential input for software analysis and design. Usually, at the beginning, 
they are expressed in natural language, which is later translated by a business 
analyst to a more formal representation, e.g. UML diagrams. The translation 
process is error prone because business analysts can misinterpret or omit infor-
mally expressed business rules. The aim of the paper is to present an approach 
to automatic verification of UML class diagrams against business rules, ex-
pressed in a semi natural language, i.e. SBVRSE. The proposed approach has 
been implemented as a tool, and tested on representative examples. At that 
moment it supports structural business rules. In the future the method will be 
extended to cover also other types of business rules. 

Keywords: business rules, SBVR, SBVRSE, UML, class diagrams. 

1 Introduction 

Business rules are an important part of requirement specification, especially for enter-
prise systems. They must be taken into account during all further stages of software 
development, i.e. analysis, design, implementation and tests. Usually, at the early 
stages of software development, business rules are defined by business analysts in 
natural language, which is understood by all involved parties, e.g. business experts, 
programmers, testers. Later, business rules can be translated (manually or automati-
cally) into more formal representations, e.g. UML diagrams. In the case when the 
transformation process is done manually, there is a need of verification if the output 
of transformation is still consistent with its input, i.e. business rules expressed in natu-
ral language. Typically, the number of business rules is very large, what makes the 
verification process time consuming. It is reasonable to consider to what extend and 
how the verification process could be done automatically. 

The aim of the paper is to present an approach to automatic verification of consis-
tency of UML class diagrams with business rules written in natural language. In order 
to make this process feasible SBVRSE [1] notation was selected to represent business 
rules. At that moment the research covers only structural rules, which are represented 
by UML class diagrams. The proposed approach has been implemented in a tool, and 
tested with representative examples. The tool served mainly as a proof of concept of 
the proposed approach to UML model verification. 
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The paper is organized as follows. Section 2 provides a definition of business rule, 
and presents a selected classification of business rules. Section 3 presents business 
rules in the context of MDA, and shortly presents SBVRSE notation and supporting 
tools. Section 4 considers how different kinds of structural business rules can be 
mapped to UML class diagram. Section 5 describes the proposed approach to verifica-
tion of UML class diagram against business rules and the implemented tool for that 
purpose. Section 6 brings a simple case study. Last Section 7 concludes the paper and 
presents it in the wider context. 

2 Classification of Business Rules 

According to [2], the notion of business rule can be defined from two different per-
spectives: (a) from the business perspective, and (b) from the information system 
perspective. We are interested in the later perspective, in which “a business rule is a 
statement that defines or constraints some aspect of the business. It is intended to 
assert business structure, or to control or influence the behaviour of the business” [2]. 

Many different classifications of business rules exist in the literature, e.g. [2-4]. We 
decided to use the classification proposed by [1]. It covers all types of rules we can 
find in other classification, is commonly accepted and often referenced. This classifi-
cation splits the business rules into 3 categories which are further divided into subca-
tegories. The presentation below lists all kinds of business rules, and gives short ex-
planations for those we have taken into consideration. 

Category 1: Structural assertions – describe static structure of the business 
- Business terms – elements of business glossary that need to be defined, e.g. in-

voice 
- Common terms – elements of business glossary with commonly known mean-

ing, e.g. car 
- Facts – relationships between terms: 

o Attribute – a feature of a given term, e.g. colour, name 
o Generalization – represents “as-is” relationship, e.g. car is a specific case 

of vehicle  
o Participation – represents semantic dependency between terms, e.g. stu-

dent enrols for courses 
 Aggregation – represents “a whole-part” relationship, e.g. book con-

sists of pages 
 Role – describes way in which one term may serve as an actor, e.g. 

customer may be a buyer in a contract 
 Association – used when other kinds of participation are inappropriate 

Category 2: Action assertions – concern some dynamic aspects of the business  
- Conditions (excluded from further consideration) 
- Integrity constraints – represent invariants that always must be true 
- Authorizations (excluded from further consideration)  

Category 3: Derivations – represent derived rules; include mathematical calcula-
tions, and inference rules (excluded from further consideration) 
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3 Business Rules within MDA 

Business rules can be considered at different levels of abstraction which strongly 
influence the way they are represented. In software engineering the abstraction levels 
can be defined in the context of Model Driven Architecture, shortly MDA [5]. 

MDA is an approach to software development in which models play the key role. It 
introduces three kinds of models:  

(a) Business or domain model (former Computational Independed Model, CIM) –
“models of the actual people, places, things, and laws of a domain. The “in-
stances” of these models are “real things”, not representations of those things” 
[5]; business rules at that level are usually expressed in natural language.  

(b) Platform Independent Model (PIM) – presents the internal content of the targeted 
system (from white-box perspective) in a manner that abstracts from specific in-
formation of a selected platform, libraries, tools; business rules at that level can 
be expressed with the use of any formal or semi-formal notations, e.g. UML. 

(c) Platform Specific Model (PSM) – similarly to the former model presents the 
content of the targeted system but in a platform depended way; e.g. that model 
can show how to achieve persistency or security with the use of existing platform 
support; business rules at that level can be expressed in dedicated languages, e.g. 
programming languages (e.g. java, c#), languages used in business rule engines, 
relational database schema definitions. 

The paper focuses on business rules expressed at domain and PIM levels. As was 
mentioned above, at CIM level business rules are usually written in natural language. 
To make the rules more readable and consistent business analysts can apply specific 
guidelines, e.g. RuleSpeak [6], polish translation of RuleSpeak [7]. However, 
RuleSpeak recommendations are not supported by any tools, so it seems, that using 
more restrictive standards, like SBVR is a better choice. 

SBVR (Semantics of Business Vocabulary and Business Rules) is the OMG stan-
dard issued in 2008 [1]. On one side it allows to describe business rules in a way 
which is platform independent and can be processed by computers, on the other it 
separates the meaning of defined elements from their representation what enables to 
use different notations to express the same thing. One of such accepted representation 
is SBVR Structured English (SBVRSE) which enables expressing business rules in 
controlled natural English.  

SBVR provides means for defining business glossaries and business rules. Any en-
try in business glossary can have many synonyms.  

Business rules in SBVR are classified into four groups [1]: (a) structural business 
rules, (b) operative business rules, (c) permissions, and (d) possibilities.  

In further we limit our interests mainly to structural business rules which are di-
vided into:  

- necessary statements (e.g. it is necessary that each student is enrolled to at least 
3 courses),  

- impossibility statements (e.g. it is impossible that the same person is studying 
at more than 2 universities at the same time), and  
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- restricted possibility statements (e.g. it is possible that a student retakes an 
exam only if he/she failed the exam on the first date).  

We exclude from our consideration impossibility statements as they cannot be rep-
resented on class diagrams directly (but only with the use of OCL [8]). 

Additionally, we partially consider permissions, i.e. permission statements (e.g. it 
is permitted that a customer requests a loan). 

Defining business rules in SBVRSE is supported by many tools from which freely 
available are e.g. [9], UML2SBVR [10], VeTiS [11]. We found the last especially 
useful. This tool works as a plug-in to MagicDraw tool. It supports defining glossaries 
and business rules, and next their transformation to UML [12] class diagram with 
OCL constraints [8]. 

4 UML Class Diagram as Business Rules Representation 

Before we are able to define verification rules we need to have an idea how different 
types of business rules can be represented on class diagrams. Table 1 presents pro-
posed mappings between business rules taken into consideration and the elements of 
UML class diagram. 

Table 1. Mapping between business rules‘ types and elements of UML class diagram 

Business 

rule type 

Business rule subtype UML possible representation 

Fact Attribute Attribute in a class 

Generalization Generalization relationship 

Partici-

pation 

Association Association 

Association class 

Aggregation Aggregation 

Composition 

Role Role  

Term Business term, common term Class, Enumeration 

Action 

assertion 

Integrity constraint Multiplicity 

Class constraints, e.g.{unique},{sorted} 

Qualifier 

Permission Permission statement Operation in a class 

 
Most of the mapping rules presented in Table 1 was also implemented in VeTIS 

tool [11]. However, the tool introduces some constraints on the form of SBVRSE 
which is supported. First of all business analyst can define only binary relationships. 
Next, terms (glossary entries) are disallowed to contain spaces. A business analyst is 
forced to use specific key words in a specific context, e.g. “has” or “is_property_of” 
to represent attributes (“name is_property_of person”). 
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5 Proposed Approach 

We would like to verify if an UML class diagram is consistent with a set of business 
rules expressed in SBVRSE. We limit our consideration mainly to structural business 
rules with exception of integrity business rules that belong to action assertions. Be-
cause we were interested in building a proof of concept, in other words we would like 
to verify that the method of UML model verification against business rules has the 
potential to be used, we decided to use VeTIS tool not only to define business rules in 
SBVRSE, but also to generate a class diagram being the representation of business 
rules. As the result, our task has become a task of comparison of two UML class dia-
grams, from which one serves as an object to be checked, and the second serves as a 
pattern (represents business rules).   

We have identified and implemented several verification rules that check if any of 
business rules (an element of the pattern class diagram) was omitted on the original 
class diagram. Table 2 contains informal definition of the defined verification rule set. 

Table 2. Verification rule set – informal definition 

ID Pattern diagram element   Original diagram element 

R01 Class Corresponding (corr.) class with identical or synonymous 

name 

R02 Attribute in a class In corr. class exists attribute with identical name 

R02.1 Attribute with defined type Corr. attribute has defined identical type 

R03 Operation in a class In corr. class exists operation with identical name 

R03.1 Operation with defined returned 

type 

Corr. operation has defined identical return type 

R03.2 Operation with input parameters Corr. operation has identical types of input parameters 

R04 Binary generalization relation Between corr. classes exists binary generalization  

relationship 

R04.1 Binary generalization relation with 

generalization set 

Corr. binary generalization relation has defined identical 

generalization set 

R05 Binary composition relation Between corr. classes exists binary composition relation 

R05.1 Binary composition relation with 

defined name 

Corr. binary composition relation has identical name 

R05.2 Binary composition relation with 

defined roles 

Corr. binary composition relation has identical roles 

names 

R05.3 Binary composition relation with 

defined multiplicity 

Corr. binary composition relation has identical multiplicity 

R06 Binary association relation Between corr. classes exists binary association relation 

R06.1 Binary association relation with 

defined name 

Corr. binary association relation has identical name 

R06.2 Binary association relation with 

defined roles 

Corr. binary association relation has identical roles names 

R06.3 Binary association relation with 

defined multiplicity 

Corr. binary association relation has identical multiplicity 
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The checks of the equality of class names on both diagrams are case insensitive. 
From multi-parts names white signs as well as other separators (e.g. “_”, “-“) are 
eliminated.  

Below, the algorithm of R01 is presented: 

1. Get a list of classes from the pattern class diagram 
2. For each class Ci: 

2.1. Get a name N of Ci class 
2.2. Check if the original class diagram contains a class Cj with N name 
2.3a. If Cj exists 

2.3a.1. Remember a pair (Ci, Cj)  
     2.3a.2. R01 is fulfilled for Ci and Cj  
2.3b. Otherwise  

2.3b.1. Check if the original class diagram contains a class Cj with K name 
where K is a synonym for N 
2.3b.1a: If Cj exits 

    2.3b.1a.1. Remember a pair (Ci, Cj)  
    2.3b.1a.2. R1 is fulfilled for Ci and Cj 

2.3b.1b: Otherwise 
2.3b.1b.1. Rule R1 is broken for Ci class 

The verification result W is calculated according to the formula (1): 

 = ∑ ∙ ∑ ∙  ∙ 100 % (1) 

where: 

N – the total number of verification rules  
pi – the total number of elements in the pattern class diagram addressed by i rule 
ii – the total number of elements in the original class diagram (being verified) ad-
dressed by i rule 
wi – the weight of rule i (can be set by a user) 

At that moment checks are one-directional, i.e. we check in all business rules are 
presented on the original class diagram, but the original class diagram can have addi-
tional elements. 

The implemented verification tool is called Verifica. Figure 1 presents its settings 
screen. A user is asked for a path to a file with verification rule set (it contains error 
messages as well as weights for particular rules). Additionally, the user can decide if 
not to use or use synonyms, and from which source (SBVR vocabulary or WorldNet). 

On the main screen a user is asked for two basic inputs: a path for an XMI file with 
a pattern class diagram, and a path for an XMI file with an original class diagram (to 
be checked against business rules).  

The application prepares a report with verification results in html format. An ex-
ample of it (small part) is presented in Figure 5. The report consists of several parts – 
the introduction, general summary (where W measure is calculated), and summary 
part for every rule. 
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Fig. 1. Verifica – settings screen 

6 Case Study 

This chapter presents an example of application of proposed verification method. We 
start the presentation with a specification of business rules expressed in SBVRSE. 
Next, we show how these rules are transformed to UML class diagram by VeTIS tool. 
After that we present a class diagram acting as original class diagram, which consis-
tency with the set of business rules we want to check. The diagram contains several 
inconsistencies, intentionally introduced by us. At the end we present interesting parts 
of generated report showing inconsistencies discovered by Verifica tool. 

The listing below presents business vocabulary (terms, and facts), and business 
rules for our example in SBVRSE.  

Business vocabulary contains: 

- 6 terms (2 with synonyms): customer (synonym client), loan (synonym credit), 
instant_loan, regular_loan, name, amount 

- 4 facts, and 2 generalizations: customer has name, loan has amount, customer 
gets loan, customer request loan, instant loan inherits from loan, regular loan 
inherits from loan 

We have defined 2 business rules on the base on terms and facts. The first is per-
mission statement, and the second – integrity constraint. 
 
customer 
 Synonym: client 
name 
General_concept: text 
customer has name 
loan 
 Synonym: credit 
instant_loan 
 General_concept: loan 
regular_loan 
 General_concept: loan 
amount 
 General_concept: integer 
loan has amount 
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customer gets loan 
customer requests loan 
It is permitted that a customer requests a loan. 
It is possible that a customer gets at most 3 loan. 

 
The class diagram, produced by VeTIS tool on the base of SBVRSE specification 

is shown on Figure 2 (a). 
 

Fig. 2. (a) The pattern class diagram with business rules; (b) Original class diagram – the  
subject of verification 

Figure 2 (b) presents a class diagram assumed to be build by business analyst 
which consistency with the set of business rules we would like to check. 

This diagram differs from the pattern class diagram with the following elements: 

- lack of multiplicity at Client class side 
- lack of operation in Client class 
- lack of roles at the ends of gets association 
- wrong name of classes being descendants of Loan class 

The report prepared by Verifica tool says that 51% of the original class diagram 
elements is consistent with defined set of business rules. Figure 3. presents a part of 
the generated html report. 

 

Fig. 3. Verification report – selected parts 
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7 Conclusions 

The paper presents an approach to automatic verification of UML class diagram 
against mainly structural business rules. This is the first step in solving more general 
problem of verification of UML models against business rules expressed in semi natu-
ral language, e.g. SBVRSE. 

The proof-of-concept implementation brought very promising results and showed 
that the solution of the general problem is feasible. At that moment a user is able to 
include/exclude verification rules from the rule set, and to decide about the weights of 
particular rules. 

We did not found any research that addresses the problem of verification of UML 
diagrams against business rules expressed in SBVR. There are some works with simi-
lar subjects, e.g. [10] or [13], [14]. The former presents a tool called UMLtoSCP, and 
the verification is a side effect of UML to SCP transformation. The tool verifies UML 
class diagram against OCL constraints. The two later papers propose equivalence 
rules between two class-diagrams, and the possible transformations between equiva-
lent diagrams. They are interesting for the approach in which business rules expressed 
in SBVR are first translated to a class diagram, and next used for verification pur-
poses. At that moment, our implementation follows the same idea, but we did not 
consider the rules proposed by Gogolla. 

In the future we plan to extend the scope of consideration to other UML diagrams 
and operational business rules. We are also considering either to resign from 
SVBRSE to UML class diagram transformation and to process directly SBVR sen-
tences or to extend the internal representation of business rules (other UML diagrams) 
to express other kind of business rules. 
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Abstract. The problem of measuring vehicle’s weight-in-motion (WIM) is one 
of the most important research topics in the field of transport telematics. It is 
important not only for development of intelligent systems used for planning and 
cargo fleet managing, but also for control of the legal use of transport infra-
structure, for road surface protection from early destruction and for safety sup-
port on roads. Data protection plays one of the crucial role in such kind of  
systems as data transmitted over internet network can be not only intercepted 
and disclosed, but also rigged and be used as a tool for attack on your equip-
ment or system. Traditional data protection methods are increasingly becoming 
an easier barrier for implementing a successful hacker attack, but time for 
breaking existing encryption algorithms, which recently have had a high cryp-
tographic strength, is gradually decreasing thus opening the door for developers 
to create new or upgrading existing encryption algorithms, whose characteris-
tics will be able to withstand modern hacker’s threats. 

Keywords: WIM, fibre-optic pressure sensors, involutory matrix, matrix  
ecryption. 

1 Introduction 

The worldwide problems and costs associated with the road vehicles overloaded axles 
are being tackled with the introduction of the new weigh-in-motion (WIM) technolo-
gies. WIM offers a fast and accurate measurement of the actual weights of the trucks 
when entering and leaving the road infrastructure facilities. Unlike the static 
weighbridges, WIM systems are capable of measuring vehicles travelling at a reduced 
or normal traffic speeds and do not require the vehicle to come to a stop. This makes 
the weighing process more efficient, and in the case of the commercial vehicle allows 
the trucks under the weight limit to bypass the enforcement. 

The fibre optic weight sensor is the cable consisting of a photoconductive polymer 
fibres coated with a thin light-reflective layer [1]. A light conductor is created in such 
a way that the light cannot escape. If one directs a beam of light to one end of the 
cable, it will come out from the other end and in this case the cable can be twisted  
in any manner. To measure the force acting on the cable, the amplitude technology  
is more appropriated for the measurements based on measuring of the optical path 
intensity, which changes while pushing on the light conductor along its points.  
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Fibre optic load-measuring cables are placed in the gap across the road, filled with 
resilient rubber (Fig. 1). The gap width is 30 mm. Since the sensor width is smaller 
than the tyre footprint on the surface, the sensor takes only part of the axle weight. 
The Area method [2] is used in the existing system to calculate the total weight of the 
axle. The following formula is used to calculate the total weight of the axis using the 
basic method [3]: 

 = ( ( ) ∙ ( ))  (1) 

where Wha – weight on half-axle, At(t) – dynamic area of the tyre footprint, Pt(t) ~ V(t) 
– air pressure inside the tyre and, according to Newton’s 3rd law, it is proportional to 
the axle weight. 

 

Fig. 1. Fibre optic sensors position against the wheel and tyre footprint and the algorithm of the 
weight in-motion measurement station 

At these points the deflection of a light conductor and reflective coating occurs, 
that is why the conditions of light reflection inside are changed, and some of it es-
capes. The greater the load the less light comes from the second end of the light con-
ductor. Therefore the sensor has the unusual characteristic for those, familiar with the 
strain gauges: the greater the load the lower the output is. 

As we can see the exact values of the formula (1) factors are unknown. The area of 
the tyre footprint is calculated roughly by the length of the output voltage impulse, 
which, in its turn, depends on the vehicle speed. The Area Method uses the assumption 
that the area under the recorded impulse curve line, in other words – the integral, char-
acterizes the load on the axle. To calculate the integral, the curve line is approximated 
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by the trapezoid. In this case the smaller the integral – the greater the load. This method 
does not require knowing the tyre pressure, but it requires the time-consuming on-site 
calibration. 

2 Tyre Footprint and Weight Estimation 

There was the set of measurement experiments with the roadside FOS sensors on 
April, 2012 in Riga, Latvia [3-4]. Loaded truck was preliminary weighed on the 
weighbridge with the accuracy < 1%. The output signals from FOS sensors for truck 
speeds 70 km/h and 90 km/h are demonstrated on Figure 2. 

It is evident that the signals for the different speeds have been changing by ampli-
tude and the proportion of amplitudes does not fit the axle weights (Fig.2). 

 

Fig. 2. Examples of FOS signals from A and B sensors (Fig.1) for vehicle’s speeds 70 km/h 
and 90km/h respectively 

The reason of this behaviour may be explained by FOS properties such as weight 
(pressure) distribution along the sensor length as well as sensor non-linearity and 
temperature dependence [4]. 

3 Vehicle Speed and Tire Contact Width Evaluation 

Using FOS A (FOS B) and FOS 1 (FOS 2) symmetric signals, which are shown in 
Figure 3, it is possible to calculate the speed of each axle, also the truck speed by 
calculating the average of the values found before. In order to do this, it is necessary 
to normalize the signals, filter out the noise and obtain symmetrical signal compo-
nents. Then impulse peak time value of these components will be used in the axle 
speed calculation. Distance between FOS A and FOS 1 (or FOS B and FOS 2) should 
be known in advance; in our case it is equal to 3 m (see Figure 1). 
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Fig. 3. FOS vertical weight component (symmetric) of s1_A, B, 3, 4_70km_27_09_2013 signal 

Calculated axle and vehicle speeds, based on the FOS signal peak time of symmet-
ric components, are shown in Table 1. 

Table 1. Calculated speed values of s1_A, B, 3, 4_70km_27_09_2013 signal 

Speed/axle 1st axle 2st axle 3st axle 4st axle 5st axle Vehicle 

Calculated speed [km/h] 72.34 72.00 71.63 71.56 71.93 71.89 

 
Using FOS 1d and FOS A (or FOS 1), which are shown in Figure 4(a), as well as 

the symmetric FOS pair signals, it is possible to evaluate left and right tyre footprint 
widths. In order to do this, it is necessary to normalize the signals, filter out the noise 
and make linearization of the signals according to the pre-calculated axial velocity 
and temperature of the FOS. 

Then pulse widths of perpendicular and diagonal FOS (see Figure 4(b)) are meas-
ured on experimentally chosen level of 0.4, multiplying this width subtraction by 
corresponding axle speed will be the evaluation of tyre footprint.  

Table 2. Evaluated tyre footprint width of s1_A, B, 1d, 2d_90km_27_09_2013 signal 

Parameter/axle 1st axle 2st axle* 3st axle 4st axle 5st axle 

Footprint width [mm] 315 680 385 385 385 

Evaluated footprint width [mm] 310.317 890.633 399.993 375.202 387.925 

Error [%] -1.487 30.975 3.894 -2.545 0.499 

* - dual wheels (the distance between two neighbour dual wheels approximately is 40-50 mm and it 
cannot be measured exactly) 
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Fig. 4. (a) FOS A and FOS 1d filtered s1_A, B, 1d, 2d_90km_27_09_2013 signal; (b) Tyre 
footprint interaction with FOS 

4 Intelligent Transport System Security Issues 

Intelligent transport systems, such as WIM, smart control of traffic light and others 
mainly are based on the following structure (Figure 5). 

Intelligent transport systems are using wireless or wired network connection to 
transmit data between nodes, which is the main gap in data protection because trans-
mitted data are vulnerable for man-in-the-middle attack [6]. The problem of data se-
curity transmission through internet network is not unique, and there are technologies 
to transfer data over internet network in encrypted form. Virtual private network, 
which is based on cryptographic protocols such as IPSEC and TLS/SSL, is one of 
those technologies. Cryptographic protocols IPSEC and TLS/SSL are using AES 
algorithm for data encryption. 

 

Fig. 5. Main structure of intelligent transport systems 
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AES is based on Rijndael algorithm, which is using 128 bits block size and vari-
able key length of 128, 192 or 256 bits. AES was announced by NSA as a new en-
cryption algorithm in 2000 and after this time the algorithm has become as a target for 
cryptanalysts from around the world (table 3). 

Table 3. The history of breaking encryption algorithm DES and AES-192 

Encryption 
algorithms 

Build Hacked Roun
ds 

Method Data Time Mem-
ory 

Refer-
ence 

DES 1970 1998 16 Brute-force - 3.5 hours - [7] 

 

 

 

AES-192 

 

 

 

1997 

2000 7 Square-
functional 

232 2140 284 [8] 

2007 7 Impossible 2115.5 2119 245 [9] 

2010 8 Square-
multiset 

2113 2172 2129 [10] 

2009 full RKABA 2123 2176 - [11] 

2011 full Bicliques 280 2189.74 28 [12] 

2013 7 Collision 
attack 

232 269.2 - [13] 

2014 11 MITM 2117 2182.5 2165.5 [14] 

 
To improve cryptographic strength of the AES algorithm its developers recom-

mend using 18 - 24 rounds that lowers the algorithm speed. The actual task of con-
structing new or upgrading existing encryption algorithms which are able to surpass 
characteristics of algorithm AES, is relevant to the present day. One of the variant for 
implementing such kind of algorithm is presented in this article. 

4.1 Modernization of Cryptographic Hill Algorithm Based on Involutory 
Matrices 

Lester Hill created an encryption algorithm, which is based on algorithm which re-
places the sequence of plaintext with encrypted sequence of the same length in 1929 
[15]. Hill Cipher is using orthogonal matrix A for data encryption/decryption: 

 ∙ =  (2) 

 ; = ( ∙ ) ( )  (3) 

 ;  = ( ∙ ) ( ) (4) 

where A - encryption matrix (key), and A-1 - decryption matrix (key), p – plain text, c 
– cipher text and n – alphabet length. 

If we are using involutory matrix A, for which the initial and its inverse matrix 
form are the same, then we do not need to spend time for calculating inverse (decryp-
tion) matrix, and the initial matrix A is a key for encryption and for decryption. 

 ∙ = ∙ = ∙ = ∙ =  (5) 
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If involutory matrix consists only with elements ±2n, where n – is minimum possi-
ble integer, then processor will use only shift and addition operations for data encryp-
tion/decryption. Involutory matrices consisting only with elements ±2n, where n – is 
minimum possible integer, can construct only with size 2k x 2k, where 

 2 ≤ ∈ , (6) 

then we found that the total number of involutory matrices is equal 

 ∙ 2 ; ℎ  1 < ≡  (7) 

As an example, from any involutory matrix with size 4 x 4, that contains numbers 
±2n, where n – minimum possible number, we can obtain a full set of involutory ma-
trices, total number of which is equal to 1152, so based on expression (7) our constant 
m is equal to 4.5. Any involutory matrix forms a unified basis for the formation of a 
large number of involutory and mutually inverse pairs of matrices A and B. Total 
number of mutually inverse pairs of matrices that can be obtained from involutory 
matrices of the same size is under investigation [16]. 

 ∙ = => ∙ ∙ = => =   =   (8) 

As an example, let’s look to the new method of forming involutory matrices. If in 
any involutory matrix we replace elements 1 → 2 and 2 →1, then we obtain a new 
involutory matrix. 

 = −1   2   2   1   1 −1  1    1−2 −2   2 −2 −2 −1−1    2 => = −2   1  1   2   2 −2  2    2−1 −1   1 −1 −1 −2−2    1  (9) 

We proposed to use several matrices (combination of involutory and mutually inverse 
pairs of matrices) for data encryption/decryption instead of one, as in expression (3) and 
(4). Each plaintext block should be encrypted with different keys (combination of matri-
ces) which will be generated from master key (matrix) using special algorithm for form-
ing involutory and mutually inverse pairs of matrices [16]. For secure delivery of master 
key we suggest to use hybrid encryption model, where asymmetric cryptography algo-
rithms are used to encrypt/decrypt and securely key (matrix) distribution. 

Figure 6 shows one example of implementing modified cryptographic Hill algorithm, 
where m - is a length of plaintext block which depends on matrix size, and n - is selected 
number of matrices used in one plaintext block encryption/decryption processes.  

Let’s consider data encryption/decryption algorithm based on using only involutory 
matrices with size 16 x 16, which consist only with elements ±1 and ±2, and then our 
plaintext block is equal to 128 bits. Let’s look how cryptographic strength of a modi-
fied Hill algorithm changes when we are using different number of matrices to  
encrypt one plaintext block, and compare it’s resistance for brute-force attack with 
AES-128/192/256. For easier calculation let’s our constant m is equal to 1, then cryp-
tographic strength for one encryption block is shown in the table 4. 
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Fig. 6. Modified cryptographic Hill algorithm in electronic codebook mode 

Table 4. Cryptographic strength for one encryption block used in modified Hill algorithm 

No Involutory 
matrix number 
for 1 plain text 
block  
encryption 

One cipher 
block 
strength for 
brute-force 
attack 

Comments 

1 2 264 
Not enough strength. Brute-force attack on 256 opera-
tions took 2 days in 1998. 

2 4 2128 Complexity like an AES-128 brute-force attack 

3 6 2192 Complexity like an AES-192 brute-force attack 

4 8 2256 Complexity like an AES-256 brute-force attack 

5 10 2320 Full rounds on AES-128, but more stronger 

6 12 2384 Full rounds on AES-192, but more stronger 

7 14 2448 Full rounds on AES-256, but more stronger 

 
If we used six different involutory matrices to encrypt one plaintext block then we 

will get cryptographic strength for one cipher text block which is equal for crypto-
graphic strength for whole cipher text encrypted with algorithm AES-192. But if  
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we use 12 different involutory matrices, that is equal for full encryption rounds in 
AES-192 algorithm, then we will obtain cryptographic strength for one cipher text 
block 2384 which is more stronger than cryptographic strength for whole cipher text in 
AES-192 algorithm. 

5 Conclusions 

Consider the WIM problem through the FOS sensor’s accuracy point of view we can 
conclude that the installation of it into the pavement produce some probabilistic influ-
ence to the measurement results, depending not only on sensor’s geometric position 
and properties of components, but also on weather conditions.  

The experimental results [4] show that the range of the vehicles velocity from 50 to 
90 km/h seems more appropriate for WIM based on fibre-optic sensors let to allow 
B+(7) class according to COST 323 for the high speeds and D2 according to OIML 
R134 for the low speeds [5]. 

From the analysis of the results we can assume, that most exact result can be ob-
tained for total weight of the truck, not for each axle of it, because of longitudinal 
oscillations exists here (especially between 1st and 3rd axles). It can be caused by 
incorrect cargo distribution along the length of the truck and trailer, but it is separate 
task on future. Additionally, the transfer of the data from the sensor’s position to 
measurement station or centre of data collection, is required an increased level of data 
security and protection.  

The rapid development of information and computer technologies contributes for 
appearance of a large number of equipment, which are using global internet network 
for data transmission. Time for breaking existing strong encryption algorithms is 
steadily decreasing (table 3) due to the rapid development of computer technologies, 
which constantly challenged cryptographers to create a new or upgrade existing en-
cryption algorithm which will be able to withstand for modern threats. Modified cryp-
tographic Hill algorithm is based on involutory matrices, which consist only with 
elements ±2n, where n - is minimal possible number. As all matrices contain the num-
bers of computer arithmetic’s ±2n, then processor for data encryption/decryption will 
used only shift and addition operations. 

Cryptographic strength for one plaintext block encrypted with modified Hill algo-
rithm ceteris paribus is much stronger than cryptographic strength for whole cipher 
text encrypted with AES-128/192/256 algorithm. Modified cryptographic Hill algo-
rithm allows using not only involutory matrices but also mutually inverse pairs of 
matrices for data encryption/decryption processes. Combinations of involutory and 
mutually inverse pairs of matrices allow increasing cryptographic strength for one 
encrypted plaintext block with less number of encryption/decryption matrices than 
obtained result in table 4. 
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Abstract. The paper examines energy efficiency of running computational 
tasks in the hybrid clouds considering data privacy and security aspects. As a 
case study we examine CPU demanding high-tech methods of radiation therapy 
of cancer. We introduce mathematical models comparing energy efficiency of 
running our case study application in the public cloud, private data center and 
on a personal computer. These models employ Markovian chains and queuing 
theory together to estimate energy and performance attributes of different con-
figurations of computational environment. Finally, a concept of a Hybrid Cloud 
which effectively distributes computational tasks among the public and secure 
private clouds depending on their security requirements is proposed in the  
paper. 

Keywords: security, hybrid cloud, energy efficiency, Markovian chain,  
IT-infrastructure. 

1 Introduction 

Modern tendencies of computing globalization and increase of computational tasks 
complexity stipulate the development and application of large-scale distributed  
systems. Such systems can be built through the use of Grid technologies, cluster tech-
nologies and supercomputing, but recently the concept of Cloud Computing has be-
come an industrial trend which is primarily used for deploying modern distributed 
application and delivering computing services. 

Centralization of computing facilities within large data centres on the one hand re-
quires and on the other creates opportunities for the implementation of Green tech-
nologies enhancing energy efficiency of computing [1]. Therefore, the problem  
of energy-aware computational tasks scheduling and distribution among available 
computing resources, both private and public, becomes crucial. 

However, many companies are still unwilling to place their IT infrastructure in the 
cloud because of reasonable fears over data security and unawareness about the bene-
fits offered by cloud computing [2]. In this concern a hybrid cloud can provide a 
compromise solution storing and processing private data in in-house computational 
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resources and delegating non-critical computations to public clouds. In this paper we 
examine various configurations of using private and cloud computing to process sen-
sitive security information considering the overall energy efficiency. 

Measure pue is used as a factor of energy efficiency of computing in the Cloud. It is 
equal to the ratio of the power allocated and distributed for a data center to the power 
consumed by computer equipment [2]: 

 ( )/ /active acUE uptime downttive actie veimp P P P P P= = +  (1) 

where  

Pactive is the power consumed by equipment in the active operating mode, 
Puptime is the total power allocated and distributed for this data center, 
Pdowntime is the power consumed by this data center in the idle mode. 
 

Energy consumption of data centers with different pue values is compared in the ta-
ble 1. It shows a relative ratio between pue and Pdowntime values provided the constant 
total power allocated and distributed for data centers (Puptime = 1, where 1 is a conven-
tional unit). 

Table 1. Comparison of data centers energy consumption  

pue Puptime Pdowntime 
3 1 0.66 

1.25 1 0.2 
1.16 1 0.138 

 
According to [3] and [4], a commodity rack-mounted server (taking out of consid-

erations power overheads related to rack cooling, etc.) consumes three times less en-
ergy than a standard personal computer (39-45 W versus 0.15 kW). 

Discussing the concept of green and sustainable cloud computing, the main attention 
is traditionally given to the technologies which aim at energy consumption reduction [5] 
without considering security-related power overheads. In [6] researches analyse the 
concept of change-over to the public Cloud without accounting security issues. At  
the same time, studies [2, 3] discuss security risks of deploying IT infrastructures in the 
public Clouds without employing additional security mechanisms. Some aspects of 
energy efficiency and security for different Cloud platforms are analysed in [7].  

In this work we discuss main principles of secure task solving in the private and 
public Clouds and also introduce models evaluating its energy efficiency. 

The rest of the paper is organised as follows. The second section contains the for-
malization of problems related to secure and public computing. A few models of the 
deployment of computing in the public Cloud with consideration of additional protec-
tive measures for provision of security are represented in the third part. The fourth 
part describes two examples of the energy efficiency computation for models of de-
ployment of IT in the public Cloud without and with additional security countermea-
sures. The fifth section discusses the results and present future steps of research and 
development.  



 Secure Hybrid Clouds: Analysis of Configurations Energy Efficiency 197 

2 Criticality Models for Secure and Public Computing 

The set of particular tasks, into which a general computing task can be divided, uses  
in a certain way functions of software systems of the private Cloud, which differ by 
the level of criticality in accordance with the international regulatory framework [8,9]. 
Criticality will be ultimately determined by damage that may occur as a result of the 
corresponding events (emergencies).  

To reduce risks of security to acceptable values, input data for tasks planned to be 
transferred to the public Cloud must be encrypted to some extent. In this case several 
encryption levels for improvement of confidentiality of data being transferred. With 
relation to energy expenditures, each encryption/decryption operation requires some 
resources. Therefore, the general set of tasks is proposed to be divided into four  
subsets with the reduction of criticality: A, B, C, D. 

With consideration of this proposal, when the general task is being solved in  
the hybrid Cloud, the complex of tasks МТ is being formed, and these tasks can be 
divided by criticality into four sets: 

 MТ= ТA ∪ ТB ∪ ТC ∪ ТD. (2) 

Each set is described by the following complex of tasks: 

ТA = {fA i , i = 1,…, bA}, 

ТB = {fB j , j = 1,…, bB}, 

ТC = {fC k, k = 1,…, bC}, 

ТD = {fD l , l = 1,…, bD}, 

where ∀N,M ∈{A,B,C,D}, N ≠ M: ТN ∩ ТM = ∅,  

 Card MТ = bA + bB + bC + bD. 

Attributes of criticality for the tasks fz ∈ MТ are represented in the table 2. 
Each function fz of the set MТ  is characterized by level of criticality (information 

security) ucr, intended purpose acr, method mcr and complexity wcr of realization of fz ∼ 
{ucr,z, acrz, mcrz, wcrz}. 

Accordingly, the subset ТD containing tasks, which are not critical for information 
security and can be solved in the public Cloud, as well as the subsets of tasks ТB and 
ТC, which can be transferred to the public Cloud after the additional processing of 
input data (see Fig.1), may be singled out from the totality of particular tasks.  

Apart from serial processing of the task flow shown in Fig.1, stage-by-stage or cy-
clic formation of the flow of tasks, which are critical for information security, is pos-
sible for some tasks. Options of formation and processing of the task flow in case of 
transfer of some tasks to the public Cloud are shown in Fig.2. 
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Table 2. Attributes of tasks for the hybrid Cloud depending on security criticality  

Critica-
lity 

Attributes of tasks T 
Level of 

criticality,  
ucr 

Intended purpose, 
acr 

Method of 
realization, mcr

Complexity of 
realization,  

wcr 

TA Maximum 

1. Processing of extra 
confidential data 
2. Solving tasks for which 
even intermediate data are 
strictly confidential 

Solving in the 
private Cloud 
only 

The simplest 
realization for the 
reduction of en-
ergy expenditures 

TB Increased 
Solving tasks for which 
multiple encryption must 
be applied to input data  

Solving in the 
private Cloud 
or in the public 
Cloud 

More complex 
means than ones 
for realization of 
ТA tasks 

TC High 
Solving tasks for which 
single encryption must be 
applied to input data  

Solving primar-
ily in the public 
Cloud 

Means of various 
complexity 

TD 
Non-critical 

tasks 

Tasks may be solved in 
the public Cloud without 
any additional encryption 
applied to input data 

Solving in the 
public Cloud 

Means of various 
complexity 

  

Σμnocritical

Result 

Private 
cloud 

Σμ Σλcritical

Result 

Private 
cloud 

Σμ Σλcritical

Result 

Private 
cloud 

Σμ Σλcritical Public 
Cloud

Private 
cloud 

Σμcritical

Result 

Σμ Σλnocritical Public 
Cloud 

MT=TA 

MT=TВ 

MT=TС 

MT=TU 

Σμnocritical

Public 
Cloud 

 

Fig. 1. Options of the task flow processing in case of transfer to the public Cloud 
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Σ 

Private 
cloud 

Public 
Cloud

Σλcritical Σλnocritical

Σμnocritical Σμcritical 

Σμ 

Result 

M∈(Mcritical∪Mnocritical) 

 
a) single-stage solving critical and non-

critical tasks 

  

Σ

Private 
cloud 

Public 
Cloud 

Σλ0 critical Σλ0 nocritical 

Σμ0 nocritical Σμ0 critical 

Σμ0 

Σ

Private 
cloud 

Public 
Cloud 

Σλ1 critical Σλ1 nocritical

Σμ1 nocritical Σμ1 critical 

Σμ1 

Result

M∈(M0∪M1)

M0∈(M0 critical∪M0 nocritical) 

M1∈(M1 critical∪M1 nocritical) 

b) double-stage solving critical and non-
critical tasks 

Fig. 2. Options of the task flow formation and processing in case of the transfer of their part to 
the public Cloud 

3 Models of Task Flows Processing in Secure Green Cloud 

It is necessary to develop appropriate models for the assessment of energy efficiency 
and other parameters of systems. They may be based on models of queuing systems 
and networks [10]. See below conceptual examples of such models. 

Model 1 is represented in Fig.3 (a). The private Cloud is represented as a queuing 
network with batch arrivals, which includes a broker and queue-forming computing 
elements. 

A query sent by the user routes to the queue of the broker of services, and if the 
broker's device is free, the query immediately routes for processing. After its process-
ing by the broker, the query becomes divided into subqueries depending on the num-
ber of providers of cloud computing services K, where after each provider processes 
the subquery received by him.  

After the processing of the subquery received, each provider sends the response to 
the client, and when the client receives responses to all subqueries of the query sent 
by him, it is considered that the user have received the response to his query.  
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Let the random time of the response of k-th provider of cloud computing services 
be tk. In this case t (time from initiation of the query by the user till the receipt of  
the response to all subqueries included into the query by him) will be the time of the 
response of the whole system. It will be determined by the formula t = max tk, 
1 ≤ k ≤ K. 

Let rk be limitation for the length of the k-th queue, μk be intensity of processing of 
queries by the k-th provider, μ0 be intensity of processing of the query by the broker 
of services, λ be intensity of receipt of queries from users. It is assumed that the num-
ber of elements of the group coming out of the broker's node is fixed and is equal to 
K, i.e. the number of providers of services. 

In case of periodic use of elements of the private Cloud, a part of the incoming task 
flow will be formed on the basis of results of intermediate computing (see Model 1, 
Fig.3,c). 

 

 
a) 

       

λ Mµ 

K,r0...K,µ0...K

private
Cloud

λ1

 
b)                                         c) 

Fig. 3. Model 1 of the solving tasks in the hybrid Cloud (a – queuing network, b – simplified 
description, c – description with consideration of paralleling and assembly units) 

Model 2 (see Fig.4,a). The difference is that the repeated use of resources of the 
private Cloud may be reduced by means of separation of non-critical tasks and their 
transfer to the public Cloud. The reduction of the task flow depends on operability of 
the DMS unit. Model 3 (see Fig.4,b). The initial division of the task flow into critical 
and non-critical tasks is typical for this model. The model of the public Cloud is also 
represented by a queuing network with batch arrivals. 
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a) model 2                                                      b) model 3 

     
c) model 4                                              d) model 4 

Fig. 4. Models 2, 3 and 4 of the solving tasks in the hybrid Cloud 

Model 4 (see Fig.4,c,d). In contrast to previous models, resources both of the pri-
vate Cloud and the public Cloud may be used repeatedly after the proper audit of 
incoming tasks for their compliance with criteria of security. 

4 Typical Models of Energy Efficiency Analysis for Solving 
Tasks in Hybrid Clouds 

4.1 Analysis of the Hybrid Clouds Energy Efficiency with Minimum 
Requirements for Security 

At first let us consider the simplest model with no requirements for information secu-
rity, in which case computing may be provided both in private Cloud and in the public 
Cloud.  

Conditions of the task modelled are described in [11]. The timely formation of ex-
amination results after the tomography examination is the essence of this computing. 
The results may be obtained in the following ways: 

a) after the examination of the patient, its results are processed on the PC. The char-
acteristic time for realization of the algorithm for serial computing was about 20 
minutes for the processor Intel Core i5 3 GHz; 

b) results after paralleling and adaptation are transferred to the Grid, computing time 
goes down to 5-10 seconds that gives 100-200 times improvement of the per-
formance, but in this case substantial delays due to waiting for the performance 
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of tasks in the queue and high energy expenditures related to computing take 
place; 

c) results after paralleling and adaptation are transferred to the Cloud, computing 
time is the same as in the case of the Grid, delays related to waiting are mini-
mized, energy expenditures go down. 

According to [11], the modern health center plans to serve 10 – 12 thousand pa-
tients per year. Let's solve the problem of reduction of energy expenditures for the 
following input data. 

Incoming flow: 12000 applications per year (251 working days of 365, 1807.2 
working hours per year) = 48 patients per working day or 8 patients per hour. 

Let the Grid cluster is 10 servers (cluster consisting of 10 computers with licensed 
operating systems Windows XP and LINUX installed, with the following parameters: 
2 GHz, 1024 Mb RAM, 500 Gb HDD) [11].  

Energy efficiency pue = 3 for the Grid, and pue = 1.25 for the Cloud. 
Let us consider the mathematical model of computing in the Grid and in the Cloud 

as a process of serving in a multichannel queuing system which appears as a system 
of the type M/M/m/n (where M is the exponential distribution, m is the number of 
service facilities, n is the length of the queue) in Kendall's notation [10]. The state and 
changeover graph which describes functioning of the system is shown in Fig.5. 

 
S1 S2 Sm Sm+1 Sm+n 

λ 

µ 

λ λ λ λ λ

2µ mµ mµ mµ 

no queue have waiting

… …
mµ

 

Fig. 5. Graph of functioning of the queuing system of the type M/M/m/n 

In the case of consideration of the queuing system of the type M/M/m/n, two inter-
related conditions pertaining to normal operation of the system are considered: ρm ≤ 1 
and q > 90%. 

Moreover, the additional limiting condition is that the results for patients must be 
formed in due time, i.e. all 8 applications must be served within an hour. 

In the case of the use of the Cloud, let's consider that each application can be di-
vided into 100 separate computing tasks, and in this case the time for solving one task 
will be 100 times less than the time for serving one application.  

Moreover, additional problems of paralleling and folding (t = 0.1*tserv) are consid-
ered; i.e. these tasks are equal to 10 computing tasks in regard to time for their  
solving. Accordingly, the task flow will be routed to the input of the Cloud with the 
intensity λ1 = 8*120 = 960 1/hour, and in this case the intensity of serving of the sin-
gle task will be μ1 = μ*100 = 300 1/hour. 

The research of the system has shown that 4 or more servers are needed for timely 
serving of the indicated task flow. 
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The minimum length of the queue for the queuing system with m=4 service facili-
ties which ensures the condition q > 90% will be n=3. If the number of service facili-
ties in the system exceeds 4, the minimum length of the queue will be n=1. 

To estimate total power used for computing it is necessary to determine the aver-
age value of total computer (server) operating time spent for computing operations 
(Tserv), for waiting solutions of tasks in a queue (Tqueue), and the average value of total 
downtime of servers operated (Tdowntime). 

Total power used for computing within an hour will be subsequently determined in 
the following way: 
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The table 3 contains computations of the power consumed by the Cloud at  
Puptime = 1 (conventional unit) and pue=1.25. 

Table 3. Results of energy consumption computation  

m n q PS PQ PD Pcloud 
4 3 0.919181 2.941381 0.342469 0.097568 3.381417 
4 4 0.939272 3.005669 0.467419 0.04306 3.516148 
5 1 0.924606 2.958739 0.045237 0.393173 3.397149 
5 2 0.953969 3.0527 0.098392 0.356663 3.507755 
5 3 0.971383 3.108426 0.147086 0.329286 3.584798 
5 4 0.982015 3.142447 0.187606 0.308975 3.639028 
5 5 0.98862 3.163585 0.21961 0.29408 3.677275 
5 6 0.99277 3.176863 0.244051 0.283277 3.704191 
6 1 0.967179 3.094972 0.019693 0.574441 3.689106 
6 2 0.982797 3.144949 0.039998 0.557678 3.742624 
6 3 0.990908 3.170906 0.056 0.547152 3.774058 
7 1 0.987244 3.15918 0.007654 0.765613 3.932446 
7 2 0.994202 3.181448 0.014567 0.758855 3.954869 
8 1 0.995548 3.185754 0.002671 0.961959 4.150384 
9 1 0.998594 3.195502 0.000843 1.160619 4.356964 

10 1 0.999595 3.198705 0.000243 1.360178 4.559126 

 
A curve that characterizes power consumption in the specific configuration of the 

Cloud (m and n) is shown in Fig.6. 
In addition to the results shown on the three-dimensional chart in Fig.6, it is neces-

sary to consider quality limitation and limitation related to proper regularity of main-
tenance. Results of the optimal cloud’s configuration research with consideration of 
the mentioned limitations are summarized in the table 4. 
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Fig. 6. Dependencies for the consumed power Pcloud in the specific cloud’s configuration  

Table 4. Comparison of energy consumption for the Cloud, Grid and standard PC 

q 3 PC 10 PC Grid (pue=3) Optimal Cloud (pue=1.25):  
q  > 90% P = 9 P = 7.733 P = 3.381; m=4, n=3 
q > 99% P = 9 P = 7.733 P = 3.704; m=5, n=6 
q > 99.9% P = 9 P = 7.733 P = 3.756; m=5, n=11 

 
Let us consider the procedure of solving the same task provided that the limitation 

related to time allotted for solving is removed. In this case, the queuing system with 
m=4 servers ensures the quality q > 99.9% at the length of the queue n=22; in this 
case the power consumed Pcloud = 4.576. This value is not optimal. 

This means that it is necessary to choose an optimal structure of the public Cloud, 
which depends on the intensity of submission of applications and their serving, in 
order to minimize energy expenditures. 

4.2 Analysis of the Hybrid Clouds Energy Efficiency with Advanced 
Requirements for Security 

The problem of the estimation of compliance of the computed medical information 
with the actual one for finding similar images is also described in [11]. This problem 
is generally closely related to the recognition of images and automatic methods of 
establishing diagnosis.  

Data repositories containing medical records and other similar data must comply 
with advanced requirements for data confidentiality. Therefore, their storing "as is" in 
repositories of the public Cloud is unacceptable. Some confidential data must be en-
crypted, and the reverse conversion must be realizable only in the private secure 
Cloud. 
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Let us consider the procedure of solving this problem with the use of the simplified 
method. Let it is necessary to process a conventional information repository with 
1000000 (106) records.  

Let the performances of all servers of the private and the public Cloud are the 
same, like in the previous task.  

Processing of one record by the single server requires tserv=10 minutes (μ1 = 6 
1/hour) on the average, but this operation enables paralleling. The pre-processing of 
each record made for concealing confidential data requires 100 times less computa-
tions on the average (μ2 = 600 1/hour).  It is also necessary to take into account opera-
tions related to the audit of encryption of confidential data and to the transfer of 
changed records to the public Cloud (μ3 = 120 1/hour); it is assumed that performance 
of these operations is provided by a single serving system. 

Let mprivate = 10 servers with the length of the queue nprivate = 6 functions in the pri-
vate Cloud, like in the previous task; these servers have low energy efficiency (pue1 = 
3). Parameters of the public Cloud: mpublic = 50 servers with the length of the queue 
npublic = 24, pue2 = 1.25. And, finally, the modelling of the performance of operations 
of the audit of security and transfer to the public Cloud is provided by the queuing 
system, the characteristics of which are similar to the ones of the private Cloud (mat = 
10, nat = 6, pue3 = 3). 

The task set can be solved in different ways. Let us consider some of them and es-
timate their efficiency in regard to energy and time consumption. 

A) Solution of the whole task in the private Cloud 
The private Cloud is modelled by means of the queuing system М/М/10/6. Following 
from these parameters, the value q>0.999 is guaranteed for the intensity of incoming 
applications λ0 < 33 1/hour. In case of such intensity of applications, total number of 
records (106) will be processed in Т = 106/33 = 30 303.03 hours. 

In this case, aggregate energy expenditures based on the consumption rate 1  con-
ventional unit of power (CUP) per 1 hour will be as follows: Pcloud = 8.51 CUP. 

Total number of conventional units required for solving the task will be 
P=30303.03*8.51=257 880.483. 

B) Solution of the whole task in the public Cloud 
The public Cloud is modelled by means of the queuing system М/М/50/24. Following 
from these parameters, the value q>0.999 is guaranteed for the intensity of incoming 
applications λ0 < 259 1/hour. In case of such intensity of applications, total number of 
records (106) will be processed in Т = 106/259 = 3861 hours. 

In this case, aggregate energy expenditures based on the consumption rate 1 con-
ventional unit of power per 1 hour will be as follows: Pcloud = 45.0086 CUP. 

Total number of conventional units required for solving the task will be 
P=3861*45=173 778.41. 

C) Scenario of serial computing in a hybrid cloud 
This option provides the stage-by-stage processing of the whole database; its whole 
scope is processed at every stage. 
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The private Cloud is modelled by means of the queuing system М/М/10/6. Follow-
ing from these parameters, the value q>0.999 is guaranteed for the intensity of incom-
ing applications λ0 < 3378 1/hour. In case of such intensity of applications, total 
number of records (106) will be processed in Т = 106/3378 = 296.03 hours. 

In this case, aggregate energy expenditures based on the consumption rate 1 con-
ventional unit of power per 1 hour (CUP)  will be as follows: Pcloud=8.555 CUP. 

Total number of conventional units required for task solving at first stage will be 
equal P=296.03*8.555=2532.586. 

The audit of security and transfer of changed records to the public Cloud is also 
modelled by means of the queuing system М/М/10/6. Following from these parame-
ters, the value q>0.999 is guaranteed for the intensity of incoming applications λ0 < 
675 1/hour. In case of such intensity of applications, total number of records (106) 
will be processed in Т = 106/675 = 1481.48 hours. 

In this case, aggregate energy expenditures based on the consumption rate 1 con-
ventional unit of power per 1 hour will be as follows: Pcloud=8.553 CUP. 

Total number of conventional units required for task solving at the second stage 
will be P=1481.48*8.553=12671.615.  

3861 hours and 173778.41 conventional units of power will be required for solving 
the task in the public Cloud, like in the previous option. 

 Т (total time of solving the general task in a hybrid cloud) will be equal to 5638.51 
hours, and energy expenditures will P=188982.6 conventional units.  

In comparison with solving the task only in a private cloud, time of solving has re-
duced 5.37 times, and energy expenditures have reduced 1.36 times. Accordingly, the 
transfer of computing to the public Cloud gives the possibility to have both the in-
crease in the speed of decision making and the reduction of energy expenditures. 

Moreover, the private Cloud will not be operated within the most part of the task 
solving time, and this gives additional possibilities in regard to the increase in the 
speed of the task solving. 

D) Option of the prompt task solving with the reduction of the number of servers in 
the private Cloud. 
A task can be solved in a hybrid cloud more promptly in case of organization of con-
tinuous processing of separate tasks at all three stages. In this case the maximum  
intensity of incoming applications is limited by the "slowest" queuing system [10]. 
Results of the computations provided for the previous option show that the public 
Cloud is such system, and the relevant intensity of submission of applications and 
their serving λ0 is accordingly less than 259 1/hour. 

In order to minimize energy expenditures at the first and second stages of the pro-
cedure of solving, let's determine the optimal number of serving devices in the private 
Cloud and the system of the audit of security and data transfer (provided that 
q>0.999). 

Optimal configuration of the private Cloud is m=1, n=7; in this case, aggregate en-
ergy expenditures based on the consumption rate 1 conventional unit of power per 1 
hour will be as follows: Pcloud=0.864 CUP. P (total number of conventional units re-
quired for solving the first stage of the task) will be equal to 3861*0.864=3337.333. 
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Optimal configuration of the queuing system of the audit of security and data trans-
fer is m=4, n=8; in this case, aggregate energy expenditures based on the consumption 
rate 1 conventional unit of power per 1 hour will be as follows: Pcloud=3.426 CUP. P 
(total number of conventional units required for solving the first stage of the task) will 
be equal to 3861*3.426=13228.75. 

Tasks being solved in the public Cloud will take 3861 hours and 173778.41 con-
ventional units of power, like in the previous option. 
Т (total time of solving the general task in a hybrid cloud) will be equal to 3861 

hours, and P (energy expenditures) will be equal to 190344.5 conventional units.  
In comparison with solving the task only in a private cloud, time of solving has re-

duced 7.85 times, but in this case the power consumption is increased by 1361.9 con-
ventional units (in comparison with the previous stage-by-stage option). 

For illustration purposes results of computations for all options of task solving are 
summarized in the table 5. 

Table 5. Comparison of energy consumption and speed of task solving in private and hybrid 
clouds 

Possible 
solution 

Stage m n pue PS PQ PD Pcloud Т (hours) P 

 
A) Private Cloud

 
 10 6 3 5.50 0.06 2.96 8.51 30303.03 257880.48 

   
B) Public Cloud 
 

 50 24 1.25 43.13 0.76 1.12 45.01 3861 173778.41 

C) Hybrid 
Cloud, stage by 

stage 

1 10 6 3 5.62 0.07 2.86 8.56 296.03 2532.59 
2 10 6 3 5.62 0.07 2.87 8.55 1481.48 12671.62 
3 50 24 1.25 43.13 0.76 1.12 45.01 3861 173778.41 

total        5638.51 188982.60 
D) Hybrid 

Cloud, stage by 
stage, continu-

ously 

1 1 7 3 0.43 0.27 0.16 0.86 

3861 

3337.33 
2 4 8 3 2.16 0.20 1.07 3.43 13228.75 
3 50 24 1.25 43.13 0.76 1.12 45.01 173778.41 

total        190344.5 

 
The partial use of total number of servers of the private Cloud provides reserves for 

the increase in the speed of solving the general task due to the additional load of un-
used servers. In this case energy expenditures may be increased, because servers of 
the private Cloud have low energy efficiency. 

5 Conclusions 

Security and energy efficiency assurance are key challenges for Cloud-based IT-
infrastructures.  Balancing of these characteristics depends on criticality of the solving 
tasks. Initial description of tasks being performed in the Cloud by levels of criticality 
of consequences for security in case of the performance of tasks in the hybrid Cloud 
has been presented by set-theoretical models.  
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Besides, analytical models of energy efficiency evaluation during the transfer of 
tasks to a public cloud can be applied to make decisions related to selection of the 
scenarios. These models have been added by queuing networks and Markovian chain-
based models.  

The results allow making the following conclusions: 

– transfer of computing tasks from the set TD (without encryption) to the public 
Cloud gives the possibility to gain a few times reduction of energy expenditures 
in comparison with the use of standard PC; 

– in order to minimize energy expenditures, it is necessary to select the optimal 
structure of the public Cloud, which depends on intensity of applications and 
serving; 

– transfer of computing tasks from the set TC (with single encryption) to the pub-
lic Cloud gives the possibility to have both the increase in the speed of decision 
making (for described examples in 5.37 times) and the reduction of energy ex-
penditures (1.36 times); 

– in case of organization of computing in the hybrid Cloud, time of solving the 
task may be reduced (7.85 times) with insignificant increase in the energy con-
sumption due to the rational utilization of resources of a public cloud. 

As a further field of work, the tools of the assessment and provision of security and 
resilience in a hybrid cloud infrastructure will be developed. For that more complex 
Markovian models can be used taking into account component vulnerability data, 
types of the attacks and maintenance strategies [12]. 
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Abstract. The article presents a developed universal simulation model support-
ing the design process of the security control area at the airport. The universali-
ty of the simulation model allows for its use for the adaptation of the size of the 
security control area which consists of security check stations with a single flow 
of passenger streams to the forecast intensity of reporting passengers. The pre-
sented model is mostly intended for regional airports, where the security control 
is conducted using a metal detector and an x-ray device. The functional readi-
ness of the designed system is analysed in terms of the forecast intensity of  
passenger reports. The functioning of the simulation model is based on time 
characteristics determined on the basis of research conducted on a real system 
which allowed for the verification of the functioning of the model. It is also 
possible to introduce one's own characteristics to optimise another existing real 
system.  

Keywords: simulation model, security control, functional readiness. 

1 Introduction 

Air transport of passengers and goods requires high security levels. Various legal regu-
lations are introduced which determine the method of management or operation of the 
air transport system. The main act which is responsible for keeping the security level of 
air transport in Poland, is [4] which refers to the following regulations [6-8]. Therefore, 
the security management system is controlled by both domestic and international law.  

Contemporary conviction of the priority of security principles is erroneous. Air 
carriers are business organisations, for which security assurance as the main objective 
is disadvantageous in financial terms. Thus, a management dilemma appears here 
which is related with business and security issues - the “2P dilemma” [12] (protection, 
production). The main objective of aviation organisations is effective service  
provision, which is in conflict with security aspects.  

The dynamic development of the air transport network and air transport operations 
often forces the carriers to perform take-off and landing operations within specific time 
limits (slots) which largely depend on the readiness of the critical infrastructure, i.e. 
airports. The necessity of timely ground handling of planes makes it necessary for air-
ports to improve the effectiveness of performed processes on a continuous basis. Thus, 
it is required that effectiveness is increased, while maintaining all security aspects. 
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2 Functioning of Air Transport Systems - Literature Review 

The passenger terminal is divided into areas with various access levels. The passenger 
beginning the trip at a given airport reports to the generally accessible landside area, 
from which he/she is obliged to move to the departure hall, which is situated in the 
airside area. The airside area can be entered only after showing an appropriate docu-
ment entitling the passenger to stay in restricted areas. It is a boarding card for  
passengers which allows the passenger to board the plane at a further stage of the 
check-in. Pursuant to regulation [8] and the annexes [6-7], the airport operator demar-
cates boundaries between individual areas and marks them in an unambiguous manner 
using physical obstacles preventing unauthorised access. The restricted area can be 
accessed by access control at security control points. An example of the process  
execution diagram - typical of regional airports - is presented in Figure 1. 

 

Fig. 1. Example of the security control process diagram 

Both passenger and luggage control has a positive result only if the process opera-
tor can unambiguously decide that the requirements of the control process have been 
met. Each negative signal from control devices must be identified and eliminated. 
Otherwise, the passenger or the luggage goes through subsequent control or is refused 
admittance onto the aircraft. After the end of the security process, passengers and 
their cabin luggage are protected against groundless intervention until take-off unless 
the passenger or baggage exists (contact with a passenger or luggage that has not been 
screened). 

Preliminary issues connected with the use of terminal areas are presented in [11], 
[14-15], [31], [35]. The need for solving problems connected with bottlenecks in pas-
senger flows by the organisation of terminal operations. The possibility of minimising 
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costs connected with the construction of the terminal and subsequent changes in the 
infrastructure resulting from the variable intensity of passenger flows. There are nu-
merous publications which focus on passenger terminal design models [17] [20-21], 
[28]. Examination of travel comfort is also particularly important [10]. The model, 
apart from the need to ensure security, also indicates the appropriateness of minimisa-
tion of inconveniences which may have a negative influence on passenger service 
quality [9]. There exists a range of models which divide the system operation into a 
collection of individual queuing systems. A lot of models have been developed for 
these systems, which are used to estimate basic indices and parameters [3]. However, 
for complex processes, such as security control, where there exist a range of external 
factors forcing the operation of the system in a queuing system, it is necessary to de-
velop a model which allow for taking these factors into account. There are already 
initial considerations that allowed for the introduction of a multi-criteria analysis for 
passenger flows at the passenger terminal [5]. The problem of queuing time minimisa-
tion with minimal use of resources have been brought up on numerous occasions [1], 
[19]. Also, several models for the selection of an appropriate number of technical 
resources to handle the assumed traffic flow [27], [34]. The authors of the article 
show the randomness in the passenger flow through the control point in a given unit 
of time and show this with reference to unreliability to pay special attention to the 
necessity of performing a broader analysis for regional airports, in particular, as they, 
due to low passenger traffic intensity, often use a basic analysis which can cause con-
siderable disturbances if temporary high fluctuations in traffic intensity occur. This 
study presents a security control system operation model. Other parts of air transport 
system are described for example in [29-30], [32-33]. 

An analysis of a transport system using the Petri net was presented in [16]. The au-
thors have discussed basic limitations of reliability modelling and system operation 
methods. At present, a lot of studies deal with the possibility of using fuzzy logic in 
systems [41]. The model will also take into consideration aspects connected with the 
reliability of the technical system [22-24], the effectiveness of its operation [2], [13], 
[18], [25], [26], [38], [43] and susceptibility aspects [39], [40], [42]. 

The studies listed in the literature review are limited to general solutions to the ana-
lysed problem or strong assumptions are adopted which are not reflected in real sys-
tems. The developed model makes it possible to analyse passenger flows, depending 
on the set timetable. The use of the model is of particular importance in the case of 
variable traffic intensity at an airport. The advantage of the presented security control 
model is the possibility of pre-defining the capacity of the individual areas in the se-
curity control process to determine the functional readiness index. The presented 
model also allows for determining the minimum capacity of the individual areas to 
obtain the assumed level of the functional readiness index. 

3 Simulation Model of the Security Check Stations 

The functional readiness index was adopted as the measure of functional readiness 
(1)[36], the probability of an event (the variable ), for which the user appearing at 
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a given time is served within the assumed time limits  with the assumption that 

the system (the variable ) is fit (is reliable - able to perform the assumed functions 
under specific conditions and within the specified time limits [37]). 

 Af( ) = Pr( | ) = Pr (  ( ) < | =    ) (1) 

The simulation model was developed using the FlexSim computer simulation tool in 
the Flexscript dedicated programming language. The objective function is obtaining 
the functional readiness of the system equal to 1 for pre-defined input parameters.  

For the purposes of the development of the simulation model, individual check sta-
tions are divided into three main areas: entry area QIA(j), control area QM(j) and exit 
area QOA(j), where j means the next station index. 

 

Fig. 2. The structure of a single security control station 

Sub-areas were designated inside main areas (Fig 2.), where individual stages of 
the security control are held: 

• QUA(j) – a sub-area of the passenger's preliminary preparation for security control. 
In this area, the passenger prepares for security control on their own in accordance 
with their knowledge pertaining to limitations for hand baggage. The time of per-
forming this activity is determined by the time 1 ( ), 

• QFU(j) - a sub-area of the passenger's preliminary preparation for security control. 
In this area, the passenger prepares for security control with the assistance of a se-
curity control area employee. The time of performing this activity is determined by 
the time ( ), 

• QBAA(j) - a sub-area of the passenger's waiting for security control. The waiting 
time depends on the availability of the metal detector. 

• - the metal detector sub-area where the passenger goes through the security screen-
ing process. If the passenger is indicated by the metal detector, he/she goes to the 
hand search area; otherwise, he/she goes to the baggage-waiting area, 

• QMC(j) – a sub-area where a hand search is performed. The time of performing this 

activity is determined by the time ( ), 
• QBAB(j) – a buffer sub-area where the passenger waits for his/her baggage which is 

checked separately. The time of performing this activity is determined by the time ( ), 
• QLA(j) the baggage and coat collection area from conveyors after the security con-

trol. The time of performing this activity is determined by the time ( ), 
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Each of the defined sub-areas is characterised by a capacity of the number of passen-
gers which can stay in it at a time: cUA(j), cFU(j), cBAA(j), cMC(j), cBAB(j), cLA(j). The 
system user enters the capacities of the main areas cIA(j) i cOA(j) as the input data. The 
capacity of the cFU(j), cMC(j) sub-areas is determined at 1. The other areas change their 
capacities dynamically in further units of the simulation time and are equal to the 
number of passengers present in a given area at the time. However, relationships (2), 
(3) must be met which limit the possibility of exceeding the capacity of the entry and 
exit areas. 

 ( ) ≥ ( )( ) + ( ) + ( ) ) (2) 

 ( ) ≥ ( )( ) + ( )( ) (3) 

The simulation model allows for determining the functional readiness of the security 
control area which consists of any number of stations with variable input parameters. 
For this purpose, the structure is recorded in accordance with (4). 

 |  |  |  | ( = 1), … ,  ( = )| ( = 1), … ,  ( = )| % |  (4) 

where: 

─ NS means the distribution of the intensity of the passenger report stream provided 
in the Flexscript programming language, 

─ n means the number of passenger service stations, 
─ tmax means the assumed maximum time spent by the passenger in the system pro-

vided in minutes, 
─  ( = 1), … ,  ( = ) means the capacity of areas cLA(j) for further stations, 
─  ( = 1), … ,  ( = ) means the capacity of areas cOA(j) for further stations, 
─ % means the percentage of passengers selected for the hand search. 

For example, for a stream of reports defined by the exponential distribution with the 
parameter λ = 0.08, in the security control area consisting of 3 identical stations with 
capacities of cLA (j)= 5 and cOA (j)= 4, where 10% of passengers are selected for the 
hand search with a maximum time of stay in the system of less than 8 minutes, the 
formal notation (5) is used. 

 |  (0,12.5,0) | 3 | 8 | 5,5,5 | 4,4,4 |10 | (5) 

Such an approach allows for determining the functional readiness with the assumed 
configuration of the security control area. If the user wants to determine solutions for 
some assumptions, the system performs an analysis for further configurations of natu-
ral numbers until the maximum functional readiness is obtained. By modifying equa-
tion (5) and assuming that the number of stations is known, we will obtain (6). 

 |  (0,12.5,0) |  | 8 | 5,5,5 | 4,4,4 |10 | (6) 

The system will perform simulations for n = 1, n = 2, …, n = k where for k, the func-
tional readiness equal to 1 will be obtained. 



216 A. Kierzkowski and T. Kisiel 

 

The first stage of the passenger service process performance at the security control 
point is performed by entering the input data. The passenger at the time of the report 
is placed in the queue QE with an unlimited capacity (no loss system). Next, at the first 
moment of the entry areas at any station or in accordance with the shortest queue 
selection principle, the passenger is moved to one of the stations. The operation of the 
simulation model of the security control process implementation is shown in Figure 3, 
where times of performance are generated at individual stages (e.g. ( )) and 
next the passenger is directed to the next area (e.g. ( )). 

 

Fig. 3. Passenger service model algorithm 

The model operation was verified at the Wrocław Airport using the system in op-
eration. On the basis of the research conducted, the input data describing durations of 
the activities described in Chapter 2.1 are determined. These characteristics are pre-
sented by the following formulas (7-11). 

 ( ) = .. . ∙ ( . ) .  (7) 

 = . .
. ∙ ( . )∙ .. .  (8) 

 ( ) = ( . ). ∙ ( ) ∙ ..  (9) 

 = ( . ; . ) ∙ ( . ) . ∙( . ) .. .  (10) 

 ( ) = .. ∙ .. . .. .
 (11) 
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The consistency of empirical and theoretical distribuants was verified using the Kol-
mogorov consistency test at a significance level of α = 0.05. In all cases, the 
distribuants were found to be consistent with the ones proposed above (7-11) (values 
lower than the limit value . = 1.36). The model users can also introduce their 
own characteristics. 

Verification was performed on the basis of average passenger stream intensities 
with a continuous stream of reports in an hourly unit of time for the real system and 
values obtained from the simulation model. Various capacities of areas cIA and cOA. 
The values observed at the operating facility and the values obtained in the simulation 
model are presented in Table 1, where NO denotes configurations which were not 
verified. 

Table 1. Average passenger traffic intensity for theoretical and empirical values 

  

 

 3 4 5 6 
3 NO NO 108 (106) NO 
4 NO 115 (111) 127 (130) 136 (135) 
5 NO 119 (118) 143 (139) 153 (155) 
6 NO 121 (119) 144 (140) 158 (159) 

where: 

108 – average observed passenger intensity, 
(106) – average passenger intensity obtained from the simulation model. 
 

The chi-square test at = 0.05 was used to verify the hypothesis on the consistency 
between the empirical and theoretical data obtained from the simulation model. The 
chi-square statistics value was lower than the limit value ℵ . =16.919 which proves 
the consistency between the data. 

4 The Use of the Simulation Model of the Security Check 
Stations 

While designing the security control area, it was assumed that the forecast intensity of 
passengers reporting for the security check is described by the exponential distribu-
tion with the parameter λ=0.08. The Airport intends to perform the process at a max-
imum of 3 service stations. It was also assumed that 25% of passengers will be sub-
jected to the hand search and the time spent by the passenger in the security control 
area should not exceed 10 minutes. The input data of the simulation model are defined 
in accordance with (12).  

 | (0,12.5,0) | 3 | 10 |  |  | 25 | (12) 

Therefore, the designation of the capacity of the entry and exit zones is of key im-
portance so that the functional capacity equal to 1 is obtained for the pre-defined as-
sumptions. The results obtained from the simulation model are presented in Table 2. 
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model functioning involves the assurance of functional readiness of the system de-
pending on the forecast stream of reports. 

Further work is being conducted to develop a logistics support mode for the 
Wrocław Airport operation. This model will take into account both the security con-
trol system and the check-in system, the departure hall system, the baggage-handling 
system, the aircraft ground-handling system. These systems will be dependent sys-
tems and the operation of each of them will have a significant influence on the func-
tional readiness index of the whole system. Analytical models for system operation 
will be determined. Reliability aspects of device operation will be taken into account. 

Acknowledgements. The project was co-financed by the National Research and De-
velopment Centre the Applied Research Programme. This publication presents the 
results of research conducted in the project: " Model of logistical support for the func-
tioning of the Wrocław Airport” realized by the Wrocław University of Technology 
and Wrocław Airport consortium.  
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Abstract. The article presents a developed simulation model of the check-in 
process at an airport. The developed algorithm of the process allows for an 
analysis of the entire system for any preset input parameters. The effectiveness 
of the functioning of check-in desks is measured by functional readiness, which 
can confirm both the reliability of the process in terms of the expected effec-
tiveness and indicated the quality of the service offered (the time spent by the 
passenger in the system). The simulation model also allows for conducting an 
analysis of the possibility of controlling the input stream for security control, 
which is the next sub-process in the departing passenger check-in structure. 
Characteristics pertaining to the operation of the system were implemented in 
the model, such as the passenger service time and the structure of passenger re-
ports to the system, which were determined on the basis of research conducted 
at a real airport.  

Keywords: simulation model, check-in, functional readiness. 

1 Introduction 

The dynamic development of the air transport system makes it necessary to conduct 
continuous research in increasing the throughput capacity of the transport network. 
The critical infrastructure, i.e. passenger terminals, is also of key importance here. 
Already in 2015, an increase in the air passenger transport is expected up to the level 
of 7.2 billion [9], which constitutes an increase by 0.18% as compared to 2013. The 
current infrastructure of the system results in numerous air traffic delays, which espe-
cially affect busy airports. According to [10], the highest percentage of delayed arri-
vals (42.8%) in Europe is observed in London LHR. The highest percentage of  
delayed departures (54.7%), on the other hand, is observed in Rome. 

The air transport system is an extremely complex system, in which the timely per-
formance of tasks is determined by a lot of factors. The check-in process consists of a 
large number of synergistic stages in various service subsystems. These are mostly 
anthropotechnical subsystems, in which there exists a strong relationship between 
human-machine-environment relations. In the cybernetic approach, humans are an 
integral part of a complex system [7]. The description of such a system using mathe-
matical equations would require the use of several hundred differential equations [15]. 



224 A. Kierzkowski and T. Kisiel 

Thus, a systemic approach should be used, which would take into account the use of 
computer simulation [4] allowing the representation of a real system as well as its 
multi-criteria assessment. 

In the study, the authors describe a check-in subsystem at an airport. A process, 
which involves passengers checking in hold luggage or those, who have not checked 
in online, takes place at check-in desks. The stream of departing passengers in the 
landside area is divided into direct reports for security control and reports after the 
check-in. Due to the fact the security control subsystem is often a bottleneck at nu-
merous airports, proper management of processes preceding it is very important as 
they may have a direct influence on the stream of reports for security control. This 
fragment of the system is presented in Figure 1, in which the scope of the developed 
simulation model is presented. From the point of view of the system manager, the 
reliability of the process and the possibility of controlling the passenger stream are 
important. 

 

Fig. 1. Simplified diagram of departing passenger service 

Preliminary issues connected with the use of terminal areas are presented in [5], 
[8], [12], [13], [27], [31]. There exist a range of models, which divide the system 
operation into a collection of individual queuing systems. A lot of models have been 
developed for these systems, which are used to estimate basic indices and parameters 
[3]. Already, initial considerations are allowed for introducing a multi-criteria analy-
sis for passenger flows at the passenger terminal [6]. The problem of queuing time 
minimisation with minimal use of resources have been brought up on numerous occa-
sions [1], [17]. Also, several models are adopted for the selection of an appropriate 
number of technical resources to handle the assumed traffic flow [24], [28]. An im-
portant element is also the modelling of an air transport system in a broader approach, 
e.g in the airport area [25], [29], [30], or along the flight route [26], which allows for 
obtaining a full picture of the management process for the entire air transport system. 

An analysis of a transport system using the Petri net was presented in [14]. The au-
thors have discussed basic limitations of reliability modelling and system operation 
methods. In many studies, the authors show that it is advisable to estimate parameters 
of the technical system operation [11]. The authors conducted analyses, which al-
lowed them to determine the influence of the time delay parameter estimation level on 
the technical system operation. The analysis performed in the study mostly concerned 
the expected time delay value on the level of operation of a multi-element technical 
system. The problems with the modelling of multi-phase system reliability are pre-
sented in [18]. From the models obtained, the authors have estimated primary 
measures of system reliability, such as: the probability of proper performance of the 
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logistic task, probability of error occurrence in the time function, etc. At present, a lot 
of studies focus on the possibility of using fuzzy logic in complex systems [34]. The 
model will also take into consideration aspects connected with reliability of the tech-
nical system [19], [20], [21], the effectiveness of its operation [2], [16], [22], [23], 
[36], [38] and susceptibility aspects [32], [33], [37]. 

The simulation model, which is presented in a further part of the study, focuses on 
system reliability analysis in terms of the passenger service quality – the time spent 
by passengers in the system. Due to the fact that the developed model constitutes a 
part of the work on developing a passenger service model at the entire passenger ter-
minal, it also focuses on the analysis of possibilities of controlling the stream of pas-
sengers reporting for security control. 

2 Simulation Model of the Check-In Desk System at an Airport 

There are three ways of conducting the check-in. The first one involves the check-in 
in a flight system. Separate check-in desks are assigned to each flight and the stream 
of reporting passengers of a given flight is separated from the other ones. Common 
check-in involves assignment of joint check-in desks for one carrier, several carriers 
or all flights. For this check-in method, passenger streams for various flights join in a 
queue to check-in desks. The third way is the mixed method. Common check-in is the 
main method; however, there may be desks assigned to specific flights in a selected 
unit of time.  

Depending on the predefined timetable, the check-in system structure is generated. 
An example of such a structure is presented in Figure 2. 

 

Fig. 2. An example of the check-in system structure 

To describe appropriate elements of the system and relationships between them, 
the following assumptions were adopted. The check-in process begins two hours be-
fore the planned departure. QL is the landside area, to which passengers generated by 
the system are directed. Next, the queue QF(fn) for the check-in is generated for each 
flight stream. fn is the assigned flight number. Passengers are served at CKIN(X) 
desks, where X is the consecutive desk number. As a result, Figure 1 presents a dia-
gram, in which 2 flights are planned in the timetable. The check-in for flight 1 is to be 
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held at desks CKIN={1,2,3}, while the check-in for flight 2 at desks CKIN={3,4,5,6}. 
Depending on the additional input data, if the check-in time for the presented flights 
overlaps to any extent, desk CKIN(3) will be used in the common check-in system, 
while the other ones will be used in the flight system. If the check-in is conducted at 
different times, the check-in will be held in the flight system. 

The flight entered in the system is characterised by appropriate structural notation: 

 |      |  | (1) 

where: 
fn – flight number, 
depfn – departure time expressed in seconds, where 0 means midnight on the first day 
of simulation. 
Lpaxfn – number of passengers reporting for the check-in 
Sfn –set of check-in desks assigned to the flight e.g. {1,2,3} 

The flow of the stream of subsequent passengers through the system is described by 
random variables of the cumulative distribution function) (2) and (3), which were 
developed on the basis of research conducted at the Wrocław Airport (EPWR). The 
research was conducted for traditional flights and for low-cost airlines. 

 ( ) = 1 − − ( ) .. .   (2) 

 ( ) = .( ) . ( ) .. − 1 + (3) 

 − .( ) . ( ) .. + 1 (2 ∙ 131.37/64.10) 
where: 
tNOT(i) - means subsequent reports of passengers to the terminal, 
tH(i) – means passenger service times at the desk. 
 
The value of the statistics test for ( )  is 0.96 and for ( ) , it is equal to 
0.63. These values are appropriately lower than the critical value of λ0.05=1.36. There-
fore, on the basis of the Kolmogorov test, there are no grounds for rejecting the hy-
pothesis. The theoretical data are consistent with the empirical data. The model user 
can also introduce their own characteristics. 

The simulation mode developed with the use of the FlexSim simulation tool per-
forms the algorithm of the parallel passage of individual passengers (Fig. 3) through 
the system. Input data are collected for the system and, next, in accordance with (2), 
passengers marked as PAXi,fn, are generated, where i denotes the next ordinal number 
assigned to the subsequent passengers and fn the number of the flight, to which a 
given passenger is assigned, are moved to the landside part of the terminal when they 
wait for the check-in to begin. The moment the check-in starts or if the check-in is  
 



 Functional Readiness of the Check-In Desk System at an Airport 227 

already available after being generated, the passenger is moved to an appropriate 
queue, which has been assigned to their flight. At that time, the beginning of the 
queuing time is recorded on the passenger's label, tENT(i). 

 

Fig. 3. The algorithm for a single passenger passage through the system 

In a one-flight queue in the flight system, passengers are served according to the FIFO 
principle. For common check-in desks, the passenger with the longest waiting time is 
selected for service, considering all flights served by the common check-in desk. 

When the passenger is the first in the queue and at least one check-in desk assigned 
to his/her flight is available, the passenger is moved to a random available desk. The 
service time consistent with (3) is generated and the process is conducted. After the 
end of the service, labels with time spent in the system (4) from joining the queue 
QF(fn) and the time of leaving the system (5) are assigned to passengers. The data are 
recorded in the global table and the passenger is removed from the system. 

 ( ) = − ( ) (4) 

 ( ) =  (5) 

where: 
tsimulation – current simulation time. 

3 Functional Readiness of the Check-In Desk System 

In study [35], the author defines functional readiness (Af( ) as the probability of an 
event (variable ), for which a user appearing at a given time will be served within 
the assumed time limits  with the assumption that the system (variable ) is fit.  

 Af( ) = Pr( | ) = Pr ( ( ) < | =    ) (6) 
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This index can be used as the indicator of the reliability of the system, in which it 
is assumed that the critical value of the time spent by the passenger in the system may 
not exceed a certain value due to the assumed passenger service quality at a given 
airport. 

It was assumed that this value should not exceed tmax=600 of simulation time units. 
Due to the nature of passenger reports to the passenger terminal and the time devoted 
to the check-in, the first aircraft departure is possible at 10800. It was assumed that at 
an airport, at which the system consists of 15 check-in desks, five flights departing at 
the same time will be served according to the input data (Table 1.). It was assumed 
that functional readiness would be determined for four different scenarios, in which 
the number of check-in desks was adopted as a variable. The first three scenarios 
assume the check-in in the flight system. The fourth system assumes that each flights 
has two dedicated check-in desks in the flight system and one additional common 
check-in desk for all flights served. 

Table 1. Input data for 4 simulation scenarios 

fn dep lpax 

simulation scenario 
1 2 3 4 
S S S S 

1 10800 100 {1,2,3} {1,2} {1} {1,2,3} 
2 10800 100 {4,5,6} {4,5} {4} {1,4,5} 
3 10800 100 {7,8,9} {7,8} {7} {1,7,8} 
4 10800 100 {10,11,12} {10,11} {10} {1,10,11} 
5 10800 100 {13,14,15} {13,14} {13} {1,13,14} 

 
Functional readiness was determined for all assumed simulation scenarios. The re-

sults of the simulation for the flight system are presented in Figure 4. The check-in for 
the defined flights begins at tsimulation=3600. It can be noticed that the process runs in 
the correct manner only for the first scenario. The reduction in the number of check-in 
desks assigned to each flight to 2 limits the reliability of the process for nearly the 
whole check-in time, which does not meet the assumed expectations of the process 
manager. The assignment of just one check-in desk to each flight is characterised by a 
complete lack of functional readiness virtually for the entire check-in time for the 
defined flights. The selection of the first scenario, however, is connected with the 
total costs incurred by the handling operator. It is necessary to provide 15 process 
operators. 

In a real system, with uneven flight distribution, a temporary peak may make it 
necessary to ensure a larger number of operators over a short period of time, which 
generates system operation costs. Scenario 4 of the simulation shows that the opening 
of one common check-in desk for any flights in the system and additional flight-based 
check-in at two desks assigned to each flight makes it possible to achieve high func-
tional readiness of the system for such a predefined timetable (Fig. 5). In this case, 
only 11 operators are needed for the process.  
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the system, which will be used in a further part of model development as input data 
for the security control system. 

Further work focuses on determining stream flow characteristics through the 
check-in system, taking into account the type of carrier (traditional, low-costs, char-
ter) and on determining characteristics of the passenger stream flow between leaving 
the check-in system and entering the security control system. This will allow for cou-
pling two system, thus creating a planning and management system for passenger 
service in the entire landside area of the passenger terminal. 

Acknowledgement. The project is co-financed by the National Research and Devel-
opment Centre under the Applied Re-search Program. This publication presents the 
results of research conducted in the project: “Model of lo-gistical support for the func-
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Abstract. The paper deals with the problem of analyzing performability of cre-
ating cloud environment within a server taking into account various hardware 
and software configurations. Within the hardware we consider the impact of us-
ing SATA and SSD discs for holding data and program codes of the involved 
processes. Within software we checked single and multiple thread approaches. 
The effectiveness of the activated processes was evaluated using performance 
monitoring based on vSphere tool. The performed measurements were targeted 
at CPU, RAM and disc usage as well as execution time analysis. We present the 
measurement methodology and interpretation of the obtained results, which 
proved their practical significance. 

Keywords: Performance analysis, system monitoring, cloud environment, IaaS. 

1 Introduction 

Developing complex information systems we face the problem of optimizing hard-
ware and software environment  to assure appropriate level of performance, which is 
an important attribute of system dependability. This process can be supported with 
monitoring various  parameters using hardware or software mechanisms. The first 
approach may base on available in-system mechanisms or external test equipment 
(including emulators). Contemporary systems comprise built in performance counters 
[2,3,6] (used for fine-grained monitoring at machine level) or more complex monitor-
ing interfaces (e.g. IPMI). Software approaches to performance analysis can base on 
sophisticated  simulators (e.g. QEMU [1]) or built in performance monitors. The first 
approach assures high controllability and observability, however this results in big 
simulation time overhead and problems in dealing with real time issues. So, it is  
difficult to analyze complex systems (e.g. multiprocessor servers with RAID control-
lers and hypervisor). Moreover, the availability of simulated resources is limited. 
Most universal are monitoring mechanisms embedded into COTS systems, e.g. Win-
dows performance analyzer [3,12], vSphere [14]. They provide a capability of moni-
toring various variables related to performance of hardware and software resources. 
They can be easily adapted to the considered studies, moreover their processing  
overhead is low and we can assume that they practically do not interfere with moni-
tored system. We have gained some experience in this technology in previous studies 
[3-5,9-11].  
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In the paper we use the monitoring technology in a powerful server with virtualiza-
tion capability. Monitoring such platforms is rarely encountered in the literature [7]. 
We have checked this approach in analyzing the impact of hardware and software 
configuration on the effectiveness of creating cloud environment (designed for IBM 
Poland). The performed measurements were targeted at checking CPU, RAM and disc 
usage as well as execution time analysis of the involved processes. In section 2 we 
specify the monitored system and present the methodology of its monitoring for  
various configurations (they covered different disc resources, single and multiple 
threading processing). Section 3 presents and explains results obtained for various 
configurations. Final conclusions are comprised in section 4. 

2 Cloud Environment and Test Methodology 

Deployment of multiple virtual machines simultaneously in cloud environment may 
lead to high degree of system load, in particular the storage subsystem, due to cloning 
of the virtual disks and booting the cloned virtual machines. Provisioning of the virtu-
al machine influences also CPU and RAM memory resources. Hence, looking for 
optimal solutions some exploratory tests are needed.  

An important issue is checking system performance for various storage configura-
tions and the number of cloning threads, as well as monitoring the hypervisor behav-
ior during the provisioning of virtual machines. For the experiment purposes we have 
used SATA and SSD disc drives, which differ significantly in performance. This 
work is a continuation of the research related to the computer systems performance 
conducted in the Institute [5,10,11,]. In this study an IaaS (Infrastructure-as-a-Service 
[13]) model has been applied, it was dedicated to quickly provision new virtual  
machines used during training workshops, testing and development activities. This 
solution has been designed by the first author for IBM Poland. The IaaS used in this 
experiment is much different from the typical solutions of this kind. It allows us to 
use almost any VMware virtual machine image without the need to impose specific 
requirements on the image itself (i.e. file systems used, disk configuration, etc.). 

The developed cloud environment based on the IaaS solution provides the capabil-
ity of using linked-clones mechanism. As opposed to the full-clones, where each vir-
tual machine has a set of its own virtual disks, linked-clones share a base virtual disk, 
while having only copy-on-write disk space, where the differences from the base im-
age are written to. Hence, creating another linked-clone is very fast, we discuss this in 
section 3.2. 

Another advantage of the developed IaaS is the possibility to use a cluster of virtu-
al machines, which is a set of virtual environments, with network connectivity  
between them, but isolated from the other environments. It allows administrator to 
prepare quickly multiple environments, consisting of several VMs each, even with a 
complex configuration inside (services on different VMs communicate with each 
other on each instance of such topology) or running a DHCP server (which in some 
other IaaS solutions may be problematic). Moreover, the possibility to run multiple 
clones of the image with no modifications (even with the same IP or even MAC  
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address) is crucial  to run multiple instances of the service, which configuration is 
bound to the network settings on the virtual machine. In many cases the author of the 
VM image prepares software components configuration based on arbitrarily chosen 
network settings or passwords, which must be preserved on each clone of the VM. 

In the performed experiments, the IaaS solution is installed on the VM running on 
the same x86 server (with installed hypervisor VMware ESXi 5.1), used for cloned 
machines. However, it uses separate storage (D1), which will not be affected by the 
other running VMs. Moreover, high priority for resources (CPU/disk/memory) has 
been set on the VM running IaaS solution, to be able to control the process of provi-
sioning, even if the workload is high. The IaaS solution called TEC Cloud was a basis 
of the cloud environment. The server had two AMD Opteron 6134 2.30GHz proces-
sors (total 16 cores) and 32 GB of RAM. Virtual machine containing IaaS solution 
services was assigned 2 virtual CPUs and 4 GB of RAM. The IaaS VM doesn’t use all 
of its assigned CPU resources (it was estimated, that only 1.5% of CPU processing 
power was used before experiment stared). The following disc data stores are used: 

D1 –  one 300GB SATA disk - it is used by the IaaS solution and hypervisor, it mini-
mizes the impact on disk arrays tested during experiments; 

D2 – an array of 6 SATA disks (RAID5) - attached to the Intel controller; 
D3 – an array of 6 SSD disks (RAID5) - attached to the SMC controller. 

Disc arrays are used for storing VM image and deployed clones. In the described  
experiments network activity is not considered. 

The performed studies have been targeted at two sets of test scenarios: 

S1 – testing provisioning (creation) time of 6 VMs and behavior of hypervisor during 
their deployment in the case of full cloning of the machines; 

S2 – testing the effectiveness of linked clones approach, which does not need cloning 
of data. At the beginning, virtual disk shared by all linked-clones is cloned once, 
and from this moment, every clone of the virtual machine will be attached di-
rectly to it, while copy-on-write mechanism will save all of the changes written 
by the virtual machine in its own area. 

We have analyzed various system configurations related to the number of cloning 
threads, location of the image repository and deployment storage space (in this case 
SATA or SSD drive sets). The virtual machine image used in the experiment is run-
ning CentOS 6.3 Linux (64-bit), on which a typical, small-scale J2EE environment 
has been installed - in this case IBM WebSphere Application Server 8.5.5 [15] as an 
application server and DB2 as database management system (DBMS). The VM image 
occupies around 11 GB of storage space. Its size is the most important factor from the 
cloning time perspective. On the other hand, contents of the image (OS and its ser-
vices) result in certain amount of load during the boot phase. In this case, multiple 
VMs containing application server and database will significantly impact the storage 
during the OS start. After a while, only the small application polling database will  
be active, which means that the load should gradually stabilize on a certain level after 
a while. Multiple virtual machines starting in a short time one after the other, or  
in the worst case, simultaneously, will heavily impact on hypervisor performance. 
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This situation is called a boot-storm, when too many environments are trying to access 
resources at the same time during the boot phase (this is analyzed in scenario S2).  

For each configuration of experiment scenarios S1 and S2 we monitor various per-
formance variables which characterize the behavior of the systems and allow us to 
evaluate time required for performing involved processes. In particular, we measure 
such features as: environment deployment time, disc load and effectiveness 
(read/write data transfers, latency, etc.), CPU load (average CPU usage on all cores, 
wait time), RAM memory usage (granted – virtual memory allocated to virtual envi-
ronment machines, active – estimated by hypervisor virtual memory size to be used 
by virtual environments, consumed  - physical memory size reserved/consumed at the 
level of hypervisor, shared - size of the memory shared by the VMs, balloon – 
memory swapped out from VM forced by hypervisor). CPU load includes also such 
metrics as: ready time (amount of time CPU is ready to execute the instructions) and 
co-stop time (amount of time a SMP virtual machine was ready to run, but caused 
delay due to co-vCPU scheduling contention). A vCPU is a virtual CPU assigned to 
the virtual machine. If a VM has more than 1 virtual CPU it is called SMP (Symmet-
ric Multi-Processing) virtual machine. Running more and more virtual machines will 
lead to additional latency due to the process of resource scheduling. 

In ESXi’s terminology, 100% of CPU usage time relates to: time spent on running 
instructions + ready time + co-stop time + wait time. While a VM is waiting for CPU 
scheduler to let it run on a physical CPU, the time is counted as „ready time” (the VM 
has instructions that need to be executed, but this cannot be done immediately). Co-
stop time is an amount of time spent in the co-deschedule state, which applies to SMP 
VMs (VMs with more than 1 virtual CPUs). It is an additional time spent by one 
vCPU, if it executes more instructions than the remaining vCPUs. In other words this 
forces all vCPUs of the VM to spend equal time on the physical processor. Finally, 
wait time is the time when the virtual machine is waiting for some VMkernel (hyper-
visor’s kernel) resource, i.e. it includes I/O wait time (when the waiting involves I/O 
operation) and idle time (when the VM is actually doing nothing). 

The considered load metrics in the experiments are provided by vSphere Client 
[14]. It is a standalone client for managing and monitoring VMware infrastructure - in 
this case: ESXi hypervisor. All metrics were sampled every 20 seconds. 

3 Experiment Results 

In this section we present and comment main performance features related to test 
scenarios S1 and S2 specified in section 2, S1 covers configurations C1-C8 and full 
cloning of 6 machines, scenario S2 relates to  experiments with boot storm involving 
linked cloning up to 39 machines in two configurations C9 and C10. 

3.1 Test Scenarios S1 

The first tested scenario was to use SATA drives both for image repository  
(the source of the cloning process) and deployment area (data store, on which virtual 
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machines can run). The storage load is related both to the reads/writes of the cloning 
tasks and to boot processes of the subsequent virtual machines. Both single and multi-
thread processing  has been tested. 

In the configuration with a single thread (C1) the time of cloning 6 machines was 
1h 15 minutes. The time of cloning subsequent machines increased from 11.6  to 13.5 
minutes. Disc read and write data transfers were almost constant for each cloning 12 
MB/s and 22MB/s, respectively. Delays in reading (access time) were in the range of 
30 ms, for writing operations they systematically increased from 1 to 6 ms, due to 
activation of subsequent machines by IaaS solution – each new environment generat-
ed additional load on the storage subsystem. This activation also resulted in subse-
quent increase of CPU usage from 3 to 8% in a stepwise way, CPU waiting time  
increased from 30 to 170 s in subsequent cloning subphases.  In a similar way in-
creased consumed memory (from 2 to 11 GB) and granted memory (from 1GB to 9 
GB). Memory related to ballooning was at constant level (1.9 GB).  The ballooning 
mechanism forces inactive virtual machines to swap out memory to reclaim unused 
part of the physical memory on hypervisor, in order to assign these pages to the virtu-
al machines that currently need it - this mechanism heavily utilizes storage when a lot 
of data is being swapped.  

The VM operating system uses an agent (of VMware Tools) running inside the 
VM to swap out some memory pages. The hypervisor is not aware of the exact num-
ber of needed pages, so it uses this agent to allocate as much memory as possible, 
while tagging those pages which may not reside in RAM (it knows that those pages 
may not reside in its physical memory). VM OS is not aware of this, and tries to swap 
out least used memory pages, so the agent can allocate memory. Since OS swapped 
out least used memory pages for this allocation, and hypervisor is aware of memory 
allocation made by the agent, the additional free memory can be used by the other 
VMs. Notice, that swapping in and out memory pages impacts storage performance.  

In the configuration with 3 threads (C2) the first set of 3 machines was cloned in 
39 minutes and the second set in 41 minutes, so the whole process of cloning 6 ma-
chines was 1.33 h (about 16 minutes more than in the single thread configuration).  
Disc data transfer rate was about 15% lower than in the first configuration C1 (due to 
longer access time resulting from simultaneous disc operation requests via the same 
controller). In the case of configuration C1 this access had a more sequential form. 
Moreover, the number of handled requests in the second phase was higher due to 
operation of three activated machines. CPU waiting time was 140 and 210s for the 
first and second cloning phase, respectively (consumed memory was 8 and 14 GB).  
Active memory grew quickly when a new set of VMs was starting (10 GB and 12 GB 
for each phase), and after a few minutes it gradually decreased because of VMs small 
activity (related to WebShere). Notice, that it was higher than consumed memory on 
the hypervisor, since it is just estimated based on the activity inside VM, while  
consumed memory is the amount of memory measured on the hypervisor level. 

The subsequent configurations included also SSD drives. In this case SSD drives 
contained image to be cloned, while on the SATA drives the deployed virtual  
machines were running. Here, we also considered single and three cloning threads. 
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In the single thread configuration (C3) the cloning of 6 machines took 1 hour and 
13 minutes, this is a little surprising that it is higher by 8 minutes as compared with 
C1, despite similarities in monitored performance parameters. However, the delay for 
SSD discs was very low (in the range of 1 ms) and for SATA discs write operations 
showed higher level (10 ms appeared during the first cloning due to some disturbance 
with ballooning process). Hypervisor noticed that there is a significant amount of free 
physical space available and released memory pages allocated by the agent on the 
IaaS virtual machine, which resulted in the OS swapping back the memory pages.  

In the configuration with 3 threads (C4) the cloning process took 1 hour and 11 
minutes. Consumed and granted memory spaces were in the range 8 and 14 GB in the 
first and second cloning phase, respectively, and the active memory around 10 and 12 
GB with gradual decrease after 12 minutes to 2,5 and 4,5 GB. Notice that in the case 
of starting just one thread, fluctuations are smaller than in case of starting 3 VMs at 
the same time, which results from starting all of the services in the OS. The more 
VMs start at the same time, the bigger the fluctuation is.  

Using SSD drives both for the image repository and deployment resulted in signifi-
cant speed up of cloning. The configuration with a single thread (C5) assured cloning 
of 6 machines in 13 minutes (about 5 times faster than for C1). Reading and writing 
data transfer rates are illustrated in fig. 1, the attained values are comparable with the 
previous configurations but the reading and writing operation delays were much lower 
(2-4 ms for reads, and less than 1ms for writes). The number of handled read and 
write requests is shown in fig. 2.  After the machine cloning we have requests (mostly 
writes – existing VMs stabilize, and some reads are from OS level cache) related to 
the running WebSphere applications. CPU and memory usage is similar as in previous 
configurations but with higher dynamic due to faster creation of machines. The shapes 
of plots on fig. 1 and 2 are different, especially after cloning phase. Deployed VMs 
stabilize, and the only activity is database polling, which generates I/O operation, but 
no significant amount of data is being transferred. 

 

Fig. 1. SSD disc transfer rates for read (lower) and write (higher) operations: configuration C5 

In the case of configuration with 3 threads (C6) the cloning process terminated af-
ter 10 minutes. This speed up resulted mostly from higher disc transfer speed  
for reads and writes (about 20% increase). The main performance parameters were 
similar to those of configuration C5. 
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Finally, we have checked the impact of using both SATA and SSD drives. It has to 
be noticed, that SATA and SSD drives were configured on 2 different controllers. In 
this scenario, we expected some improvement as compared with SSD only scenario, 
because we could utilize more effectively controllers in the machine. In this case, all 
of the data of the running VMs is being stored on the SSD drives (deployment area), 
so the randomly accessed data is stored on the faster drives, while continuous reads 
refer to SATA drives (image repository). 

 

Fig. 2. The number of handled read (lower) and write (higher) requests: configuration C5 

 

Fig. 3. The number of handled I/O requests for SSD discs: reads (stepwise increase), writes 
(higher pulses) and for SATA discs: reads (middle pulses) – configuration C7 

 

Fig. 4. Data transfer rates for SSD discs operations: read (small peaks of VM OS starts), writes 
(high pulses – cloning) and SATA read discs operations (middle pulses) – configuration C8 
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For configuration (C7) with a single thread the cloning time was similar to C5 – 12 
minutes (1 minute shorter). Disc IO requests are given in fig. 3 (lower IO read re-
quests, as compared with writes is due to some reads covered by OS cache on the 
existing VMs).  More interesting is configuration with 3 threads (C8).  It assured the 
lowest cloning time of 8 minutes.  In particular, this resulted from higher transfer 
rates (fig. 4) due to two separate disc controllers (SATA and SSD) as compared with 
single SSD controller used in configurations C5 (compare fig. 1) and C6.  

In scenarios S1 with full cloning we have observed about 2 times higher write 
transfer rates than for reads. This results from storage thin provisioning technology.  

3.2 Test Scenarios S2 

In this group of experiments the goal was checking the behavior of the storage during  
boot-storm in the cloud environment. Here, we used linked-clones, so the virtual ma-
chines involved already the cloned base virtual disks (read only) and the provisioning 
process performed only snapshotting of the virtual machine state to create a new stor-
age area (separate for each virtual machine) for writes done by the virtual machines. 
Linked-cloning is similar to the copy-on-write mechanism in RAM. Having an image 
with a single virtual disk A, and doing full cloning will result in a set of copies: A1, 
A2, A3… Linked-cloning will result in a single copy A-base, and additional files 
storing only differences from the base image: A1-diff, A2-diff…, pointing to the  
parent disk A-base. Required data blocks are read from the appropriate file, either  
An-diff, or A-base. 

Snapshotting generates some I/O operations, but since it is done before virtual ma-
chine is started, it doesn’t have to save virtual machine state.  As a result of using 
linked-clones, the IaaS doesn’t have to clone all data for every clone. The load im-
posed on the storage in this experiment is related mainly to the process of booting 
operating systems and services - in this case we expected to face boot-storm issue and 
checked how hypervisor and storage behaved. 

The base virtual disk used later by linked-clones has been cloned earlier, so no 
cloning was required during the benchmark, and provisioning time of each VM only 
depends on times of the snapshotting and powering on the VM (this operation is not 
instant, it also needs to allocate swap area on the deployment data store for each VM). 
In S2 experiments, the provisioning time of the 39 virtual machine clones have been 
measured, as well as other metrics (like in test scenarios S1). Here, we used three 
cloning threads in order to boot new instances faster and considered two configura-
tions C9 (using only SATA discs) and C10 (using only SSD discs). The results of 
total cloning  time TSATA  and TSSD for these two configurations in function of the 
number of cloned machines (N)  are given in tab. 1.  For C9 the cloning time in-
creased with N due to the activation of applications after cloning, however some de-
crease for N=39 appeared due to environment stabilization. After some time already 
existing VMs stabilized, so the storage could be better used by provisioning process. 
Disc read transfers decreased slightly as subsequent machines started running the 
application, write operation transfers increased systematically with increment 2 MB/s 
per clone (which implies that there were many I/O operations with short reads and 
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writes generated by each clone). Delays in read operations ranged from 20 ms up to 
500-1500 ms for high N. Some saturation effect has been observed at the moment 
when the used RAM memory approached to the level of available (granted) memory. 
At this point the ballooning mechanism involved additional load to server discs result-
ing in low speed of virtualized systems.  CPU usage during cloning increased system-
atically up to 50%. 

Table 1. Time (in seconds) needed to deploy N machines for configurations with SATA and 
SSD discs: ∆TSATA and  ∆TSSD  denote time increments related to deployment time of each 
subsequent set of 3 clones (columns), hence for N=39 TSATA = 42 and  TSSD  = 4.8 minutes 

N 3 6 9 12 15 18 21 

∆TSATA 91 125 130 145 170 244 240 

∆TSSD 23.5 23.0 26.2 26.3 26.4 30.1 49.5 

N 24 27 30 33 36 39 - 

∆TSATA 265 315 320 405 505 475 - 

∆TSSD 46.5 45.1 49.1 49.2 52.5 50.1 - 

 
In configuration C10 the speed up is significant as compared with C9, in particular 

it results from faster data transfer for read and write operations up to 60 and 30 MB/s. 
SSD response times were in the range of 20ms and decreased to 4 ms after cloning 
process termination. CPU usage was close to 100% during cloning and then stabilized 
at the level of  80% for running application on all instantiated machines. As opposed 
to S1 scenarios with full cloning in S2 the impact of disc thin provisioning is low, so 
disc data transfer rates for reads are higher than for writes. 

4 Conclusion 

The presented results confirm that monitoring performance variables is a powerful 
tool helpful in optimizing system efficiency. In the case of complex information sys-
tems the involved measurement instrumentation overhead (CPU and memory usage) 
is negligible, so the obtained results are reliable. An important issue is the capability 
of verifying system properties for different configurations. In contemporary virtual-
ization environment this can be assured easily by available software. Another problem 
relates to selection of variables for observation, this is dependent on the monitored 
system and the goal of the analysis. In the performed experiments we have got rela-
tively good flexibility in allocating space for various data within SATA and SSD 
discs, as well as  in the scope of the number of  used processing threads or generated 
cloud clones. This resulted in a quite wide space of checked configurations and meas-
ured parameters characterizing the efficiency of the system. Exploring such wide 
space it is possible to detect unexpected properties. Hence, interpreting results we had 
to drill down into details of employed technologies in the system and the operation of 
the vSphere monitor.  
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Further research is targeted at combining performance monitoring with event logs 
in virtualized systems. In particular, the event logs can be addressed to specific ana-
lyzed properties.  This approach can be targeted not only at performance analysis but 
more at problem predictions, as it is widely reported for non-virtualized environment 
(e.g. [8] and references therein). 

We are grateful to dr P. Gawkowski for his help in preparing ZOiAK department 
server for the tests.  
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Urszula Kużelewska1 and Krzysztof Wichowski2

1 Bialystok University of Technology,
15-351 Bialystok, Wiejska 45a, Poland

u.kuzelewska@pb.edu.pl
2 Graduate of the Bialystok University of Technology

vltr@o2.pl

Abstract. Searching in huge amount of information available on the
internet is undoubtedly a challenging task. A lot of new web sites are
created every day, containing not only text, but other types of resources:
e.g. songs, movies or images. As a consequence, a simple search result
list from search engines becomes insufficient. Recommender systems are
the solution supporting users in finding items, which are interesting for
them. These items may be information as well as products, in general.
The main distinctive feature of recommender systems is taking into ac-
count personal needs and taste of users. Collaborative filtering approach
is based on users’ interactions with the electronic system. Its main chal-
lenge is generating on-line recommendations in reasonable time coping
with large size of data. Appropriate tool to support recommender sys-
tems in increasing time efficiency are clustering algorithms, which find
similarities in off-line mode. Commonly, it involves decreasing of predic-
tion accuracy of final recommendations. This article presents an approach
based on clustered data, which prevents the negative consequences, keep-
ing high time efficiency. An input data are clusters of similar items and
searching the items for recommendation is limited to the elements from
one cluster.

1 Introduction

Recommender systems (RS) are electronic applications with the aim to generate
for a user a limited list of items from a large items set. In case of personalised RS
the list is constructed basing on the active user’s and other users’ past behaviour.
People interact with recommender systems by visiting web sites, listening to the
music, rating the items, doing shopping, reading items’ description, selecting
links from search results. This behaviour is registered as access log files from
web servers, or values in databases: direct ratings for items, the numbers of song
plays, content of shopping basket, etc. After each action users can see different,
adapted to them, recommendation lists depending on their tastes [6,14,13,2].

Recommender systems are used for many purposes in various areas. The ex-
amples are internet news servers (e.g. Google News, http://news.google.com/),
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which store the type and content of articles, count the time spent on each of
them and update propositions of articles to read after each reading, tourism,
where personalisation helps users to plan their journeys, e-shops (e.g. Amazon,
http://amazon.com) proposing products, which are the most similar to the con-
tent of customers’ shopping baskets. They are particularly useful in media ser-
vices, such as Netflix, LastFM or Spotify, recommending movies, songs, artists
or propositions to playlists.

Collaborative filtering (CF) techniques are one of approaches to persona-
lisation, which searches similarities among users or items [1,3]; however only
archives of registered users behaviour are analysed. As an example, similar users
have mostly the same products in their baskets and similar items are bought by
the same customers. They can be classified into model-based and memory-based
methods. The first approach builds a model on the ratings, which is then used for
generating recommendations. The other approach calculates recommendations
by searching neighbourhood of similar users or items in the whole archived data.

Recommender systems face many challenges and problems [2]. They particu-
larly concern collaborative filtering, which is one of the most effective and precise
approach. In case of a new visitor,without any recorded profile, an issue called
cold-start problem appears. Another problem occurs when a new item is added
to the offer. In case of CF methods, it has not been assigned yet to any user
and cannot be recommended to anyone [10]. In arbitrary recommender system
application, a number of offered items is large, whereas a user during one ses-
sion visits a few to tens of them. It results in sparsity of input data and lower
reliability in terms of measuring the similarity between customers [17]. Finally,
however, vitally important challenge in the field of on-line recommendations is
scalability [10,18]. RS deal with large amount of dynamic data, however the time
of results generation should be reasonable to apply them in real-time applica-
tions. The user, while reading news, expects to see next offer for him/her in
seconds, whereas millions of archived news have to be analysed.

This paper contains results of experiments on collaborative filtering recom-
mender system, which is based on similarities among items identified a priori
as clusters. The set of clusters was generated by modified DBSCAN algorithm
with different values of their input parameters and evaluated with respect to
their genre homogeneity. Finally, quality of prediction (RMSE) and time effi-
ciency of examined system was calculated and compared to other recommenders:
memory-based CF, a recommender system based on k-means clusters [8], SVD
model-based approach [19], SlopeOne [9].

2 Description of the Clustering Algorithm Used
in the System

Application of clustering algorithms can solve several problems in the field of
recommender systems. Clustering is a domain of data mining which had been
applied in a wide range of problems, among others, in pattern recognition, image
processing, statistical data analysis and knowledge discovery [7]. The aim of



A Modified Clustering Algorithm DBSCAN 247

cluster analysis is organising a collection of patterns (usually represented as a
vector of measurements, or a point in a multi-dimensional space) into clusters
based on their similarity [5]. The points within one cluster are more similar to
one another than to any other points from the remaining clusters.

In hybrid recommender systems clusters can be used to increase neighbour
searching efficiency. In contrast, in memory-based collaborative filtering to iden-
tify neighbours is used kNN algorithm, which requires calculating distances be-
tween an active user and the registered all ones. Clusters are generated in off-line
phase, which additionally reduces time of neighbours searching. Possessing ad-
ditional information about users, e.g. demographics attribute values, one can
create clusters and solve a new user cold-start problem, by recommendation of
items, which are popular in the most similar group.

One of the first approaches, where clustering was used to partition users’ pref-
erences is described in [16]. The authors used clusters identified in off-line mode
by k-means instead of on-line neighbourhood calculated by kNN method. As sim-
ilarity measure they used Pearson correlation. Finally, quality of predictions was
slightly reduced, however time efficiency and scalability increased significantly.

DBSCAN is one of recent clustering algorithms [4]. It identifies clusters as
highly dense groups of points. It is particularly effective in case of arbitrary
shaped clusters. For recommendations was used in [12] as initial partitioning on
demographic attributes of users.

Another example is a modified method proposed in [15]. Modification con-
cerned similarity computation in a clustering procedure. The authors assumed,
that points are similar if they have the same neighbours (see Equation 1).

neighbour(xi) = {xj : simR(xi, xj) ≤ Eps, xi ∈ I, xj ∈ I} (1)

It is assumed the following notation:

– I - is a set of items,
– nI - is a size of set I,
– xi, xj - are items in input data,
– Eps - is a parameter of modified DBSCAN (MDBSCAN) related to minimal

similarity threshold,
– U - is a set of users,
– nU - is a size of set U ,
– r - a possible value from a ratings set of range [0, . . . , rmax],
– Ur(xi) - is a set of the users who rated item xi at rating r.

Basing on the neighbourhood definition, it can be determined formula of

neighbour vectors
−→
nbk:

−→
nbk(xi) = [v1, . . . , vnI ]

T , where vk =

{
1, if xk ∈ neighbour(xi)

0, in the other cases
(2)
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Similarity between neighbour vectors is calculated by cosine similarity func-
tion (Equation 3), whereas between points - using similarity definition from
information retrieval (Equation 4).

simN(xi, xj) =
−→xi · −→xj

|−→xi | · |−→xj |
(3)

Cosine similarity prefers items, which have more common neighbours thereby
reduces influence of noise. Similarity simR has higher values for pair of items,
which are composed of more the same ratings from users.

simR(xi, xj) =
| ∪rmax

r=0 Ur(xi) ∩ Ur(xj)|
| ∪rmax

r=0 Ur(xi) ∪ Ur(xj)|
(4)

The procedure of neighbourhood vectors forming and similarity calculation is
illustrated by the following example for data from Table 1.

Table 1. Example ratings data

Items
Users x1 x2 x3 x4 x5 x6

u1 1 2 3 1 5 3
u2 1 2 5 5 5 5
u3 3 3 4 5 4 5
u4 5 1 1 5 4 1

For the example data similarity between items are as follows:

simR(x1, x2) =
0 + 0 + 1 + 0 + 0

3 + 2 + 2 + 0 + 1
= 0.125 simR(x1, x4) =

1 + 0 + 0 + 0 + 1

3 + 0 + 1 + 0 + 4
= 0.25

simR(x2, x3) =
1 + 0 + 0 + 0 + 0

2 + 2 + 2 + 1 + 1
= 0.125 simR(x2, x6) =

1 + 0 + 0 + 0 + 0

2 + 2 + 2 + 0 + 2
= 0.125

simR(x3, x4) =
0 + 0 + 0 + 0 + 1

2 + 0 + 1 + 1 + 4
= 0.125 simR(x3, x5) =

0 + 0 + 0 + 1 + 1

1 + 0 + 1 + 3 + 3
= 0.25

simR(x3, x6) =
1 + 0 + 1 + 0 + 1

2 + 0 + 1 + 2 + 3
= 0.375 simR(x4, x5) =

0 + 0 + 0 + 0 + 1

1 + 0 + 0 + 2 + 5
= 0.125

simR(x4, x6) =
0 + 0 + 0 + 0 + 2

2 + 0 + 1 + 0 + 5
= 0.25 simR(x5, x6) =

0 + 0 + 0 + 0 + 1

1 + 0 + 1 + 2 + 4
= 0.125

The remaining values are 0. Let Eps = 0.2, thereby neighbour vectors are:

−→
nb(x1) = [0 0 0 1 0 0]T

−→
nb(x2) = [0 0 0 0 0 0]T

−→
nb(x3) = [0 0 0 0 1 1]T

−→
nb(x4) = [1 0 0 0 0 1]T

−→
nb(x5) = [0 0 1 0 0 0]T

−→
nb(x6) = [0 0 1 1 0 0]T

Taking into account cosine similarity between them, clusters on example data
are composed of 5 points: C1 = {x3, x4} (the common neighbour is x6) and
C2 = {x1, x5, x6} (the common neighbour is x4).
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3 Experiments

The recommender system used in the described experiments is composed of the
following steps, which technical aspects are presented in Figure 1:

1. Filtering and preprocessing of input data.
2. Generating a set of clustering schemes of vectors of items’ values.
3. Evaluation of the clustering schemes and selection the most appropriate

partitioning.
4. Generating recommendation for active users.

Fig. 1. Components of the recommender system used in the experiments

The main part of the system is music − backend, which is an item-
based collaborative filtering method implemented in Apache Mahout frame-
work (http://mahout.apache.org). It uses ratings file, clusters and similarity
values stored in cache files. A part of application exposed to users is denoted
as music − web. It gather information from users and external music services
(e.g. EchoNest, YouTube, LastFM) and presents them recommendations. Addi-
tional database (relational MySQL) stores artists names, tracks titles and users’
functional data.
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Initial input data for the system were taken from LastFM service (repos-
itory at http://dtic.upf.edu.pl/∼oelma/MusicRecommendationDataset/lastfm-
1K.html) and contain users’ number of song listenings. The higher value of the
listening correlates with the higher level of interesting of a particular song. After
filtering outdated songs, the data contained 992 users and 2 213 450 songs Then
the data were supplemented by users who used the system. Users could listen
the music as well as rate it. The ratings were integral values from interval [1. . . 5]
and expressed how much a user liked the particular song. To unify the numbers
of listening with the ratings the following procedure was performed. If a user
listened a song only once, it is assumed, that he/she didn’t like it. The related
rating is 1. The following values were correlated with the numbers of listening
with assumption of even decomposition of the numbers in ratings (see Table 2).

Table 2. Decomposition of listening numbers in ratings

Rating Range of Numbers of
value listening listening

numbers

1 1 1 850 078
2 2 667 612
3 3-4 588 676
4 5-8 651 398
5 > 9 642 311

The first evaluation concerned homogeneity of clusters with respect to kind of
music of the songs belonging to them. Table 3 contains the best results satisfying
these requirements selected from data. High homogeneity is not strictly corre-
lated with the parameters of the MDBSCAN, however there were some values
sets connected with the best results: high homogeneity and appropriate number
of clusters. Very small number of groups are not desirable, because the neigh-
bourhood search space is not very limited in this case. On the other hand, it is
not possible to precisely estimate preferences basing on numerous tiny clusters.

Finally, parameter Eps was limited to range [0.3,0.42]. Results on values less
than 0.3 were composed of very small (the most often size was equal 1) numer-
ous clusters. Values greater than 0.42 lead to a few large clusters. The most
reasonable value of MinPts was 5-8 for the reasons mentioned above. Size of
neighbourhood N had to be quite large: greater than 7000 objects.

Another important issue was the ratio of input data which were located within
clusters. The highest values was 20.43%, which was not very satisfying.

To increase the number of clustered input data a procedure of complement
clustering was performed [15]. For every not clustered point its distance to the
formed previously clusters was calculated according to Equation 5.

simN(xi, Cj) = max(simN (xi, xk)), , where xk ∈ Cj (5)

Points are joined to the nearest group, if its distance is closer than parameter
γ. This parameter has to be much smaller than Eps and its appropriate value is
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Table 3. Clustering results of songs from LastFM dataset

Ratio
Eps MinPts N A number of clustered Homogeneity

of groups data [%] [ %]

0.3 7 8300 1911 5.75 19.14
0.42 7 8300 11912 20.43 77.67
0.39 7 8300 2484 8.18 97.20
0.39 5 8200 6533 9 97.20
0.41 7 8250 5115 13.39 97.47
0.41 7 8300 89 0.47 97.48
0.4 7 8300 5122 13.3 98.96
0.35 8 7100 1209 1.43 98.97
0.35 5 8200 6573 8.91 98.97
0.34 6 7200 1255 1.49 99.09

selected during experiments. Table 4 contains results of complementary cluster-
ing with γ = 0.05. The best result contains 91.47% of input data in clusters for
the parameters set: Eps = 0.8, MinPts = 10 and N = 8300 with homogeneity
greater than 99%. Number of clusters in this case was equal 48619.

Table 4. Clustering results of items LastFM dataset with complement clustering

Ratio
Eps MinPts N A number of clustered

of groups data [%]

0.39 7 8300 11964 20.85
0.4 7 8300 11954 20.86
0.7 10 8300 8246 46.67
0.75 10 8300 7808 57.99
0.8 10 8300 48619 91.47

The second evaluation of clustering was performed in item-based collabora-
tive filtering recommender system, in which the best results was used as input
data. Table 5 contains RMSE values and time of recommendations calculation
for MDBSCAN as well as for other recommender systems used for compari-
son. It concerns item-based collaborative filtering (CFIB), user-based collabora-
tive filtering (CFUB) with k-nn procedure (k=10 and k=1000) for neighbours
searching, SlopeOne algorithm, SVD based recommender. This table contains
also comparison to another clustering-based collaborative filtering recommender
system. The clustering method was k-means with selected number of clusters:
ncl=20 and ncl=1000. In all the mentioned methods as a similarity measure
cosine-based was selected. The methods from Table 5 marked with * were ex-
amined on smaller dataset due to time or memory problems on greater data.

The values of RMSE errors were computed for every objects from input
dataset estimating for them 30% of randomly removed existing preferences and
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Table 5. RMSE results on LastFM dataset

RMSE Time of
Method Parameters recommendation

[s]

MDBSCAN Eps=0.8, 0.22 0.042
MinPts=10, N=8300

MDBSCAN Eps=0.75, 0.63 0.031
MinPts=10, N=8300

CFIB 0.58 118.77

CFUB* k=10 1.22 0.19

CFUB* k=1000 1.09 1.04

SlopeOne* 0.68 48.87

SVD* 0.58 69.81

CF k-means ncl=20 0.71 0.019

CF k-means* ncl=1000 0.64 0.02

comparing the estimated ones to the real ratings. In every system in this ex-
periments a cosine similarity measure was applied. Time of recommendations
generation was calculated for every user from input data with length of recom-
mendation lists equal 7.

The fastest recommender systems were methods based on k-means cluster-
ings, however their RMSE values were higher than in case of MDBSCAN for
different values of its parameters. The best results (RMSE=0.22) were gener-
ated for MDBSCAN and its input parameters: Eps = 0.8, MinPts = 10 and
N = 8300. The methods: CFIB and SVD-based generated good results, however
the time of recommendations was inappropriately high (more than 60 s).

4 Conclusions

Recommender systems become an important part of internet services effectively
supporting people with searching interesting products or information in huge
amount of data. Collaborative filtering approach to this problem faces many
challenges. One of vital issue is poor scalability.

In this article a clustering approach to CF recommendations is presented as
one of solutions to scalability problem. Clusters were generated using modified
DBSCAN method and given to input of collaborative item-based recommender
system. As a result, in on-line stage of recommendations generation, searching
similarities of an active users’ favourite songs was limited to the clusters they
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belong to. Finally, time effectiveness of the system increased. Additionally, pre-
diction ability of the method also increased in comparison to techniques such
as: memory-based collaborative filtering user-based and item-based systems and
hybrid recommenders using k-means clusters.
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versity of Technology Grant No. S/WI/5/13.
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Abstract. The trend of limiting vehicular traffic to the benefit of public 
transport is developed in contemporary urban planning. One of the tasks is de-
termining location of the collective parking places in the P&R system. Criteria 
for assessing the quality of the selected location are formulated generally and 
descriptively. However, the factors to be assessed are often ambiguous and 
fuzzy, difficult to be precisely determined but possible for the evaluation by an 
expert. Due to the large number of parameters of criteria the practice has shown 
that the choice of the location of these sites in a way that is intuitive without a 
detailed analysis of all the circumstances, often gives negative results. Then the 
existing facilities are not used as expected. The authors have used fuzzy infer-
ence to the evaluation of the location of the P&Rs based on fuzzy input parame-
ters. The obtained results of the analysis allows to determine the degree of  
attractiveness of the selected place on the basis of a broad set of the expert input 
data. The proposed evaluation method has been tested on three existing facili-
ties for which the effect is already known. 

Keywords: fuzzy logic inference, park and ride location, P&R, PnR car parks. 

1 Introduction 

Urban indicators are an important factor to be taken into account in the spatial plan-
ning. Decisions of location of particular functions in the city area are preceded by 
detailed analyzes of local determinants. These analyzes are based on collected data as 
well as on intuitive parameters based largely on expert knowledge. The enormity and 
variety of parameters make that analyzing them without the help of any special algo-
rithms seems to be quite difficult. Therefore, we have decided to analyze the problem 
using fuzzy logic inference. Fuzzy logic is commonly used for inference in such cas-
es. In particular, it is often used when the parameters on the basis of which the as-
sessment is made are difficult to determine and are based on intuitive expert 
knowledge. The examples of such applications can be found in publications [1-5]. 

Location of parking lots requires analysis of many factors, difficult to determine, 
especially considering the park and ride system. Park and ride (P&R) has been widely 
adopted in Europe in the last 20 years. The system takes different forms but in the 
most common form there are car parks adjacent to an intermodal transfer point where 
travelers can change from car to public transport – bus or rail and then reach their 
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final destination [6]. The consequence of choosing public transport is a decrease in 
congestion, an expected reduction of air pollution due to decreasing number of cars in 
the city center. This is confirmed by scientific research [11]. Location of P&Rs should 
be carefully chosen although criteria for assessing the quality of the selected location 
are formulated generally and descriptively. To choose the best location, cities com-
mission experts to undertake the necessary analyzes. The results are often estimated 
and conclusions are drawn in an intuitive way without using unequivocal algorithms. 
Such descriptive studies can be found in the research carried out on order of cities 
[13]. The kind of data that we can obtain from an expert are often ambiguous and 
fuzzy, difficult to be precisely determined but possible for the evaluation by an expert 
at the level of the linguistic variable values. The developed expert analysis usually do 
not exhaust all the possibilities and conclusions for decisions are drawn on the basis 
of similar examples examined by an expert. They are intuitively compared. Due to the 
large number of parameters of criteria the practice has shown that the choice of  
the location of these sites in a way that is intuitive without a detailed analysis of all 
the circumstances, usually gives negative results. Practice and research [7] show that 
P&R facilities are not used if they are not located conveniently from the point of view 
of potential users, even if a level of congestion is high. 

Most literature on P&R facilities is focused on two main directions. The first group 
of papers investigates mathematical models that analyze the potential impact of P&R 
facilities. The second group considers the policy implementation and effects of P&R 
schemes [7] Studies on parking location algorithms are conducted in a much narrower 
range. 

2 Park and Ride Facilities Location 

In the structure of P&R system a location of individual objects plays a key role. An 
inconvenient location, from the users' point of view, can lead to a lack of interest and 
consequently to incomplete use of the object. Site selection decision is not easy, main-
ly due to many criteria which must be taken into account. This is a research problem 
undertaken by scientists, e.g. the authors of the paper [9] define locations in a very 
precise way on the basis of the input data. The use of such a model is very limited 
because obtaining such detailed and precise data requires additional effort and re-
search means. It is also time consuming. In addition, this model was developed for the 
particular city – Columbus, Ohio. It is based on detailed data and analysis carried out 
on the existing communication system and also for the existing P&R system. 

The model is based on past experiences and is intended to largely improve the ex-
isting state and to extend the system. Observations of the authors can be very helpful, 
but their model is not universal and it is hard to move it directly to other city, thus its 
implementation to other circumstances would bring further problems to solve. All 
these inconveniences make it that, in practice, it might be impossible to do. However, 
the paper shows how important is the issue of optimal distribution of P&R facilities 
and that there is a need to construct analytical methods for choosing location for them. 
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In the paper [8], the authors also make certain assumptions which largely omit the 
complexity of actual conditions. The authors assume that the tested city is linear, and 
monocentric and the main source of morning traffic is generated by housing devel-
opments located on the outskirts. Although the authors propose to consider also a 
model with more transport corridors, but admit that it will be particularly difficult 
because the catchment areas of P&R facilities would have complicated shapes such as 
parabolic boundaries. This direction of analyze is continued by the authors of the 
paper [10].  

There is another group of papers where authors' studies are based on Geographic 
Information Systems (GIS) using statistical research [11, 12]. GIS can be very helpful 
but the authors do not use imprecise, estimated information, such as acoustic map 
which can be utilized by using fuzzy logic. 

3 Fuzzy Inference Model of P&R Car Parks Location 

The usefulness of the site to the location of P&R facilities results from features and 
objectives of P&R system. There are a number of conditions and parameters that testi-
fy to the value of the place. They can be grouped into two main fields. The first one is 
connected to the territorial conditionality and the second one to the public transport 
which is expected to take over the passenger load of individual traffic. Using this 
expert classification the inference has been divided into two local models of  
inference. The final score is the result of the fuzzy inference based on the results of 
inference of local models. The first local model counts the indicator of territorial con-
ditions (IOTC). The second local model (IOPQ) counts the indicator of the public 
transport quality. The final result is calculated by the complete inference model 
(IOCM). Such an approach gives a clear assessment of the proposed location and on 
the basis of the results of intermediate local models indicates the components of fac-
tors of the final result. 

In all three models the triangular membership functions for each value of linguistic 
variable are defined. The center of mass method is used for the defuzzyfication of 
fuzzy values. All the values of input and output  parameters was decided to be deter-
mined in the range of 0-100%. 

In the model, the issue of costs and profitability of the system for users has been 
deliberately omitted. The model is designed as a tool for cities that have P&R system 
or decide to introduce it. In such situations, balancing the travel costs often lies with 
the administrative decision. City governments seek to reduce the number of vehicles 
in the central zone and they solve it in different ways. One of the tools is the introduc-
tion of congestion charge fee for vehicles driving into the central zone, or very high 
fees for the use of temporary parking spaces with significantly reducing the number of 
permanent parking spaces reserved only for the residents of the city center. In parallel, 
they introduce financial support for the P&R users. There are free car parks for travel-
ers who buy a public transport ticket or a substantial discount on the public transport 
with a relatively small parking fee. In the context of such experiences the financial 
analysis becomes secondary. 
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3.1 The First Local Inference Model – Indicator of Territorial Conditions  

According to expert assessment three parameters being linguistic variables in the 
model are specified. 

The first variable is the location in the context of the road transport system. The 
best is the location near the entry road to the city, connecting the residential areas 
located outside the city and the city center. This parameter is largely linked to the 
number of vehicles flowing into the city and being interested in using the car park. 
We have defined this parameter as I. The more potential users ride chosen corridor, 
the higher the value of I. The value of this variable is determined on the basis of the 
size of catchment area of the city, i.e. the number of housing units (settlements, 
towns, villages) connected to the city by the chosen corridor. Basis for estimation of 
this parameter can be found in the statistics data for this area. Traffic studies are 
sometimes carried out for some places, the results can also be the basis for the estima-
tion of the parameter. An expert can estimate the value of the parameter building on 
an acoustic map of the area as well. 

Another variable determining the attractiveness of a given location is the quality of 
access to the car park by car (D). This parameter includes the time and convenience of 
travel related to the quality of the road itself (number of lanes, width, surface quality), 
as well as the number of intersections and other obstacles slowing down the traffic 
and bandwidth of the road. 

P&R facilities are often not directly supported by the road which is the main city 
entrance. For various organizational reasons, car parks may be spaced from the road 
and connected with it by a street of lower technical class which is used to direct ser-
vice. This combination also affects the driver's decision to make use of the facility or 
not. If the object is accessible from the main road, clearly marked and with a clear 
indication of the place of entrance, as well as conveniently located (near and on the 
right side of the main road) is more likely to be used. We have denoted this parameter 
as A. 

The last parameter of territorial conditions is the distance from the parking lot to 
the city center which is the target zone of traffic. City governments make different 
decisions about the minimum distance. However, there is a rule that car parks placed 
too close to the city center become a destination point, not a place of transfer for pub-
lic transport. In this case a factor of a decrease in congestion does not exist. Medium-
sized towns often hold the ring of car parks in comparable distances from the central 
zone. Big cities sometimes opt for several zones of distance for P&R facilities  
location. 

The Mamdani model has been adopted for the inference model. The following pa-
rameters have been adopted as linguistic variables of the fuzzy inference model 
IOTC: 

• I – traffic intensity – the number of cars aiming to the city every day (the city as a 
destination). Linguistic variable values: big, medium, small. 

• D – quality of the road connecting traffic sources with the P&R facility (intersec-
tions, obstacles, etc.). Linguistic variable values: high, low. 
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• A – connection between the main road and the parking place (the level of accessi-
bility, e.g. P&R location on the left or right side, readability of signs). Linguistic 
variable values: good, bad. 

• S – distance from the car park to the center of the city. Linguistic variable values: 
long, medium, short. 

• TC – territorial indicator of location, the result of inference of the IOTC model. 
Linguistic variable values:  very good, good, sufficient, mediocre, bad. 

In order to use the expert knowledge the authors have prepared a special table 
which presents the inference rules in a linguistic way. On the basis of the tables filled 
by an expert the inference rules of IOTC model are defined as follows: 

If I is big and D is low and A is good and S is long then TC is sufficient 
If I is big and D is low and A is good and S is medium then TC is mediocre 
If I is big and D is low and A is bad and S is not short then TC is mediocre 
If I is not small and D is high and A is good and S is not short then TC is very good 
If I is not small and D is high and A is bad and S is not short then TC is very good 
If I is medium and D is low and A is good and S is not short then TC is very good 
If I is medium and D is low and A is bad and S is not short then TC is sufficient 
If I is small and D is low then TC is bad 
If I is small and D is high and S is long then TC is mediocre 
If I is small and D is high and S is medium then TC is sufficient 
If S is short then TC is bad 

3.2 The Second Local Inference Model – Indicator of the Public Transport 
Quality 

From the users' point of view the linking of the object's location place with public 
transport is an extremely important factor. P&R facilities should become transfer 
spaces located near bus or rail lines. This is the linguistic variable K in the model. It 
contains a number of conditions indicating of the attractiveness of the transfer node. 
First of all, it is the number of possible means of transport to choose from (bus, tram, 
subway, train, etc.). The quantity of various connections as part of each mode of 
transport is also important. It determines the flexibility of choice of the target point of 
the trip. Additionally, the quality and frequency of services (rolling stock and clock-
ing) affects the complex travel time. 

The last parameter, which is the value P in the model, is the distance that the trav-
eler must overcome after leaving the car in order to change to public transport, which 
also affects the travel time. This is primarily a consequence of the way of the organi-
zation of P&R facility as a transfer hub, the adopted distance between the platforms 
and the conducting of pedestrian traffic. 

The following parameters have been adopted as linguistic variables of the fuzzy in-
ference model IOPQ: 
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• K – quantity of different means of city transport (railway, subway, bus, tram, etc.), 
the number of communication lines within each type, frequency of running. Lin-
guistic variable values: big, medium, small. 

• P – the distance from the car park to the nearest public transport stop. Linguistic 
variable values: long, short. 

• S – the distance from the car park to the center of the city. Linguistic variable val-
ues: long, medium, short. 

• PQ – public transport quality indicator, the result of inference of the IOPQ model. 
Linguistic variable values:  very good, good, sufficient, mediocre. 

We have decided not to use value bad because the location which has no possibility of 
using public transport was not taken into account by the expert. The expert did not 
choose the value bad not even once. 

On the basis of the tables filled by an expert (the same as mentioned in 3.1) the in-
ference rules of IOPQ model are defined as follows: 

If K is big and P is short then PQ is very good 
If S is not short and K is medium and P is short then PQ is good 
If S is short and K is medium and P is short then PQ is very good 
If S is not short and K is medium and P is long then PQ is sufficient 
If S is long and K is small and P is long then PQ is mediocre 
If S is  medium and K is small and P is long then PQ is sufficient 
If S is not short and K is small and P is short then PQ is sufficient 
If S is short and K is small and P is short then PQ is good 
If S is short and K is not small and P is long then PQ is good 
If S is short and K is small and P is long then PQ is sufficient 

3.3 The Complete Inference Model 

The inference results from both local models (IOTC, IOTQ) are used as input data for 
IOCM. On the basis of IOTC and IOTQ models the final indicator of location quality 
(CM) resulting from the fuzzy model IOCM is inferred. Due to the fact that the traffic 
intensity (parameter I) is often not constant the expert is also interested in the assess-
ment of the location for various values of this parameter. Therefore, in order to de-
termine the indicator, the indicator simulation depending on the parameter I is 
planned. At the same time the final indicator is calculated as the average value of the 
results of the simulation (ACM) according to the formula (1). The scheme of entire 
process of computing indicator is shown in Fig.1. 

 ACM =  
 (1) 

Similarly as in section 3.1 and 3.2 the model has been constructed on the basis of 
the expert knowledge. Linguistic input variables for the IOCM model are TC and TQ. 
They are defined in the previous sections. The output linguistic variable CM  takes 
linguistic variable values very good, good, sufficient, mediocre, bad, similarly as 
variables TC and TQ. 
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Fig. 1. The schema of the fuzzy inference model of P&R car parks location 

The inference rules of IOCM model are defined as follows: 

If PQ is very good  and TC is bad then CM is bad 
If PQ is very good  and TC is mediocre then CM is sufficient 
If PQ is very good  and TC is sufficient then CM is good 
If PQ is very good  and TC is good then CM is very good 
If PQ is very good  and TC is very good then CM is very good 
If PQ is good  and TC is bad then CM is bad 
If PQ is good  and TC is mediocre then CM is sufficient 
If PQ is good  and TC is sufficient then CM is sufficient 
If PQ is good  and TC is good then CM is good 
If PQ is good  and TC is very good then CM is very good 
If PQ is sufficient  and TC is bad then CM is bad 
If PQ is sufficient  and TC is mediocre then CM is mediocre  
If PQ is sufficient  and TC is sufficient then CM is sufficient 
If PQ is sufficient  and TC is good then CM is sufficient 
If PQ is sufficient  and TC is very good then CM is sufficient 
If PQ is mediocre  and TC is bad then CM is bad 
If PQ is mediocre and TC is mediocre then CM is bad 
If PQ is mediocre and TC is sufficient then CM is mediocre  
If PQ is mediocre and TC is good then CM is sufficient 
If PQ is mediocre and TC is very good then CM is sufficient 

4 The Validation of Method 

The developed method has been tested on real examples. The existing P&R facilities 
locations, which are already known to be utilized by users, have been taken into ac-
count. For these examples the correctness of location can already be clearly evaluated. 
We have chosen three different examples of P&R car parks for making simulation 
tests.  
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I
D
A
S CM 
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The average 
of CM
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4.1 Test I  

The first example is the P&R located in Warsaw and is called Metro Mlociny. The 
expert has decided to determine the following values of parameters: Imin= 80%, Imax= 
90%, D = 70%, A = 60%, S = 80%, K= 95%, P= 70%.  

The results of calculation of the model are: 

• TCImin = TCImax = 80%, it means that the territorial indicator of location is very 
good in 20% and good in 80%. 

• PQ= 91%, it means that the public transport quality indicator is very good in 64% 
and good in 36%. 

• CMImin = CMImax = 91%, it means that the final indicator of location quality is very 
good in 64% and good in 36%. 

• ACM=91%, it means that the final average indicator of location quality is very 
good in 64% and good in 36%. 

4.2 Test II  

The second example is the P&R located in Wroclaw. The place is called The Anders 
Hill. The expert has decided to determine the following values of parameters: Imin= 
80%, Imax= 90%, D = 30%, A = 90%, S = 20%, K= 40%, P= 70%. 

The results of calculation of the model are: 

• TCImin = 32%, it means that the territorial indicator of location is mediocre in 72% 
and sufficient in 28%. 

• TCImax = 27%, it means that the territorial indicator of location is mediocre in 92% 
and sufficient in 8%. 

• PQ= 80%, it means that the public transport quality indicator is very good in 20% 
and good in 80%. 

• CMImin = 57%, it means that the final indicator of location quality is sufficient in 
72% and in good 28%. 

• CMImax = 53%, it means that the final indicator of location quality is sufficient in 
88% and good in 12%. 

• ACM=56%, it means that the final average indicator of location quality is sufficient 
in 76% and good in 24%. 

4.3 Test III  

The last example of P&R is also taken from Wroclaw and is located at the end of 
Grabiszynska street. The expert has decided to determine the following values of 
parameters: Imin= 60%, Imax= 70%, D = 50%, A = 80%, S = 80%, K= 70%, P= 80%.  

The results of calculation of the model are: 

• TCImin = 82%, it means that the territorial indicator of location is good in 72% and 
very good in 28%. 
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• TCImax = 61%, it means that the territorial indicator of location is good in 44% and 
good in 56%. 

• PQ= 79%, it means that the public transport quality indicator is very good in 16% 
and good in 84%. 

• CMImin = 83%, it means that the final indicator of location quality is very good in 
32% and in good 68%. 

• CMImax = 68%, it means that the final indicator of location quality is sufficient in 
28% and good in 72% 

• ACM=74%, it means that the final average indicator of location quality is sufficient 
in 4% and good in 96%. 

 

Fig. 2. The dependence of TC and CM parameters on the traffic intensity (I) 

The relationship between the changing parameter TC and CM as a function of traf-
fic intensity (I) is presented in Fig.2 and it shows the non-linear nature of the  
phenomenon. This graph can be very helpful for an expert. It can be seen that some 
operations of the system can be noticed only in the graph. In the Test 1 I has no influ-
ence on CM but in Fig.2 it can be seen that such a case occurs at a very short length. 

5 Conclusions 

The developed model correctly evaluates location of the P&R facilities. An important 
aspect of the model is the possibility of examining (jointly and separately) the chosen 
location in two aspects - territorial and public transport. This may be important in 
assessing the place attractive because of its location, but poor in means of transport. 
The inference based on such model allows to determine further actions that will be 
aimed at improving conditions. The communication aspect is more flexible - introduc-
tion of a new bus line or increasing the frequency of running is the operation relative-
ly easy to implement. The proposed method can be used as an aid in deciding about 
the location of P&R car parks in cities of any size. In our opinion, this approach is 
extremely important in the first stage of spatial planning of the structure of communi-
cation based on the P&R system.  

80
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We intend to test the model on more actual examples to confirm the scientific credi-
bility of the model. Additional verification of the fuzzy inference model rules with the 
cooperation with larger group of experts is planned. 

In further research, a parameter of number of parking spaces at the P&R facility 
could be introduced. This is a parameter which may result from the studied attractive-
ness of the place and it must correspond to the size of the influx of users.  
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Abstract. In this paper the neural network controller for quadrotor steering and 
stabilizing under the task of flight on path has been deliberated. The control 
system was divided into four subsystems. Each of them is responsible for set-
ting the control values for controlling position and speed of the quadrotor and 
for steering rotation speed of propellers. The neural network was taught by con-
trol system with standard PID controller. This approach is used for checking 
how neural networks cope with stabilisation of the quadrotor under flight task. 
Simulation results of the neural controller and PID controller working were 
compared to each other. The mathematical model of quadrotor and its neural 
controller were simulated using Matlab Simulink software. In the paper the  
simulation results of the quadrotor’s flight on path of are presented.  

Keywords: quadrotor, control system, neural network, PID controller. 

1 Introduction 

A quadrotor is a flying object (drone) belonging to Unmanned Aerial Vehicle (UAV). 
It has been rapidly developed for a few years by scientists and commercial compa-
nies. This is the reason that this object is being analysed in the scientific literature. 
One of the simpliest flight construction in terms of the mechanical structure is a mul-
ti-rotor. In this paper a quadrotor structure with four motors and propellers is consid-
ered. Most of quadrotors utilize the classical control theory, so they are controlled by 
pro-portional integral derivative-PID controllers. 

PID controller theory and its application in various systems is well described in 
vast literature [1-4]. The procedure of tuning should be done before using PID to con-
trol the object. Changing the point of work (e.g. weight increase), the calibration pro-
cedure should be done again because the former controller settings do not guarantee 
the proper work of control system. Space stability of such an object is not large, rapid 
oscillations and disturbances can often cause loss of balance of such a system. These 
are disadvantages of the PID controller thus one is looking for control methods  
resistant to such changes. 

Scientists consider more advantageous methods of control, such as artificial intelli-
gence algorithms, e.g.fuzzy logic [5-11] or neural networks controllers [12-15]. The 
main advantage of fuzzy logic, in comparison to classical method, is the nonlinear 
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character of controller and the ability to make controller using simple transformation 
of rules expressed in natural language. The good example of this methodology was 
demonstrated in our prior publications [5-9], [12]. In this paper the neural network 
controller for quadrotor steering and stabilizing under the task of flight on path has 
been presented. It allows to analyse how this type of algorithm can be cooperative 
with a flying object as a quadrotor. In the first stage of the study, which is described 
in the paper, the neural network controller was taught on the base of the PID control 
system. In the second stage of the study the learning process is planned to be extended 
to fuzzy control system. 

2 Mathematical Model of Quadrotor 

A quadrotor can be represented as an object with four motors with propellers in cross 
configuration (Fig. 1). Comparing to a classic helicopter, the division of the main 
rotor into two pairs of propellers in the opposite direction removes the need of a tail 
rotor. Usually all engines and propellers are identical, so the quadrotor is a full sym-
metrical flying object. 

 

Fig. 1. The coordinate system of  quadrotor 

The detailed mathematical model we based on, can be found in [2]. Although, for 
clarity the main formulas are presented below. 

The torque moment around Oy axis: 

 = ( − ) (1) 

where b is a thrust coefficient, l is the distance between the propeller's axis and the 
center of mass of the quadrotor and X1, X2 are rotation speeds of propellers according 
to the Fig. 1. As the consequence the angle Θ called pitch can be observed. 

The torque moment around Ox axis: 

 = ( − ) (2) 

where Y1, Y2 are rotation speeds of propellers. As the consequence the angle Φ called 
roll can be observed. 
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The join torque around mass center of quadrotor: 

 = ( + − − ) (3) 

where d is so called drag coefficient. As the consequence the angle Ψ called yaw can 
be observed. The above formulas look quite simple and so they are, thus the quadrotor 
position can be controlled only via propellers rotation speed changes. But these 
changes also have an influence on joint thrust force: 

 = ( + + + ) (4) 

The main effects acting on quadrotor are presented in the system of equations (5). 
It is the simplified model of quadrotor’s behavior according to [2], [4], [8], [9] which 
ignores aerodynamic drags and gyroscopic effects caused by propellers rotation, but 
this model is good enough to model quadrotor 's behavior in hover state and at low 
quadrotor values of speed. 

 

= ( + ) /    = ( − + ) /= ( ) / −                             = [ − + ]/                          = [ ( − ) + ]/                          = [ − + ]/                          
 (5) 

where m is the mass of the quadrotor, g is the gravity acceleration, l is the distance 
between the rotor and center of the quadrotor , Ix, Iy, Iz are the inertial moment along 
proper axes, Φ, Θ, Ψ are roll, pitch and yaw angles, respectively. 

3 Control System 

In this paper we have focused on control moving by the trajectory in two axes (X,Y). 
It is possible by controlling velocity and rotation in all axes. Z axis depends on Tz and 
Fz, changing these variables have a direct influence on velocity. This dependence is 
very simple, so this aspect has been exluded from the paper. Changing RPM for mo-
tors triggers temporary changing of velocity and continuously changing of angular 
velocity (5). It has an influence on continuous changing of angle of a quadrotor, so the 
controller has to check this angle and correct it, otherwise the quadrotor will be rotat-
ed around its axis and an operator will not control the velocity. The study has been 
done for two types of controllers. One of them is based on neural network and PID 
controller and the second one uses only PID methodology. 

In this paper the controller has been divided into three blocks (this is a cascade 
controller (Fig. 2)). The first block has a simple algorithm which allows to fly on 
path. In this block only a proportional part of classic PID controller is used. Similarly,  
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Inputs for neural block are presented in formula (6). 

 1 = ′ −2 = 1  (6) 

4 Simulation Tests 

The mathematical model of a quadrotor is implemented for simulation in Matlab with 
Simulink. In the first step controllers P and PD were tuned. A quadrotor  has many 
dynamic dependent variables so we extract potential Matlab’s simulation and tune the 
controller experimentally. The minimization of integrated square error of velocity is 
an objective function. Research have been made for all axes (X, Y, Z, R). It is shown 
in detail in the paper [12]. The main subject of this paper is a flying on path so the 
authors show results of simulation with control in two axes (X, Y) in this paper. Con-
trol inputs are calculated for a given trajectory of a path.  

The coefficients of simulation model of quadrotor were adopted as in the paper  
[2, 12]: 

• propeller distance  l = 0.23[m], 
• quadrotor’s mass  m = 0.65[kg], 
• drag coefficient  d = 7.5e-7[Nms2], 
• thrust coefficient  b = 3.13e-5[Ns2], 
• inertia moment  Ix = Iy = 7.5e-3[kgm2], Iz = 1.3e-3[kgm2]. 

4.1 The Flight after a Square 

In the first test, the trajectory of a flight path has been defined as a square with sides 
3m. Both controllers, PD and neural have been tested. The simulation results are pre-
sented in the following figures. Proper execution of the task of quadrotor with neural 
controller is shown in Fig. 5. The results for quadrotor with PD controller were very 
similar. The trajectory for both controllers can be considered as satisfactory. 

The difference in the results of the neural control and PID control can be observed 
by analyzing the graph of the changes of the Pk and Rk angles as a function of time. It 
may be noted that the controller based on neural network controls the system softer 
and more smoothly. It can be seen that the changes in the angle of Pk and Rk are less 
rapid. Such control can have a positive impact on the behavior of a flying object, min-
imizing adverse effects on the rapid changes in the value of the motors system. The 
experiment shows that the neural control system reduces oscillations in times of 
change of speed. The graph of the changes of the Pk angle as a function of time for 
both controllers PID and neural is depicted in Fig.6. The results of tests for Rk angle 
were very similar to the results of the changes of the Pk angle. 
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Rk angle as a function of time during the flight after a parabola and sine function path 
for the measuring signal disturbed by a white noise are presented in Fig.8. 

By analyzing the obtained data the earlier experiments [12] can be confirmed. The 
neural controller that was taught on the basis of PD controller can control the flying 
object with less overshoots and oscillations in the event of a noise signal. This feature 
can be seen in the graph of the trajectory of a flight path and Rk angle as a function of 
time under the flight after a parabola and sine function path in Fig.8. 

5 Conclusions 

The simulation tests presented in the paper have shown that neural controller can be 
used for stabilization of flight of a quadrotor. The neural network controller can be 
better than the PID. The presented examples show that quadrotor stabilization with 
the neural controller can reach the set point with lower oscillations than PID control-
ler. Implementing such a regulator in the real flying object should allow to improve 
the stability of the object, as the neural controller better copes with control when 
measurements with noise are given into its inputs. On the basis of the research it can 
be expected that using the neural controller will improve the stability of a flying ob-
ject equipped with inertial sensors. Previous studies have focused on improving the 
signal filtering and using classic PID controller for a quadrotor flight stabilization. It 
seems appropriate to continue studies in the subject of new control algorithms that are 
able to use the measurement data of inferior quality. 

In the next step of research we are going to analyze another neural network config-
urations. It is planned to expand the space of learning data. We want to teach the neu-
ral network on the base of PID controller with different parameters which are chang-
ing according to the work point. Additionally we are going to use fuzzy controller to 
teach the neural network. In the last stage of research it is necessary to make tests 
with the real control system of a quadrotor . 
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Abstract. The process of ensuring security of citizens requires access to infor-
mation from sensors placed in various points of monitoring and data acquisition 
systems. IP video monitoring networks are nowadays the main element of a sys-
tem that combines a variety of software and hardware architectures forming a 
heterogeneous environment. Ensuring implementation of monitoring services 
with a predictable quality level is an important challenge for monitoring  
systems. The paper includes presentation of a QoS platform that offers the pos-
sibility of support for monitoring services based on the information on video 
stream quality parameters. The proposed solution is part of the quality support 
system for monitoring and data acquisition system implemented in the 
INSIGMA project. 

Keywords: video monitoring, reliable transfer, quality of services, heterogene-
ous networks. 

1 Introduction 

Video surveillance systems for many years are used to enhance the safety of citizens 
and the protected objects. With video surveillance, we meet both in public and national 
utility facilities, in places publicly available and in the areas with limited access. Moni-
toring systems are a combination of video recording (sensors), transmitting, storing and 
reproducing devices in one integral unit. They enable the observation of people or ob-
jects in real time as well as the event recording for later analysis. Different kind of 
monitoring services in the technical environment have been described in [1 – 4]. 

As it can be noticed, the process of detection and identification of people and events 
is one of the basic features of modern monitoring systems. A continuous operation 
mode is the characteristic feature of these systems, where a relatively short operation 
break may result in a significant degradation of its efficiency. Requirements for video 
surveillance systems are defined in the field of functional and quality limitations [5, 6].  

                                                           
*  The work has been supported by the European Regional Development Fund within 
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Quality assurance at the network level (QoS - Quality of Service) is extremely im-
portant because it allows prediction of the size of the available bandwidth and the 
level of losses at the application layer. However, this information will only allow a 
fair distribution of bandwidth between the cameras and does not reflect the user's 
requirements on service severability [7]. Thus in the case of video surveillance sys-
tems it is important to consider also the quality at the application layer. The QoS at 
the application layer is defined in ITU-T Recommendation G.1010 and includes pa-
rameters related to the establishing, disconnecting and call-blocking of connection 
[8]. Within this group of parameters, service accessibility and service reliability are 
particularly relevant. They determine the possibility of obtaining on demand services 
in the specified range and under certain conditions, as well to continue it for the re-
quired period. Provision of QoS with respect to network layer and the application 
layer for such systems is a great challenge and requires appropriate QoS platform with 
traffic control mechanisms to handle video traffic transferred through such systems. 

Many QoS-enabled architectures and protocols have been proposed to solve the 
problem of end-to-end quality of real-time video services [9 – 13]. However, the men-
tioned solutions do not take into account the great variability of the available data 
transmission rate and wireless network limitations that are currently an important 
element of monitoring systems. The paper presents a QoS platform, which is com-
posed of streaming server module (STR), resources broker (BB) and client module. 
They are part of a mobile application characterized by the possibility of notification of 
QoS requirements in order to support the implementation of video monitoring  
services with a quality level determined by the user. 

2 Concept of QoS Platform 

The structure of the QoS platform for the monitoring system is based on a standard 
video monitoring network with quality support that is the basis for elaboration of the 
individual QoS modules. Solution that were proposed for the presented platform in-
cludes a signalling subsystem using the modified Real Time Streaming Protocol 
(RTSP), stream admission control mechanism implemented in the STR mobile 
streaming server, BB resources management module and application able to interact 
with the IP QoS network. 

Monitoring network is considered as a set of end terminals, access networks and 
backbone networks. Communication between two end points is realized using pack-
age transmission path for which communication resources are secured.  

QoS mechanisms proposed for use in the monitoring system were designed in view 
of ensuring adequate QoS in networks with limited bandwidth and those with oversize 
backbone. 

In order to implement services with required quality between the monitoring net-
work domains a Service Level Agreement is provided.  

As already mentioned, the proposed QoS supporting platform consists of the QoS-
Aware client application module, STR mobile streaming server and BB resources 
manager (Fig. 1). The QoS-Aware streaming application client is equipped with a 
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dedicated RTSP signalling module allowing transmission of the guaranteed service 
request to STR. Each request contains information on the service class (represented 
by the expected bandwidth) and video stream priority. STR is responsible for inform-
ing the BB manager on the QoS requirements transmitted from the client application. 
The BB manager monitors available resources of the access router output interface of 
the monitoring domain and, according to the QoS requirements transmitted by STR, 
maintains the required resources for the selected video stream. If the resources avail-
able at the BB manager level do not allow handling the new stream, it sends an  
appropriate message to STR.  

Following such an action, the STR server rejects the possibility of handling the 
new video stream in the guaranteed service mode. 

Application with QoS 
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presentation 
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Video data 
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Fig. 1. Functional diagram of the QoS platform 

The above described QoS, with all elements was reflected in the test environment 
and presented in Fig. 2. 

 

Fig. 2. The test environment with elements of the QoS platform implemented 

Because of the fact that nowadays a big emphasis is put on information protection, 
modern monitoring network terminals are required not to pose a threat of interception 
of this kind of information. In this case, loss of confidentiality might occur because of 
using electromagnetic emissions arising during operation of IT devices to intercept 
classified data. In order to protect the private data the monitoring network terminals 
have to be protected using electromagnetic shielding [14]. 
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3 QoS Supporting Elements 

3.1 Modified RTSP  

A signalling system is an essential mechanism used in the process of control assur-
ance and exchange of QoS management information in IP networks, including those 
in which monitoring services are implemented. It can be also seen as an interface for 
implementation of advanced functions related to quality provision in QoS supporting 
networks. In the case of video streaming services, the RTSP is the basic protocol used 
in the process of initiation and implementation of the service. This protocol was used 
in the described platform as the main QoS requests signalling mechanism. As com-
pared to the standard version of the protocol, modifications were introduced that are 
aimed at signalling QoS requirements from the streaming service client level. The 
mentioned modifications includes the possibility of transferring to the STR and, in 
consequence, to the BB as well, information relating to the declared bit rate and 
DSCP class in which the video streaming service is to be implemented. The proposed 
modifications were provided in the part used to describe parameters of the streaming 
session contained in the Session Description Protocol (SDP) complementary to the 
RTSP. The SDP describing client requirements as regards QoS was extended by two 
additional fields recorded in the following form: <b>=<Bandwidth> and <q>=<QoS 
Class>. This makes it possible to signal the requested bandwidth for the selected class 
of services. Resources are reserved by the BB, which then informs the STR on the 
possibility of video streaming initiation in a client-server relation. After completion of 
transmission, the reserved resources are released.  

3.2 Mobile Streaming Server Module 

The video streaming server was created in the form of software application running 
on mobile device with Android operating system. The application that acts as video 
server communicates with the client and resources manager by using the modified 
RTSP. 

Upon receiving a streaming transmission request containing QoS requirements, the 
STR server creates new instance of MediaStream.java class that contains the refer-
ence to Packetizer abstract class. The mentioned reference is filled with data describ-
ing the selected stream data transmission mode. Further, the resources reservation 
process is implemented using classes H263Stream.java, BrokerConnector.java and 
Session.java (Fig. 3). The classes are responsible for acquisition of data on the re-
quired codec bandwidth, transfer of data on bandwidth and services class to the re-
sources manager and control of video stream transmission.  Owing to the said process, 
the BB receives information on the required network resources declared by the client 
and the quality class for the implemented service. In consequence, the BB may re-
serve resources or deny the request in the case of no guarantee of bandwidth appro-
priate for the given class of services. Block diagram of the bandwidth reservation 
procedure is presented in Fig. 3. 



 On Supporting a Reliable Performance of Monitoring Services 279 

 

 

Fig. 3. The algorithm of STS application operation 

3.3 Bandwidth Broker Module 

General architecture of the resources manager module is presented in Fig. 4. The 
manager module is composed of several elements. The resources management module 
is the main element that is responsible for elaboration and making decision on admis-
sion of resources reservation request for implementation. This decision is made based 
on communication with the request control module (AC) and requested parameters for 
transmission of data that the management module receives using the modified RTSP 
signalling from the streaming server. 

The quality parameters are maintained mainly through provision of adequate 
bandwidth for every request as part of the Service Level Agreement between the 
monitoring centre and sensor domains. For this purpose, the following QoS mecha-
nisms implemented in access routers were used: Hierarchical Token Bucket (HTB) or 
Committed Access Rate (CAR). 

The decision on resources reservation is transferred to the resources reservation 
module. This module cooperates with the managed network devices (technology-
dependant layer) using NETCONF [15] or XML-RPC [16]. It also ensures appropri-
ate configuration of traffic handling principles in network devices to provide support 
of appropriate service classes. In the case of positive decision concerning reservation 
of resources, this module reserves those appropriately configuring particular devices 
and releasing them during session closure. 
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Fig. 4. General architecture of BB module 

4 Testing and Results 

Development tests were performed in a test environment similar to that presented in Fig. 
2. In the monitoring domain, 3 streaming servers were launched (mobile user), while 
traffic from these servers was received in client applications in the management center 
domain. The domains are connected over backbone network where tunnel of predefined 
bandwidth is established. The BB manages the bandwidth in the tunnel and distributes it 
resources into defined class of services. Only under this condition we can use our 
mechanism for QoS support. Reasoning about the correctness of network components 
specification as regards data transmission reflecting information from the monitoring 
system is based on a statistical estimation of reliability of the software and hardware 
platform forming the service chain [17]. Products of renowned suppliers of hardware 
and software for both the systems and applications are the components of the QoS sup-
porting platform. Therefore, it appears reasonable to conclude that the specified measur-
ing system is a correct and highly reliable testing environment. 

Access routers in both domains were built based on Linux operating system and 
Quagga software package. The backbone network was constructed based on Cisco 
routers. In a backbone network, data was transferred using priority queuing mecha-
nisms. HTB mechanism in access routers was launched based on its implementation in 
the traffic control package. Communication of the resources manager and the router is 
provided using the XML-RPC protocol. The resources manager application was elabo-
rated using Java language, therefore it can be launched in any node in the domain.  

The streaming server runs on mobile devices equipped with a video camera and 
microphone, operating under Android and a dedicated application. A standard VLC 
programming application [18] is the client receiving the video stream. 

Fig. 5 presents a signalling packets flow diagram between monitoring network 
nodes: streaming client (172.16.1.2), streaming server (192.168.1.101) and resources 
manager of the monitoring domain (192.168.1.100), received on the access router of 
the monitoring domain. In this case, a typical RTSP signalling data exchange is lim-
ited to exchange of information between the server and service client. 
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|Time   172.16.1.2                           192.168.1.101         192.168.1.100
|         |                         |        | 
|0.092    |         RTSP: OPTIONS rtsp://192.168.1.101:8086 RTSP/1.0      | 
|         |(49523)  ------------------------>  (8086) |                        | 
|0.209    |         RTSP: Reply: RTSP/1.0 200 OK  |                        | 
|         |(49523)  <------------------------  (8086) |                        | 
|0.210    |         RTSP: DESCRIBE rtsp://192.168.1.101:8086 RTSP/1.0                   | 
|         |(49523)  ------------------------>  (8086) |                        | 
|0.252    |                         | RTSP/SDP: DESCRIBE rtsp://192.168.1.101 RTSP/1.0 
|         |                         |(41768)  ---------------------->  (6789) | 
|0.691    |                         |         RTSP: Reply: RTSP/1.0 200 OK  | 
|         |                         |(41768)  <----------------------  (6789) | 
|0.844    |         RTSP/SDP: Reply: RTSP/1.0 200 OK |        | 
|         |(49523)  <------------------------  (8086) |                        | 
|0.846    |         RTSP: SETUP 192.168.1.101:8086/trackID=0 RTSP/1.0                     | 
|         |(49523)  ------------------------>  (8086) |                        | 
|2.188    |         RTSP: Reply: RTSP/1.0 200 OK  |                        | 
|         |(49523)  <------------------------  (8086) |                        | 
|2.190    |         RTSP: PLAY 192.168.1.101:8086/ RTSP/1.0                     | 
|         |(49523)  ------------------------>  (8086) |                        | 
|2.195    |         RTSP: Reply: RTSP/1.0 200 OK  |                        | 
|         |(49523)  <------------------------  (8086) |                        | 
|12.733   |         RTSP: TEARDOWN 192.168.1.101:8086/ RTSP/1.0                       | 
|         |(49523)  ------------------------>  (8086) |                        | 
|12.744   |                         | RTSP/SDP: TEARDOWN 192.168.1.101 RTSP/1.0 
|         |                         |(41768)  ---------------------->  (6789) | 
|12.769   |                         |         RTSP: Reply: RTSP/1.0 200 OK | 
|         |                         |(41768)  <----------------------  (6789) | 
|12.812   |         RTSP: Reply: RTSP/1.0 200 OK  |                        | 
|         |(49523)  <------------------------  (8086) |             |  

Fig. 5. A data flow of signalling messages 

In Fig. 5 a change in the signalling process in the form of an additional RTSP 
DESCRIBE package can be observed which, after being received by the STR server, 
transferred to the resources manager is. The structure of the package is shown in Fig. 
6. The figure shows two sections of media description in SDP message, which are 
intended for two transmission directions and included parameters related to the re-
quired bandwidth and quality parameters. 

 

Fig. 6. The structure of the modified DESCRIBE package 

The service will not be run without a confirmation of the possibility of its perform-
ance in the form of RTSP 200 OK package received from the manager. A similar data 
exchange occurs when the service is completed. 

The impact of the proposed modifications on the monitoring service quality, taking 
into account the required quality parameters of video stream, is presented in Fig. 7. 
During testing, a mobile device camera operating with 320x240 resolution was used. 
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The client application performed the video streaming service without the guarantee of 
quality and, in the second case, with the guarantee of the highest quality of services 
(DSCP = EF). It can be noticed that in the absence of quality support, visible artefacts 
(fields marked with red frame) appear in relation to the video with guaranteed quality. 
This allows the conclusion that the provided modifications guarantee the achievement 
of the assumed level of video streaming. 

 

Fig. 7. Comparison of images with quality guarantee (A) and without quality guarantees (B) 

The confirmation of noticeable quality degradation in the absence of QoS support-
ing mechanisms are the results of qualitative tests. During the tests a single impulse 
event measurement method was used (in accordance with ITU-R BT 500-11 [19]).At 
the next figure (Fig. 8) it can be observed that perceived Mean Opinion Score (MOS) 
of video sequences transmitted by streaming server without QoS support decreases 
when a subsequent streaming servers with implemented QoS mechanisms starts 
transmission with increasingly higher throughput.  

When subsequent video streaming servers with QoS functionality starts theirs trans-
mission the available bandwidth decreases rapidly thus reducing the bandwidth available 
for servers that do not support QoS (this effect is visible in Fig. 7B). At the same time, 
the remaining streams are transmitted without any interruption in quality (Fig. 7A). 

 

Fig. 8. The degradation of perceived quality in the absence of QoS supporting mechanisms 
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5 Conclusion 

Results of the tests confirm that the presented QoS platform covering the proposed 
applications and mechanisms allows achievement of video streaming in the monitor-
ing system with a guaranteed level of quality. This is extremely important in particu-
lar in the case of monitoring and data archiving systems in which the access to proper 
quality video sequences may decide on early intervention and precise identification of 
offenders. 
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Abstract. Traditionally, the fault tolerance is a matter of redundancy, where 
hardware components are replicated or additional considerable lines of program 
code are inserted. In spite of the widespread usage even for the basic voted-
groups architectures, the problem of complexity always has to be taken into ac-
count and could lead to decrease system reliability. In this paper the combined 
software and hardware methods to achieve necessary system requirements 
without enlarged implementation price and complexity is proposed. The reduc-
ing of system complexity helps to make up to 50% savings in development life 
cycle stage with higher availability and higher safety. 

Keywords: fault tolerant architecture, redundancy, complexity, Markov model, 
1oo2D, 2oo3, safety. 

1 Introduction 

The challenge to provide safety requirements for systems with critical functions often 
brings to pure redundant design [1]. In railway applications and nuclear power  
plants this approach is widely used because of limited requirements for physical im-
plementation (size, weight, power). Indeed, all controlling systems are placed on 
ground with other station equipment and could be easily replaced with near unlimited 
spare parts.  

As a result, safety approach generally reduced to simple duplicate units, which are 
widely used because of their clear architecture and almost equal software algorithms 
[2, 3]. But as one could see, nature doesn’t have such solutions and even the most 
complicated creatures have only one available decision-making organ within reliabil-
ity assurance system. The Fig. 1 shows principal idea of using redundant units to 
achieve necessary safety and reliability levels [4].  

The picture is elegant, but when it comes into practice, all hidden stones come 
to light. First of all, software cost of data flow synchronization within the system as a 
whole has to be taken into account under functional unit algorithm. Secondly, the 
problem of unit’s coordination and synchronization leads to significant increase of 
data links and even basic voted-groups architectures has a surfeit of wiring.  
And finally, algorithm becomes huge and intricate, where one hardly knows and 
thinks it to be aimless trying to understand how exactly separate part of the system 
works [5]. 
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Fig. 1. Principal idea of using redundant units in safety-related systems 

2 The Causes of Complexity 

Railway safety-related systems very often have one of two commonly used architec-
tures: 2oo3 or 1oo2D (shown in Fig. 1). For example, safety requirements could be 
achieved by quadding (4 units in 1oo2D), i.e. making two units in each channel work 
by pair for the purpose of failure detection. Appropriate Markov models of such ar-
chitectures are presented in Fig. 2 and Fig. 3, where the simplified models of finite 
states of system for overcoming failures are considered. Firstly, the system assumed 
to be in S7 (2oo3) or S10 (1oo2D) states without failures and moves to S1 (2oo3) or 
S9 (1oo2D) states on an entry. In case of failure is detected the system moves to S4 
(2oo3) or S8 (1oo2D) states and this channel is de-energized to perform safety re-
sponse. If second failure is came before first one has been detected the system moves 
to states with two failures S2 (2oo3), S6 or S3 (1oo2D). For all other states the same 
approach is performed. 

The failure rate λ is specified with the aid of standard specifications, while transition 
rates μD (test interval time) and μR (time to replace de-energized unit or time to repair) 
are constant for particular system [6]. As one could see, there are notable numbers of 
states in Markov models, so all transitions within architecture as a whole (in additional 
to core algorithm) have to be taking into account. It means that all possible connections 
between units have to be implemented, continually tested and verified [7, 8]. Our expe-
rience of developing 1oo2D system based on embedded FPGA Stalenergo’s system 
“Strela-10” for signaling and control in railway domain has shown that initial thinking 
of making pure and clear software algorithms becomes real challenge afterwards, when 
unit’s synchronization with all types of breakdowns and recovery has to be properly 
treated [9]. The requirement of necessity of all events being correctly synchronized  
has a big implementation price, especially in heterogeneous embedded systems with 
simultaneously analogue and digital parts maintenance [10]. 
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Fig. 2. Markov model of 2oo3 architecture 

 

Fig. 3. Markov model of 1oo2D architecture 
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Fig. 4. “Strela-10” FPGA unit software functional scheme 

From one hand it’s not a problem due to present-day controllers and computers’ 
capability. But from other hand, such project shows relatively high development ex-
penditures to obtain necessary functional units’ reliability due to complicated soft-
ware where considerable amount of time has to be spent on correcting data flows. As 
a result, nearly 3/4 of “Strela-10” FPGA software was intended for data flow handling 
as shown in Fig. 4 and it’s correlated with informal Gall’s law about complicated 
systems efficiency [11]. Indeed, physically each unit of voted-groups architecture has 
additional 14 data lines to perform complete 1oo2D structure, which all have to be 
correctly synchronized and involved in core algorithm.  

3 Complexity Reducing Statement  

The basic principle of redundancy and fault-tolerance approach works greatly for 
comparably plain applications. But as far as system itself is going to be intricately big 
(like the voted-groups architectures) system reliability becomes a real challenge and 
widespread duplicating approach only makes it worse. On the basis of complexity 
reducing consideration the safety function circuits could be converted to sequential 
form as shown in Fig. 5.  
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Fig. 5. The specification of parallel safety function form (left) and sequential one (right)  

For the preliminary evaluation of parallel safety function it’s assumed that proper 
p∈P or fault q∈Q inputs are used for both units A and B with equal functional soft-
ware and data communication r∈R to implement safety function Z which could have 
an intersection with unsafe output states Z’. For the sequential safety function form 
it’s assumed that inputs is used only for unit C with both diagnostic and data commu-
nication lines R to unit D (shown in Fig. 5).  

Working states where system is operated normally: 

 ( ∀ r,∀ p: Arp=Brp)(X=Y⇒Z)(Z ∧ Z’= ∅ ) (1) 

Working states with fault has not been detected: 

 ( ∀ r, ∃ q, ∃ p: Arq=Brp ∨ Arp=Brq)(X=Y⇒Z)(Z ∧ Z’= ∅ ) (2) 

Nonworking safe states with fault has been detected: 

 ( ∀ r, ∃ q, ∃ p: Arq≠Brp ∨ Arp≠Brq)(X≠Y)(Z= ∅ ) (3) 

Failure states where units’ outputs synchronously have been changed by faults 
(common cause failure case): 

 ( ∃ r, ∃ q: Arq=Brq)(X=Y⇒Z)(Z ∧ Z’≠∅ ) (4) 

If software in parallel architecture is diversified as N-version programming [12], 
then equation 4 should not be used. Failure states where units’ outputs are unsafe and 
equal (safety case issues): 

 ( ∀ r: Aq ⇔ Bq)(X=Y⇒Z)(Z ∧ Z’≠∅ ) (5) 

Software for sequential form is considered to be easier and diverse with C ∧ D= ∅  
equation is assumed. Number of special variables for sequential form is shown below: 

• CD – set mapped functions of C placed in D 
• DC – set mapped functions of D placed in C 

Each unit in the sequential architecture has acceptable set of responses applicable 
to other one. For example, one unit has a set of responses of other one based on its 
safety diagnostic behavior, software timing, etc. 
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Working states where system is operated normally: 

 ( ∀ r,∀ p: Crp ⊆ CD ∧ Drp ⊆ DC)(X=Y⇒Z)(Z ∧ Z’= ∅ ) (6) 

Working states with fault has not been detected: 

 ( ∀ r, ∃ q, ∃ p: Crq ⊆ CD ∨ Drq ⊆ DC)(X=Y⇒Z)(Z ∧ Z’= ∅ ) (7) 

Nonworking safe states with fault has detected: 

 ( ∀ r, ∃ q, ∃ p: Crq ∧ CD≠0, Drq ∧ DC≠0)(X≠Y)(Z= ∅ ) (8) 

Failure states where units’ outputs are unsafe and equal (safety case issues) but is 
very rare to happen due to functional diversity in C and D: 

 ( ∀ r: Cq ⇔ Dq)(X=Y⇒Z)(Z ∧ Z’≠∅ ) (9) 

Altogether, the basic framework could be made of several rules to follow: do not 
duplicate functions, i.e. to eliminate simple redundant approach; self-diagnostics is 
vital, i.e. to implement safety functions as a part of testability; move to interconnec-
tions, i.e. to push forward implementation of safety functions based on indirect fac-
tors; separate tasks, i.e. to differentiate physical functions between units. 

4 Complexity Reducing Methods 

In contrast to multi-chip solutions, in a single chip dual-processor architecture the 
memory sub-system which is shared between the processors becomes a trade-off be-
tween system integrity, memory size and performance [13]. This approach is like to 
put one “black box” into another one and it has a bottleneck performance problem of 
two cores run independently on the same memory and communication sub-systems. 
Such implementation reduces extra hardware wiring, although nonetheless software 
complexity with analogue and digital parts synchronizations remains. 

Further development of safety-related systems could be similar to nature evolution 
with “satellite-type” design, where necessity of redundancy implements as sequential 
algorithm in embedded bundle of diverse units instead of parallel working of identical 
ones [14]. For example, parallel structure of safety-related 1oo2D architecture could be 
introduced as duplication of equal 1oo1D channels, where software includes: kernel 
algorithm part Core, safety-diagnostic part SD, input part In, output part Out, data  
exchange part Data and synchronization part Sync (shown in Fig. 6). 

Each of unit is received equal data from the inputs and managed own part of  
safety output. As one could see, software is implemented with 6 software blocks 
where 15 possible interconnections between all of them have to be mentioned in 
source code.  
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Fig. 6. Parallel software structure of safety-related architecture 1oo1D 

 

Fig. 7. Sequential software structure of safety-related architecture “1oo1S” 

From “satellite” point of view, architecture without unit’s functional duplication 
(let it be “1oo1S”) has reduced software volume and eliminated strong functional 
synchronization between them (shown in Fig. 7). In this case software is implemented 
only with 3 equal (SD, Out, Data) and 2 different (Core, In) software blocks where 
only 9 possible interconnections between all of them are existed. 

Taking into account software and hardware complexity reducing, overall saving in 
development and verification life cycle periods potentially could be up to 50% (by 1/3 
in structure, by 1/5 in software blocks and almost by 1/2 on interconnections). 

Of course, this approach has own weak points lying in additional functional re-
quirements for data exchange between software SD parts which have to analyze func-
tional integrity of units and compensate reducing wiring. The main aim of sequential 
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“1oo1S” architecture is to transform safety functions to additional software intercon-
nections and avoid redundant “black box” implementation. 

Markov model for architecture “1oo2S” is shown in Fig. 8. As it could be seen, 
models of these architectures are equal and have ten states where transitions between 
them are matter of failure entries. At the state S10 all four units (A1, B1, A2 and B2) 
are working properly without failures. 
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Fig. 8. Markov model of sequential architecture “1oo2S” 

The system moves to state S9 when failure has occurred with transition rate 2λ (in-
stead of 4λ as in 1oo2D) due to assumption that satellite units don’t have undetected 
failures, i.e. the coverage of functional testing is took 100% because of its own sim-
plicity framework (clear algorithm, fixed number of inputs and outputs, highly testa-
ble, no software branching, minimal interrupts, etc.). Consequently, the state S9 is 
represented failures in A1 or A2 worker units, which then could be detected with 
transition to S8 state or would have another failure with transition to S3, or being 
moved to potentially danger state S6 if satellite coverage of particular worker failure 
is insufficient. The S8 is de-energized state of one of the channel which than is moved 
to state S10 with faulty units are being replaced. The other states are showed system 
behavior at potentially dangerous circumstances (S2, S4, S5 and S6), with safe reac-
tions (S1, S7 and S8) or interim checking procedures (S3 or S9). The system degrada-
tion 4-2-0 is represented by S10-S8-S7 states where particular conditions for shut 
down channels are described.  
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A numerical example is performed to illustrate the implications of the above results 
to see the relative performance of architectures 2oo3, 1oo2D and “1oo2S” (shown in 
Table 1). The calculation is done for average failure rate λ=10E-5 1/h, test interval 
rate μD= 60 1/h and time to repair μR=0,125 1/h. With sequential architecture “1oo2S” 
where satellite units are forced to simplicity, the higher availability and higher safety 
could be reached comparing to prevalent systems 2oo3 and 1oo2D. 

Table 1. Probability of failure per hour 

Probability 2оо3 1оо2D “1оо2S” 
PD (undetected - dangerous) 8,3E-14 5,6E-14 2,8E-14 
PS (detected - safe) 3,9E-08 5,1E-08 1,3E-08 
P0 (no failures) 0,99976 0,99968 0,99984 

5 Conclusions 

With respect to size and complexity of modern safety-critical application it could be 
assumed, that one way to achieve necessary system requirements without enlarged 
implementation price is design optimization with deletion of sophisticated synchro-
nized function and reduction of execution rates. This paper proposes combined soft-
ware and hardware applying, where up to 50% of life cycle development stage  
savings could be reached and overall system complexity would not exceed the uncon-
trollably high level with necessity of additional time and budget consuming. 

Sequential safety architecture “1oo2S” combines the benefit of 1oo2D and 2oo3 
systems with higher availability and higher safety levels. The price of this innovation 
lies in additional functional requirements to successfully analyzing integrity of units 
running kernel algorithm. As a result of sequential implementation with hardware and 
software simplified units, the higher availability and higher safety could be reached 
comparing to prevalent systems. The additional benefit from such diversity could be 
protection against vulnerability of most common cause failures when software design 
shortcomings or hardware faults are came to light. 
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Abstract. Digital networked systems become increasingly important and per-
form indispensable function in safety-critical systems. However, they are ex-
posed to various networked degradations that affect their reliability which has 
not been widely studied. In this paper, the reliability of such systems is estimat-
ed using event-based Montel Carlo simulation assuming a time-varying model. 
The degradations are described by Markov process and multi-state Markov 
chain subject to uncertainties. A case study is provided to illustrate the efficien-
cy of the proposed framework. 

Keywords: Reliability analysis, digital networked system, event-based Monte 
Carlo simulation. 

1 Introduction 

Digital networked systems refer to a class of spatially distributed digital systems in 
which the communication networks provide data exchanges among controllers, actua-
tors, sensors and other components [1]. There have been many applications of such 
systems in complex and safety-critical systems, including nuclear power plant, vehi-
cle system and chemical plants [2] and [9]. 

However, the communication networks have various performance degradations. 
Transmission delay and packet dropout are the inherent and inevitable types, and have 
been widely studied. The delayed or lost data packet containing output sample or 
control signal jeopardizes the dynamic performances of such a system by forcing all 
subsystems to use delayed or inaccurate information to make decisions [3] and [7]. 

Therefore, it is crucial to establish a model for such systems and develop methods 
to quantify the effects of the two degradations on the reliability. Time-varying model 
based on the Laplace Transform method is proposed to model and analyze the system, 
and it provides reasonably accurate system evolutions as a function of time [4]. 

For a more general description of realistic system, transmission delay and packet 
dropout are considered at both sensor-to-controller channel and controller-to-actuator 
channel simultaneously. Although the problem for such a system with discrete time 
delays has been well studied, there is very little literature on continuous time delays 
which are more of practical significance [5]. In general, the statistic information of the 
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continuous time delay taking values is usually known and the variation range of the 
continuous time delay is available. The lower bound of the delay is not zero and upper 
bound is known as the maximum allowable bound, which ensures the stability of the 
system. Therefore, in this paper, a commonly use Markov process-reflected Wiener 
process is used to model the continuous time delays.  

Multi-state Markov chains subject to uncertainties are used to describe the packet 
dropout. Compared with existing works, it is an improvement and assumes that the 
statistic information of the packet dropout is complete known, and its Markov chain 
only has two states with constant transition probability [6]. However, the statistic 
information on the characteristic of the networked degradation is always inadequate 
or partially unknown. Therefore, the model of packet dropout with a Markov chain 
subject to partially unknown transition probabilities is more practical and general.  

In this paper, the partially unknown transition probabilities are modelled using the 
polytopic uncertainties method. By describing the quantity of packet dropouts be-
tween current period and its latest successful transmission other than the historical 
information of a packet is missed or not, multi-state Markov chain is defined and the 
relationship between adjacent periods can be presented clearly. This model releases 
the assumption that each period is independent of each other [4] and [6].   

It is not a trivial task to derive an explicit reliability function for DNCSs, even 
though we obtain their time-varying model considering networked degradations. Es-
timating the reliability by conducting Monte Carlo Simulation (MCS) on the model 
becomes an alternative and efficient method. The event-based Monte Carlo simulation 
method is most suitable for complex system. The networked degradations are gener-
ated and then used to determine the success or the failure of the DNCSs for one given 
combination of operational requirements. Therefore, the reliability is then estimated 
as a tabulated function of the operational requirements. The result can guarantee the 
estimated reliability to satisfy a given precision [4] and [8]. 

The remains of this paper are organized as follows. Section 2 illustrates the model 
of a typical digital networked system considering degraded communication networks. 
Section 3 presents the analysis of the domain requirements and introduces the Monte 
Carlo simulation for reliability evaluation. Section 4 presents a case study. 

2 Modeling of the System Considering Networked Degradations 

2.1 A Time-Varying Model  

Consider a digital networked control system (DNCS) with degraded communication 
networks in Fig. 1. It has two communication channels with sampling period .  

In the period k, the sensor samples the actual output y  of the systems at the last 
period k − 1 and then sends it to the buffer through the communication networks. The 
controller uses the data packet based on last-in-first-out law: If not packet dropout, the 
buffer can receive the new data packet containing output y , and then the controller 
picks it out as y  and uses in computing the control signal u ; otherwise, the controller 
has to pick up the most recent data packet y N  as y  in the buffer. 
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Fig. 1. DNCSs with transmission delays and packet dropouts 

Thus, the system output  recorded by controller is: 

  = ,             if = 0,      otherwise            (1) 

where  is the quantity of packet dropped at the period k in the sensor-to-
controller channel, which is recorded from the current period k to the last successful 
packet transmission at the period − . 

Thus, for the controller-to-actuator channel, we have the relationship between con-
trol signal  and the control signal  used by actuator which is similar to (1). 

Therefore, the error e  between system control goal and system output of the 
DNCSs recorded by the controller at the period k is = −                           (2) 

where  is the control goal set at period . 
In this paper, the controller uses the Proportion Integration Differentiation (PID) 

control strategy to compute the control signal. Therefore, the control signal  is = [ + ∑ + ( − )]          (3) 

where  is the proportional gain,  is the integral time constant and  is the 
derivative time constant. 

Since the effects of the transmission delays on the DNCSs are more complicated, 
we firstly consider the case without them. As the sensor measures the system output 
every period , the control signal  remains the same during the interval [( −1) , ]. For ≥ 0 , the control signal  can be represented by a sum of steps = + ( − ) ( − ) + ⋯ + ( − ) ( − ( − 1) ) + ⋯   (4) 

where the ( ) is defined as  ( ) = 1,              if ≥ 00,        otherwise. 

We can get the mathematic representation of the  in the complex frequency 
domain U(s) by using Laplace Transform: 
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U(s) = + ( − ) + ⋯ + ( − ) ( ) + ⋯        (5)  

Considering transmission delays  and   in both channels, the time for the 
actuator acting according to the control signal  is ( − 1) + + . The ef-
fects of the transmission delays on the model are introducing a time 
ing  in each period. Thus, (6) is modified as U(s) = + ⋯ + ( − ) (( ) ) + ⋯         (6)  

where  equals to 0 as there is not communication in the sensor-to-controller chan-
nel at the first period. 

Assumed the mathematic model of actuator and plant are GA(s) and GP(s), the  
actual system output Y(s) equals to   Y(s) = U(s)GA(s)GP(s)                        (7)  

Substituting (7) into (8) and applying the inverse Laplace transform, we deduce the 
system output  in time domain as = ( − ) ( − ) + ⋯ + ( − ) ( − ( − 1) − − ) ( − ( − 1) − − ) + ⋯     (8)  

where ( )  and ( )  are the inverse Laplace transform of GA(s)GP(s)  and GA(s)GP(s)/s. 

2.2 Description of Networked Degradations 

In this paper, we consider the continuous transmission delays  and  in both 
channels, showed in Fig. 1. Transmission delays are usually bounded [7]     ≤ ≤ , and ≤ ≤              (9)  

where  and  are lower bound of the delay which is not zero.  and 
 are upper bound. 

We model  and  as Markov process-reflected Wiener process, which take 
values from predefined bounds in (9). According to the reflection principle of a Wie-
ner process based on a symmetry principle, if the path of a Wiener process ( ) 
reaches a bound  (  or ) at time = , then the subsequent path after 
time  has the same distribution as the reflection of the subsequent path about the 
bound. 

This new process is defined in a stronger form as follows: 

                 ( ) = ( ),               for ≤  2 − ( ), for ≥                    (10)  

where ( ) has increments with ( ) − ( )~ √ − (0,1) for 0 ≤ <  and 
 is the power coefficient. In this paper, the time s and t can only take value as . 
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For packet dropouts   and  , they are also generally bounded 0 ≤ ≤ , and 0 ≤ ≤     (11)  

where  and  are nonnegative integers. 
In real applications, the packet dropout can be detected whether the buffer can re-

ceive the data packet before the maximal allowed transmission time.  
The Markov chains take values in = {0,1, … , }  and = {0,1, … , }  with the transition probability matrix = [ ] 

and = [ ], respectively. The transition probability matrix of  (jumping 
from mode  to  ) and  (jumping from mode  to ) are defined as  = Pr( =  | = ) = Pr ( =  | = )                  (12)  

where ≥ 0, , ∈ , ≥ 0, , n ∈ , ∑ = 1 and ∑ = 1. Ac-
cording to the definition, the transition probabilities should satisfy = 0 if ≠ + 1 and ≠ 0 = 0 if ≠ + 1 and ≠ 0. 

We introduce the commonly used polytopic uncertainties method to describe the 
partially unknown transition probability [8].Thus, denote  be the  row of the 
transition probability matrix  (  and  ), which is partially unknown but 
belongs to a convex set with known vertices , ∈ {∑ , ∑ = 1 , ≥ 0}              (13)  

3 Reliability Analysis of DNCSs  

Table 1 summarizes the domain requirements used in the performance analysis and 
improvement of DNCSs. 

Table 1. The description of domain requirements 

Domain requirement Description 

Operational 

Maximal rising time 
The time taken by the system output to increase from a 

specified low value to a specified high value 

Maximal percentage 
overshoot 

The maximal value of the system output minus the 
expected output divided by the expected output 

Maximal settling 
time 

The maximal time elapsed from the application of the 
control goal to the time when the output has entered 

and remained within a specified error band 

Nonfunctional Reliability 
The system ability to maintain expected performance 
in the presence of degraded communication networks 
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Conducting MCS method on the propose model, the failure of DNCSs is deter-
mined by whether the real-time performance satisfies all operation requirements P( = 0) = P(PF >  ∪  PF >  ∪  PF > )       (14)  

where PF stands for the performance of the system output and = 0 means the 
DNCS fails in a simulation. 

We here use the event-based Montel Carlo method to assess the reliability of the 
DNCSs without knowing the explicit reliability function. It has two main parameters-
a precision interval and a percentage of simulations belonging to this interval . When 
a new simulation marked   is conducted, we can determine this simulation fails or 
not by using (14). 

Thus, the reliability of the DNCSs-  is updated, which is determined by the num-
ber of failed simulations and the total number of simulations 

                       = 1 −                            (15)  

If the difference between two consecutive simulations = −  is within 
this interval, the simulation  is effective and the number of simulations belonging 
to this interval  increases 1. When the percentage of simulations belonging to this 
interval /  exceeds a nominal threshold , the simulation is terminated and the 
final reliability of the DNCSs is obtained, with required precision. A precision inter-
val ±2% and  95% of simulations belonging to this interval means that 95% of 

 belongs to ±2% of . 

4 A Case Study  

An industrial heat exchanger system is studied here to illustrate the application of the 
proposed framework. Fig. 2 shows a typical industrial heat exchanger system.  

 

 

Fig. 2. The industrial heat exchanger system 
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4.1 System and Model Description  

The top inlet pipe delivers fluid to be mixed and reacted in the stirring tank. In order 
to promote the chemical reactions, the controller needs to maintain the temperature of 
the tank liquid at a constant value by adjusting the amount of steam supplied to the 
heat exchanger via the control valve. We introduce the subsystems which share the 
information by the communication networks. Details of these subsystems are: 

 Control Valve: is the actuator and implements the decisions from controller, 

with GA(s) is . 

 Heat Exchanger: is the controlled plant with . 
 Temperature Sensor: In our study, a 3-wire PT-100 RTD with a range of -200 to 

600°C is adopted here and samples data every 0.5s. The feedback mechanism is 
unity negative feedback.   

 Electric Boiler: Constant temperature steam is generated at a maximal rate-4 
kg/s with a pressure which oscillates 7 and 10 bar. 

 Controller: the function is to maintain operational requirements in controlling 
the temperature of the fluid in the stirring tank.  

 Communication Networks: adopts the single-packet transmission protocol. 

In this case study, the transmission delays (ms) obtained from historical data are: = 10, = 50, = 20,  = 10, = 40 and = 15. 

Similarity, packet dropouts = {0,1,2}  and = {0,1,2,3}  have partially 
known transition probability matrix. In simulation, we have  

= 0.9 0.1 00.7 0 0.31 0 0  and = 0.85 0.15 0 00.75 0 0.25 00.6 0 0 0.41 0 0 0  

4.2 Reliability Analysis Using MCS Method 

We study the reliability of DNCSs subject to different operational requirements. The 
initial temperature of inlet fluid is 30 °C and the optimal reaction temperature is 
35 °C. The corresponding operational requirements described by Table 1 are: 

• Maximal rising time : the time for the temperature increment rising from 
10% and 90% of the expected temperature increment 5 °C is 9 s;  

• Maximal percentage overshoot : the maximal the temperature increment 
should not exceed 31% of expected temperature increment;  

• Maximal settling time : the time for the temperature increment has entered 
and remained within +5% of the expected temperature increment is 21 s. 

We have computed the parameters of PID control strategy which are = 1.7, = 2.5 and = 2 to satisfy above operational requirements when there are not 
networked degradations. The performances of the industrial heat exchanger system 
are = 5.4s, = 18% and = 20.4s. Thus, the pre-design PID control strate-
gy is able to ensure the quality of the heating process. 
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Fig. 3 shows the real-time performances of the heat exchanger system at one simu-
lation run. The actual performances of the heating process are RT=2.0s,  PO=59% 
and ST=18.5s, which do not meet all operational requirements. Based on Eq. (14), the 
heat exchanger system in this simulation is failed to provide a required heating pro-
cess to ensure a satisfied chemical reaction. Fig. 3 (e) and (f) present the temperature 
increment of the perfect network and imperfect network case. 

 

 

Fig. 3. Real-time performance of the heat exchanger system 

Table 2 gives the reliability assessment of the heat exchanger system subject to differ-
ent operational requirements with a precision interval 2% and 98% of simulations  
belonging to this interval. 0.8311 means that 16.89% of all simulations are defined as 
failures due to not satisfying the operational requirement-maximal percentage overshoot. 

Table 2. Reliability assessment of the system 

Operational 
Requirements 

RT PO ST Total Reliability 

13s,35%,25s 1 0.8331 0.8970 0.8268 

9s,31%,21s 1 0.8153 0.7604 0.7371 

8s, 30%,20s 1 0.8163 0.4252 0.4068 

7s,29%,19s 1 0.7800 0.1900 0.1782 

6s,28%,18s 0.8317 0.8317 0.0990 0.0990 
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5 Conclusion   

This paper proposes a time-dependent model of digital control system with degraded 
communication networks, which well specifies the dependence between control sys-
tem and degraded communication networks. It provides an efficient method to track 
the state evolutions of digital control system. Applying the Laplace Transform greatly 
reduces the computational complexity in modeling and simulation study.   

Monte Carlo simulation based on the proposed model becomes possible without 
knowing exact reliability function. The case study proves the accuracy of the frame-
work and the reliability of system is determined by the networked degradations.  

Future works can aim at the optimal design of the control strategy to improve the 
reliability of the system through the online diagnostic technique. Design of computer 
experiments has great potency in providing a regression model for system which can 
greatly reduce the simulation cost and improve efficiency. 
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Abstract. In the presented paper, the authors’ research work is focused on the 
analysis of maintenance decision making process performance with taking into 
account necessary operational data availability. Thus, in the Introduction sec-
tion, the transportation systems maintenance issues are described. Later, there is 
a comprehensive literature overview in the analysed research area provided. 
This gives the possibility to present the decision making process in the transpor-
tation systems’ maintenance management area. Later, in the next Section, the 
case study for maintenance management processes performance in chosen pas-
senger transportation company is investigated. Following this, the computer 
systems used for operational data gathering are characterised, and the data 
availability is investigated.  

Keywords: maintenance process, decision making, transportation system. 

1 Introduction 

Effective performance of transportation systems needs proper operational manage-
ment performance on the one hand, and adequate maintenance performance determi-
nation on the other. The decision relevance strictly depends on their accuracy and 
dedicated decision time. Moreover, it influences the dependability state of the system 
[3], [25], [55] [60]. As a result, a lot of researchers and publications in the field of 
maintenance decision models and techniques have been published to improve the 
effectiveness of maintenance process (see e.g. [39] for review). 

One of the fundamental issue in the areas of technical systems operation and main-
tenance, both in theoretical and practical ways, is optimal decisions making problem 
which affects the used technical objects state and also influences other participants of 
the performed processes [31]. Optimal strategic decisions regard to e.g. technically, 
organizationally and economically reasonable deadlines for service and repair  
work performance, the residual lifetime of used facilities, long-term practices in the 
context of defined maintenance philosophy or types of performed maintenance  
and operational tasks [32], [26]. Natural way to support this type of enterprise activity 
is the use of computer tools - ranging from data management systems through to  
decision support systems based on Artificial Intelligence techniques implementation 
[4], [33]. 
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However, the proper implementation of maintenance management issues in com-
plex systems (also in transportation systems) performance cannot be done without 
taking into account the available and reliable operational data, which e.g. give the 
information about the state of the system, or the possible consequences of taken deci-
sions [56]. Following this, the presented paper is aimed at performing an analysis of 
the maintenance decision making process being performed in chosen passenger trans-
portation company taking into account the operational data availability. Thus, in the 
next Section, a literature review in the given research area is provided. Later, the 
maintenance decision making process in transportation companies is investigated. 
This gives the possibility to present a case study of chosen transportation company, 
which operates in one of the biggest city in Poland. The analysis is aimed at investiga-
tion of informational flows connected with maintenance management of transportation 
means. The computer systems used during every day operational process performance 
are characterized from the point of view of gathered operational data. As a result, the 
critical analysis of given data from the point of their usage in maintenance decision 
making processes is provided. 

2 Maintenance Management Issues – Literature Review  

In the literature there can be found many definitions of the term of maintenance man-
agement. Following the European Standard PN-EN 13306:2010 [43] maintenance 
management may be defined as all activities of the management that determines the 
maintenance objectives, strategies, and responsibilities and implement them by means 
such as maintenance planning, maintenance control and supervision, improvement of 
methods in the organization including economic aspects. In [15] authors define the 
maintenance management as all maintenance line supervisors, other than those su-
pervisors that predominantly have crafts reporting to them. Following these defini-
tions, maintenance objectives may be classified into five groups [10]:  

• ensuring technical objects functionality (availability, reliability, product quality, 
etc.),  

• ensuring technical objects achieve their design life, 
• ensuring technical objects and environmental safety, 
• ensuring cost effectiveness in maintenance,  
• effective use of resources, energy and raw materials.  

According to Ahmad et al. [1] most of the maintenance research focuses on  
maintenance decision making process. Authors in their work investigated three main-
tenance research categories: maintenance theories, mathematical models and frame-
works (management models), providing a literature review in these areas. As a result, 
in the presented article, authors mostly focus on the third category  – maintenance 
management models. This research category includes tasks connected with the  
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performance of decision-making process, by defining guidelines, procedures, or 
scheduling operation processes [1]. It allows managers to solve problems in a system-
atic way, using many known methods and statistical tools (see e.g. [1], [48]). 

In response to the needs of decision-making in the area of technical objects’ main-
tenance management many models have been developed, which comprehensive over-
view is provided e.g. in works [16], [48]. Moreover, in [49-50] the author presented 
the results of a survey of users of information computer maintenance management 
systems, and pointed out the main elements of systems use in practice.  

The computer systems supporting maintenance management problems are devel-
oped since 1960s [30]. The literature review in the area of decision support systems 
designing and applications issues may be found e.g. in [2], [11-12], [34], [44], [47], 
and [62]. The computerized information systems used to support exploitation proc-
esses performance can be found e.g. in [22]. In this work, authors focused on Belt 
Conveyor Editor performance. The similar problem was investigated in [23], where 
authors focused on the problem of operation planning processes for machinery room. 
The main assumptions and structure of the system for supporting operating, repair and 
modernisation decisions for the steam turbines was given in [27]. The example of 
decision support system implementation in the area of aviation maintenance can be 
found in [61]. The model was based on Fuzzy Petri Nets use. The example of decision 
support system implementation for supporting the management of railcar operation 
was given in [6]. In work [37], the expert system for technical objects’ reliability 
prediction  with the use of EXSYS Professional system was developed. The similar 
problem for production system performance planning was also investigated  
in [24]. The problems of diagnostic processes supporting  are analysed e.g. in works 
[51] and [63]. 

In the area of passenger transportation processes performance, the decision support 
systems issues being analysed in the literature regarded to e.g. timetable adjustments 
(e.g. [35]), scheduling means of transport maintenance activities (e.g. [17]), transpor-
tation system planning process supporting (e.g. [7], [18]), traffic control (e.g. [40-
41]), transport system operation information modelling (e.g. [36]), or transportation 
system safety during emergencies (e.g. [59]). 

Moreover, the decision making process in the analysed research area is usually a 
multi-criteria problem [52]. The most often used methods which support the perform-
ance of maintenance management decision systems include:  

• Analytic Hierarchy Process implementation (e.g. in works [5], [57]), 
• knowledge based analysis (e.g. [29]), 
• neural networks implementation (e.g. in [19], [58]), 
• Fuzzy Logic implementation (e.g. in [46]), 
• Bayes theory use (e.g. [8]), 
• Petri nets implementation (e.g. [21]). 
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3 Maintenance Decision Making Process in Transportation 
Companies 

Transportation system is a system in which material objects are moved in time and 
space. Thus, the function of transportation is to execute the movement of people and 
goods from one place to another in a safe and efficient way with minimum negative 
impact on the environment [14]. Following authors of the works [14], [28], a transpor-
tation system is a very complex one with different functional characteristics depend-
ing on medium of movement, particular technology used and demand for movement 
in the particular medium. Aspects of these modes are e.g. vehicle, the way, control of 
the system, the technology of motion, intermodal transfer points, payload, drivers and 
pilots. As a result, the main decisions in transportation systems may be classified into 
three groups [14]: 

• maintenance tasks which includes the definition of maintenance strategies of trans-
portation infrastructure, system elements, or operation control systems, 

• technical systems safety tasks (e.g. protection from hazard occurrence, unwanted 
events consequences avoidance), 

• transportation tasks performance (transportation processes management), 
and three major areas which include [14]: 

• identification of components of a system, 
• identification of activities involved in putting a transportation system in place, 

from planning to operation and maintenance, 
• identification of issues that may not be included in a transportation decision-

making processes, although they may be affected by decisions. 

Taking into account these considerations, and based on the Fig. 1, where the trans-
portation system with its exploitation system elements is illustrated, the maintenance 
management of transportation systems may be defined as effective performance of 
transportation tasks consisting in 1) the selection of means of transport in quantita-
tive and structural way, 2) their operation and maintenance according to the intended 
specification, 3) continuous maintenance of operational readiness, by monitoring 
changes in the technical status and by conducting technically and economically rea-
sonable replacement/repair of used vehicles, maintenance materials and spare parts. 

According to this, the model of transportation system (MST) requires four basic 
properties implementation, which are: the structure, characteristics of elements of the 
structure, transportation flows and organization [20]: 

 MST = , , ,  (1) 

where: 

G – transportation system structure graph  
F – set of functions defined over structure graph elements  
P – volume of transportation tasks/cargo or persons flow  
O – transportation system organization 
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Fig. 1. Transportation system and its exploitation system’s elements Source: Own contribution 
based on [9], [17], [20], [31], [42], [53] 

The decision making process includes three steps, information gathering and 
analysis, available decisions definition, and optimal solution choice [45]. Exploitation 
decision-making process should be considered in the multi-aspect context, because 
decisions can regard to both, simple service and repair work for technical objects, as 
well as complex and multi-dimensional problems of determining the long term main-
tenance policy for analysed company [31]. In the area of transportation means’ ex-
ploitation performance, the main decision process elements are presented in Fig. 2. 

Following this, based on the literature where the maintenance decision making 
models are developed (see e.g. [1], [10], [31]), the exploitation decision making 
model (EDM) for transportation systems can be defined as a function of: 

 = , , ,  (2) 

where: 

Xin  – input parameters, which include: 

 = , , ,  (3) 

where: 

OS – operational strategy 
MS – maintenance strategy 
ES – exploitation structure (e.g. infrastructure, human resources, materials) 
EP – exploitation policy (guidelines for the evaluation of the exploitation proc-

ess performance) 
Xout  – output parameters: 
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 = ,  (4) 

where: 

PD – process decision (maintenance or operational decision) 
EA  – exploitation activity (maintenance or operational activity) 
Y  – measures of decision making process quality 
z  – relation: Xin →Xout 

 

Fig. 2. Decision process in the area of transportation means’ exploitation performance Own 
contribution based on [13], [31], [38] 

Following these considerations, in the next Section there is analysed the chosen 
passenger transportation company’s informational flows connected with maintenance 
management of transportation means. 
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4 Case Study 

In the presented paper authors focus their research analyses on the municipal transport 
services provided by a common carrier, which operates in one of the biggest city in 
Poland. This company employs around 2000 workers in various positions from  
human resource, research department to transport and operation department. The 
company transports nearly 200 million passengers per year and has about 300 buses. 
During the year, the buses are passing about 34 million kilometres on the bus network 
which covers the most area of the city and is supplemented by two service depots. 

To achieve daily effectiveness and continuous performance of passenger transpor-
tation tasks, maintenance and operation management plays an important role to mini-
mize the failures and other hazard event occurrence. Following this, there can be  
analysed the main means of transport maintenance tasks performed in the company. 
There can be defined two main types of maintenance tasks: 

• daily maintenance – activities performed daily by the driver to ensure technical 
readiness of the buses, 

• periodic maintenance – specific actions to take when a bus reaches defined time 
between maintenance action performance and activities performed before winter 
and summer times. 

During the daily service performance, the driver is responsible for checking in the 
bus the following: 

• the level of exploitation fluids (including fuel and engine oil levels), 
• efficiency of fire suppression system for engine compartment, 
• tire pressure and their condition, 
• brakes, 
• exterior and interior lighting, 
• efficiency of all electrical devices, 
• cleanliness of windows, external cleanliness of the vehicle and passengers area, 
• fire extinguishers validity, 
• vehicle and operational documents completeness.  

In the case of periodic maintenance performance, the type and quantity of in-
spected vehicle’s elements depend on the type of maintenance action performance 
(resulting from travelled kilometres or season). The list of maintenance activities also 
results from the service manual which has been prepared by a producer for every bus.  

4.1 Computer Systems Used in the Area of Maintenance Management and 
Types of Gathered Data  

Recently, the company has implemented a package of IT solutions, which are aimed at 
improving its main and supporting processes performance. The investments concerned 
in particular the passenger information system implementation. Moreover, there have 
been developed and bought Internet service passenger system, systems for logistics 
warehouses and purchasing activity of the company, exploitation processes of the vehi-
cles (mainly buses) and measurements of vehicles filling up with passengers.  
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The measurements area for the buses operational and maintenance process per-
formance is supported by two main computer systems, which gather data on the basis 
of units being installed in vehicles. The first of the analysed systems collects data 
which regard to buses operational and maintenance processes. The second one records 
passenger movement (getting in/out at the bus stops).   

In the computer system which supports maintenance management, there can be 
identified the exemplary software modules which collect data about: neutral gear use, 
engine working hours, rapid acceleration and braking, drivers login time, power sup-
ply voltage, low level of oil pressure in the engine, or fuel consumption. The exem-
plary window screen of this computer system is given in the Fig. 3. 

 
Fig. 3. The exemplary window view of Sims System 

In the set of data being gathered in the computer system, one may distinguish in-
formation which are relevant to the maintenance management process performance, 
monitoring information of additional equipment and some information which are 
useless from the point of view of vehicle operation performance. The comprehensive 
analysis is presented in the Table 1.  

Additionally, there is generated in the system a detailed report concerning: 

• the number of sudden braking use (also per 100 km), 
• the number of sudden acceleration (also per 100 km), 
• the number of exceedances of engine rpm (also per 100 km), 
• the maximum engine rpm below the acceptable level, 
• maximum speed, 
• fuel consumed by the engine during transportation task performance, 
• working time in neutral gear, 
• the percentage of engine working beyond the permissible range, 
• the percentage of working time in neutral gear, 
• the average fuel consumption, and the average fuel consumption per time unit [l/h]. 
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Table 1. Analysis of gathered data taking into account their potential use in maintenance 
management performance 

Gathered data 
Main-
tenanc
e data 

Opera-
tional 
data 

Moni-
toring 
data 

Useless 
data 

Working time on neutral gear  X   

Time of ticket counters  locking   X  

Engine working time during stoppage  X   

Driving style of drivers analyses X X   

WEBASTO use analyses  X X  

Accelerating/breaking analyses X X   

Travelled distance, time and fuel consumptions analyses  X   

Frequency of use of the horn   X  

Air conditioning working time   X  

Drivers login to the system and working parameters analyses X X   

Power supply voltage analyses  X X  

Oil pressure analyses X X   

Lowering the floor of the vehicle X  X  

Analysis of time, travelled distance and fuel consumption during 
engine working time 

 X X  

Analysis of speed limit exceedance X X   

Analyses of time, travelled distance and level of engine rpm 
exceedance 

X X   

Analyses of time, travelled distance and level of temperature 
exceedance  

X X   

Switching on the “stop on demand” and number of bus stopping  X X  

Time and distance travelled during the course, GPS status  X X  

Advertisement availability    X 

Fuel level analysis X    

The inclusion of key switch, activation time   X  

On-board computer state   X  

Turn on and turn off the lights, the type of lighting X  X  

Date refueling, the amount of fuel refueled  X   

Breaking use analysis X X   

Retarder use analysis  X  X  

Fuel consumption analysis, distance travelled X X   
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4.2 Maintenance Analyses Performance in the Chosen Company  

Taking into account the types of data being gathered by the computer systems, and 
following the literature in the maintenance management research area, there can be 
defined the types of maintenance and operation analyses in the chosen company, e.g.: 

⇒ fuel consumption divided into :  
• maximal, minimal, average fuel consumption,  
• fuel consumption per bus/driver/ network route/ performed course,  

⇒ driving style of  drivers which takes into account the following: 
• maintenance of average speed per vehicle/network route/performed course, 
• rapid acceleration and braking, 
• road being passed in the neutral gear, 
• average fuel consumption per vehicle/ network route/ performed course, 
• exceeding the engine rpm, 

⇒ punctuality of performed courses per driver/ network route/ course/vehicle, 
⇒ network route/course requirements which include especially: 

• number of bus stops and number of bus stops “on demand”, 
• average fuel consumptions per specified course, 
• engine working time, 
• rapid acceleration and braking per driver, 
• punctuality of specified course finishing, 

⇒ vehicle load taking into account the information included in detailed report, 
⇒ passenger flows intensity taking into account: 

• maximal, minimal and average passenger transportation per network 
route/course, 

• maximal, minimal and average passenger flow between bus stops. 

Moreover, there is also possible carrying out the relevant cause and effect analyses. 
The exemplary ones are connected with the influence analyses of: 

• driving style of the driver on vehicle’s average fuel consumption, 
• driving style of the driver on course performance punctuality, 
• driving style of the driver on vehicle’s failure rate, 
• driving style of the driver on vehicle crash risk occurrence, 
• type of performed network route on the number of rapid acceleration and 

braking and maximal speed level. 

The presented above types of possible analyses regard to the performance of sin-
gle- and multi-criteria analyses. Their results should be used in operational and main-
tenance planning processes performance for: 

• vehicles periodic maintenance actions planning (required inspections, re-
pairs, replacements and conservations), 

• daily maintenance actions planning (requirements connected with daily in-
spection of chosen elements, notifications of recorded errors), 

• transportation tasks scheduling (vehicle selection and drivers assignment for 
network route/courses performance). 



 Maintenance Decision Making Process 315 

 

5 Summary 

Increasingly higher demands of the market for the service quality, flexibility and 
timeliness of transportation processes are making ever greater challenges for mainte-
nance managers responsible for continuous operation of means of transport in road 
passenger transport companies. Presented in the article example clearly shows that 
decisions taken in the area of planning processes related to the maintenance and oper-
ation of large fleet of vehicles requires including a growing number of factors and 
conduction of extensive analysis on the current exploitation of vehicles. For this rea-
son, managers need strong support in providing the necessary information from the IT 
systems that will provide their information needs. However, in order to fully exploit 
the potential of the data collected, it is necessary to determine their completeness and 
to define the range of needs of analysis used by managers in the decision-making 
processes. These activities may be supported by the maintenance management con-
trolling system whose task is to assist managers in planning, control and information 
supply. For this reason, the concept of maintenance management controlling intended 
for road passenger transport companies is the subject of further research conducted by 
the authors.  

The presented article is the continuation of authors’ research works presented e.g. 
in [54], where author focused on the issues connected with maintenance management 
processes performed in the chosen transportation company. 
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Abstract.  The effective reuse of design assets in safety-critical Software Prod-
uct Lines (SPL) would require the reuse of safety analyses of those assets in the 
variant contexts of certification of products derived from the SPL. This in turn 
requires the traceability of SPL variation across design, including variation in 
safety analysis and safety cases. In this paper, we propose a method and tool to 
support the automatic generation of modular SPL safety case architectures from 
the information provided by SPL feature modeling and model-based safety 
analysis. The Goal Structuring Notation (GSN) safety case modeling notation 
and its modular extensions supported by the D-Case Editor were used to im-
plement the method in an automated tool support. The tool was used to generate 
a modular safety case for an automotive Hybrid Braking System SPL.  

Keywords: Product lines, certification, modular safety cases, reuse. 

1 Introduction 

Safety cases are required by certification bodies for developing automotive, avionics, 
and railway systems. Safety standards like ISO 26262 [1] and EUROCAE ED-79A 
[2] require the use of safety cases. Software product lines (SPL) have been used in the 
development of automotive [3] and avionics [4] systems, reducing the development 
effort. Ideally, safety analysis and safety cases should be treated as reusable assets in 
safety-critical SPLs. Such reuse of pre-certified elements would reduce re-
certification effort contributing to modular and incremental certification. We refer to 
that concept as modular certification and we argue that it can provide means of deal-
ing effectively with the impact of changes caused by variation of features in products 
within a SPL. Note that modular certification has already been shown effective in 
handling changes in the certification of a system as it is updated through its life [5].  

Research in SPL provided a number of systematic approaches for managing the 
impact of variations in changing the system architecture by means of feature and con-
text models [6]. A feature model captures the main system functions offered for reuse 
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in a SPL. A context model captures information about the physical, operating, sup-
port, maintenance, and regulatory environment of SPL products [7].  

Clearly, each product within a safety-critical SPL would need a safety case that re-
flects its specifics characteristics. For such safety cases to be produced efficiently, 
variation must be traced transparently in feature and context models across SPL de-
sign and safety analyses [7][8]. Information like hazards, their causes, and the allocat-
ed safety requirements (derived from the hazard analysis) may change according to 
the selection of SPL variation in feature and context models in a particular product 
[7][8][9]. Such variation may also change the structure of the product safety case. 
SPL variability management tools and techniques like Hephaestus [10] and 
Pure::variants [3] can be used to manage feature and context variations in SPL design 
and safety analysis assets by means of definition of the configuration knowledge. 

There exist numerous methodologies and tools for semi-automated model-based 
safety analysis that can be adapted for SPL design. One of these tools, HiP-HOPS 
(Hierarchically Performed Hazard Origin & Propagation Studies) [11] provides Fault 
Trees Analysis (FTA), Failure Modes and Effect Analysis (FMEA), and safety re-
quirements allocation information that are mostly auto-generated and could potential-
ly be used to inform a safety case. However, the direct translation of such information 
to safety arguments would very likely result in monolithic safety arguments which 
may lack structure and not help to identify the arguments and evidence for specific 
elements of the system architecture. So, while it would be useful to exploit the safety 
analysis assets provided by model-based safety analysis, one would need to find a 
‘clever’ way to argue the internal stages and nuances of the argument.  

In order to support the reuse of safety arguments, a modular SPL safety case archi-
tecture could be built in a way that reflects the typical system decomposition into 
more refined subsystems [5][12]. Thus, it would be possible to identify the properties 
(i.e. goals, sub-goals, and evidence) required by individual safety case modules. The 
establishment of a modular safety case requires the identification of boundaries (i.e. 
stopping points) in the system architecture to guide the rationale of decomposing the 
safety case into argument modules [5]. Feature and context models can provide such 
stopping points. These boundaries can be used to establish the structure of the argu-
ment modules and interdependences between them according to the following well-
established software architecture principles: High Cohesion/Low Coupling, Divide 
and Conquer, Extensibility, and Isolation of Change (i.e. Maintainability) [12]. 

GSN [13] and CAE (Claim, Argument, Evidence) [14] are two notations largely 
adopted by industry and are both applicable for modular safety cases. GSN patterns 
[15] and modular extensions [8] support the development of reusable modular safety 
case architectures. Existing safety case modeling tools such as D-Case Editor [16] and 
ACEdit [17] support GSN and its modular extensions and provide an Eclipse-based 
graphical editor. Particularly, D-Case implements a formal definition of safety case 
modeling language based on GSN and its extensions. 

Although earlier work has partly addressed SPL safety assessment [7] and safety 
case development [8], there is still a need to automate the traceability of SPL variation 
starting from architectural models to support the generation of a modular safety case 
architectures addressing product lines. In this paper we propose a novel approach 
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supporting largely automated generation of modular and reusable safety arguments 
from system models and safety analyses. Section 2 presents the proposed method to 
support the generation of modular safety cases and its instantiation in a tool support, 
Section 3 discusses a case study and Section 4 presents the conclusion. 

2 The Proposed Method 

The production of a modular SPL safety case requires the traceability of SPL feature 
and context variation across architecture and safety analyses. Habli’s SPL safety 
metamodel [7] can support such traceability. It includes abstractions to represent SPL 
variation in feature and context assets and their impact on the hazards, their causes, 
and the allocated requirements. The metamodel also describes the relationships be-
tween SPL variation and assurance assets (e.g. safety argument elements in GSN). 
The provision of automated support for this metamodel can facilitate the automatic 
generation of modular product line safety cases. In the following we present a method 
to create support for automatic generation of modular safety cases from a number of 
inputs which include: the SPL safety metamodel [7], the safety case modeling nota-
tion metamodel (e.g., D-Case [16] GSN metamodel) and safety case patterns [15][18].  

The safety metamodel specifies core and variant system and contextual assets. It 
also captures the association between functional, architectural, and component-level 
failures with specific SPL assets specified in the product line context, feature and 
reference architecture models. These relationships are captured in a Functional Failure 
Model (FFM), an Architectural Failure Model (AFM), and a Component Failure 
Model (CFM). The three models support explicit traceability between development 
and safety assessment assets. The FFM captures the impact of contextual and func-
tional (i.e. feature) variation on the SPL functional failure conditions, their effects, 
and allocated safety requirements. The AFM records the impact of contextual and 
design variation on the SPL architectural failure modes and safety requirements. The 
AFM also produces the failure mode causal chain and derived safety requirements 
contributing to the functional failure conditions previously captured in the FFM. Fi-
nally, the CFM records the impact of design variation on component failure modes, 
their effects, and means of mitigation (i.e. specific safety requirements). Details of 
these models can be found in [7]. In our approach, model-based development, safety 
analysis, and SPL variability management tools provide the information required to 
instantiate the SPL safety assessment metamodels. The modeling and analysis infra-
structure of such tools, together with the D-Case GSN metamodel, and safety case 
patterns [15][18] are then used to auto-generate SPL modular safety cases.  

Fig. 1 presents the structure of the proposed method in an UML activity diagram. 
Functional Failure Modeling requires the feature/instance model (i.e. FM or IM), and 
the system model (SMDL) as inputs to produce instances of FFMs. The Design of 
Modular Safety Case step requires the following inputs: FFMs, the SPL feature model 
(FM), Safety Case Modeling Notation and its metamodel to produce the structure of 
the safety case architecture. Architectural Failure Modeling requires the FFMs  
produced in the earlier step, fault trees (FTA) and requirements allocation (RAL)  
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Fig. 1. Method to support automated construction of modular product line safety cases 

information provided by model-based safety analysis to generate instances of AFMs. 
Component Failure Modeling requires FMEA information provided by model-based 
safety analysis as input, producing instances of CFMs as outputs. Finally, the Argu-
ment Module Design step generates the internal details of each argument module of 
the safety case architecture from the information provided by AFMs, CFMs, safety 
case architecture, Safety Case Modeling Notation and its metamodel.  

A tool architecture was developed to support the method presented in Fig. 1 and it 
is illustrated on Fig. 2. Certain SPL assets provide inputs in this architecture instanti-
ating FFM, AFM, and CFM models: the system model annotated with safety/hazard 
analysis data provided by the MATLAB/Simulink and HiP-HOPS (i.e. SMDL in Fig. 
2); the feature model (FM), the instance model (IM), and configuration knowledge 
(CK) provided by the Hephaestus/Simulink variability management tool; and the fault 
trees (FTA), FMEA, and requirements allocation (i.e., RAL) generated by HiP-HOPS. 
The D-Case GSN metamodel and safety case patterns were used to organize the struc-
ture of the modular safety case and product-based arguments for each SPL feature and 
its variation. It is important to highlight that other tools can be used to develop other 
instances of a similar tool support. The method presented in Fig. 1 is general and can 
be applied manually or with the use of a set of different tools. The specific set of tools 
used in this paper is discussed below. 
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Fig. 2. Modular product line safety case tooling support 

2.1 Functional, Architectural, and Component Failure Modeling 

A product line variability management tool, in this case Hephaestus/Simulink [10], 
provides the specification of the SPL feature model (or instance model in product 
derivation), and the configuration knowledge, i.e., it describes the mapping between 
SPL features, and the design elements of the system model by associating component 
identifiers with feature expressions. A model-based development environment, in this 
case MATLAB/Simulink, provides the specification of the design elements of the 
system architecture. HiP-HOPS [11] was used in this work to annotate the system 
model with hazard/safety analysis information describing the system hazards, their 
causes, allocated  safety requirements, and the failure logic of each design element. 
To obtain the necessary information for mapping SPL features, system model ele-
ments, and hazard/safety analysis data in the tool support, parsers were implemented 
for the SPL feature model (FMIMParsers), and configuration knowledge (CKParser) 
using the Java XStream1 XML library. A Simulink parser for Java2 was used to obtain 
information about the structure of the system model and its safety annotations. From 
the information provided by these parsers, the mapping between SPL features, design 
elements, and hazards is obtained by instantiating FFMs. This information is further 
used to provide instances for the SPL functional failure model (FFMPackage).  

The HiP-HOPS tool provides fault trees, FMEA analysis, and allocation of safety 
requirements to architectural modules in the form of Safety Integrity Levels (in this 
case Automotive SILs or ASILs as our case study in an automotive system) in a XML 
file. This file contains the information about the failure mode causal chain of  
each SPL hazard, and the requirements allocated to each failure mode involved in the 

                                                           
1  XStream: http://xstream.codehaus.org/ 
2  Simulink Library for Java: https://www.cqse.eu/en/products/ 
simulink-library-for-java/overview/ 
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causal chain. The mapping between features, system model elements, and system 
hazards obtained in FFM is used together with HiP-HOPS analyses to instantiate the 
product line AFM. Parsers were developed to manipulate the fault trees (FTAParser) 
and requirements allocation (RALParser) generated by HiP-HOPS. These parsers are 
used together with the mapping between features and Simulink model elements to 
instantiate the SPL architectural failure model (AFMPackage). 

CFM complements the product line AFM with a component-level view of the fail-
ure behavior of the system. CFM describes the local effects of a component failure 
mode, i.e. effects occurring at the boundary of the component, typically its outputs. 
FMEA generated by tools like HiP-HOPS provides the information required to instan-
tiate the CFM. The developed tool reads this information (via FMEAParser) and  
instantiates the CFM elements (CFMPackage).  

2.2 Design of Modular Safety Case Architecture 

We describe how to represent the SPL variation expressed in the feature model using 
modular GSN [13], and how to use the D-Case tool GSN metamodel to design the 
architecture of a modular safety case. Czarnecki et al. [19] have provided abstractions 
to represent relationships between features such as inclusive-or (1-n), exclusive-or  
(1-1) features, and exclusive-or with sub-features (0-n). Fig. 3 shows how to specify 
variation expressed in the feature model into the design of a GSN modular safety 
case. Argument modules arguing the safety of mandatory features (Fig. 3a) is ex-
pressed by a top-level argument module connected to a module ‘A’ via the ‘supported 
by’ relationship (Fig. 3b). The multiplicity of such arguments capturing multiple oc-
currences of a mandatory feature can be represented by means of the ‘supported by’ 
relationship with a filled circle (GSN multiplicity). An argument module arguing the 
safety of an SPL optional feature (Fig. 3c) is represented in GSN by connecting the 
top-level argument to the optional module ‘B’ using the ‘supported by’ relationship 
with an empty circle (Fig. 3d). Argument modules arguing the safety of SPL features 
involved in inclusive-or (at least 1), exclusive-or (0 or n), or exclusive-or (1 of n) with 
grouping relationships (e.g., Fig. 3e) is encapsulated in GSN contracts (Fig 3f). The 
GSN optionality extension (i.e. choice) is used to connect the contract module to each 
argument module involved in a grouping relationship. Safety case modeling tools 
such as the Eclipse-based D-Case Editor [16] and ACEdit [17] provide implementa-
tions for the GSN metamodel, covering its patterns and modular extensions [13]. In 
the implementation of the method in the tool presented on Fig. 2, the D-Case GSN 
metamodel (i.e., Safety Case Modeling Notation and Metamodel) was used for devel-
oping the mechanism to automatically generate a modular safety case architecture. 
Initially, the tool (i.e., MSCDPackage) generates a top-level argument for the root 
feature, i.e., the feature representing the product line. Next, argument modules are 
created for each mandatory, optional, and grouping of features. The heuristics pre-
sented in Fig. 3 have also been applied to generate the structure of the modular safety 
case. Thus, an argument module has been created for the root feature of a group. This 
module is further connected to a GSN contract that encapsulates optional and alterna-
tive argument modules from the root argument module. At the end, a modular safety 
case reflecting the product line feature model decomposition is obtained. 
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Fig. 3. Variability modeling in modular GSN and HBS-SPL feature model 

2.3 Argument Module Design 

This step delivers the internal structure of each argument module arguing the safety of 
SPL features and their variants. The mapping between SPL features, architecture, 
component and safety analysis data provided by functional, architectural, and compo-
nent failure models is used to auto-generate the claims that compose feature-specific 
safety arguments. All these information together with the D-Case GSN metamodel are 
used as input for implementing the mechanism to auto-generate the internal structure 
of feature-specific argument modules in the tool support (i.e., AMDPackage). The 
Hazard Avoidance pattern [15] and Weaver’s ‘Component Contributions to System 
Hazards’ pattern catalogue [18] have also been used to structure each feature-specific 
argument. Specifically, the Hazard Avoidance pattern is used to decompose the argu-
ment over the mitigation of system hazards associated to a particular feature. The 
Component Contributions to System Hazards pattern catalogue is used to decompose 
the arguments over the mitigation of the system hazards into arguments arguing the 
mitigation of each component failure mode contributing to the failure of a feature.  

The relationships between SPL features, hazards, and allocated safety requirements 
provided by the functional failure model were used for arguing the mitigation of the sys-
tem hazards associated with each SPL feature. The relationships between failure mode 
causal chains and design assets captured in the AFM, and the relationships between com-
ponents, failure modes, and effects captured in the CFM have been used for arguing the 
mitigation of each component failure mode associated to a particular feature. 

3 Case Study 

The method and tool developed in this work was used for auto-generating a modular 
safety case architecture for a Hybrid Braking System automotive product line (HBS-
SPL). The HBS-SPL is a prototype automotive braking system SPL designed in 
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MATLAB/Simulink. HBS-SPL is meant for electrical vehicles integration, in particu-
lar for propulsion architectures that integrate one electrical motor per wheel [20]. The 
term hybrid comes from the fact that braking is achieved throughout the combined 
action of the electrical In-Wheel Motors (IWMs) and frictional Electromechanical 
Brakes (EMBs). One of the key features of this system is that the integration of IWM 
in the braking process allows an increase in the vehicle’s range: while braking, IWMs 
work as generators and transform the vehicles kinetic energy into electrical energy 
that is fed into the powertrain battery. IWMs have, however, braking torque availabil-
ity limitations at high wheel speeds or when the powertrain battery is close to full 
state of charge. EMBs provide the torque needed to match the total braking demand. 
HBS-SPL components can be combined in different ways according to the constraints 
specified in the HBS-SPL feature model presented in Fig. 3g. The feature model was 
designed using the cardinality-based notation [19] and the FMP3 modeling tool. The 
HBS-SPL feature model includes wheel braking alternative features: Brake_Unit1 and 
Brake_Unit2 front wheels braking, Brake_Unit3 and Brake_Unit4 rear wheels brak-
ing aimed to provide the braking for each wheel. The Hephaestus/Simulink variability 
management tool was used to manage the variation in HBS-SPL design and safety 
analysis assets. Thus, the mapping between SPL features and these assets has been 
specified in the configuration knowledge. 

3.1 HBS-SPL Hazard Analysis 

SPL hazard analysis was performed in HiP-HOPS from the perspective of the follow-
ing product configurations: HBS four wheel braking (i.e. all product line presented in 
Figure 3g) (HBS-4WB); HBS front wheel braking (HBS-FWB), which includes 
Brake_Unit1 and Brake_Unit2 features; and HBS rear wheel braking (HBS-RWB) 
that includes Brake_Unit3 and Brake_Unit4 features. Table 1 presents the identified 
hazards for each SPL usage scenario and their allocated ASILs. Some of these haz-
ards are common between all HBS-SPL products and some of them are product-
specific (e.g., ‘No braking four wheels’). The ‘Value braking’ hazard is common 
across HBS-SPL products, but its causes and allocated ASILs are different in each 
product. Such variation can affect the product-specific fault trees, FMEA, and ASIL 
allocation generated by HiP-HOPS, and the structure of the product line safety case. 
Thus, the impact of SPL variation in safety analysis assets is stored and managed in 
our tool by means of SPL functional, architectural, and component failure models. 

Table 1. HBS-SPL hazard analysis 

Scenario Hazard ASIL 
HBS-4WB No braking four wheels D 

No braking rear C 
Value braking C 

HBS-FWB No braking front D 
Value braking D 

HBS-RWB No braking rear D 
Value braking D 

                                                           
3  FMP feature modeling tool: http://sourceforge.net/projects/fmp/ 
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3.2 HBS-SPL Safety Case Architecture 

The SPL safety case architecture generated by the tool is illustrated in Fig. 4. The 
system boundaries specified in the feature model, and the information provided by 
product line FFM, AFM, and CFM were the inputs required by the tool. The figure 
presents the structure of the HBS-SPL modular safety case architecture in a GSN 
modular view organized according to the functional decomposition specified in the 
feature model of Fig. 3g. Mandatory, optional, and alternative feature/variation-
specific argument modules are organized according to GSN variability modeling  
abstractions described on Fig. 3. These abstractions translate the representation of 
variation in feature model to variation in the safety case architecture.  

The top-level argument module is supported by ‘Auxiliary_Battery’, ‘Power-
train_Battery’, ‘Mechanical_Pedal’, ‘Electronic_Pedal’, and ‘Communication’ mod-
ules (denoted by ‘supported by’ relationships between the top-level module and these 
argument modules). ‘Communication’ argument module is supported by two argu-
ment modules arguing the safety of the ‘Bus_1’ and ‘Bus_2’ redundant features. 
‘Wheel_Braking’ is a mandatory argument module supported by ‘Brake_Unit1’, 
‘Brake_Unit2’, ‘Brake_Unit3’, and ‘Brake_Unit4’ alternative wheel braking argu-
ment modules encapsulated in the ‘WB_Contract’ module. The internal structure of 
the feature/variation-specific argument modules generated by the tool decomposes the 
argument over the safety of each feature into references to arguments modules (i.e. 
using GSN Away Goals)  arguing the mitigation of the system hazards  associated 
with that feature using the Hazard Avoidance pattern [15]. For example, the 
‘Brake_Unit1’ argument module is decomposed into the ‘No_Brake_4W’, and 
‘Val_Braking’, alternative hazard mitigation argument modules (Fig. 5a). Each one of 
these modules is further decomposed into argument modules arguing the mitigation of 
component faults contributing to a system hazard. Fig. 4b shows the ‘Val_Braking’ 
hazard argument. This argument is decomposed into modules arguing the mitigation  
 

 

Fig. 4. HBS-SPL modular safety case architecture 
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of WNC and IWB component failure modes that should be addressed to minimize the 
hazard effects in a particular product. The selection of these argument modules is 
dependent upon the product definition and its operational environment. It may change 
the values for argument parameters (Fig. 5) changing the structure of the product 
argument. SPL hazard analyses provide the information required for these parameters. 

By analyzing the structure of the argument modules we have identified the im-
portance of the context in the argument structure to encapsulate the variation in prod-
uct definition (i.e. feature selection) and its operational environment (i.e. context  
selection) at system (i.e. functional) level argumentation. So, the selection of these 
elements may change the structure of a product-specific modular safety case architec-
ture. At the architectural level argumentation, context is used to encapsulate the  
variation in the hazards, their top-level failure conditions, and the allocated safety 
requirements that are subject to change according to the product definition and con-
text specified at system level argument. Finally, at the component level, the context is 
used to encapsulate the variation in the component failure modes and safety integrity 
levels allocated to these failure modes. 

The structure of this modular safety case architecture has increased the reusability 
of safety arguments arguing the safety of variable SPL features. The safety case archi-
tecture reflects the decomposition of the system grouping feature-specific safety ar-
guments into cohesive and low-coupled modules. Variable argument modules such as 
‘Brake_Unit1’ and ‘Brake_Unit4’ are encapsulated in a contract module. Thus, the 
impact of the variation on the selection of these argument modules in a product-
specific safety case is isolated from reusable argument structures. 

 

Fig. 5. Brake_Unit1 and hazard arguments 

4 Conclusion 

In this paper we proposed a method describing the design and implementation of a 
tool that supports the automated generation of a modular product line safety case ar-
chitecture from outputs provided by model-based development, safety analysis, and 
variability management tools. The SPL safety case architecture generated in this ap-
proach is organized into modules reflecting the feature and component boundaries. 
This architecture has the potential to increase the reuse of safety arguments across 
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SPL products, which is the main novelty of our approach compared with current re-
search on safety cases. The feasibility of the approach was tested in a small case 
study, but we are aware that more work is needed to assess the value and limitations 
of this work and the acceptability of the resultant modular safety cases. It might be the 
case that only partial argument structures can be constructed using this approach and 
such structures may need significant intervention by experts to create convincing 
safety arguments. Further work focuses on evaluating the quality of safety case archi-
tectures generated by the proposed method against traditional software metrics like 
coupling and cohesion. 

Acknowledgements. Our thanks to CNPq, grant number: 152693/2011-4, and 
CAPES Brazilian research agencies for the financial support.  
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Abstract. This paper is devoted to discussion of econometric techniques, util-
ized for analysis of bus stop spatial allocation. Majority of researches are fo-
cused on bus route characteristics, averaged by route (average distance between 
bus stops) or by time (daily ridership on a bus stop level). Meanwhile, modern 
electronic ticketing systems are widely used and their detailed data can be used 
for analysis with advanced econometric techniques. We discussed shortcomings 
of existing empirical researches in this area and proposed a list of econometric 
models, which can be applied for deeper analysis of bus stops. We suggest pos-
sible specifications of spatial regression models, which take spatial dependence 
between individual bus stops and spatial heterogeneity into account. Also we 
discussed possible applications of the stochastic frontier model to bus stop 
benchmarking.  

Keywords: bus stop level, econometric modelling, spatial effects, stochastic 
frontier. 

1 Introduction 

Urban public transport optimization is an integral part of many city development 
plans. Authorities of most cities give priority to the development of an urban public 
transportation system to ensure a sustainable city grow. To entice inhabitants to shift 
from their private cars to public transportation, city managers and public transport 
operators implement optimization of routing, timetables, vehicle and crew schedul-
ing[1]. Significant efforts are also made for design and enhancing of bus stops[2].  
The spacing, location, and design of bus stops significantly affect public transport 
attractiveness, customer satisfaction, and transit system performance. 

In this paper we review econometric approaches to the problem of allocation of bus 
stops. A bus stop is a first point of contact between passengers and transportation 
services and its location is one of important factors of public transport accessibility. 
Bus route planners are mainly focused on stop frequency, while a location of an indi-
vidual bus stop is defined on a base of inhabitant requests and traffic attraction points 
(i.e. shops, schools). This approach leaves a great opportunity for optimization  
of routes, including via mathematical techniques application. A general optimization 
problem is selection of bus stop locations, which ensure easy and fast access of  
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Recently several empirical researches were published, where the problem of bus 
stop spacing is considered on an individual stop level. Cervero et al.[13] utilized a 
regression model for predicting bus rapid transit patronage in Southern California. 
Ryan and  Frank[14] included quality of the pedestrian environment around transit 
stops as a factor of transit ridership and also estimated a linear regression model for 
San Diego metropolitan area. Pulugurtha and Agurla[15] developed and assessed bus 
transit ridership models at a bus stop level using two spatial modelling methods, spa-
tial proximity and spatial weight methods, in Charlotte, North Carolina. Kerkman et 
al. [16] explored factors that influence transit ridership at the bus stop level for the 
local and regional bus transit system in the region of Arnhem-Nijmegen, Netherlands. 
Dill et al.[17] analysed relative and combined influence of transit service characteris-
tics and urban form on transit ridership at the bus stop level.  

Generally, all these researches are focused on analysis of bus stop catchment area 
characteristics and their influence on a number of served passengers. Following the 
human geography definition, we a define bus stop catchment area as an area around 
the bus stop from which it attracts passengers. 

Obviously, there is a wide range of primary factors, which affect a number of pas-
sengers, served on a bus stop: 

• Residential population of the bus stop catchment area 
• Social conditions 
• Economic conditions 
• Presence of passenger traffic attractors (shopping centres, etc). 
• Transit options 

All mentioned studies operate on a bus stop level, but aggregate data for a time in-
terval (usually daily). Using of daily values allows identifying of core factors, influ-
encing bus stop ridership, but bus-specific data (a number of passengers carried by a 
bus from a particular bus stop) can be more informative for comparative analysis of 
bus stops. 

Electronic ticketing systems, implemented in many large cities, provide detailed in-
formation about bus ridership. In particular, a number of passengers, who got on the 
bus at the bus stop, can be estimated on the base of e-ticketing data.  

3 Research Methodology 

3.1 Classical Regression Model 

The classical regression model is widely used for analysis of a stochastic relationship 
between a dependent variable and a set of explanatory variables:    

 vXy += β  (1) 

where  

─ y is an (n x 1) vector of a dependent variable (n is a size of the sample);  
─ X is an (n x k+1) matrix of k explanatory variables;  
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─ β is a (1 x k+1) vector of unknown coefficients (model parameters);  
─ v is an (n x 1) vector of independent identically distributed (IID) error terms. 

The most frequently used dependent variable for studies at the bus stop level is a 
daily number of passengers, carried by buses on a bus stop. A list of selected recent 
studies, utilising this approach, is presented in the Table 1. Independent variables 
usually describe social and economic conditions of a bus stop catchment area. 

Table 1. Selected existing studies at a bus stop level 

Author, Year Method 
Dependent 

variable 
Independent Variables 

Kerkman et 
al., 2014[16] 

OLS 
Bus stop 
ridership  

(logarithm) 

• Potential travellers (logarithm)  
• Income  
• Percent elderly  
• Distance to urban centre 
• Residential, agriculture, or socio-cultural facilities  
• Stop frequency (logarithm)  
• Number of destinations, frequency per direction  
• Direct connections  
• Competitive bus stops  
• Bus terminus, transfer stop or station 
• Dynamic Information, benches 

Pulugurtha 
and Agurla, 
2014[15]  

Generalised 
OLS  

(linear, 
Gamma, 

Poisson, and 
Negative 
Binomial) 

Bus stop 
ridership  

 

• Population (by gender, ethnicity and age) 

• Households, mean income 

• Auto-ownership, vehicle/household 

• Total employment 

• Speed limit/functional class  

• One-way or two-way street lanes  

• Light or heavy commercial and industrial 

• Residential (apartments within catchment area) 

Ryan and 
Frank, 
2009[14] 

OLS 
Bus stop 
ridership  

 

• Level of Service (number of bus routes/waiting time) 
• Residential density 
• Retail floor area ratio 
• Intersection density 
• Land Use mix 
• Income 
• No-vehicle households 
• Gender and ethnic structure 

Cervero et al., 
2009[13] 

OLS 

Average 
number 
daily board-
ings 

• Number of daily buses 

• Number of perpendicular daily feeder bus Lines 

• Number of perpendicular daily rail feeder 

• Distance to Nearest Stop  

• Park-&-Ride Lot Capacity  

• Population density (people within 1/2-mile buffer) 
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To the best of our knowledge, there are no empirical researches, where data is used 
in non-aggregated form (a number of passengers per bus stop per bus). This can be 
considered as an extensive direction for further research. 

Note that though the classical regression model is widely applied, the dependent 
variable is limited (non-negative) by its nature. This problem will play a more impor-
tant role for detailed data, because a share of bus stops without passengers for a bus 
will be higher. To resolve this problem, different functional specifications of the re-
gression model can be used, i.e. binomial, Poisson. Another convenient specification 
is a Tobit model[18], designed for censored dependent variables. A feature of this 
model is a latent dependent variable ylatent, which is used as a base for a real output 
(number of passengers): 

 
⎪⎩

⎪
⎨
⎧

<

≥
=

0,0

,0,
latent

latentlatent

y

yy
y  (2) 

A comparative analysis of advantages and shortcomings of Poisson and Tobit re-
gressions can be found in [19]. 

3.2 Modelling spatial effects 

An important potential problem of the classical model (1) is omitting of significant 
explanatory variables. If a significant determinant of the dependent variable isn’t 
included into the model, estimates of model parameters will be biased and inconsis-
tent (well-known omitted variables bias[18]).  A list of explanatory variables, utilised 
in the researches, mentioned above, is obviously not complete and can’t include all 
important factors. Fortunately, factors, influencing bus ridership, are frequently clus-
tered over space. For example, micro-district quality of pedestrian infrastructure, 
popular area-specific routes and destinations, ridership habits are hardly observable 
and measurable, but play an important role in public transport ridership. Spatial clus-
tering of these factors (called spatial heterogeneity) allows applying of spatial econo-
metrics for better modelling results. Consideration of another widely acknowledged 
spatial component, a spatial dependence, is also practicable. Spatial dependence, a 
relationship between numbers of passengers on neighbour bus stops, appears due to 
their spatial interactions. One of theoretical foundations of these interactions is spatial 
competition for passenger between bus stops. This factor is weakly researched, but 
logically can play a significant role. 

A general spatial regression model[12] is expressed in linear form as: 

 
,~

,

vvWρv

vXβYWρY

vv

YY

+=
++=

 (3) 

where  

─ WY, Wv are spatial weights matrixes for output-output (spatial dependence), and 
error-error (spatial heterogeneity) relationships accordingly; 
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─ ρY, ρv are unknown parameters of spatial dependence and spatial heterogeneity 
accordingly; 

─ v~ is a vector of IID symmetric disturbances. 

According to the general spatial model specification (3), ridership on a bus stop y 
is influenced by its own explanatory factors X with parameters β and spatially 
weighted ridership of neighbour bus stops WYY with a parameter ρY. Also the model 
includes spatial effects in random disturbances (Wvv with a parameter ρv), which ex-
press spatial heterogeneity.  

Specification of spatial weights matrixes, which describe a structure of spatial rela-
tionship, is a matter of application area. This is possible to assume that bus stop rider-
ship is related with previous and next bus stops in the route, so the spatial weight 
matrix elements can be defined as binary: 

 
⎩
⎨
⎧

=
otherwise.,0

route, ain  econsecutiv are  and  stops bus if ,1
,

ji
w ijY  

Spatial weights matrixes WY and Wv are generally different, but in empirical re-
searches are frequently put to be the same subject to potential identification problems. 
Logically, the spatial weight matrix for spatial heterogeneity can be distance-based: 

 ( )ji
ijv stopbusstopbus

w
,distance

1
, = , 

where distance is defined as a geographical distance between bus stops. 

3.3 Bus Stop Benchmarking 

Another important public transport management problem is related with provision of 
the necessary amenities to a bus stop. Recently many municipalities and public trans-
port operators make great efforts for enhancing bus stops to make them more com-
fortable for passengers. Developed passenger amenities include sidewalks, lighting, 
seating, information signs, maps, real-time data displays among others [3]. Effective-
ness of these amenities for a particular bus stop is a subject of extensive analysis. 
Frequently effects of bus stop amendments is estimated using passenger surveys or 
observation of their behaviour on a bus stop[20], but comparison of bus stops is rarely 
utilized. Econometric benchmarking can be useful for comparative analysis of bus 
stops and for dynamic evaluation of changes on a bus stop. 

Stochastic frontier analysis [21] is a popular econometric approach, which  can be 
used for estimation of a relative attractiveness (or inefficiency, in terms of frontier 
analysis). The stochastic frontier model is formulated as: 

 ,uvXβY −+=  (3) 

where the vector  u represents individual bus stop inefficiency values.  
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Estimated individual inefficiency of bus stops can be a base for identification of 
potential problems on a bus stop, related with its location, nearby pedestrian infra-
structure or on-site organization. 

4 Conclusions 

In this paper we discussed existing approaches to analysis of bus stop locations. A 
problem of optimal spatial organization of bus stops is widely acknowledged, but 
usually solved on an aggregated level. Majority of researches are focused on bus route 
characteristics, averaged by route (average distance between bus stops) or by time 
(daily ridership on a bus stop). Meanwhile, modern electronic ticketing systems are 
widely used and their detailed data can be used for advanced econometric analysis. 
We discussed shortcomings of existing empirical researches in this area and proposed 
a list of econometric models, which can be applied for deeper analysis of bus stop 
location and design. Our main conclusions can be summarized as: 

1. Using a detailed ridership information on a level of individual bus stop boarding, 
available from the electronic ticketing systems, will allow utilization of advanced 
econometric techniques for optimal bus route planning. 

2. Application of spatial econometric models will allow better estimation of factors, 
influencing bus stop ridership and solve problem of spatial heterogeneity and spa-
tial dependence, typical for bus stop data. 

3. Application of stochastic frontier models will allow identification of problems (in-
efficiencies) of individual bus stops for further bus stop enhancements or removal. 
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Abstract. Communication processes have to be observed because there  are 
possibilities that a different kind of threats will occur in the processes of  
exchanging information in a network. These threats are connected with: the 
possibility of decryption, losing jurisdiction, believing in and freshness of in-
formation, message interception by intruders, etc. We also consider the run of 
the communication protocol operation. Security attributes have been introduced 
to analyze the chosen aspects of security, which are proposed by Burrows, 
Abadi, Needham [4] and others. They have created the system of rules that de-
fines interrelated parts of communication operations with security aspects. In 
this research we continued the analysis of security in the direction of building 
the model of auditing and dynamic modification of chosen factors (adequate to 
the security aspect) with the possibility to form a prognosis. 

Keywords: protocol logic, probabilistic timed automata, communication  
security modeling. 

1 Introduction 

Information is sent in the form of a message according to protocol systems which 
should guarantee: encryption safety, sufficient belief level, protection against intrud-
ers, and the freshness of information elements [1, 2]. Usually, we may use many mu-
tually interleaved protocols in networks [3, 4]. Obviously, information refers to a 
different group of users (usually, they are grouped in a pair). Therefore, security anal-
ysis will be referred to those groups and they will be the basis of the creation of the so 
called main security factor [1]. Another main factor can take into account the set of 
messages, the public key, secret, nonce, etc. Among security attributes one may in-
clude the following: the degree of encryption, key and secret sharing, believing in 
sender or receiver, believing in the honesty of the user, and the freshness level of a 
message or nonce [1]. M. Kwiatkowska presents security attributes in the figure of 
probability parameters [5, 6]. This form is smart and very convenient. Therefore, the 
present proposition is additionally based on the transformation possibility of time 
attributes into probability characteristics. Apart from rule and time influences we also 
regard the intruder threat. The influence on security attributes is realized with the help 
of correction coefficients which also have a probabilistic form, according to the ad-
mitted approach. The above-mentioned rules deal on the basis of conditions that are 
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actions which really appear in communication operations. The division of protocols 
into operations and operations into actions can be found in many works [1, 2]. In the 
proposed model we also exploit the so called tokens, which have binary character. A 
token directly appoints the secure or threat attribute level depending on the relation to 
a given security threshold. This type of approach improves the assessment reaction on 
security state changing and helps in the estimation of probability distribution to the 
next stages and thereby to one of the forms (presented in the following section) of 
prognosis creation. The proposed model of communication run investigation can be 
easily realized with probabilistic timed automata (PTA) [7 - 9] and colored Petri net 
[11, 12], which is especially effective in the parallel strategy variant. 

2 The Procedure Concerning the Influences of Protocol Actions 

At first, the main security factor(s) is (are) declared for the current action. Action 
usually influences one or several attributes. The first appearance of the action associ-
ated with the security factor leads to the activation of the new automata, node and the 
equivalent calculation node. This node contains a specific set of attributes. Let us 
consider the sequence of actions contained in the sample protocol. The structure of 
the protocol is presented in the example of ASF Handshake [1] (as one of possible 
main factors): 1.  → : { } ( , ) , 2. → : {  , } ( , ) , 3. → : { } ( , ) , 4. → : ↔ ( , ) , ( , ) , 
where: 

, ,a b bN N N ′  - are nonces. 

A new session key ( ),K a b′  for A  and B  is generated when the starting session key 

is ( ),K a b . Initial conditions are adequate actions and may be presented as follows: 

─ both users agree on the starting key: A  believes ( ),K a bA B↔ , B  believes 
( ),K a bA B↔ , 

─ A  defers to B s′  authority on session keys, A  believes B controls 
:K A KB∀ ↔ , 

─ B  generates the new session key, B  believes ( ),K a bA B↔ , - nonces are fresh: A  
believes aN  is fresh, B  believes that bN  is fresh, B  believes that bN ′  is fresh. 

The same parameters can play the role of the main security factor; for example: 
protocol, user (or a pair of users), key, message service, etc. The type of influences is 
practically regarded in two algorithm forms concerning attribute corrections: 
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─ { }0,1mc =  - correction by multiplication by a given updating coefficient MCC  

in the case of influence pertaining to logic and heuristic rules, 1mc = - the activa-
tion of this form regarding attribute correction, 0mc =  - the rejection of this form 
of correction. 

─ { }0,1ec =  - correction by exchanging to the current level (represented by the cur-

rent coefficient value of ECC ) in the case of influences relating to the lifetime or 
user (intruder). Therefore, it is possible to simultaneously use two forms of correc-
tion for a single attribute. So , when 1ec =  then the attribute value does not have 
to increase: 

( ) ( )0, 0
1 ,mc ec

t k t kat i at i= =
= + =⎯⎯⎯⎯→  

( ) ( )1, 0
1 * ,mc ec

t k t kat i at i MCC= =
= + =⎯⎯⎯⎯→  

( ) 0, 1
1 ,mc ec

t kat i ECC= =
= + ⎯⎯⎯⎯→  

( ) ( ){ }1 min * , .t k t kat i at i MCC ECC= + =  

The experiments have proved that influences of heuristic rules in specific cases (for 
example, in the multi-usage of the same nonce) are more effective when correction is 
realized in the following way: 

( ) ( ) ( )1, 0
1 * 1 ,mhc ehc

t k t kat i at i MCC= =
= + =⎯⎯⎯⎯⎯→ −  

or 

( ) ( ) ( )( )1, 0
1 * 1 ,mhc ehc

t k t k t kat i at i at i= =
= + = =⎯⎯⎯⎯⎯→ −  

where: 

( ) { }0,1mhc i =  - heuristic rule influence activation, 

( ) { }0,1ehc i =  - dishonest user influence activation. 

The actual value of ECC , in the case of the lifetime type of influence, will be 
counted by the formula: 

( ) ( )1 t j lt iECC e −= −  (1) 

where: 

( )t j  - the time of attribute activation, 

( )lt i  - the attribute lifetime. 

In reality, the time activity is transformed into a probability attribute value accord-
ing to a given attribute lifetime. The actual value of ECC , in the case of an addition-
al user (intruder) type of influence, will be counted by the formula: 

 
( ) 1 ,ECC if nus nht then ECC

else ECC enht nus

= < =
= −

 (2) 
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where: 
nus  - the number of users (in the environment of the main security factor), 
nht  - the number of honest users (in the environment of the main security factor). 

In reality, the time activity is transformed into the probability attribute value ac-
cording to a given number of honest users. Let us introduce the set of describing input 
variables: 

( ),c j k , ( ),cc j i , ( )mc i , ( )mhc i , ( )ec i , ( )ehc i  and index limits: 

nf   - the number of main factors: 1, 2,...,k nf= ; 

nna   - the length of the multi-run; the number of all actions in the network:  

  1, 2,...,j nna= ; 

nat   - the number of attributes (it is assumed that structures of security  
   nodes for all main factors are the same: 1, 2,...,i nat= . Obviously, it  

   is not necessary; in such case we will use ( ) ( )1,...,i k nat k= , 

( ),fat k i   - the matrix of the attribute structure of main factors, 

( )mhc i   - heuristic rule influence activation, 

( )ehc i   - dishonest user influence activation, 

mcc   - the correcting coefficient value, 
mhc   - the correcting coefficient value, 

( )t i   - the time of the i-th attribute activation, 

( )lt i   - the lifetime of the i-th attribute ( ) 1ec i = , 

nus   - the number of users, 
nht   - the number of honest users, 

( )w i   - the weight of the attribute according to communication security. 

After the realization of the procedure of describing variable input, we will execute 
the security assessment algorithm. The stages of this algorithm are as follows: 

1. action input, 
2. the recognition of the attribute corrected by the action, 
3. the recognition of the type of correction, 
4. correction realization, 
5. go to the 3-rd point until the last attribute, 
6. the recognition of the main factor activated by the action, 
7. token structure creation for the main factor, 
8. security state estimation for the main factor, 
9. go to the 6-th point until the last factor, 

10. auxiliary analysis (the creation of the prognosis with respect to the threaten state 
the distribution of probabilities of transitions to the next stages), 

11. go to the 1-st point until the last action. 
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The general presentation of the algorithm in the form of a pseudo-code is very  
convenient: 

Procedure SECURITY ASSESSMENT 
for j ← 1 to nna do 
{j - the number of the action} 
begin 
 for i ← 1 to nat do 
 {i - the number of the attribute} 
 if cc(j,i) = 1 then 
 begin 
 if mc(i) = 1 then atm(i) ← at(i)*mcc; 
 if ec(i) = 1 then ate(i) ← (1-exp(t(i)-lt(i)); 
 if mhc(i) = 1 then ahm(i) ← at(i)*(1-mhc); 
 if ehc(i) = 1 then if (nus > nht) then  
 ahu(i) ← exp(nht-nus)else ahu(i) ← at(i); 
 at(i) ← min(atm(i), ate(i), ahm(i), ahu(i)); 
 if at(i) < th(i) then tk(i) = 0 else tk(i) = 1; 
 end; 
 for k ← 1 to nnf do 
 {k - the number of the main security factor} 
 begin 
 GFS(k) ← 0; St(j) ← 1; 
 for i ← 1 to nat do 
 if fat(k,i)=1 then 
 begin 
 GFS(k) ← GFS(k) + w(i) * at(i); 
 {GFS(k)-the security level of k-th factor} 
 St(j) ← St(j) + 2(i-1) * tk(i); 
 {St(j) - the code of the new state} 
 end 
 end 
end. 

The procedure concerning the distribution of the creation probability to the next states 
and the prognosis procedure will be described in the following sections. 

3 The Procedure of Security Distribution Analysis 

The fundamental axiom is based on the impossibilities of increasing the level of 
communication security during the realization of a run. Therefore, the security states, 
which are possible to achieve can be constrained in the following way: 

( ) ( ) ( ){ }: , , 1 , 1, 2,..., natSt j at i j at i j i≤ − =  
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or 

( ) ( ) ( ){ }: , , 1 , 1, 2,..., natSt j tk i j tk i j i≤ − =  (3) 

where 
j  - the number of the current action 

In general, the probability of achieving the threaten state ( ), 0tk i j =  by a given 

attribute is defined as follows: 

 
( )( ) ( ) ( ) ( ) ( )/ , 1 f , 1 .

, 0
1 .

th i at i j i at i j th i
prob tk i j

otherwise

− − <⎧
= = ⎨

⎩
 (4) 

Let us define the description of the threaten zone. 

Definition 1. A tuple ( ), ,At Tk Th′ ′′  is a threaten zone description, where At ′  - the 

regarded attributed set (their names), Tk ′′  - given token boundary values (in the 
threaten zone all tokens are equal to or less than Tk ′′ , Th  - the set of given thresh-
olds for all regarded attributes. 

Definition 2. The scale of coming closer to the threaten zone CTZ  is measured with 
respect to the average of distances between given (Th  is used as a characteristic of 
the threaten zone) and current attributes. In practice, it is expressed in the following 
way: 

( ) ( ) ( ) ( )( )
( ) ( )
( ) ( )

( )

1,
,

~ ,
, 1

1 /
nat

i
at i th i
tk i tk i
fat k i

CTaZ k nat k at i th i=
>

′′≥
=

= −∑  - the attribute closeness  

for the k-th factor; 
or 

     

( ) ( ) ( ) ( )( )
( ) ( )

( )

1,
,

, 1

1 /
nat

i
tk i tk i
fat k i

CTZt k nat k tk i tk i=
′′>
=

′′= −∑  - the token closeness 

for the k-th factor; 

where 

{ }*  - added conditions referring to the index. 

Axiom 1. The number of new possible states achieved from the state ( )ST j  is equal 

to: 

( ) ( )( )( ) ( )1; , 1
2 , ,

natv

i tk i tk k i
nnst where v tk i tk i

′′= ≥ =
′′= = −∑  

where ( )jtk i  - token values in the investigated j-th state (it infers from the impossi-

bility to achieve the security level better than the current situation). 
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The result presented in the collar is based on attribute changing probability 

( ) ( )th i at i=  for the token (adequate for the attribute) transition from 1 to 0, and 

( ) ( )( ) ( )/at i th i at i−  for staying on level 1 (transition from 1 to 1). The considera-

tion of the transition probability refers to a given main factor k . Thus, only attributes 

fulfilling the condition: ( ){ },   1fat k i =  would be regarded. The given next state g , 

for which the probability transition is defined, has to be described by the set of tokens 

fulfilling the condition: ( ) ( ){ }1   gjtk i St+ ∈ . The denominator represents the full 

probability space for all feasible states. It is a permutation that refers only to relevant 

attributes, i.e. those which can change their token value ( ){ } 1jtk i =  because only 

tokens defined the state code. Therefore, only this kind of situation can influence the 

changing state: ( ){ }1   0jtk i+ =  or ( ){ }1  1jtk i+ = . Let us pay attention to two theo-

retical cases: token transition from 0 to 1 and from 0 to 0. The first case is impossible 
(axiom 1), the second is realized with probability equal to 1 (multiplication by 1 does 
not contribute any changes). By calculating the dominator value, we may estimate the 
distribution of probabilities. This task is realized by the following procedure. 

Procedure TRANSITION PROBABILITY ANALYSIS (j, k) 
u := 1; s := 0; 
for tk(j+1, 1) := 0 to 1 do 
{tk(j+1, i) - token value in (j+1) - th state (next 
state)} 
 for tk(j+1, 2) := 0 to 1 do 
 ……………….. 
 for tk(j+1, nat) := 0 to 1 do 
 begin 
  m(u) := 1; 
  for i := 1 to nat do 
  begin 
  if (tk(j, i) = 1) and (tk(j+1, i) = 0) and  
  (fat(k, j) = 1) 
  then m(u) := m(u) * th(i) / at(i); 
  if (tk(j, i) = 1) and (tk(j+1, i)=1) and  
  (fat(k, j) = 1)  
  then m(u) := m(u) * (at(i) - th(i)) / at(i) 
{m(u)- denominator (7) component of probability of tran-
sition to u - th feasible state, u - state code} 
  end; 
 s := s + m(u); {value of denominator (7 )} 
 p(j, u) = m(u) / s; 
 {p(j, u) = transition probability from state j-th 
 to u-th} 
 u := u + 1; 
 end. 
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The algorithm return values of the probability concerning the transition to all feasi-
ble next states: 

( ) ( )( ) ( )1 / , 1, 2,...., .prob St j St j m u s u v→ + = =  (6) 

The short time prognosis is defined by the maximum transition probability and the 
long term prognosis can be determined on the basis of trends or the distribution of the 
different types of operations in the run (this problem will not be explored here). 

4 Conclusions 

The simple form of procedure algorithms does not guarantee a low level of complexi-
ty but simultaneously the limited number of attributes (usually less than 10) permits 
us to audit long sequences of operations in a run (in the online investigation). On the 
other hand, the experiences pertaining to known inter- leaved protocols (Kerberos, 
Andrew RPC, Needham-Shredder, CCITT X.509 etc.) show and approve a short (<30 
state changing) process of achieving a threaten zone in main security factors. Usually, 
these factors consist of several (5 - 8) security attributes. It gives the possibility to 
create the prognosis and give warning about different kinds of threats. 
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Abstract. The presented method for the assessment of water supply system 
functioning in face of undesirable events occurrence takes into account the fail-
ure analysis. The developed analysis will allow decision support in the econom-
ic efficiency assessment of the water supply infrastructure functioning. The 
proportional hazard method for the failure of water pipes assessment enables to 
assess the reliability of water pipes and to obtain the possibility of prediction of 
undesirable events. The use of the proposed method can significantly support 
management analysis of water supply system. The establishment of the assess-
ment parameters is very important issue that requires the use of waterworks ex-
perience. Moreover, it is based on the real data from the water supply system 
functioning.  

Keywords: water network functioning, failure, prediction, water supply. 

1 Introduction 

Due to the character of the water supply system (WSS), in case of failure occurrence, 
it can generate high costs. The failure of such a system often causes the necessity of 
exclusion the part of it, which is associated with a decrease in the amount of supplied 
water or with a lack in its delivery. Interruptions in water supply or supplying water 
with inadequate parameters (eg. at too low pressure) may result in financial claims of 
the customers. For this reason, water network requires to have plans of  periodic 
maintenance and repairs for a longer period of time. Inspections allow for early detec-
tion of damage and to plan possible repair [3]. Planning repair in advance will help to 
inform the customers and such organizing water supply that the negative consequenc-
es associated with the lack of water supply will be minimized [11]. However, it must 
be remembered that the periodic inspections and repairs will not eliminate sudden 
failures completely. 

Recently, a number of water pipes failures, whose the main cause is ageing,  
is growing. If the number of failures associated with ageing of water supply material 
increases, the replacement of the entire water supply system in a particular area 
should be considered, because the increasing number of repairs will generate increas-
ing costs and the number of failures will not be decreased [15]. 
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Quite often a good practice to reduce the number of emergency failures is the so 
called preventive renewal [16]. Within this type of renewal of water supply network 
the elements most vulnerable to failure are prophylactically replaced after a specified 
time of operation, thereby reducing the probability of failure due to their wear. 

Actions taken to reduce the number of failures of water supply network are, among 
others: 

• technical renewal of pipelines (renovations, maintenance and diagnostics), 
• replacement of pipes and fittings, 
• improvement in  detecting places of leaks, 
• network pressure limitation  to the lowest permissible value, 
• proper operation, design and execution of water supply system. 

The increase in the reliability of water supply is affected by rational modernization 
and operation of water supply systems, which is related to, among others, the stabili-
zation of pressure in the network and efficient emergency service. Undoubtedly, an 
important aspect influencing the reliability of drinking water supply is the use of ac-
tive methods of water supply network management [2], [13], which allow to reduce 
the duration of unplanned interruptions in water supply.  

In contrast to passive management, in which the duration of existing leaks can be 
up to several hundred days, the establishment of the telemetry system and the applica-
tion of active management can shorten this time to a few (or dozen) days. Monitoring 
of the water supply network influences  minimization of disruptions in water supply 
and reduces harmful effects on public health [8]. The economic aspect of risk man-
agement directly with taking or omitting the procedures aimed at reducing risk is of 
strategic importance [14], [17]. 

Analysis of the costs incurred to maintain a certain level of reliability is very im-
portant when planning new water supply networks or repairing the existing ones. 
While designing new or modernizing old water supply systems one should develop 
such systems that will allow to keep reliability at a fixed level, but lowering the costs 
of maintaining reliability, or to raise the level of reliability at the same costs [9], [10].   

In addition, the detailed analysis of the costs to maintain the reliability will allow:  

• to find those investment projects that have the greatest impact on improving the 
reliability of water supply systems, 

• to adjust the level of reliability to the economic conditions, 
• to ensure the level of reliability that will satisfy the water recipient, 
• to plan new investments and modernize used water supply systems. 

Generally, these tools are aimed at valuing reliability by: 

• assessing the costs caused by losses resulting from break of water supply or sup-
plying bad quality water, 

• identification and ranking the projects aiming at maintaining the reliability on a 
certain level according to costs, 

• estimating the capital resources to be spent on activities related to maintaining the 
reliability, 

• calculating the reliability indices for particular water company systems. 
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The objective of this work is to characterize the unreliability of the water-pipe 
network in one of the biggest cities in the south Poland. Detailed analysis of the water 
network failure should constitute the main element of the managing system of the 
urban water networks, particularly in the strategic modernization plans [4].  

The aim of the paper will be achieved through the failure analysis in order to un-
derstand and predict failure occurrence in water supply infrastructure and will be used 
in developing a strategy for activities in the face of a pipe renovation. 

2 Materials and Methods 

2.1 Materials 

The calculations were made on the basis of the operational data on the water-pipe 
network in one of the biggest cities in the south Poland, as well as on the prepared 
failure protocols based on the water supply exploitation in Municipal Enterprise for 
Communal Economy and Municipal Water and Sewerage Company. The analysis was 
performed using the application contained in a Statsoft computer program Statistica. 

The exemplary protocol of the water supply system failure should include: 

• general information about the object (the place and the time of construction of the 
object), 

• technical data (information about the function performed by the object, operating 
parameters, year of pipe build, pipe type, diameter, material (cast iron, cast iron 
spheroid, steel, PVC, PE, AC), connection type in case of pipe: rigid, flexible, no 
data, etc., failure location: pipe, connector, fittings, gate valve, damper, hydrant,  
water meter, others), 

• failure description (address of failure, time of occurrence, the description of symp-
toms, type and cause of failure: transverse crack, pitting, extensive corrosion, ma-
terial defect, defective installation, worn material, land displacement, heavy car 
traffic, leaking connector, tram traffic, pushed seal, damage during construction 
works, cracked cup, leaking fittings, frost, no backfill sand; ground conditions: 
wetland ground, rocky ground, unstable ground, normal ground; location of water 
pipe: in the lanes of heavy traffic; in the lanes; off the main road in the pavement, 
parking lot; off the main road in green areas, on the side of the road and the as-
phalt, concrete, flagstone, cobblestone and  other pavement; method of failure re-
moval: caulker , split sleeve, repair band, pipe replacement (specify length in (m)), 
valve replacement, choke seal,  parts replacement, and others), persons removing 
failure, 

• description of the consequences of failure (difficulties, threats and damages: in-
cluding  area occupied by repair in (m2),  water used for pipe washing in (m3), in-
terruption in the water supply (date), etc.), 

• additional characteristic information (used material and equipment: excavator, 
compressor, car emptier, drainage pump, welder, generator, compactor, others). 
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The aforementioned information will allow for making periodic analysis of the 
causes and consequences of failure, which in the future will allow to reduce the prob-
ability of failure and when the failure occurs to reduce its consequences. 

The length of the examined water supply network is for the mains 45,5 km, for the 
distributional 98,7 km and for the water connections 122,5 kilometers. The materials 
of the network is cast iron, AC (asbestos-cement), steel, PVC and PE. The average 
age of water mains is 62 years. The population served from water supply system is 39 
thousands recipients. Water is provided to consumers via a water pipe network having 
radial-ring arrangement, which is beneficial to the reliability of water supply system. 
Water pipeline is supplied with water from two water treatment plants (WTP), taking 
raw water from two independent surface water intakes 

2.2 Methods  

Survival analysis describes a set of statistical methods, in which a very important 
issue is the time of occurrence of specific event occurrence. Using this procedure we 
can estimate for example patients life expectancy of or devices functioning period. 
Initially the survival analysis was applied in the field of biology and medicine, cur-
rently it is widespread in economics, sociology and social sciences, as well as in reli-
ability engineering. 

Types of survival analysis methods include, for example, life tables, which are one 
of the oldest methods, as well as the estimation of the survival function of the contin-
uous survival using the Kaplan-Meier method and regression models, among other 
things: Cox proportional hazard model, exponential regression model or normal linear 
regression model [5]. 

In case of incomplete and imprecise data we can distinguish different types of cen-
soring such as: left censored, right censored and sectional censored. The left censor-
ing occurs when the failure occurred before the period of starting the observations, 
and we do not know the exact date of this fact [1]. On the contrary, if within the pre-
scribed period of time the event is not observed, then the right censoring occurs. Such 
situations can be caused by loss or lack of data [6]. For the probability analysis of 
water pipes without failure occurrence Cox model was used, which is applied in the 
analysis of censored data. The probability of undesirable event occurrence determines 
the hazard function in the form [12]: 

 ℎ( ) = ∆ → [   ∆ |∆   (1) 

Because the hazard function does not accept negative values, we can write it in ex-
ponential form: 

 ℎ( , ) = ℎ ( )exp ( )  (2) 

where h0(t) is the baseline hazard level, β is a vector of regression coefficients and X 
is the vector of explanatory variables . 
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The assumption of proportional hazards model assumes a constant hazard function 
quotient of two cases in the concerned study, which can be written as: 

 
( , )( , ) =  ( )  ( ) ( )  ( ) =  ( ) ( ) (3) 

Hazard ratio for determining relative in increase of the covariate value xk by one 
unit can be determined as: 

 
( , )( , ) =  ( )  (  ( )  …  ) ( )  (   …  ) = exp ( ) (4) 

Survival function, where ( ) is the baseline survival function, is estimated from 
the following formula: 

 ( , ) = ( )exp ( )  (5) 

The main criterion for assessing the state of water pipes is the failure rate index - λ. 
Failure rate index estimator per year for particular type of water pipes (mains, distri-
butional and water supply connections), was determined from the formula [7]: 

   =  /( ·  )  (6) 

where k is the total number of failures on the type of network [-], L is the length of the 
given type of network [km] and Δt is unit of time equal to one year. 

The basic quality parameter of service is its availability, including the duration of 
interruptions in water supply. This nuisance is proportional to the size of failure, the 
number of people affected by failure and the duration of interruptions in water supply, 
what can be described in the following way:  

 IR = Iu/Ri  (7) 

where IR is the customer interruption, Iu is the sum of unplanned interruptions of wa-
ter supply and Ri is the total number of recipients. 

and 

 Tavg= DT/IT (8) 

where Tavg is the average time necessary to restore the water supply in case of un-
planned interruptions in water delivery, DT is the sum of the duration of all interrup-
tions in the water supply and IT is the total number of water interruptions.  

The service availability determined quotient of the time of the continuous water 
supply throughout the year and the time when there was the demand for water can be 
reflected through following expression: 

  SA = (Ri · 1 year ‒ Ri ·  DT)/(Ri · 1 year)  (9) 

where SA is the availability service indicator. 
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3 Results and Discussion 

The lowest failure rate have distribution pipelines (λDavg = 0.24 km-1a-1) and the high-
est failure rate have main pipelines (λMavg = 0.54 km-1a-1). The European criteria say 
that the pipeline needs repairing when the failure rate index exceeds 0.5 km-1a-1. 

The calculations show that the distribution pipelines and the water supply connec-
tions are in good condition, but one should focus on improving the technical state of 
the main water pipelines.  

According to the percent of failures in the main water pipes, the distribution pipes 
and the water supply connections depending on the material from which they were 
made, 53% of the failures occurring in the main water pipes happened in the cast iron 
pipes, which results from a significant share of this material in the construction of 
these pipelines and their significant age. The distribution pipelines are characterized 
by high failure rate of iron pipes (56% of all failures), and PVC pipes (38%). Most 
failures in the water supply connections, as many as 59%, occur in steel pipes, this is 
due to their poor technical condition. The lower number of failures in pipelines made 
of PVC and PE is caused by the fact that they are part of the younger sections of wa-
ter network and that they are resistant to corrosion. 

In the case of the diameter and material of water pipes the most often failures occur 
in the water connections with a diameter of 32 mm, made of steel (13% of all fail-
ures). The next frequent are the failures in pipes made of PVC and steel, with a diam-
eter of 40 mm, respectively 15% and 8.8% of all failures. 

Taking into account the failure rate in water pipes it can be concluded that pipes 
made of PE are characterized by the lowest failure rate. In the water supply connec-
tions the failure rate index does not exceed 0.15 km-1a-1 and in the distribution pipe-
lines 0.09 km-1a-1.  

Also it was stated that iron pipelines in the main pipelines show the highest failure 
rate. The average failure rate is 1.02 km-1a-1. In the distribution pipelines the average 
failure rate is 0.43 km-1a-1. The highest failure rate in PVC pipes is seen in the water 
connections, from 0.65 to 1.13 km-1a-1, and the lowest  in the distribution pipelines, 
from 0.26 to  maximum of 0.37 km-1a-1. In the main water pipes the average failure 
rate was 0.69 km-1a-1. In the steel pipelines the highest failure rate is in the water sup-
ply connection, it ranges from 0.66 to over 1.34 km-1a-1. 

Thermoplastic materials as PVC and PE should replace traditional materials. As 
shown the analysis the distinguished materials have a low failure rate. 

The next step of the analysis was to research the influence of parameters on failure 
occurrence of water pipe. The examined significance level assured that there is no 
basis to reject the hypothesis of the lack of influence of the distinguished parameters 
on pipe reliability. Relative risk of pipes located in the lanes of heavy traffic is twenty 
times greater than located off the main road in the pavement. Also considerations 
about the pipe material confirmed previous calculations associated with the failure 
rate. Risk associated with pipes made of steel are sixteen times greater than pipes 
made of PE. It means that pipes made of cast iron and steel should be under special 
supervision, including the continuous monitoring and the replacement program. 
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Based on the performed analysis of the failure protocols the recovery time and the 
total time of repair of damaged pipelines were examined, the range of the recovery 
time changes for the distribution pipelines was from 1 to 15.5 hours and for the main 
pipelines from 1 to 17.5 and the total time of damaged water connections repair of 
about  8 h is longer than the repair time of distribution pipelines (6.5 h). The average 
values of presented indicators from the distinguished period of time, on the example 
of the examined water supply system, were as follow: IR = 1.7 no of failures per re-
cipient and year, Tavg = 4.5 h per failure and SA = 0.9417. 

4 Conclusions 

The water company should have developed a scenario of conduct in case of typical 
failure occurrence. The development of such a scenario should be preceded by the 
appropriate analyses and consultation with water consumers, since the improper deci-
sions taken at the time of failure may lead to additional costs incurred by the water 
supply company. 

An important element influencing the lifespan of the water supply system is to 
monitor failures and detect these elements which cause the failures most often.  While 
selecting the elements that cause the failure most often it should be remembered that 
the "lifetime" of some elements may be much shorter or longer than assumed. The 
operating time of the water supply network should be determined not only on the 
basis of theoretical data set by the designers but also on the operating data taken from 
the network monitoring. Such a procedure is justified because it is not common that 
the actual lifespan of a technical element overlaps with a theoretical working time.  
It should also be noted that there are cases where the real operation time of the object 
is much longer than the theoretical one. For the entire water supply system, as the  
end of service life should be considered time when the failure rate is so high that it is 
uneconomical to repair the failures. 

The result of the further research will be to achieve renovation assessment proce-
dures, what will constitutes a very important role in the risk analysis procedures and 
will lead to investment projects and strategic modernization plans. 
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Abstract. The paper focuses on problem of credential revocation in distributed 
environment where credentials are dispersed among users and there is no simple 
way to cancel already issued credential. To overcome presented problem, ac-
cess requests acceptors must contact each credential issuer in order to check its 
validity status. This process is not always acceptable as it imposes more system 
load. The work focuses on RT Framework and RT credentials. The proposed 
solution associates with each credential a freshness constraint which defines 
how long the credential can be regarded as valid after last validity check. Con-
straints are propagated along a credential chain that makes the user be granted 
access to a shared resource. Article presents model and its semantics. The se-
mantics associates each RT credential with a freshness constraint that should be 
used during credential validity check. The solution provides mechanism for 
cancelling RT credentials that allows controlling access to shared resources in a 
fine manner and limit system load. 

Keywords: Credential revocation, distributed authorisation, trust management, 
freshness constraints, formal model. 

1 Introduction 

Competitive market makes many companies to cooperate in order to reach advantage 
over competitors. There is a need for technology that facilitates integration of differ-
ent computer systems in a way that allows exchanging data, accessing shared  
resources and providing collaboration services. To meet these requirements, trust 
management models have been proposed. They provide access control mechanisms 
for distributed environment. Decentralised design allows users from different admin-
istrative domains to access resources located in other domains. This is achieved by 
issuing credentials that can be transferred to user. In order to use resource, user pre-
sents credentials and based on them, system can deduct whether access should be 
granted or not. Inherent characteristic of distributed design is possibility to delegate 
authority over roles between security domains.  

The distributed design is very appealing. It does not impose any requirements  
for systems integration. In order to mutually exchange data, two systems only need to 
use the same trust management model. Then, they define a security policy and issue 
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credentials to users. Then, resources can be accessed only based on issued credentials. 
Nevertheless, there are some drawbacks. As users own credentials, there is no possi-
bility that issuer can revoke particular credential. This feature would be very helpful 
in many real life scenarios. For example, when employee gets dismissed the employer 
would like to cancel all his credentials to minimise risk of corporate data leakage. 
This paper focuses on a RT Framework, which is a trust management model. The 
article presents an enhancement that provides possibility to revoke credentials. In 
order to provide such feature, system accepting access request must have possibility 
to verify credential validity, e.g. by contacting its issuer. Administrators can define 
how often such verification should be performed. This allows keeping balance be-
tween system load and amount of risk of accepting faulty credential. 

The paper is organised as follows. Next section briefly presents related work. Then 
a business scenario that illustrates the problem of revoking credentials is presented. 
Section 4 provides an overview of the RT Framework. Section 5 presents a proposed 
solution. Finally, the paper is summed up and conclusions are drawn in section 6. 

2 Related Work 

A problem of designing access control mechanisms suited for distributed environment 
has been studied by many researches. Few examples are SPKI/SDSI[1], KeyNote[2], 
PolicyMaker[3] and RT Framework[4]. Seamons et. al. in [5] and Chapin et. al. in [6] 
present requirements that trust management model should fulfil and perform survey of 
various solutions against them. The commonly agreed requisite is monotonicity of a 
model, which is regarded to be one of the factors allowing a practical implementation 
of the system. Credential revoking makes model non-monotonic. Nevertheless, Li et. 
al. in [7] proved that revocation can be implemented in a monotonic manner.  

Skalka et. al. [8] created RTR language which associates each credential with a risk 
of being invalid. The threat is aggregated along credential chains and when exceeds 
predefined threshold all subsequent credentials are being ignored. The main advan-
tage of it is possibility to control the authority delegation depth. Thus, user can dele-
gate authority only predefined number of times. The notion is conceptually similar to 
the idea of freshness constraints propagation presented in this work; however, this 
solution associates each credential with a maximum age of the credential that can be 
used in the authorisation process without being verified. If the age is exceeded, sys-
tem needs to check whether credential is still valid. The result of this operation deter-
mines if credential can be used or should be ignored. 

Changyu et. al. in [9] introduce a non-monotonic trust management model called 
Shinren. The concept is different from RT framework analysed in the paper in the 
sense that Shinren utilises multi-value logic with negative assertions in contrast to RT, 
which uses classic logic with only positive statements. Furthermore, presented fresh-
ness constraints propagation focuses on allowing for credential revocation instead of 
expressing a negative information in the security policy. Another concept, similar to  
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Shinren is the RT- language described by Czenko et. al. [10]. It also provides possibil-
ity to define negative information and also utilises multi-value logic to perform au-
thorisation queries. 

3 Business Scenario 

We present a business scenario that describes the discussed problem of revoking cre-
dentials in distributed environment. The example presents a policy limiting access to 
medical data only to licensed doctors who are also defined by patients as their per-
sonal doctors. As the research is focused on the RT Framework, the scenario utilises 
RT credentials, which are described in next chapter. However, we decided to use 
them here as their meaning is straightforward and will facilitate understanding of later 
sections. 

The patient named Bob gets medical check. His doctor named Alice has ordered 
some blood tests on the previous visit and now wants to check the results on the labo-
ratory website. Laboratory security policy specifies that access to specific patient’s 
data have only licensed doctors who are defined by patient as his personal doctor. 
Laboratory administrator delegated control over this role to the NHS (National Health 
System). This can be expressed as the following credential: 

 Lab.results(?p) ← NHS.license ∩ NHS.hc.doctor(?p) (1) 

The doctor licenses are not issued directly by NHS, but by its branches. Alice has 
been licensed by Warsaw branch, denoted by WAW: 

 NHS.license ← NHS.branch.license (2) 

 NHS.branch ← WAW (3) 

 WAW.license ← Alice (4) 

In order to define his personal doctor, a patient needs to go to his local health cen-
tre and fill appropriate form. Bob is being served by a Promed clinic that has a con-
tract with NHS: 

 NHS.hc ← Promed (5) 

 Promed.doctor(Bob) ← Alice (6) 

During the medical check, Alice can present all above credentials to the laboratory 
and get access to the blood tests results. A ?p in above credentials is a variable denot-
ing any patient. 

The problem arises when an issuer decides to revoke some credentials. For exam-
ple NHS can decide to suspend Alice’s doctor license and revoke the credential (4). 
Similarly Bob may change his personal doctor, which will revoke credential (6). In 
either event, Alice still has copy of cancelled credential and can use it to access Bob’s 
medical data. 
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The proposed solution addresses this problem. With each role, administrator can 
associate a freshness constraint, which defines how long a credential can be used in 
authorization process after last validation. When this time passes, the credential valid-
ity must be verified. 

In presented example, laboratory administrator has decided that doctor licenses 
have to be validated every 10 days, and personal doctor credentials should be checked 
once a month. 

4 The RT Framework Overview 

The RT Framework [4] is a trust management model that provides authorisation 
mechanism for distributed environments. Users and systems are represented as enti-
ties. They can issue authorisation requests in order to access shared resource or define 
roles that can be identified with some privilege in the system. All members of a role 
representing some resource can access it. Another term is a role name. It can be used 
by the entity to construct a role. A role is denoted by the entity name followed by dot 
and then a role name. For example, NHS.doctor is a role defined by national health 
system by using role name doctor. The role is local to the entity who defines it, so 
NHS.doctor can have different meaning than Promed.doctor. 

In the RT Framework, a security policy is expressed as a set of credentials. Based 
on them, resource owner can deduct whether user access request should be accepted 
or denied. The RT Framework is a set of RT languages that provides different capa-
bilities to express security policies. This paper utilises RT1 language, which allows 
using parametrised roles [11]. There are four types of credentials: 

1. Simple membership: A.r ← D. With this statement A asserts that D is a member of 
role A.r. 

2. Simple inclusion: A.r ← B.s. Issuer A asserts that all members of B.s are also 
members of A.r. This is a simple role delegation, since B can add new entities to 
A.r role by adding them to B.s role. 

3. Linking inclusion: A.r ← A.s.t. Issuer A asserts that A.r includes all members of 
B.t role for each B that is member of A.s. This type of credential allows for author-
ity delegation over A.r to members of A.s. 

4. Intersection: A.r ← C.s ∩ D.t. This credential allows A to assert that a member  
of A.r is any entity that simultaneously is member of C.s and D.t. This is partial 
delegation to C and D. 

In the RT1 language, each role name have a set of parameters (h1, …, hn). The parameter 
can have fixed value (6) or be a variable (1). Based on the presented definitions,  
four sets can be defined: 

 Roles = { A.r: A ∈ Entities, r ∈ RoleNames } (7) 

 LinkedRoles = { A.r.s: A ∈ Entities, r, s ∈ RoleNames } (8) 

 Intersections = { f1 ∩ … ∩ fi: fi ∈ Entities ∪ Roles ∪ LinkedRoles } (9) 

 RoleExpressions = Entities ∪ Roles ∪ LinkedRoles ∪ Intersections (10) 
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Authorisation procedure is based on the credential graph, which is built using a set of 
credentials. Each vertex relates to role expression. Simple edges represent credentials, 
and derived edges are used to handle linked roles and intersections. 

Credential graph is defined below. Notation e1 ⇐ e2 denotes an edge, while e1 ‹‹ e2 
represents a path in a graph. While constructing a graph, a relation credentialEdge is 
defined. It links credential with corresponding edge in a credential graph. 

 credentialEdge ⊆ C × EC (11) 

Let C be a set of RT1 credentials. The basic credential graph GC relative to C is 
defined as follows: the set of nodes NC=RoleExpressions and the set of edges EC is the 
least set of edges over NC that satisfies the following three closure properties: 

1. If A.r ← e ∈ C then A.r ⇐ e ∈ EC, and it is called a credential edge.  
The pair (A.r ← e, A.r ⇐ e) ∈ credentialEdge relation. 

2. If there exists a path A.r ‹‹ B ∈ GC, then A.r1.r2 ⇐ B.r2 ∈ EC, and it is called a de-
rived link edge, and the path A.r ‹‹ B is a support set for this edge. 

3. If D ∈ NC, and B1.r1 ∩ B2.r2 ∈ NC, and there exist paths B1.r1 ‹‹ D, and B2.r2 ‹‹ D in 
GC, then B1.r1 ∩ B2.r2 ⇐ D ∈ EC. This is called a derived intersection edge, and 
{B1.r1 ‹‹ D, B2.r2 ‹‹ D} is a support set for this edge. 

If user is a member of a certain role, there is a path in the credential graph linking 
vertexes representing user and this role. Such path with corresponding support sets is 
called a credential chain. It can be regarded as a proof that user is a member of spe-
cific role. If role represents some privilege in a system, user can perform certain ac-
tion, e.g. access shared resource. 

To illustrate the authorisation process Figure 1 presents a credential graph corre-
sponding to analysed business scenario. There exists path linking Alice with 
Lab.results(Bob) role. Thus, Alice has access to results of Bob’s blood test. As de-
scribed business scenario is simple, one can observe that the graph presented on Fig-
ure 1 is also the credential chain. It is also interesting that Lab.results role has patient 
parameter set to Bob in the graph. This is a consequence of the credential (6) which 
associates the variable ?p with specific value. 

 

Fig. 1. Credential graph corresponding to business scenario 
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5 Freshness Constraints Semantics of RT Framework 
Credentials 

5.1 Freshness Constraints 

The proposed model introduces an enhancement to the RT Framework that allows 
revoking credentials. Generally, to provide such feature system accepting authorisa-
tion requests needs to verify if all credentials forming credential chain are valid. This 
can be very difficult or unwanted procedure. Very often, some credentials are being 
revoked on a regular basis and there is no necessity to verify them on every access 
request, e.g. universities revoke student cards twice a year. In other situations, users 
can accept some amount of risk of accepting revoked credential in return to lowering 
system load or network traffic. 

To provide flexible solution, the proposed model utilises idea of freshness con-
straints. Each credential has associated fresh time fn and a freshness requirement Δt. 
The fresh time denotes the moment when credential was successfully validated last 
time. Afterwards, the credential can be regarded as valid until fn + Δt passes. In other 
words, at the time of access decision evaluation, when the condition tnow<fn+Δt is 
fulfilled then credential can be assumed to be valid. Otherwise, system needs to verify 
credential status before using it in the authorisation process. The Δt value can be seen 
as a risk of accepting invalid credential that application can accept in place of less 
frequent credentials verification. 

We think that freshness constraints should be propagated along the credentials 
forming credential chain. The propagation should start with the role representing re-
source and proceed in direction of user. This design ensures that when administrator 
defines a constraint for a specific role (e.g. Lab.results) then all credentials used to 
calculate all members of this role fulfil this constraint. 

The freshness constraint can be regarded as maximum age of the credential without 
verification. The value can be any positive number. The set T denotes all possible 
values for freshness constraints: 

 T = <0, ∞) (12) 

5.2 Defining Security Policy and Freshness Constraints Propagation 

In the RT Framework a security policy is defined by issuing credentials. In a business 
scenario, laboratory administrator creates credential (1) which specifies who has ac-
cess to medical data. 

In the proposed solution, there is need to define requirements for specific roles. 
Therefore, we introduce the fc function: 

 fc: Roles → T (13) 

Table 1 presents policy defined by laboratory administrator from business case. 



 Freshness Constraints Semantics of RT Framework Credentials 365 

 

Table 1. Policy defined by Lab administrator – fc values 

Role Δt [days] 
NHS.license 10 
NHS.hc.doctor 30 

 
The freshness requirements should propagate along the edges of the credential 

chain and associate each edge with a freshness constraint. When credential validity is 
performed, a value associated with edge relative to the credential is being used as a 
freshness requirement. 

As can be observed on Figure 1, the chain may be disconnected. Each derived link 
edge has a support set that forms a separate component of the graph. Moreover, sup-
port sets determine existence of derived edges. Therefore, freshness constraints 
should be propagated also through support sets. 

To carry out propagation, a freshness graph FGC is being built based on a creden-
tial graph GC. The propagation is performed along its edges from vertex representing 
resource to vertex relative to the user. The function Ψ transforms a credential graph 
into freshness graph. 

 Ψ: GC(NC, EC) → FGC(FNC, FEC) (14) 

Two graphs have the same sets of vertexes: 

  FNC = NC (15) 

 

Fig. 2. Freshness graph corresponding to business scenario 

As credentialEdge relation links a credential with an edge in a credential graph, the 
freshnessCredentialEdge relation links the same credential with an edge in a freshness 
graph: 

 freshnessCredentialEdge ⊆ C × EC (16) 

The FEC set of edges of freshness graph is constructed as follows: 

1. If  A.r ⇐ e ∈ EC, then A.r ⇒ e ∈ FEC. Let c be a credential from credentialEdge 
relation, corresponding to edge A.r ⇐ e. Then a pair (c, A.r ⇒ e) ∈ 
freshnessCredentialEdge relation. 
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2. If A.r1.r2 ⇐ B.r2 ∈ EC, then A.r1.r2 ⇒ A.r1 ∈ FEC and B ⇒ B.r2 ∈ FEC 
3. If B1.r1  ∩ B2.r2 ∈ NC, then B1.r1 ∩ B2.r2 ⇒ B1.r1 ∈ FEC and  

B1.r1  ∩  B2.r2 ⇒ B2.r2 ∈ FEC. 

Figure 2 presents a freshness graph corresponding to the credential graph from Figure 
1. The propagation is performed along its edges. The process associates each edge 
with a freshness constraint value that is a result of combining freshness constraint 
defined in the policy for the role in vertex which is a beginning of the edge and values 
associated for each edge that ends in this vertex. The combination is performed by 
propagation operator ∇ defined as follows: 

 x ∇ y = min(x, y) (17) 

The policy is defined by fc function. However, it only specifies freshness con-
straints for Roles. On the other hand, the vertexes in the freshness graph may repre-
sent not only Roles but also Entities, LinkedRoles and Intersections. In order to  
generalize the fc function, a calc function is defined. Based on the policy, it allows 
calculating a freshness constraint for any role expression. The fc is a partial function. 
If it is not defined for specific role, then calc returns infinity for it. 

 calc: RoleExpression → T (18) 

 calc(A) = ∞ (19) 

 calc(A.r) = fc(A.r) (20) 

 calc(A.r.s)=fc(A.r) (21) 

 calc(A.r ∩ B.s) = ∞ (22) 

The calc function associates infinity with entities. This is for clear mathematical cal-
culus as this ensures calc is applicable for any vertex. Nevertheless, vertexes relative 
to entities are always leafs of the graph and therefore doesn’t take part in freshness 
constraints propagation. 

Intersections are associated with infinity to ensure that freshness constraints de-
fined for one element of intersection does not propagate into branch relative to anoth-
er element. This is safe, as in the freshness graph the vertex representing intersection 
is always connected with nodes representing intersection’s elements. Those observa-
tions can be seen in Figure 2. 

5.3 Propagation Process 

The propagation is performed in steps. At each step some freshness graph edges are 
associated with freshness constraints. The relation Pi represents such association at the 
ith step of propagation. The relation is defined later in this chapter. From this point we 
will assume that edges are represented as a set of ordered set of pairs of nodes. 

 FEC ⊆ FNC × FNC (23) 
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The propagation starts from the edges that go out from the freshness graph root. 
The set of such edges is named roots. 

 roots ⊆ FEC (24) 

 roots =  (a, b) ∈ FEC:  ∄( , )∈FEC(y = a)  (25) 

A freshness constraint value can be associated with edge going from node n1 to 
node n2, when all edges ending in n1 have been processed. In order to decide whether 
edge is ready to be processed a predicate named complete is introduced. 

 complete: FEC × Pi → {false, true} (26) 

 complete (a,  b),  P = ∀( , )∈FEC:  ∃( , ,∆ )∈P (c = x ∩ d = y)  (27) 

When an edge is being process by the propagation process, the prop function is used 
to calculate a freshness constraint value that should be associated with it. 

 prop: FEC × Pi → T (28) 

 prop (a, b), Pi = calc(a)∇ ∇(x,y,Δt)∈Pi:y=a(Δt)   (a, b)∉roots  calc(a)                                                (a, b)∈roots  (29) 

The P relation represents a freshness constraints associated with freshness graph edg-
es. It is constructed incrementally. The relation P is the least set Pi satisfying the fol-
lowing conditions: 

 P ⊆ FEC × T (30) 

1. P =  ∅ 
2. Pi+1= f((a, b), Pi)(a,b)∈FEC  
3. f((a, b), Pi)= (a,b),Δt : complete (a,b),Pi ∪(a,b)∈roots ∩Δt=prop (a,b),Pi  

5.4 Semantics Definition 

The freshness constraints semantics SC of the set C of RT credentials associates each 
credential with a freshness constraint value that should be used to verify credential 
validity during authorization process. 

To define the semantics, a freshnessCredentialEdge relation between credential and 
a corresponding edge in a freshness graph is used. The semantics can be defined as 
composition of two relations: 

 SC = freshnessCredentialEdge ∘ P (31) 
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Figure 2 presents the values of P relation. The values that are associated with edges 
corresponding to credentials are elements of semantics SC. Such edges are drawn with 
solid line. The propagation has been performed with policy presented in Table 1. 

6 Summary and Conclusions 

The proposed solution provides a formally defined enhancement to the RT Frame-
work that allows for credential revocation. It is a desirable feature that helps employ-
ment of trust management in real life situations. Proposed enhancement takes into 
consideration a credential chain that allows user access a shared resource and there-
fore allows controlling a security policy in a fine manner. Freshness constraints also 
limit the system load by lowering frequency of credential validity checks. 

The solution supports RT0 and RT1 languages but there should be no much effort to 
make it work with also other languages like RT2 and RTT[11].  

References 

1. Clarke, D., Elien, J.E., Ellison, C., Fredette, M., Morcos, A., Rivest, R.: Certificate Chain 
Discovery in SPKI/SDSI (1999) 

2. Blaze, M., Feigenbaum, J., Ioannidis, J., Keromytis, A.D.: The KeyNote trust-management 
system, version 2. IETF RFC 2704 (September 1999) 

3. Blaze, M., Feigenbaum, J., Strauss, M.: Compliance Checking in the PolicyMaker Trust 
Management System. In: Hirschfeld, R. (ed.) FC 1998. LNCS, vol. 1465, pp. 254–274. 
Springer, Heidelberg (1998) 

4. Li, N., Winsborough, W., Mitchell, J.: Distributed Credential Chain Discovery in Trust 
Management. J. Computer Security 1, 35–86 (2003) 

5. Seamons, K.E., Winslett, M., Yu, T., Smith, B., Child, E., Jacobson, J., Mills, H., Yu, L.: 
Requirements for policy languages for trust negotiation. In: Proc. Third Int. Policies for 
Distributed Systems and Networks Workshop, pp. 68–79 (2002) 

6. Chapin, P.C., Skalka, C., Wang, X.S.: Authorization in trust management: Features and 
foundations. ACM Comput. Surv. 40 (2008) 

7. Li, N., Feigenbaum, J.: Nonmonotonicity, User Interfaces, and Risk Assessment in Certifi-
cate Revocation (Position Paper). In: Syverson, P.F. (ed.) FC 2001. LNCS, vol. 2339,  
pp. 157–168. Springer, Heidelberg (2002) 

8. Skalka, C., Wang, X.S., Chapin, P.C.: Risk management for distributed authorization. 
Journal of Computer Security 15, 447–489 (2007) 

9. Dong, C., Dulay, N.: Shinren: Non-monotonic trust management for distributed systems. 
In: Nishigaki, M., Jøsang, A., Murayama, Y., Marsh, S. (eds.) IFIPTM 2010. IFIP AICT, 
vol. 321, pp. 125–140. Springer, Heidelberg (2010) 

10. Czenko, M., Ha, T., Jeroen, D., Sandro, E., Pieter, H., Jerry, den H.: Nonmonotonic Trust 
Management for P2P Applications. Electronic Notes in Theoretical Computer Science 
(ENTCS) archive 157(3), 113–130 (2006) 

11. Li, N., Mitchell, J., Winsborough, W.: Design of a Role-Based Trust-Management Frame-
work. In: IEEE Symposium on Security and Privacy, pp. 114–130. IEEE Computer Socie-
ty Press (2002) 



 

© Springer International Publishing Switzerland 2015 
W. Zamojski et al. (eds.), Theory and Engineering of Complex Systems and Dependability, 

369 

Advances in Intelligent Systems and Computing 365, DOI: 10.1007/978-3-319-19216-1_35 
 

Logistic Support Model for the Sorting Process  
of Selectively Collected Municipal Waste  

Marcin Plewa, Robert Giel, and Marek Młyńczak 

Wrocław University of Technology, 27 Wybrzeże Wyspiańskiego St, 50-370 Wrocław 
{marcin.plewa,robert.giel,marek.mlynczak}@pwr.edu.pl  

Abstract. An intensive growth of population, progressing processes of social and 
economic development and increasing urbanisation of fast-developing countries 
considerably contribute to the increase in the amount of the waste produced. This 
necessitates reasonable decisions to be made within waste man-agement in urban 
areas. Therefore, a clear increase in the interest in matters as-sociated with the 
selection of relevant strategies for planning the waste man-agement process has 
been noticeable in recent years. One of the global aims is to develop appropriate 
waste recycling strategies. Solving problems associated with the selection of an 
appropriate strategy for waste management, planning collection processes, 
sorting and recovery, designing infrastructures for waste treatment and 
monitoring of such processes often requires that a model-based approach should 
be applied. The main objective of this paper is to present a simulation model that 
aids the decision-making process as regards the planning of sorting processes for 
the selectively collected municipal waste at the Recy-cling Centre in WPO 
ALBA S.A.  

Keywords: waste management, reverse logistics, simulation.  

1 Introduction  

An intensive growth of population, progressing processes of social and economic 
development and increasing urbanisation of fast-developing countries considerably 
contribute to the increase in the amount of the waste produced. Therefore, a clear 
increase in the interest in matters associated with the selection of relevant strategies for 
planning the waste management process has been noticeable in recent years. One of the 
global aims is to develop appropriate waste recycling strategies, which would result in 
an increased effectiveness of such recycling due to improved production at the source, 
collection and reprocessing of priority waste flows. Solving problems associated with 
the selection of an appropriate strategy for waste management, plan-ning collection 
processes, sorting and recovery, designing infrastructures for waste treatment and 
monitoring of such processes often requires that a model-based approach should be 
applied [2,12,18,20]. The main objective of this paper is to present a simulation model 
that aids the decision-making process as regards the planning of sorting processes for 
the selectively collected municipal waste at the Recycling Centre in WPO ALBA S.A. 
This is an element of a comprehensive solution devised to aid in the decision-making as 
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regards municipal waste management. In the first section of this paper, the current state 
of knowledge, including the classification of waste man-agement models in the light of 
literature-provided research, is presented together with a discussion on basic model 
groups, which allows to assign the model in question to one of the groups and establish 
a direction for further research.  

2 Classification of Models – Literature Overview  

The discussion of waste management system/process modelling requires that basic 
definitions and waste classification should be presented in the first place.  

Waste may refer to unnecessary products created as a result of a specific activity 
being completed (e.g. production, household or commercial activity) and refused by the 
society [14].  

The simplest waste classification includes a division into municipal and industrial 
waste. The rules of waste classification are extensively discussed in the literature and 
are presented in [4, 6, 15, 27]. Much attention in the literature is also paid to the 
defi-nition of waste management, which includes effective planning, completion and 
con-trol of waste collection, transport and reprocessing (sorting, recovery and 
treatment) [6].  

The problem of waste management process modelling has been analysed in the 
lit-erature since the late 1960s [7]. One of the first studies aimed at the overview of the 
literature in the field of waste management is [27]. Its author focused on a wide 
over-view of the literature discussing mathematical modelling of the planning of the 
waste management process. The models were classified into three main groups (static 
mod-els, dynamic models with periodic or continuous optimisation of parameters 
relating to the waste management strategy).  

Other studies, which present a wide overview of the literature devoted to the field of 
modelling municipal waste management processes are [2, 3, 9, 10, 12, 13, 17, 19, 24, 
25, 30].  

The literature-based study has allowed suggesting three main groups of waste 
management models based on the criterion of their applicability: They are: models of 
locations and selection of waste collection sites/ designing waste collection networks; 
models of planning waste collection routes and models of support for planning waste 
management systems, including the use of decision support systems/ expert systems, 
assessment tools for system functioning and case studies.  

In its later section, this paper presents studies included in the last group, as the model 
to be presented in the paper is to be found among decision support systems.  

Classified into the first two groups and described in the literature, the models of 
process optimisation also provide assistance to the planners in decision making as 
regards designing waste collection networks (e.g. location, routes, number and type of 
vehicles). These, however, are not system solutions which would take into account the 
relationships between individual waste management sub-systems.  

The last group of models includes studies suggesting comprehensive solutions in the 
form of Decision Support Systems (DDS), Spatial Decision Support Systems (SDSS) and 
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Planning Support Systems (PSS), based on the use of information tech-nologies [14]. The 
overview of the literature in this scope, among others, is provided in [14], the author 
suggested a SDSS system to support the planning of solid waste in Philadelphia, PA.   

Another DSS system are presenting in papes [1,5,7,23,26].   
Further, the literature provides several papers, which cover concepts of waste 

man-agement system planning along with the use of the multi-criterion method. An 
exam-ple here is [8, 11, 16, 22].   

With such an insight into the literature, the scope of which covers modelling of 
lo-gistic processes as regards waste management, it is possible to summarise the 
existing state of knowledge. The subject literature still does not provide any solution, 
which, in a system approach, would cover factors, i.e. the fact is that the collection 
point can generate flows of various loads (various municipal waste fractions: plastic 
materials, paper, glass, etc.), requiring loadability of transport means to various extent. 
As to the waste collection, time of collection is important as well. Delays may cause 
containers to be overfilled. For municipal waste collection, it may be associated with 
penalties to be imposed on the company. The main decision-related problem discussed 
in the lit-erature is the manner of resource allocation, determination of collection areas 
and assignment of transport means so that all areas can be handled within the required 
time with the lowest total cost possible. Insufficient attention has been paid to models 
including many independent sources of waste and their impact on the completion of 
waste management processes within recovery systems. There are no models that would 
include changes in the morphology of waste on the completion of management of 
selectively collected municipal waste. There are no models that would include the 
product quality of the recovery process and repeatability of parameters characterizing a 
given product. There are no models that would include any regulation of waste flows to 
the recovery installations and full integration between the transport, sorting, storing, 
handling and recovery sub-systems. There are no models that would improve the 
operation of the recovery installation, including the dependency between individ-ual 
elements of the installation. Finally, there is also no study that would provide the 
information on the impact of unreliability of individual process on the efficiency of the 
recovery system operation.  

The fact that there are no optimum solutions to be found in the literature is caused by 
constantly changing organization of this system type and a large number of ran-dom 
factors affecting the efficiency of collection process completion.  

3 Model Description  

Based on the literature overview provided, main objectives of this paper can be 
identi-fied. This paper presents a model being an element of a comprehensive solution 
designed to support decisions as regards municipal waste management in WPO ALBA 
S.A. The tool developed is a subject of a research project, which is to incorporate the 
development of a logistic system model, including elements of the waste management 
process (collection, transport to the handling site, handling, storage, sorting and 
transport of mixed waste to Regional Municipal Reprocessing Systems. The aim of the 
IT tool will be to ensure the integration of individual processes, which constitute 
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municipal waste management. Further step will be to incorporate elements of the 
system reliability as well as in [21, 28, 29].   

This paper presents a simulation model of the sorting process of selectively collected 
municipal waste at the Recycling Centre in WPO ALBA S.A.  

4 Assumptions  

The municipal sanitation company receives waste from households in the city of 
Wrocław and nearby communes. Operations of the company consist in the 
organiza-tion of waste collection, transport to the sorting plant and distribution of the 
output material.  

The waste-sorting plant is designed to clean flows of selectively collected waste 
from contamination caused by improper waste sorting at the source. By using the 
system, it is possible to separate undesired waste fractions. The company employs two 
waste-sorting methods, i.e. positive and negative selections.   

The selectively collected waste form a part of Wrocław area and surrounding 
communes is transported to the receiving station at the sorting plant. During the week, 
supply quantities are different, which results from the waste collection schedule, as 
waste is collected from various locations on various days. Most schedules apply 
weekly, and, therefore, it is assumed that waste is collected from the same locations on 
the same weekdays for simplification. This assumption will be removed in the course of 
further work on the model.  

Once the waste is unloaded, the employees carry out pre-selection, during which 
they sort out hard plastic and large-size waste. Then the waste is fed into a system of 
connected belt conveyors and passes through subsequent elements of the system, in 
which waste flows are separated.  

The flow commences at the hopper chamber and the adjacent conveyor 1_01. Then, as 
shown by the diagram below, the waste is transported along the conveyor 1_01 to the 
conveyor 1_02 to the manual sorting compartment (compartment no. 1) on the conveyor 
1_05. The compartment is the final place, where the waste is trans-ported before flows of 
various rates are separated. Once transported by the conveyor 1_05, the waste is routed to 
the conveyor 1_08, which feeds it into a drum sieve, di-viding the waste into two flows 
with fractions smaller and larger than 200 mm. Once separated into two flows, they are 
conveyed to various sorting compartments (com-partments 2 and 3) to be sorted into raw 
materials and ballast. The latter is milled up and converted into an alternative fuel. Apart 
from manual sorting at the sorting plant, there are mechanical classifiers to separate, 
among others, ferrous and non-ferrous metals out of other fractions.  

5 Key  

• m1, m2, m3, m4, m5– random variable describing the waste supply quantity on each 
day of of the week [Mg];  

• Tz – normal working time of one shift [s];  
• Tez – actual working time of one shift (with downtime and shift breaks) [s];  
• ta – random variable describing downtime of the line due to a random event [s];  
• Tp – break time between shifts [s];  
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• Z – number of shifts, on which the plastic material line is being operated [items];  
• Tc – total operation time of the plastic material sorting line [s];  
• sm – random variable describing the waste mass flow [kg/s];  
• cm – random variable describing the volume of the waste mass flow [m3/s];  
• v1, v2, v3, v4– speed of the conveyer 1_01, 1_02, 1_05, 1_08 [m/s];  
• k – drum sieve efficiency [%];  
• Fa – waste flow with a fraction up to 200 mm [kg/s];  
• Fb – waste flow with a fraction over 200 mm [kg/s];  
• MTc – total waste mass processed during the operation time of the plastic material 

sorting line [Mg];  
• CTc  – total volume of the waste mass flow processed during the operation time of 

the plastic material sorting line [m3];  

Table 1 presents density functions of probability distribution for random variables 
describing supply quantities of selectively collected waste delivered to the Recycling 
Centre in WPO ALBA S.A.  

Table 1. Density functions of probability distribution for random variables describing supply 
quantities of selectively collected waste on individual weekdays  

 

 

The random variable cm describing the volume of the waste flow is given in the 
function of the mass flow amount. The tests completed allowed to take into account  
the variable amount of specific gravity of the flow of the selectively collected waste. 
The volume of mass flow can be represented using the following equation:  

 ( ,τ  )=0.0137· +τ   [m3/s],  (1)  

where:  

τo – random variable describing the deviation of waste volume from the linear function 
describing the dependency of volume from mass [m3].  



374 M. Plewa, R. Giel, and M. Młyńczak 

 

Table 2 presents density functions of probability distribution for random variables 
used to describe the operation of the waste sorting plant.  

Table 2. Density functions of probability distribution for random variables describing the 
ope-ration of the plant 

 

 
The Kolmogorov at the level of significance α = 0.05 was applied to verify the 

goodness-of-fit of empirical and theoretical distribution functions. All cases resulted in 
compliance of the distribution functions (values lower than the limit value of λ0.05).  

6 Simulation Algorithm  

In the model developed, the influence of time is given by constant increments. The 
assumed unit of time is second. Each simulation experiment has a predefined random 
time horizon given by the number of shifts, the difference in working time on an 
eight-hour shift and planned downtimes and downtimes caused by random events. 
Completion of individual process in subsequent periods depends on the actual values of 
the input parameters and the decisions made during previous periods. Based on the 
assumptions employed while developing the model, the following simulation 
algo-rithm has been devised:  

1. Step one: determine the length of the period to be analysed.  
2. Determine input parameters for the equipment.  
3. Determine the number of repeated simulations for each of the tested input 

parame-ters.  
4. Generate the value of the random variable describing the downtime of the line 

dur-ing the shift.  
5. Assign a unit step for the generation time of the waste flow and number of 

interac-tions for the flow generator.  
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6. Start flow transfer through the simulated equipment at the sorting plant.  
7. Divide the flow into two sub-flows, depending on the parameters of waste fraction 

percentages.  
8. Record the input parameters for the flow.  
9. Last step: save the collected values of the output parameters for the simulation 

models to a file.  

The described simulation algorithm is presented by the block diagram in Figures 1-2.  
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Count the time of 
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time
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Yes

No

Transition 
sorting plant

  
 

Fig. 1. Block diagram of the simulation process, time calculate (left side) and block diagram of 
the simulation process, stream flow (right side)  
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7 Model Sensitivity Analysis  

The range of variability of the input parameters in the model sensitivity analysis has 
been selected based on the initial analysis of how the parameters affect the model 
results. Table 3 presents the assumed values and the variability of the model input 
parameters.  

Table 3. Variability of the assumed input parameters of the simulation model  

Item Symbol 
Output 

quantity 
Variability 

(min:unit step:max) 

Explanation 

1 v1 0.0676 0.0176:0.01:0.0976 speed of the conveyer 1_01 

2 v2 0.41 none speed of the conveyer 1_02 

3 v3 0.1 none speed of the conveyer 1_05 

4 v4 0.4 none speed of the conveyer 1_08 

5 k 100 10:10:100 drum sieve efficiency 

6 z 3 1:1:3 amount of shifts  
 

Table 4 presents the output parameters of the simulation model, collected in the 
course of the sensitivity analysis.  

Table 4. Output parameters of the simulation model, collected in the course of the sensitivity 
analysis for the logistic support model  

 

7.1 Analysis of the Impact of Changing Speed of the Conveyor 1_01 on the 
Rate of the Mass Flow 

The graph 2 present an analysis of how a changing speed of the conveyor 1_01 af-fects 
the rate of the mass flow of the waste processed within one day, depending on the 
number of plastic material sorting shifts. At a higher speed of 0.0967 m/s within one 
shift, up to approx. 28 Mg of waste can be sorted. The same amount of waste can be 
processed at a speed of 0.0467 m/s on two shifts and from 0.0276 m/s and 0.0376 m/s 
on three shifts. It must be noted, however, that maintaining a high speed of the 
conveyor 1_01 for a longer time does not prove to be an optimum solution. For proper 
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functioning of the sorting plant, batching waste mass and volume is most important. As 
the mass increases, the volume of the waste flow transported along the belt conveyors 
increases as well. An excessive increase in the amount of waste results in a decreased 
efficiency of manual sorting. If the volume is too large, sorters are not able to spot 
proper waste fractions.   

  
Fig. 2. An analysis of how a changing speed of the conveyor 1_01 affects the total waste mass 
processed during the operation time of the plastic material sorting line, depending on the num-ber 
of plastic material sorting shifts (results for Z=1).  

The following graphs present the rate of a 600-second mass flow and the waste 
volume flowing through the sorting compartment, depending on the speed of the 
con-veyor 1_01. It can be noted that there is a volume flow of more than 1.5 m3 passing 
through the sorting compartment within 100 seconds, if the speed is 0.09 m/s.  
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Fig. 3. Mass of waste flowing through the sorting compartment, depending on the speed of the 
conveyor 1_01 [kg] and waste volume flowing through the sorting compartment, depending on 
the speed of the conveyor 1_01 [m3]  

Based on initial analyses of the tests completed, it has been determined that 0.0676 
m/s is the speed, at which sorters’ efficiency is satisfactory. Model sensitivity analysis 
showed that approx. 2.35 Mg of waste is flowing at the given speed within an hour, 
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which corresponds to approx. 41 m3. While increasing the speed as mentioned earlier, 
the sorting efficiency is considerably compromised. For the optimisation assumptions 
based on the maximum flow rate, without sorters’ efficiency being affected at a speed 
of 0.0676 m/s, the sorting plant is capable of processing up to 19 Mg on one, 37 Mg on 
two and 54 Mg on three shifts. Having such results, it is possible to ensure an op-timum 
scenario for a specific week day of sorting plant operation and create a sched-ule based 
on the analysis of the mass of the waste supplied to the sorting plant on that day.  

7.2 Analysis of How Changing the Speed of the Conveyor 1_01 Affects the Rate 
of the PET Fraction Mass at Varied Efficiency of the Drum Sieve.  

One of the most important raw materials obtained in the process of the selectively 
collected municipal waste is blue PET. In the course of the model, the sensitivity 
analysis on the impact of speed variation, as applied to the conveyor 1_01 on the rate of 
the mass fraction with PET type material, has been checked. In the course of the 
analysis, the impact of a changing efficiency of the drum sieve on the results obtained 
has been investigated as well. It is justified to have such an analysis performed, as 
during the tests, it was noted that efficiency of the sieve decreased in relation to 
oper-ation time. This is caused due to clogging sieve apertures. A decreased sieve 
efficien-cy necessitates arranging an additional person to pick up plastic material in 
another sorting compartment. The analysis of how the sieve operation time affects 
efficiency is subject to further research.  

The graph 4 presents the PET waste flow mass per hour of plant operation and how 
speed variation and efficiency of the drum sieve affect flow changes. The highest waste 
flow per hour has been obtained for a speed of 0.09 m/s and 100% efficiency of the 
drum sieve. If such parameters apply, the manual sorting compartment will re-ceive 
approx. 0.18 Mg of the plastic material per hour of sorting plant operation. At a speed 
of 0.06 and 0.03, the value drops to 0.1 Mg and approx. 0.05 Mg, respectively.  
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Fig. 4. PET waste flow mass per hour of plant operation and how speed variation and efficiency 
of the drum sieve affect flow changes 
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8 Summary  

The main objective of this paper was to present a simple simulation model that aids the 
decision-making process as regards the planning of sorting processes for the 
selec-tively collected municipal waste at the Recycling Centre in WPO ALBA S.A. 
During the sensitivity analysis the impact of changing speed of the conveyor 1_01 on 
the rate of the mass flow and on the rate of the PET fraction mass at varied efficiency of 
the drum sieve, was investigated. The tests completed allowed to take into account the 
variable amount of specific gravity of the flow of the selectively collected waste. 
Which is very important in practice because as the mass increases, the volume of the 
waste flow transported along the belt conveyors increases as well. An excessive 
in-crease in the amount of waste results in a decreased efficiency of manual sorting. If 
the volume is too large, sorters are not able to spot proper waste fractions.   

The aim of future research is to develop a model of inventory management and 
waste sorting planning based on the assumptions presented in this paper.  
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Abstract. Newest technologies like cloud computing are readily explored by 
both private users and organizations. Cloud brings with it ease of use and con-
venience for the end user. However often at the cost of convenience we may 
pay in terms of data security.  

The paper presents a new access control security model that can strengthen 
data protection in public software as a service cloud. The new model gives the 
new opportunities and possibilities for tighter protection of data. Its constant 
checking of the permissions, dynamics, manageability and elasticity show that 
it can be introduced to the cloud environment and ensures tight security. 

Keywords: Cloud computing, security of cloud, access control, software as a 
service. 

1 Introduction 

Newest technologies like cloud computing are readily explored by both private users 
and organizations. Cloud brings with it ease of use and convenience for the end user. 
However often at the cost of convenience we may pay in terms of data security. As 
the data in the cloud is stored outside of private computers or organization's internal 
networks, it is even more vulnerable to the threat of unwanted access and use. Cloud 
provides a new way of delivering services through a network connection, where users 
can usually access services through their browsers. Because data travels through 
many public networks it may fall into the wrong hands. Therefore with the creation of 
cloud technology the approach to security must change and become even tighter as 
the data and information is not only stored internally. Security's main goal is to ensure 
only legitimate users can access their data and that their resources cannot be used in 
any unwanted way. 

With the advance of cloud technology the organizations want to achieve more in-
novation and improve their efficiency with less, getting high availability and compu-
tation resources tailored to their current needs at a competitive price. Cloud creates 
new opportunities around shared resources. It already has found many applications, 
environments to test and develop new software, storage and backup services or col-
laboration tools. It is predicted that cloud will grow significantly in the future with the 
new services created and more exibility given to end user. Surveys show that the cur-
rent factor which stops the organizations from cloud adoption is actually security of 
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the services and privacy. As the cloud develops and grows so will the issue of its se-
curity and proper data protection. 

The paper presents a new access control security model that can strengthen data 
protection in public software as a service cloud. The new model gives the new oppor-
tunities and possibilities for tighter protection of data. The paper is composed as fol-
lows: section 2 presents the security concepts in cloud computing, section 3 gives the 
outline of access control for cloud services based on URBAC approach, while section 
4 deals with cooperation of URBAC with SaaS cloud at access control level and sec-
tion 5 show some technical aspects of URBAC implementation. 

2 Security in Cloud Computing 

National Institute of Standards and Technology (NIST) provides the following defini-
tion of cloud computing [1]:  

Cloud computing is a model for enabling ubiquitous, convenient, on-demand net-
work access to a shared pool of configurable computing resources (e.g. networks, 
servers, storage, applications, and services) that can be rapidly provisioned and re-
leased with minimal management effort or service provider interaction. 

Cloud provides various resources through a network so that the customers do not 
have to install specific software or infrastructure on their devices, but instead can rent 
them from cloud service vendors. In cloud computing the data is stored in centralized 
servers and cached temporarily on clients’ devices including desktop computers, 
notebooks or mobile phones [8]. Cloud has a multitenant architecture, where multiple 
independent customers also known as tenants are serviced with a single set of re-
sources [6]. The first type of cloud services differentiation can be presented according 
to the provided service model. Each model represents a different level of abstraction 
and capabilities, providing the resources as a Service [2, 3]. 

Infrastructure as a Service (IaaS) provides the infrastructure resources such as 
storage, network and computing services. In this infrastructure the user can deploy 
and run any software he wishes via remote access usually applications, database or 
operating systems [1, 8]. 

Platform as a Service (PaaS) allows the user to deploy to cloud infrastructure ap-
plications which are consumer-created or purchased. Those applications must be cre-
ated using the programming languages, libraries, services and tools supported by the 
provider [1]. 

Software as a Service (SaaS) allows the customer to use the provider applications 
running on a cloud infrastructure as shown in figure 1. User can access those applica-
tions from client devices through the web browser (e.g. web based e-mail) or program 
interfaces [1, 2, 5]. 

Once the cloud services are created they can be deployed in various ways depend-
ing on the organizational structure, security requirements and cloud provider. Those 
models determine who has an access to the cloud's services. We can distinguish four 
main types, i.e. public, private, community and hybrid, recommended by NIST. 
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Fig. 1. Software as a Service model [6] 

Private cloud provides its infrastructure for exclusive use of a single organization 
with many consumers. This type of cloud can be owned, managed and operated by the 
organization, a third party or a combination of them [1, 4]. Public cloud provides its 
infrastructure to anyone from the general public [1]. This type of cloud can be owned, 
managed and operated by academic, business or government organizations or a com-
bination of them. Provider of such cloud gives public access to its services, which can 
be either free of charge or billed based on the user of resources. 

Community cloud provides its infrastructure for exclusive use of specific communi-
ty of consumers from some organizations that share for instance a mission, security 
requirements or policy [1]. Hybrid cloud's infrastructure consists of two or more indi-
vidual cloud types (private, community or public). They create a mix of internally and 
externally hosted services [1, 8]. 

With data stored and processed in many locations dispersed around the world the 
issue of security is very pressing. As the user of the cloud is entrusting his sensitive 
data over to the service provider, the risk of losing a customer's trust is very high in 
case of any security breach. Not all security measures used in dedicated hardware can 
be mapped well to the cloud environment.  

Public Software as a Service cloud model is most commonly offered on the market. 
It enables the cloud providers to offer their software applications to the customers 
over the Internet. Such applications are usually globally accessible to everyone, some-
times requiring a subscription fee. This model allows for easy maintenance on the part 
of the provider, with software stored and managed in central locations. Users in turn 
can access them anywhere they are, ensuring every user has the same version of the 
software and enabling easy collaboration with others. 

Both the provider and the customers are always responsible (in different propor-
tions) for the security of particular services. Provider has the least control over securi-
ty in Infrastructure as a Service type of cloud as the customer sets up his own system, 
middleware and deploys his software there and takes care of its security. In contrast, 
in the Software as a Service cloud nearly whole responsibility for proper security lies 
on the cloud provider as the end user deals with a ready-to-use application.  

There are various techniques employed by the cloud providers to secure the cloud. 
As the cloud environment is broad and dynamic there are many aspects that have to 
be taken into account while designing a proper security. Common practical approach-
es met in cloud security measures are: data fragmentation [7], distributed file systems 
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[14], trusted third party authentication [13, 14], secure socket layer [16], encryption of 
data [4, 15], key management [16], site-to-site VPN [63]. However, the access control 
is also important, especially from the point of view of data in public SaaS cloud. 

3 Access Control in Cloud Services 

Access control is a vital part of the cloud computing security. In order to ensure tight 
security of the cloud services a proper access control policy plays an important role. 
Its goal is restricting an access to the resources only to the authorized users. It also 
deals with how and when the resources can be used [4, 8]. Many access control mod-
els developed because this area of knowledge is constantly expanding and adapting to 
the new requirements of changing technologies and new developments. There exist 
classical models of access control and new solutions created to suit the needs of new 
applications. 

One of such new solution is Usage Role-Based Access Control (URBAC) [10] 
model developed for security of dynamic applications/information systems. URBAC 
offers a new approach which creates a tight fit with the cloud services. Due to the 
URBAC's dynamic nature it is able to address the issue of constant control over the 
user's permissions, continuously evaluating various aspects to check if the access 
predicates are still valid.  

Usage Role-based Access Control (URBAC) [10] is a fairly new model in access 
control. The approach is designed for dynamic and complex information systems. Its 
main concept is based on the best features taken from two already existing models, 
Role-based Access Control (RBAC) [11] and Usage Control [12], combining them 
and further extending the model. RBAC is widely known and used due to its concept 
of Roles, which are an easy and natural way to define the user's permissions and obli-
gations in the system. On the other hand, UCON model expands the concept of the 
usage permissions, basing them not only on authorizations, but also taking into ac-
count user's obligations and conditions of his environment. These concepts form the 
base of Usage Role-based Access Control. It allows to clearly define the user roles 
with the functions he is allowed to perform, while also dynamically evaluate the per-
missions whether he can at a specific moment access a resource (Fig. 2) [10]. 

Subject can represent users and groups of users that share the same rights as well as 
obligations and responsibilities. Session is the interval of time during which a user is 
actively logged into the system and may execute the actions in it that require the ap-
propriate rights. User is logged in to the system in a single session, during which the 
roles can be activated. A Role can be regarded as a reflection of position or job title in 
an organization that holds with it the authority as well as responsibilities. It allows to 
accomplish certain tasks connected with processes in an organization. Users are as-
signed to them based on their competencies and qualifications. Therefore, role is as-
sociated with subjects, where user or group of users can take on different roles, but 
one role can also be shared among users. This association also contains Subject At-
tributes, like identity or credits, which are additional subject properties that can be 
considered in usage decision. 
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Fig. 2. Elements of Usage Role-based Access Control Model [10] 

As each role specifies a possibility to perform specific tasks, it consists of many 
functions, which users may apply. Like with roles, function hierarchy can be defined 
with inheritance relations between specific functions. Function in turn, can be split to 
more atomic elements which are operations that are performed on objects. Those are 
granted by permissions. We therefore can view the functions as sets or sequences of 
permissions, that grant them right to perform the specified methods on a specified 
objects. 

4 URBAC Model for Public Software as a Service Cloud 

Software as a Service clouds put the entire issue of proper security on the cloud provid-
er. It is therefore in his best interest to implement access control in a way that tightly 
controls what the users can access and when, but also a mechanism that can respond to 
any dynamic changes in the environment. The provider should be able to tailor the ac-
cess control's mechanism to his own needs and the existing security policies. 

Cloud brings with it distribution of data in various locations, with multiple users 
requesting access to huge amount of information. As the users can access data objects 
at any time they may modify its contents and attributes constantly. This in turn can 
cause a change in security policies, which must be re-evaluated dynamically on the 
spot, since other users may request access to the particular data. Therefore the main 
aspect of Usage Role-based Access Control model which makes it a good fit for the 
cloud services is its dynamic aspect. 

This gives URBAC a significant advantage over other access control models (like 
RBAC or DAC) which are purely static and evaluate user's access to the resource only 
before access. URBAC is responsive to dynamic security policy changes which can 
occur when subject or object attributes change (can be modified before, during or at 
the end of access). The model evaluates user's permissions, including obligations, 
conditions and authorizations both before and during user's access to the service. 
Thanks to the permissions being based not only on authorizations, but also on obliga-
tions reflecting user's responsibilities and conditions checking the environment the 
user is working in, the model can ensure access control's continuity. Checking the 
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permissions before and during access gives sensitivity to the dynamic changes in 
subject and object attributes and the system's status. 

In the URBAC model a user is assigned a subset of roles: 

 ↦ ⊆  (1) 

Each role in turn has a subset of functions assigned to it: 

 ↦ ⊆  (2) 

Finally, each function has assigned a subset of permissions: 

 ↦ ⊆  (3) 

We can denote a permission (Perm) as consent for the user to perform a method 
(m) on an object (o). Permission is limited by a set of constraints, consisting of au-
thorizations (Auth), conditions (Cond) and obligations (Oblig): 

 =  ( , ) +  and =  ℎ  ∪   ∪   (4) 

In turn, authorizations, obligations and conditions can be applied in two ways, be-
fore access (pre) or during access (ongoing): 

 ℎ =  ℎ  ∪  ℎ  (5) 

 =   ∪   (6) 

 =   ∪   (7) 

An example of URBAC authorization can be denoted as: 

 {     } ∈ ℎ ⊂ ℎ (8) 

If a user of cloud's storage service decides that he wants to remove a file, one of the 
predicates that have to be checked for access decision is an authorization whether the 
user is the owner of the file. If he is the file owner, it can be removed, otherwise ac-
cess will be denied. Authorizations are predicates that base on both subject and object 
attributes. Other examples of authorizations include: 

• credits present in user's account to access an object, 
• checking user's role, 
• does user have any access time left? 

Pre-authorizations, checked before an access, are common in all the traditional ac-
cess control models. As URBAC also contains ongoing-authorizations, predicates 
such as access time left for a user can be checked constantly during user's access to 
dynamically deny usage when the time is up. 

An example of the URBAC obligation concept can be expressed by: 

 {    } ∈  ⊂  (9) 
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Most of the cloud services require users to agree to their terms of service so that 
the provider can inform the user about both parties' responsibilities and obligations 
towards each other. Therefore, before the service access request can be granted the 
cloud's access control mechanism can check whether the user has agreed to the ser-
vice terms. If he has agreed the access will be granted, otherwise it will be denied and 
the user will be informed that he has to agree to the terms first. Often there are actions 
required to be performed by the user in the cloud service before he can be granted 
access, for instance: 

• waiting for set amount of time before access or object download, 
• agreeing to service or copyright terms, 
• watching advertisements before access, 
• confirmations through e-mail, 
• providing personal information. 

Obligations allow to realize all those cases and directly incorporate them into the 
access control. 

An example of URBAC condition is denoted as: 

 {  } ∈  ⊂  (10) 

Services such as Google Apps or Office 365 have offers tailored to the needs of the 
business. For the protection of data that can be accessed in such cloud the organiza-
tion which uses the service may have a security policy stating that the employees may 
only access the service from the office building and no other location. URBAC allows 
to check for such condition and evaluate if an employee is currently located in the 
office building where he will be granted access or is for instance at his home where 
access should be denied. The concept of the ongoing conditions allows to continuous-
ly check whether the user has not actually moved and changed his location during his 
access to the service. Other examples of conditions include: 

• set access time (e.g. business hours), 
• system status in stable state, 
• system load. 

Conditions are not mutable and they do not depend on the subject or object attrib-
utes. They allow to dynamically evaluate user's environment and adjust access deci-
sions to constant changes in the system. 

The three aspects of URBAC access control, i.e. authorizations, obligations and 
conditions being checked both before and during access allows for an immediate re-
sponse in case permission suddenly changes. If a server is under attack the permis-
sions can change so that no users are given access to any resources. In this example 
the access can be immediately revoked for all users due to continuous access control. 

Another very important aspect of Usage Role-based Access Control is elasticity. 
URBAC model can be tailored to the exact needs of the cloud provider. Because the 
model is universal it may be adapted to different types of systems and services.  
Furthermore not all elements that the model defines have to be implemented in the ap-
plication at once. If at the moment of service creation it does not require any checks of 



388 A. Poniszewska-Maranda and R. Rutkowska 

condition elements, they can be omitted in the implementation. An example is a free 
public service which can be accessed from anywhere at any time and which doesn't 
depend on any environment factors. Elements that are not deemed necessary at the time 
of implementation can always be added in later stages as required. Once the model is 
operating in a service, security policies can be added incrementally. As needs of the 
service for tighter security may grow, additional policies can be added with time (it is 
possible to do it in dynamic fashion without service downtime). URBAC may be  
implemented as a standalone service or embedded into the application's code. 

URBAC model takes into account the important aspect of mutability of attributes. 
Mutability indicates that attributes assigned to subjects (e.g. amount of credits in the 
account, ownership of an object or role) and objects (e.g. security level) may change 
constantly, before, during or after access. This allows to implement dynamic permis-
sion checking before and during user's access to reflect ongoing changes in a cloud 
service. 

Manageability is also a significant advantage of the URBAC model. Usually ac-
cess rights have to be pre-defined by developers and granted to subjects. URBAC 
provides the possibility for an administrator of the service to dynamically add new 
access permissions (defined them in a CRUD-like administrator panel) during the 
application's runtime. This way the rules can be instantly used in the system without 
any necessary downtime or code restructuring. Such dynamically defined policies can 
be kept in persistent storage like database or XML file. Apart from loading them from 
storage dynamically into the system, they can also be applied to multiple systems or 
used as backup. What is more, aggregation of service functionalities in a role allows 
to change assignments and their respective functions on the fly. Roles also allow to 
manage the groups of users at once, instead of dealing with function assignment for 
individuals. 

5 Technical Aspects of URBAC Implementation in SaaS Cloud 

SaaS cloud can have more than one service offer, for which access control can be 
implemented per service, resulting in multiple physical URBAC implementations, or 
one implementation for all services. From more technical point of view, URBAC 
model can be either implemented as a separate system or be incorporated into the 
application itself. 

Implementing the model as a separate service or system allows to define global 
policies separating access control from the actual code of the application. Such ser-
vice can serve as a central point for storing all access control policies and enforcing 
the rules. The rules may be applied to one or more cloud services. The service may be 
developed separately from the application or its creation can be entrusted to a third 
party (e.g. as a Security as a Service cloud). However such solution may prove to be 
too general and not able to serve some security cases that are specific to an applica-
tion. As seen in figure 3 application would be able to communicate with the service 
through an interface allowing to send requests and get response if access can be 
granted or not. 
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Fig. 3. Usage Role-based Access Control model as a separate service 

The second solution is to embed the URBAC model into the service application. It 
allows tailoring the implementation to the specific needs of an application. Imple-
menting access control into the application allows enforcing policies both on the serv-
er and client side. This can prove to be efficient in implementing dynamic aspect of 
rules enforcement like time limit (can be just checked on the client's side instead of 
sending constant requests to a separate system). The server side would store the poli-
cies and rules, which would be enforced within the application. The main advantage 
of this approach is ability to serve cases specific to an application. However if not 
designed properly, it can lead to access control being tangled up with the application's 
code and a change in implemented policies may be complex and require additional 
modifications in the code. 

6 Conclusions 

Data security in public Software as a Service clouds is a significant issue. Since cloud 
computing is a new way of delivering services and public services store vast amounts 
of data they can prove to be a popular target for the attackers. 

As far as access control is concerned, this paper proposes applying Usage Role-
based Access Control (URBAC) model in the context of security of public Software 
as a Service cloud. Traditional access control models are not well aligned with the 
needs of cloud's dynamic aspects because they focus mostly on static permissions 
checked before access is granted. Due to cloud's constantly changing environment and 
constant access of large amounts of users to huge amounts of data, often requested by 
multiple people at the same time, the access security has to be more complex. The 
main advantages that URBAC model brings public SaaS cloud security include: 

1. Evaluating permissions at the time of access request but also during usage fits 
in well with the concept of subscription-based cloud services where user is 
billed per unit of time he is using a service. 

2. Permissions based not only on authorizations but also incorporate concepts of 
obligations reflecting user's responsibilities and conditions of the environment 
a user is working in.  

3. Dynamic evaluation of access policies takes into account mutability of attrib-
utes (attributes can change in time), e.g. user may modify data and at the same 
moment other user may request access to it (access rights may change due to 
actions of one user). 

4. Utilizes common concept of Role assignment, most natural way to express the 
user's responsibilities and permissions that can be assigned. Roles aggregate 
functionalities allowing to manage permissions for groups of users at once. 

5. Model ensures continuous control of customer's usage of the cloud service. 
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URBAC can be implemented in two ways: as a service, acting independently from 
particular cloud services (as central point for storing global access policies which can 
be queried by the cloud service) or embedded into the cloud service application's code 
(tailored to requirements of particular cloud service, controlling access on server and 
client side). 
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Abstract. Assessment and assurance of conformity with regulation documents 
assumes significant cost in modern economies. Demonstration of compliance 
with security standards involves providing evidence that the standards’ security 
criteria are met in full substantiating appropriate decision. Nevertheless despite 
its importance such type of activity haven't been addressed adequately by the 
available solutions and the tool support given to conformity assessment and as-
surance processes is rather poor. International standards do not contain any 
formal technique for security evaluation, what makes performing evaluation 
process complicated and one-sided. In the article the approach to the security 
assurance evaluation Advanced Security Assurance Case (ASAC) is proposed 
based on refined definition of existed assurance case structure. 

Keywords: information security, security assurance, advance security assur-
ance case, ASAC, DRAKON. 

1 Introduction 

In attempt to define and regulate IT-products evaluation the International standard 
ISO/IEC 15408 [1,2] has been developed with general model and security criteria. It 
supposes wide application and is resulted in necessity of mutual recognition results of 
security evaluation. Requirements of objectivity, repeatability, reproducibility, impar-
tiality and comparability are put forward for the evaluation results of the modern  
IT products. They can be met in case of supporting scope, depth and rigor of evalua-
tion process only. Another international standard ISO/IEC 18045 [3] contains descrip-
tion of the methodology of security evaluation, but it doesn’t contain any formal  
technique for evaluation, what makes performing of evaluation process complicated 
and one-sided [4].  
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Both standards [1-3] are related to IT security techniques. In ISO/IEC 15408 the 
definition of assurance is: “Assurance grounds for confidence that an IT product 
meets its security objectives”, and in ISO/IEC TR 15443 [5]: “Assurance provides 
confidence that the deliverable enforces its security objectives without examining 
whether the security objectives appropriately address risk and threats”. In a broader 
sense assurance reduces the uncertainty associated with vulnerabilities of the IT-
product, and thus the potential vulnerability is reduced leading to a reduction in the 
overall risk.  

About to 74% of organizations base their compliance mechanism mostly on manu-
al methods (e.g. text editors, spreadsheets, etc.), indicating lack of existence of satis-
factory solutions in 37% of cases [7]. As a starting point the following statements are 
used [8]: 

• Assurance is a measure of confidence in the accuracy of a risk or security  
measurement; 

• Assurance is a major factor in security decisions; 
• Assurance arguments are a powerful tool to reduce the uncertainty in risk or  

security assessments. 

The goal of current paper is to present that the case as a concept should not be lim-
ited as a means of a tool for formalization of requirements, but its definition should be 
enhanced by decision making procedure of conformity with requirements. It’ll tend to 
reducing of uncertainty and increasing of objectivity, repeatability, reproducibility, 
impartiality and comparability of assessment in order to satisfy needs of all groups of 
ISO/IEC 15408 in evaluation of the security properties of TOEs: consumers, develop-
ers, evaluators, others [1,2]. We propose enhancement of the assurance case concept. 

2 Problem Statement. Why Do We Need Changes? 

2.1 Actuality 

International standard ISO/IEC 15408 [1,2] contains two concepts – “confidence” and 
“assurance”, which are closely interrelated. Measure of confidence is assurance level. 
Assurance level is a set of assurance requirements. Their implementation is character-
ized by correctness of the functional requirements realization, IT-product abilities to 
resist the security threats and provide achievement of the required dependability level 
in the system. Assurance is a ground for confidence that the IT-product meets its se-
curity objectives. Assurance requirements are put forward to the target of evaluation 
(TOE). TOE is the set of software, firmware and/or hardware possibly accompanied 
by guidance. 

To define the degree of assurance requirements the implementation of the evalua-
tion process is carried out (see figure 1). They are based on the evaluation program 
and evaluation methodology within the scope of the TOE certification and according 
to the evaluation criteria. 
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Evaluation program is a documental set of assurance requirements, which are 
checked during the TOE evaluation process. Evaluation methodology means estab-
lished methods of the assurance requirements evaluation. Certification is a procedure 
by which the assurance level is approved, which may be performed by independent 
experts. In the evaluation process the next parties are involved: evaluator, validator, 
owner and developer. Evaluator is an individual person with an appropriate compe-
tency to carry out the security evaluation. There are several stages within a TOE 
lifecycle; there should be several evaluators for each stage. Validator is an organiza-
tion which prepares a validation report. 

 
Fig. 1. Ontological model of the assurance evaluation 

Evaluation criteria are formal or informal rules for making decision in relation to 
assurance requirements implementation. The output of the evaluation process is an 
assurance result. It is a documented quantitative or qualitative characteristic of the 
TOE. The advanced requirements to evaluation results foresee objectivity, repeatabil-
ity, reproducibility, impartiality and comparability. 

To assess properly security of IT product it is needed to have a unify methodology 
for both parties. This methodology should be based on international standards [1-3,5] 
and should contain requirements how to prove that the decision of conformity to the 
standard is solely correct. Such kind of methodology is building of cases for justifica-
tion of correctness and implemented requirements. A significant reliance on people 
during security assurance activities and further application of assurance procedure (by 
the target audience of ISO/IEC 15408) is a danger that particular people, the company 
“experts”, become a bottleneck on any project or solution. Without strict and rigorous 
algorithmic process of each conformity decision that they made, people become a 
critical resource in an organization. The loss of knowledge, lack of consistency, profi-
ciency, maturity, inappropriate use of artefacts, lack of traceability can lead to prob-
lems in maintaining the case [6]. There is a great need for providing clear and com-
prehensible argumentation process which addresses the importance of demonstrating 
and justifying how evidence fulfills the safety requirements [7,8]. 
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2.2 Existed Types of Cases 

Most of known cases contain claim- and evidence-based justification that a system 
under assessment meet or should meet the specified objectives (e.g. safety, security, 
dependability etc.) in a particular field. The body of the case contains lots of internal 
interdependencies, so it's difficult to present the case as a simple document. Nowa-
days there exist several evaluation approaches which based on case assessment. The 
types of cases and their structure, notation which is used for building of cases of dif-
ferent types, differ, but logic of construction is comparable between each other. 
Among them are: safety case, assurance case, trust case, security-informed safety 
case, etc. In this section a brief description of known types of cases is provided. The 
goal of this article is not in rigorous analysis of existed cases; the information on them 
is given for reference mainly. One of the key stages of cases construction is obtaining 
of evidences for requirements. An exhaustive example of systematic review on exist-
ing techniques for structuring and assessment of evidences is given in [9]. 

Safety Case. The definition of a safety case was initially proposed by [10]. Today this 
definition changed to the following: “document body of evidence that provides a de-
monstrable and valid argument that a system is adequately safe for a given application 
and environment over its lifetime”. Nowadays this definition is used by Adelard LLP 
in ASCE (Assurance and Safety Case Environment) tool. The idea of safety case (be-
hind the development of argument structures) is to make expert judgment explicit to 
redirect the dependence on judgment to issues on which the judgment would be trust-
ed [11]. In current safety case practice one of the most used approaches is proposed 
by Toulmin [12]. To demonstrate graphically claim structure the following notations 
are common: Goal Structuring Notation (GSN) [13] or Claim-Arguments-Evidence 
(CAE) [14,15]. Safety cases are commonly used in different critical domains: nuclear 
[16,17], aerospace [18,19]. 

Security-Informed Safety Case. This type of case is inherited from the previous one, 
but taking into account security considerations which can have a significant impact on 
a safety case, when already built safety case is reviewed from the point out of security 
influence to the particular claim. Initial safety case is further enhanced detailed by 
additional clarifying claims [20].  For safety case and safety-informed security cases 
the ASCE tool is provided by Adelard LLP [20, 21], but its capabilities are not 
enough in the sense that it doesn’t allow to work with ISO/IEC 15408 in a full manner 
[22]. Another approach of security-informed safety assessment for safety-critical 
systems is described in [23]. 

Trust case, Assurance Case. This is a documented body of evidence that provides  
a convincing and valid argument that a specified set of critical claims regarding a 
system’s properties are adequately justified for a given application in a given envi-
ronment [24]. The structures of arguments here are used to demonstrate properties 
different from safety. The problems with such type of cases lies in: building, review-
ing, maintaining, reusing due to explosion of number of the documentation presented 
to an expert, little structuring support, manual or based on private experience rules of 
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evidence construction (weak guidance on review of arguments and evidence) [22]. 
Such type of cases is also used in critical domains, e.g. medicine industry [25].  

No one type of cases listed do not contain a technique for justification that decision 
of an expert is solely correct and couldn’t be treated in another way by any other per-
son. Uncertainty of such kind could lead to loss of money and time. Both industry and 
academia need a holistic methodology for building and using the security assurance 
cases in a universal way. The evidence of conformity should correspond to the con-
structed claim in order to tie the solution with the judgment. In modern cases con-
struction of evidence for claims (during mapping the evidence to claims) is mostly 
rely upon an experience of a particular person, but the logic of this construction is 
absent. This fact significantly increases influence of a final result, case, from the  
person, who is involved in process of evaluation. The decision, which is based on 
empirical experience of evaluator or expert, potentially increases an uncertainty 
(characteristics, history, observations, measurements, evaluative results, analyses, 
inferences) of evaluation process and the final result (which could be potentially inad-
equate), that may lead to hazardous consequences in the end of the day. 

3 Development of Advanced Security Assurance Case 

The initial assurance case concept from [8] tends to be universal enough to embrace 
proposed security case assurance technique. According to [15] Assurance Argument is 
a set of structured assurance claims, supported by evidence and reasoning, that 
demonstrate clearly how assurance needs have been satisfied. The process of building 
the security assurance cases in new way should is as follows: 

1. Development of hierarchical tree of properties / attributes of a particular require-
ment and constriction / determination of claim; 

2. To be in compliance with ISO/IEC 15408 standard, evaluation evidence should 
include: 
(a) the target of evaluation (TOE), which include applying of the security assur-

ance requirements (SARs, from security target)  
(b) security target (ST)  
(c) input from the development environment (such as design documents or de-

veloper test results) – usually. 

We propose to enhance the concept of assurance case, proposed in [8], which says 
that case consists of four elements (see table 1) with the fifth one, a decision-making 
technique, which allows decreasing uncertainty of assessment. 

Table 1. Assurance case components with added decision-making technique 

Argument Element Description 
Claims Statements that something has a particular property 
Evidence Empirical data on which a judgment can be based 
Reasoning Statements which tie evidence together to establish claim 
Assumption Zone Limit of an argument where claims are accepted without evidence 
Decision making technique The basis for decision of conformity
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We propose to name this type of assurance case – Advanced Security Assurance 
Case (ASAC). Figure 2 depicts four main stages of ASAC building. As an example of 
ASAC building we provide requirements for assurance and evaluation of vulnerabili-
ties AVA_VAN.1 from vulnerability class AVA from ISO/IEC 15408.  

During the Stage 1 the ontological analysis and modeling of the domain evaluation 
are carried out. Analysis includes the research of the assurance requirements set 

(R={r1, r2,…,ri}, i = N,1 ) advanced  to the TOE, and detection the assurance proper-

ties set (P={p1, p2,…,pj}, j = L,1 ) the TOE must possess. The assurance properties 
set P defines dependences and relations among properties (see table 2).  

 

 

Fig. 2. Stages of Advanced Security Assurance Case building 

Table 2. Assurance properties for top-level requirement 

Pi
{j} 

Property 

P0 Resistant of the TOE to attacks performed by an attacker possessing Basic attack potential 

P1
0 Readiness of the TOE for testing 

P1
0,1 Consistent of the TOE with ST 

P1
0,1,1 

Conformity of the TOE reference with the CM capabilities (ALC_CMC) sub-activities and  
ST introduction 

P2
0,1,1 Consistent of the all TOE configurations with ST 

P3
0,1,1 

Conformity of the testing environment to the security objectives for the operational  
environment described in the ST 

P2
0,1 Accuracy of the TOE installing 

P1
0,1,2 Successfulness completion of the AGD_PRE.1 

P2
0,1,2 Successfulness of the TOE install and start up, using the supplied guidance only 

 
Analysis results are shown in form of ontological graphs GR = <R, QR> and GP = 

<P, QР>, that exactly and unambiguously (in accepted notation) describe the domain 
(notably the main concepts and relations among them). Complete coverage of domain 
modeling is ensured by ontological graphs of two types: object-oriented and process 
oriented. To the next the hierarchical graph of the evidences set (GE

 = <E, QE>) is con-
structed. Evidences are getting from the TOE decomposition. For each elementary 

property pi∈P the set of evidences Epi={e1, e2, … , ei}, i = N,1  is defined (see table 3).  

Table 3. Evidences for defined properties of AVA_VAN.1 

Ei
{j} Evidence 

E1
0 TOE is suitable for testing 

E2
0 Security Target 

E3
0 Guidance documentation 

E4
0 Information is publicly available to support the identification of potential vulnerabilities 

E5
0 Current information regarding potential vulnerabilities (e.g. from an evaluation authority) 
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We considered lower abstraction levels (more specific evidences) to be more useful, 
that is confirmed by [9,26]. Dependences between graphs GP and GE are shown in  
the form of relations kind of “property - evidence” D[P↔E]. Evaluation assurance 
actions ontological graph (GА

 = <А, QА>,) is constructed. Dependences set (D[A↔P]) 
between ontological graphs of evaluation actions (GА) and properties (GP) are defined 
(see table 4). The resulting ontological model of Stage 1 is shown on Figure 4. 

Table 4. Actions for assessment of identified assurance properties for AVA_VAN.1 

Ai
{j} Action 

A1
0 Obtain the evidences 

A2
0 Check the conformity of the TOE reference with the CM capabilities (ALC_CMC) sub-

activities and ST introduction 
A3

0 Check the consistent of the all TOE configurations with ST 

A4
0 Check the conformity of the testing environment to the security objectives for the operational

environment described in the ST 
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Fig. 3. Ontological model in graphical form 

In the Stage 2 the functional modeling of the assurance evaluation process is im-
plemented. Functional modeling goal is the formalized presentation of the evaluation 
process. 

During Stage 3 the rules for conformity of assurances complex properties are devel-
oped. For the development of decision criteria for the assessment results of simple prop-
erties it is encouraged to use the mathematical apparatus of subjective logic [27], which 
allows moving away from traditional binary logic with its “Yes” or “No” and more  
fully express judgments of an expert on the assessment of the assurance properties. 
Operators of subjective logic allow formulating a final judgment on the assessment of  
 
 



398 O. Potii, O. Illiashenko, and D. Komin 

the assurance requirements by sequentially combining judgments about individual as-
surance properties. This mathematical apparatus allows combining of several judgments 
of experts on the evaluation of the same properties, which allows comparison of the 
results of several independent examinations. In general, subjective logic is suitable for 
modeling and analyzing situations involving uncertainty, incomplete knowledge and 
different world views. In order to standardize and automate the creation of a report on 
the assessment of assurance requirements of each judgment for verification of assurance 
properties templates optional judgments are designed. 

Stage 4 finalizes building of ASAC. During this stage the algorithm of validator for 
expertise is developed. We propose to use DRAKON, which advantages are clarity 
and simplicity of algorithms representation and fully formal representation of visual 
rules of structured programming. DRAKON is an algorithmic visual programming 
language developed within the Buran space project [28,29]. Firstly, there were at-
tempts to use IDEF3 standard to represent such kind of activities, but the tool proved 
to be unsuitable in terms of scaling. The fragment of such algorithm of ASAC case in 
DRAKON for AVA_VAN.1 requirement is represented on figure 4. The correspond-
ing actions of expert are also indicated. 

The main peculiarities of ASAC are: 

• Analysis of verbal requirements in ISO/IEC 15408 written in natural language 
form; 

• Identification of properties that the object should possess. Verbal natural lan-
guage requirements should be decomposed to the level of elementary properties 
which forms a tree of properties; 

• Linking of properties with corresponding evidences (both quantitative and quali-
tative) from the set of evidences (in other types of case-based techniques there is 
no such technique); 

• After the linking of properties with evidences the corresponding actions for the 
proof of evidences are defined; 

• If the particular evidence is satisfied, the tree is aggregated and it is concluded 
that the corresponding property is satisfied; 

• To prove that evidences of related properties correspond to particular requirement 
the actions are defined, it means that there is an algorithm of conformity decision 
making, and so the new concept of case is proposed – an algorithmic concept, 
which is the core of Advanced Security Assurance Case.  

So, the final ASAC in DRAKON language representation will contain require-
ments for assessment (what should be assessed), algorithm of their validation (how 
and in which sequence) and result of assurance assessment. This fact will greatly 
reduce the workload of the expert, allowing him to start work immediately, without 
firstly developing a methodology for assessment. 
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Fig. 4. Advanced security assurance case ASAC in DRAKON notation 

In this article we propose a new concept of assurance as a notion. It is shown on 
figure 5. If the decision maker in future decides to reduce this uncertainty, we propose 
a structure for assurance arguments as a logical way to communicate the information 
used in making security decisions. 

 

Fig. 5. Refinement of assurance definition concept 

An assurance argument starts with claims about risks and then gathers all the evi-
dence and supporting arguments into a logical hierarchical structure. The goal is that 
these arguments are capable of reuse in a wide variety of applications, easing the bur-
den of security evaluations. 

4 Conclusions and Future Work 

The enhanced structure of security assurance case ASAC was proposed. It is charac-
terized by introduction of technique of decision making, which is easy to scale, modi-
fy, and in compliance with ISO/IEC 15408 and with requirements to the assessment 
results. The future work is concerned to improve of proposed security assurance case 
formalization technique ASAC. We also plan to develop tool support for our method-
ology. In particular, we wish to explore how: to build ASACs more effectively and 
provide rigorous decision-making procedure for building ASACs using subjective 
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logic. We have starting developing of ASACs in DRAKON language for each class 
from ISO/IEC 15408 (protection profile evaluation, security target evaluation, devel-
opment, guidance documents, life-cycle support, tests, vulnerability assessment, and 
composition) to obtain full coverage and reduce time and cost of expertise. 
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Abstract. The aim of this article is to present drawbacks of the most popular 
version/ application of virtual private network service based on Internet Proto-
col Security (IPsec) as well as to describe the most interesting alternatives used 
to develop modern business services. Firstly, the article presents history of vir-
tual private network (VPN) and focuses particularly on Secure VPN, where data 
are encrypted. Secondly, it discusses various aspects of using IPsec VPN while 
requirements of enterprises are constantly rising. Thirdly, it indicates examples 
of DMVPN (Dynamic Multipoint VPN) and GETVPN (Group Encrypted 
Transport VPN) used for implementing private services in hub-and-spoke and 
full-mesh architecture. DMVPN is generally recommended for usage over pub-
lic networks, where it creates a VPN and secures it. DMVPN is a very good se-
curity improvement for MPLS VPN. GETVPN is favorable to secure existing 
VPN over private networks. Contrary to DMVPN, it uses distinct polices and 
multiple overlays, which give limited interoperability. 

Keywords: VPN, encryption, security, network. 

1 Introduction 

Since inception of Internet network one started to consider a concept of private net-
work for business use. First VPN services in the form of virtual circuits, delivered by 
using protocols such as X.25 and Frame Relays, were created in response to require-
ments and needs of enterprises. The sudden development of ATM (Asynchronous 
Transfer Mode) technology accelerated growth of this type of service. 

The real breakthrough was possible thanks to using set of protocols encrypting 
IPsec data to build virtual private networks. Applying it in a tunnel mode allowed a 
compilation of secure tunnels, in which both data and addresses of a sender and a 
recipient are protected against the unauthorized access (Fig. 1). The modes of secure 
data transfer have been tested in several scenarios reflecting the transfer of sensitive 
data in the industrial sector [1÷4]. 
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Fig. 1. General architecture of virtual private network 

2 IPsec VPN 

Set of IPsec protocols had been developed by various institutions over the course of 
several years. Its main task was to protect data transmitted via IP protocol. For this 
purpose various cryptographic protocols are used, such as 3DES (Triple Data Encryp-
tion Standard) for ciphering data or SHA (Secure Hash Algorithm) for hashing. IPsec 
contains of three mains protocols: 

− AH (Authentication Header) provides authentication and integrity of data trans-
mitted in IP packets. 

− ESP (Encapsulating Security Payloads) offers AH features with additional assur-
ing confidentiality of transmitted data and anti - replay service. 

− SA (Security Associations) contains algorithms and rules for establishing secure 
connections between users. It uses protocol ISAKMP (Internet Security Associa-
tions and Key Management Protocol) for authentication and key exchange. 

IPsec has two modes of operation: transport and tunnel (Fig. 2). As it was mentioned 
before, for implementing virtual private networks the tunnel mode is used. It consists 
in connecting two gateways by an encrypted tunnel. In this mode, the whole packet is 
protected, including the headline. 

Internet
IPsec Secure

Gateway
IPsec Secure

Gateway

 

Fig. 2. General architecture of IPsec VPN 
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The first virtual private networks consisted in connecting business units with its main 
seat, which all data were stored in. The new difficulty, concerning dynamic exchange 
between these network locations, has arisen as a result of globalization and lease of 
resources from other companies. It turned out that static IPsec tunnels were not able to 
meet the growing requirements of users. Despite the continuously growing throughput 
of available links, the issue of data excess, linked to additional headlines, has remained 
substantial. The increasing number of tunnels reduces network’s efficiency.  

3 DMVPN and GET VPN 

In full meshed VPN tunnels are established directly between all devices. This is a 
good solution for a small number of gateways. Contrary, hub and spoke is character-
ized by a central device, which brokers in establishing tunnels between other sites. It 
is not efficient to configure and establish a lot of tunnels between all devices.  

The fundamental problem in virtual private networks services using IPsec concerns 
lack of possibility to apply dynamic routing protocols. It is driven by the fact that 
IPsec is not able to serve broadcast and multicast traffic. To solve this problem one 
can use GRE (Generic Routing Encapsulation) combined with IPsec tunnels. Usage of 
GRE protocol to build tunnels requires static IP addressing for end points and routing 
a protocol between them. IPsec employs access list (ACL) for indicating a source of 
packet addresses that have been chosen to be encrypted. This situation may result in 
frequently changing configuration of ACL. In case of large VPN of hub and spoke 
type, the size of central hub’s configuration file grows significantly. For example, if 
one VPN serves 300 branches of spoke type, the hub type router has to include about 
3900 lines of configuration. DMVPN technology bases on hub and spoke architecture, 
where central points are of hub type (e.g. seat of the company) and the other are 
spokes (e.g. remote branches). In basic configuration of DMVPN (Fig. 3), communi-
cation between spokes is done indirectly in a central hub, whereas in extended case, 
spoke to spoke, branches of company are able to connect themselves mutually 
through direct and dynamic tunnels. [5] 

Spoke 2

Central Router 
(hub)

Spoke 1 Spoke 3

 

Fig. 3. DMVPN architecture 

DMVPN enables to build dynamic and scalable VPN networks by combining ad-
vantages of Multipoint-GRE IPsec and NHRP (Next Hop Resolution Protocol). This 
technology allows connecting remote branches of one company over public networks by 
encrypted tunnels. In case of connecting remote hosts, establishing constant links is not 
required contrary to full mesh topology. The NHRP protocol provides possibility to 
dynamically source information for hub device regarding real addresses of interfaces of 
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VPN’s spokes. It means that all hub routers are enabled to get required information in 
order to connect two branches by an IPsec tunnel. This is possible due to interoperabil-
ity between dynamic routing protocols and IP addresses translations. To provide high 
level of reliability, typical hub and spoke topology can be extended by additional hub 
routers or DMVPN networks, which are based on other providers’ infrastructure. 

Current network applications, based on the transmission of voice and video, accel-
erate the need to design wide WAN networks, which enable direct communication 
between branches of a company and ensure relevant Quality of Service (QoS). Nowa-
days, the companies expect from Wide Area Networks (WAN) a compromise be-
tween granting adequate quality of data transfer and ensuring security of transmitted 
information. The security requirements are sometimes even imposed by top-down 
regulations e.g. in banks and public institutions. As the requirements are growing, 
Cisco GET (Group Encrypted Transport) VPN eliminates necessity to set aforemen-
tioned compromise. [7,8] 

With the introduction of GET technology, Cisco offers a new category of VPN 
network – tunnel-less VPN, where establishing point-to-points tunnels between each 
branch of the enterprise is no longer required. GET VPN proposes a new standard of a 
security model, based on concept of ‘trusted’ members of a defined group. By using 
the method of trusted groups, we get the opportunity to design scalable and secure 
networks, while simultaneously maintaining its intelligent properties (i.e. QoS, rout-
ing and multicast), which are essential for quality of voice and video calls. 

GET VPN enables secure data transfer in various WAN environments (IP, MPLS) 
without the necessity to create point-to-point (P2P) tunnels. As a result, it minimizes 
delays in voice and video transmission. GET facilitates securing large L2 and MPLS 
(Multiprotocol Label Switching) networks, which require partial or full-mesh network 
of connections between edge devices of particular branches of the company. The 
MPLS VNP networks using this type of encryption are highly scalable, easily man-
aged and meet the imposed by the government requirements on encryption. 

The flexible nature of GET technology allows security conscious companies both 
to manage security policies of WAN network, as well as to pass the encryption ser-
vices to their Service Providers (SP). Key properties of GET VPN (Fig. 4) include: 

− GDOI (Group Domain of Interpretation) – a protocol managing keys, responsi-
ble for the establishment of a common security policy (IPsec SA) between rout-
ers being the members of the same ‘trusted’ group. 

− Central Key Services – a router responsible for: sending security keys and their 
cyclical restoring, as well as distributing security policies among the routers 
which are members of the same trusted group. 

− IP Header Preservation – preserve the original IP headline outside IPsec packet. 
− Redundancy of Cooperative Key Server – ability to implement up to eight key 

servers within a single domain. The main router’s database, containing keys and 
security policies and synchronized with the other spare key servers.  

− Support for ‘anty-replay’ type of properties – the functionality protects the net-
work again attacks of ‘man-in-the-middle’ type. 

− Support for encryption - the possibility of using encryption algorithms such as 
DES (Data Encryption Standard), 3DES (Triple DES) and AES (Advanced En-
cryption Standard. 
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Fig. 4. Transition from full meshed VPN to GETVPN 

Application of this type of solution gives the opportunity to build a scalable archi-
tecture of a full mesh type with private addressing maintained. Basing GETVPN on 
core MPLS networks which use Traffic Engineering (TE) and offers a classification 
of services (for QoS performance), we get links with low delays and jitter. 

4 Test Bed Implementation and Results 

The developed methodology of the research consisted of two parts: analytical (check-
ing configuration options with accuracy and simulation applications) and validation 
focusing on local studies on physical devices existing hardware and software test bed 
platform. DMVPN and GET VPN service with MPLS has been implemented on the 
test network consisting of five routers forming the backbone and four client routers 
(Fig. 5). Desirable properties of a test bed are achieved by providing: 

− efficient data routing with configuration of routing protocol metrics OSPF (Open 
Shortest Path First), with the function of switching MPLS label on routers PX 
(P1, P2, P3, Provider) and PEY (PE1, PE2, Provider Edge); 

− appropriate confidentiality of encrypted IPsec tunnels established between  
routers CE1A-CE1B and CE2A-CE2B (CE Customer Edge). 

Identification of the test environment has been presented in detail in publications. 
Such a configuration allowed the separation of traffic packets between CE routers 
attached to a PE router and additional st-digit data sent over the backbone network. 
PE routers were in reality virtual routers configured with two routers using classical 
protocols and VRRP (Virtual Router Redundancy Protocol) or HSRP (Hot Standby 
Router Protocol) – thanks to this widening range of options with regard to the  
implementation of tests was achieved. 

Effective mechanisms VRRP and HSRP are redundancy protocols of transport re-
sources and support reliability functionalities of networks. They allow you to share 
the same IP version 4 or 6 address by several common routers identified as the default 
gateway (DG) virtual network. Then that one of the routers is the primary (master), 
and the rest act as a backup (standby). Using one of these protocols ensures the conti-
nuity of the provision of services in the event of failure of one of the devices. 
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Fig. 5. Diagram of test stand [1] 

The configuration process MPLS VPN technology included basic stages, i.e.: 

− selection of devices and wired configuration Gigabit-Ethernet interfaces and pro-
tocols VRRP or HSSR (depending on the scenario) and OSPF, 

− configuration of MPLS technology and label distribution protocol LDP (Label 
Distribution Protocol) with authentication using MD5 (Message Digest 5),  

− create a VRF tables PE routers, the establishment of MP-BGP session between 
PE routers and the statement IPsec CE routers,  

− launch traffic generators, analyzers and monitors the event of non-suitability.  

From the point of view of security (confidentiality) and reliability (undamaged) the 
critical aspects of the configuration is accurate implementation of all specific condi-
tions specific to MPLS technology and IPSEC VPN and backup routers. The many 
aspects of research targeted to validate the functionality of select characteristics of 
DMVPN and GET VPN service via the multiplicity and diversity of the tests within 
defined scenarios. Group of scenarios were to examine the confidentiality and un-
damaged backbone network using IP packet labeling variants of networking relation-
ships: router having authorized the release of data for each class and unauthorized 
router "pretending to be" one of the backbone routers. Determination of resistance to 
unauthorized backbone network consisted of placing the connection between the two 
routers eligible of a valid router (unknown id and password for authentication proto-
col routers adjacent LDP). The study looked for reliable data as a basis for building 
information about the characteristics, i.e.: reaction times up routers configured with 
protocols HSRP and VRRP for packet generating traffic with different bit rates and 
different sizes depending on the bit rate data that is sent to depend on the stateness of 
individual resources.  For example - the study of router reaction time of the main 
router failure after-divided into four scenarios: two HSRP protocols with the values 
provided for 1…1000Mbps and the corresponding two VRRP protocols. After-
measure reaction time was held with the help of the traffic analyzer Wireshark. 
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Counted from the time it disconnects the network reconfiguration and obtain data 
flow. For each scenario, 30 replicates were performed for the average results. To cal-
culate the average value of implementing a median because of its resistance to the 
disorders associated with significantly projecting the results of the test. As a result of 
the measurements were as follows average values (Table 1, Fig. 6., Fig. 7.) 

Table 1. The resulting response times of substitute routers 

Test 
Bandwidth 

DMVPN GET VPN 

HSRP VRRP HSRP VRRP 

[Mbps] [s] [s] [s] [s] 

1 1 2,81 1,785 2,66 1,635 

2 10 3,783 2,597 3,493 2,147 

3 100 4,473 3,261 4,203 2,971 

4 1000 5,289 4,095 4,719 3,435 

 

 

Fig. 6. Graphical representation of the situation results for DMVPN 

 

Fig. 7. Graphical representation of the situation results for GET VPN 
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GET VPN applications of technology resulting in a gain in the form of shorter time 
than for DMVPN (Table 2). 

Table 2. The resulting response times of substitute routers 

Test 
Bandwidth 

Profit GET VPN 

HSRP VRRP 

[Mbps] [s] [s] 

1 1 0,2 0,15 

2 10 0,49 0,3 

3 100 0,27 0,38 

4 1000 0,57 0,66 

 
A recent study was to check out dependence on changes in the value of the data-

flow, not assigned to any policy of qualitative QoS, from the intensity of IPsec-
encrypted data priority stream. Unencrypted data were generated at a constant rate of 
40% of the capacity of a single link. Traffic prepared to encrypt grew until getting 
95% of the bandwidth. As you can see in the table (Table 3), shows the same situation 
in the network using engineering movement TE (Traffic Engineering).  

Table 3. The resulting response bit rate streams for Fast Ethernet 

Test 
Time 

Traffic without TE Traffic with TE 

Open  Secret Open  Secret 

[s] [%] 

1 1 40 35 52 49 

2 20 87 83 91 89 

3 40 89 86 94 91 

4 60 86 81 93 90 

5 80 87 86 94 92 

6 100 91 87 95 92 

 
The use of TE allowed to “fast” apparent motion switch to a different path in the 

network with lower occupancy of the line. 

5 Summary 

The continuous growth of IT industry has imposed researches about more and more 
modern solutions for implementation of virtual private network services. Migration 
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from a traditional telephony to Voice over Internet Protocol (VoIP) and atomization 
of companies’ structures has led to the situation in which standard virtual private net-
works based on IPsec cannot fully satisfy requirements of companies. 

In response to that problem the new technologies have been developed. The aim of 
this article was to analyze and compare the two major technologies of VPN: DMVPN 
and GET VPN with MPLS. Both, DMVPN and GETVPN, have specific advantages. 
Backbone network with MPLS service implemented through a set of enhanced IPsec 
allows you to transfer confidential important data from each other. This technique 
helps to maintain the confidentiality of non-confidential and sensitive network re-
sources, both local and wide area networks. It also does not affect the reliability of 
degrading. However, sometimes you may need to increase the level of safety, e.g. for 
sensitive data - there is a possibility of introduction of additional items such as proto-
cols from FHRP group (First Hop Redundancy Protocol), which include HSRP and 
VRRP. Implementation of one of them, allows redundancy node / s (router / s) back-
bone network, which makes quicker replacement of unsuitable items by fit router 
waiting in the standby mode. The yield of such solutions depends on the network load 
and the used solution. HSRP protocol received a longer reaction time of VRRP, which 
was probably due to the longer time intervals between the transmitted messages about 
the status of routers. Despite this, resulting response time is incomparable with the 
time needed on a drive to the node. Thanks to this service after only a few seconds is 
able to work. Considering the above, it appears advisable to say that the present theo-
retical properties of MPLS technology have been confirmed in local researches. 

DMVPN is generally recommended for usage over public networks, where it cre-
ates a VPN and secures it. DMVPN is a very good security improvement for MPLS 
VPN. We can reduce deployment complexity and costs in integrating voice, video 
with VPN, simplifies branch communications by direct branch-to-branch connectivity 
for business applications and improves business resiliency. DMVPN prevents disrup-
tion of business-critical services by incorporating routing with standards-based SSL, 
IPsec or SCIP technology. But GETVPN is favorable to secure existing VPN over 
private networks, because simplifies branch-to-branch instantaneous communications. 
This technique ensures low values jitter and latency by enabling data communications 
without central router. Moreover, GET VPN offered a high level security for MPLS 
while maintaining QoS and existing routing path in full mesh architecture. Contrary to 
DMVPN, it uses distinct polices and multiple overlays, which give limited interoper-
ability. The biggest advantage is to provide a flexible traffic and peer-to-peer key 
management, reduce IPv4/6 pool without central router (hub). 

Furthermore using IT devices with DMVPN in LAN nodes poses a threat of  
electromagnetic leakage of private data. In order to protect the private data the IT 
devices have to be protected using electromagnetic shielding [8]. That will greatly 
influence the ability to create dispersed organizational structures, remote workstations 
and will facilitate the operation of the intercontinental companies. [9] Some issues  
can be affected by vibration occurring in close environment of the network [10].  
It can be new area of the further research based on state of art in different fields of 
science [11-16]. 
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Abstract. In this paper, the author’s research work is focused on state defining 
method for modeling of complex transportation systems reliability and safety, 
especially the railway transportation system. The paper begins with an introduc-
tion related to a literature review on railway transportation system functionality, 
reliability and safety modeling. The set of states can be divided into two sub-
sets: availability set and failure set of states. Defining states in terms of railway 
transportation system is a complex issue, therefore the state classification into 
availability an failure is not sufficient. In addition to the technical effects asso-
ciated with incorrect operation of system components, traffic consequences 
(traffic disruptions) of events are important, especially in case of railway trans-
portation system. The paper ends with conclusions of the analysis, dealing with 
applicability of potential models to solve problems for the real system and a 
summary with prospects for further research. 

Keywords: reliability, safety, transportation systems. 

1 Introduction 

The task of the transportation systems involves moving cargo and passengers from 
one place to another. The importance of transport systems increases with increasing 
mobility of society. Economic development makes it necessary to improve transport 
services. Passengers expect well-connected solutions with minimum travel and wait-
ing times. On the other hand, goods recipients wanting to compete on the economic 
market take optimization actions, which lead to the application of technologies, such 
as Just-in-Time, Time Window [1, 21], etc. It can be seen that a well-functioning 
transport system should meet the requirements for logistics systems in the 7R formula 
(Right product, Right quantity, Right quality, Right place, Right time, Right customer, 
Right price) [14]. Thus, a reliable transport system is characterized by: 

─ availability of appropriate (planned) products in the transport offer, 
─ appropriate quantity of performed transport tasks, 
─ appropriate quality of performed transport tasks (passenger and cargo security) 
─ appropriate place of arrival, in accordance with the timetable (including transport 

routes), 
─ appropriate time of performance (punctuality), 
─ appropriate recipients, 
─ appropriate assessment (in accordance with the rates assumed in the carriers' 

transport plan). 
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Using of the railway transportation system (performance of transportation tasks) is 
an organized process, in which the train presence at a given time and place is regulat-
ed by the timetable. Also, technical servicing must be scheduled and included in the 
timetable. As far as this aspect is concerned, the routing and circulation of rail vehi-
cles are particularly complex [17]. 

The conditions for a railway transport system as regards the infrastructure result in 
adverse events [20] interfering with transport processes and in the propagation of such 
interferences. 

The complexity of the rail transport system allows for compensating some phe-
nomena, which influence the safety and reliability of the system operations in the 
short run. The compensation of the effects of adverse events allows for keeping the 
availability of the system, however, under atypical conditions. A state of a safety 
threat can be stated. Detailed analyses of rail accidents indicate that (conscious or 
unconscious) stays in these threat states becomes the cause of serious events with 
catastrophic outcomes. 

2 The “Super Cube” Model for Defining the Space of States 

The model of the functioning of a rail transport system can be presented as a process 
described by a set of states S ([3, 5]), which is divided in a specific number of subsets. 
The subsets of fitness and unfitness are distinguished most often [6, 24]. Literature 
studies and studies of operation data show that this approach is not sufficient for 
complex systems, also for rail transport systems. As a result, the so-called super-cube 
model (Fig. 1. and 2.) was developed, which was used successfully in the description 
of the parameters of a rail transport system. 

 

Fig. 1. Three of five dimensions of the super cube used for state defining 
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Fig. 2. Remaining two dimensions of the state defining super cube 

Taking the first three features into account, the set of states is divided into subsets 
described in three dimensions: 

 =  ;  = 1, 2, 3;  = 1, 2;  = 1, 2, 3 (1) 

where: 

• z - the index of event connected with availability of the system, 
• p - the index of the correctness of the system use, 
• o - the index of disruptions in the transport process. 

The general description of states also includes the motion relationship and the type 
of adverse event, thus, the description is obtained in five dimensions: 

 =  (2) = 1, 2, 3;  = 1, 2;  = 1, 2, 3;  = 1, 2, 3, 4;  = 1,2,3,4 

where: 

• r - the index of the train traffic dependence, 
• b - the index of the unwanted event type. 

2.1 Events Related to System Availability 

In the aspect of the rail transport system availability, the set of states was divided into 
three subsets: 

─ availability, 
─ partial availability, 
─ unavailability. 
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In the states of the first subset, all clusters [18] of the system are available. In the 
states of the partial unfitness subset, one of the clusters is unfit due to impermanent 
damage [27]. Partial unfitness does not take into account events connected with grad-
ual degradation of the system and the resulting deteriorating transport capability. For 
single-track lines, partial unfitness states are assigned to the group of unfitness states. 

The system is defined as unavailable if adverse events cause unfitness of clusters 
included in one of the minimum unfitness profiles. The transition from the system to 
the reliability structure is shown in Fig. 3. The assumption was adopted that the bor-
ders are junction stations at the end of a section. In the example below, these stations 
were not included in the system. 

 

Fig. 3. Transition from system concept to reliability block diagram 

In accordance with the previously adopted division of the system, elementary sys-
tems were designated, each of which consists of a train, route and the traffic control 
stations allowing the train to move from a given elementary section to the next one. 
Trains are marked with a dashed line, as the occupation of the elementary sections is 
variable in time (the elementary section can be free or occupied). To build elementary 
systems, it was necessary to assume that each of the sections was occupied (there was 
a train on it). For the reliability structure, the occupancy variability is taken into ac-
count by the probability of the occupancy of the elementary section. In this aspect, 
two separate cases are considered: 

─ a train with the reliability RPO(t) occupies an elementary section with the probabil-
ity pPO(t), 

─ the train does not occupy the elementary section; therefore the reliability of the 
train is equal to one with the probability of 1-pPO(t). 
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As a result, it can be assumed that the reliability of the train element in a given sys-
tem has the following form: 

 ( ) = ( ) ∙ ( ) + 1 ∙ (1 − ( )) (3) 

where: 

• RPi(t) - the reliability of a train belonging to the i-th elementary section, 
• RP(t) - the reliability of a train, 
• pPi(t) - probability of the occupancy of the elementary section by a train. 

There should be a traffic control station for each elementary system, which would 
connect the end of a given section with the next one. It was adopted that the direction 
of the train movement is not significant due to the need for traffic isolation of distanc-
es in both directions (which is sometimes performed in practice by various technical 
solutions). Each of the elementary section belonging to a non-junction station is a 
separate cluster. 

2.2 Correctness of Use 

The occurrence of damage to a transport system does not always result in unfitness for 
train traffic. In [13], attention was paid to the fact that damage to the elements of rail 
transport can reduce the readiness to perform transport tasks without causing complete 
unfitness of the system. Other authors also draw attention to the possibility of the im-
plementation of transport tasks, despite of the damage [7]. Similarly, a human error does 
not always interrupt the traffic of trains. For this reason, the correctness-of-use feature 
takes into account all of these situations, in which traffic continuation occurs, despite of 
the damage to elements of the system or against the regulations [8, 9]. The correctness 
of use divides the set of system states into two subsets: 

─ correct use, 
─ incorrect use. 

Therefore, incorrect use is traffic in a situation, in which procedural or device bar-
riers do not function properly, which would protect against an accident. Thus, the 
incorrect use subset models situations of a direct threat to security. Fail-safe damage 
which is not removed [11]) and which is planned to be removed during the next ser-
vicing of a given maintenance level constitutes correct use, 

2.3 Disruption of the Transport Process 

In [27], permanent and non-permanent unfitness was specified. It was found that per-
manent damage, i.e. damage requiring technical renovation occurred less and less 
frequently and non-permanent damage predominates, which is called traffic disrup-
tion. In tests of the rail transport system reliability, two basic areas of disruptions 
were identified: 
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─ the time of traffic tasks performance, 
─ the route used for the performance. 

Werbińska in [25], also mentions exclusion of vehicles from traffic. However, it 
was adopted that at the system level, the excluded vehicle could be replaced. Thus, 
the consequences of events with vehicle exclusion are assigned to the time disruption 
category if a replacement rail vehicle performs transport tasks. An alternative is rail 
replacement transport, the consequences of which will be time- and route-related. It 
was adopted for the model that each transport task will be performed. Accidents, in 
which passengers die and the cargo is destroyed, are an exception here. 

In the area of rail vehicles, an attempt at relating damage to consequences in the 
form of delays was made by Magiera in [12], although the ranges of delays used were 
not made dependent on the passengers' or cargo transport clients' perception. Disrup-
tions connected with time are deviations from the planned transport schedule (the 
timetable), which, due to infrastructural limitations, is very important in rail transport. 
Deviations may be positive (delays) or negative [16]. However, it is adopted that neg-
ative time disruptions are compensated on an ongoing basis (e.g. by a longer stopping 
time at a station). 

Route-related disruptions pertain to situations, in which the route assumed in the 
timetable is changed [10]. An example is a train moving along the other (incorrect) 
track of a double-track railway line. In this case, the passage time and the stations 
served may remain the same, but it constitutes a disruption in the system operation. 
Basiewicz [2] specifies the following route-related disruptions: 

─ passage along the wrong track, 
─ passage along the wrong track with a two-directional lock, 
─ combined single- and double-track passage (with additional movement between 

tracks). 

Disruptions of the transport process were divided into three groups: 

─ none, 
─ small, 
─ considerable. 

Small disruptions mean the occurrence of primary disruptions only. Primary dis-
ruptions are disruptions, which concerns the train directly affected by an adverse 
event not caused by a disruption of another train [23]. If the event occurred, e.g. in a 
subsystem of the infrastructure before the train enters it, the first train reaching the 
place of the event occurrence while it lasts is treated as disrupted in a primary manner 
(on condition that its movement is disrupted). The reasons for primary disruptions 
may include damage to elements of the system or traffic difficulties caused, for ex-
ample, by collision traffic, i.e. conflicting train passages [16]. In accordance with the 
adopted assessment criteria as far as time is concerned, delays equal to or longer than 
5 minutes will be taken into account [23]. 
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Considerable disruptions mean primary disruptions and secondary disruptions 
caused by them. The transfer of primary disruptions onto other trains is called propa-
gation of disruptions, which are called secondary disruptions [16]. Vromans [23] pays 
attention to the necessity of distinguishing cases of secondary disruptions. The possi-
bility of secondary disruptions requires a timetable, in which trains depend on each 
other as far as traffic is concerned. 

2.4 Dependence of Train Traffic 

The issues of dependence between trains travelling on one railway line can be pre-
sented by means of a graphic timetable (graphs of train traffic) [4]. Trains in the sys-
tem move in the network at certain distances between each other or at other technical 
time intervals resulting from traffic procedures. Technical intervals are minimum 
times between two trains. They were described by, e.g. [16].  

It is possible to design the timetable based on minimum values of time intervals; in 
this way, the maximum throughput capacity of the infrastructure would be obtained 
and each primary interruption would be transferred to the other trains. 

For available data [15], it was shown that the third quartile of delays has the value 
of 34 minutes. This value was used as the borderline between the partial dependence 
and independence of train traffic. 

The issue of delays and time reserves was shown on the basis of [22]. In this way, 
four cases of dependence of train traffic were distinguished: 

─ no scheduled trains, 
─ independence, 
─ partial dependence, 
─ dependence. 

Independence occurs with time intervals between trains larger than or equal to 34 
minutes. For intervals longer than the minimum ones and, at the same time, smaller 
than 34 minutes, partial independence was adopted. If the trains are routed at mini-
mum technical intervals, they will be classified as traffic-dependent.  

It is assumed that trains in the analyzed time interval are independent if each of the 
trains under analysis is independent. Train dependence is assumed in the same way. 
Partial dependence will be established if at least one train is independent and two are 
dependent. 

The number of dependent trains in the system increases together with an increase 
in traffic intensity. Traffic intensity combined with train categories and their numbers 
constitutes the intensity of use of the rail transport system. As a result of this depend-
ence, the intensity of use was not taken into consideration as a separate feature de-
scribing the states of the system. 

2.5 Type of Unwanted Events 

The intensity of the stream of rail transport damage ΛSTS(t) is a function of many pa-
rameters. The starting point is the intensity of the unfitness stream presented for a 
discreet transport system in [27]. 
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The intensity can be variable in time and estimated on the basis of the intensity of 
damage to elements of the system (technical devices), the intensity of communication 
disruptions and human errors and the intensity of disruptions [26] caused by the im-
pact of the environment of the system. 

After identification of the failure stream in the system, they were grouped as re-
gards the concept of the elementary section. The notation of an failure stream of a rail 
transport system was obtained: 

 Λ ( ) ≅ Λ ( ) + Λ ( ) + Λ ( ) (4) 

where: 

• ΛPO(t)- intensity of the unfitness of a train, 
• ΛOE(t)- intensity of damage to the elementary section, 
• ΛPR(t) - intensity of unfitness of traffic control stations. 

A train unfitness stream consists of intensity of damage to the rolling stock, inten-
sity of errors committed by humans (drivers, ticket inspectors, passengers), intensity 
of damage to the rolling stock caused by the environmental factors. The stream of 
damage to the elementary section consists of the intensity of damage to the track su-
perstructure, intensity of damage to energy devices, intensity of damage to protection 
devices for contact points with the surrounding area and intensity of damage to the 
infrastructure as a result of environmental factors. The stream of unfitness of traffic 
control stations includes the intensity of damage to train traffic control devices, inten-
sity train dispatchers' errors and intensity of damage to devices as a result of environ-
mental factors [20]. 

3 Application Example 

The developed way of state defining has made it possible to take into account the 
identified, significant functional, reliability and safety qualities. Using the proposed 
method, states can be defined for a complex technical system. The presented hyper-
cube model is related to the railway case, therefore an adequate application example 
was shown below. Off course, the hypercube model for state defining can be used 
also in other situations, for other technical systems. However, there is the requirement 
of parameterization by new system qualities.  

For the presented example (Fig. 1. and 2.) the set of possible states consists of 288 
states. From that should be selected states corresponding to a given type of system. In 
case of the regional railway transportation, 44 states corresponds to the system opera-
tion process. In addition, transitions between states must be identified and implement-
ed. The resulting state-transition graph allows to analyze operational consequences of 
changes in safety, reliability or functional parameters. The described example of a 
model is shown in Fig. 4. 
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Fig. 4. Example of a state-transition graph model 

Finally, using of mathematical methods, such as Markov or semi-Markov process-
es, gives the possibility to estimate probabilities staying in states of the system. Such 
models allow to identify common cause failures leading to accidents and where 
should be installed safety barriers. They allow also to evaluate timetable quality in 
relation to process reliability before its execution. 

4 Summary 

To take into account the registered significant features of a rail transport system for the 
modelling of reliability and security, a description of states in five dimensions was 
adopted: 

─ events connected with the fitness of the system, 
─ correctness of use, 
─ disruptions of the transport process, 
─ dependence of train traffic, 
─ type of adverse event. 
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The aforementioned features are partly dependent, which makes it necessary to as-
sess states in the aspect of compliance of features. The type of adverse event features 
depends on the event connected with the fitness feature. The correctness-of-use fea-
ture and the disruptions of the transport process feature depend on the dependence of 
train traffic feature (which also provides information about the intensity of use). The 
dependence of features describing states does not influence the separateness of the 
defined states. 

Taking into account events connected with the fitness of the system in combination 
with the type of adverse events allows to include in the model failures of vehicles, 
failures of the infrastructure and human errors. The correctness of use allows for re-
producing situations, in which the system is used, despite train traffic protection de-
vices being out of order.  

Considering the correctness of use and disruptions of the transport process allow 
for reproducing the threat situation. Together with the traffic dependence of trains, it 
is possible to model the process leading to the security failure. Moreover, traffic de-
pendence contains information about the intensity of use, which increases together 
with an increase in the number of traffic-dependent trains. 

The developed method of defining states made it possible to take into account  
the identified significant functional, reliability and safety features in the context of 
modelling reliability and safety [19]. 
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Abstract. This paper is result of technical feasibility study done in Transport 
and Telecommunication Institute, located in Riga, Latvia. As many world cities, 
Riga as capital of Latvia is suffering from transport congestions. There are 
many objective reasons of this situation, like outdated transport infrastructure, 
star-shaped roads schema, limited number of possibilities to cross the river etc. 
Riga City Traffic Department has a number of solutions, but most promising is 
the idea of implementation of ITS. The ITS provides a number of solutions, but 
the target of completed technical feasibility study is related with 
implementation of on-line traffic forecasting tool, which is based on 
macroscopic transport model and could be treated as subsystem of the traffic 
management system. The results of analysis give a number of “hot spots” which 
should be taken into account before technical implementation of the system. 
But the analysis results lead to the conclusion that the implementation of the on-
line traffic forecasting tool is feasible for Riga city. 

Keywords: feasibility study, on-line forecasting, macroscopic transport model. 

1 Introduction 

Modern information and communication technologies (ICT) gives a wide range of 
possibilities to organize intelligent system, which is able to simplify and make faster 
the decision making process. One of the active directions in this area is related with 
ITS initiatives implementation. These initiatives are supported also by EU directives 
(at example The European ITS directive (2010/40/EU)).The ITS is general term 
which describes a set of information and communication technologies used to manage 
all issues of the transport system. But here must be underlined that a number of 
subsystems could be described with reference to transport system: traffic management 
tools, parking management tools, accident management tools etc.  

Riga, the capital of Latvia is suffering from congestions. There are a number of 
reasons, which course this situation; most vivid could be enumerated here: 

• Outdated transport infrastructure – this point is a reference to the low investment 
level to the transport infrastructure, which results to the bad quality of the roads, 
outdated traffic management center, limited number of modern solutions in 
transport; 
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• Star-shaped schema of transport system – the current shape of transport system is a 
classical star-shaped schema, which leads to concentration of traffic in city center.  

• Limited number of bridges across Daugava River – Riga is divided on two parts by 
Daugava River, in same time only 4 bridges are operating and 3 of them are 
located in Riga city center. This is a bottleneck of the system, which leads to 
congestions during morning, evening, and special events times. 

• Lack of ICT in transport – not looking to the fact, that Riga for a long time is 
having traffic management center, the lack of ICT is a vivid problem. The traffic 
management center is outdated and does only functions related with monitoring of 
the situation, but not management of the traffic. 
 

Of course there are a number of activities planned by Riga City Development 
Department and Riga City Traffic Department, but most of these solutions are related 
with implementation of new transport infrastructure objects, like North Corridor, 
West Corridor etc. The final concept is to make rings around the parts of the city and 
to remove the traffic from city center. The figure 1 demonstrates the final concept of 
the transport system after implementation of all infrastructure projects. 

 

Fig. 1. Riga city development plan [1] 

If all of these infrastructure projects will be implemented, it will partly solve 
existing problems in transport infrastructure. But there are no any plans about active 
use of ICT on transport in planning documents of Riga City Council.  

Here is proposed the approach related with implementation of ITS in Riga, and as a 
very first step the implementation of on-line traffic forecasting tool is concerned. 
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Current paper is devoted to results of technical feasibility study done for on-line 
traffic forecasting tool, which could be treated as significant part of the traffic 
management system.  

2 The Concept of On-line Traffic Forecasting Tool  

It is planned that a core of future traffic management center will be on-line traffic 
forecasting tool, which will alert about possible future collisions in the transport 
network. Must be noted, that it should be a tool, which is able to provide the results of 
the modelling on-line. Here on-line means not now, but a feasible time up to 10 
minutes after lunching of the forecasting process. The model should provide a  
short term forecast (forecast horizon – 1h) of situation in transport network for the 
whole city and districts located near the city. The figure 2 demonstrates concept of the 
forecasting tool, which is based on macroscopic transport model. 

 

Fig. 2. The general concept of the traffic on-line forecasting tool 

As could be seen from figure 2 the traffic on-line simulation tool has 3 subsystems: 
data sources subsystem, which is responsible for extracting, transforming, loading 
data, storing and providing different kind of data necessary for the forecasting; data 
processing model (actually the macroscopic transport model), which is feed by the 
data from different sources; and finally results publishing system, which is targeted to 
store the forecasting results in the format, which is suitable for traffic management 
system and for providing interfaces to the data.  
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Next all components of the presented traffic on-line forecasting tool will be 
described in detail, in order to get the view on future system technical requirement. 

2.1 The Component “Data from Detectors” 

This component is a vivid for the whole system as it is a source of data which is used 
to calibrate the macroscopic model for the current state of the transport network. The 
primary role of detectors is to collect the information about the traffic flow and fill  
the database continuously. The data required by transport model in this case are the 
following one: traffic flow intensity; average speed of the traffic flow and finally 
classification of the vehicles. It is proposed that EU level supported standard, titled  
DATEX II, will be used. It will allow not only to organize the local system by itself, 
but also to provide the data to the EU users. DATEX II has been developed to provide 
a standardized way of communicating and exchanging traffic information between 
traffic centers, service providers, traffic operators and media partners [2].  

Currently, Riga has the limited number of detectors, which are able to provide the 
required data, it will be necessary to implement the network of the detectors with 
support the DATEX II standard.  

2.2 The Component “User Behavior Data” 

The component provides the information to the model about typical behavior of the 
citizens in the city. Usually the data is presented in form of origin-destination (OD) 
matrices, which define number of trips from one transport zone to another with 
specific mode of transport. In order to fill the requirements of the system it is 
necessary to have the OD matrices by time periods, which should be 1h long. So, each 
hour will have its own set of matrices. Here must be underlined that matrices also 
should be divided by the type of days:   

• typical days: Monday, Tuesday, Wednesday, Thursday;  
• untypical workdays: Monday, Friday;  
• weekends: Saturday, Sunday.  

 

Also it should be noted, that it is important to have different matrices for different 
seasons (summer, spring, winter and autumn). These requirements are not strict, but 
the quality of the forecast depends much from the quality of the data in OD matrices. 
Currently, Riga does have only one OD matrix, which describes morning peak hour, 
for typical day and for typical seasons (autumn and spring).  

2.3 The Component “Existing Known Limitations” 

This part of the system should be a database, which will include the information about 
planned restrictions in the network, because of planned reconstruction of the roads,  
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roads closing, because of the events etc. The temporal database approach is feasible 
here as a possible solution. Currently the data about limitations in transport network 
are available and are published in website for citizens of Riga. The information stored 
in database will allow to obtain realistic forecast of the situation. 

2.4 The Component “Data Processing Model” 

The data processing model is a core of the forecasting system. In general the core is 
represented by macroscopic transport model, which has two parts: demand model and 
supply model (see figure 3). The supply part of the model has the information about 
the transport network, public transport stops etc. The demand side is presented by  
already mentioned here OD matrices. Both components are vivid for the modeling and 
in order to get the results the supply model must be updated before each forecasting 
step.  

 

Fig. 3. Transport model [3] 

The components mentioned above are sources of data which should feed the 
demand and supply model by the updated data. The base (current) model by itself 
does have the data for supply model – the network, public transport stops etc. It will 
be feed by information from the database of existing known limitation in the network. 
The demand side will be loaded for each forecasting step (OD matrices for current 
hour), and here the user behavior data subsystem will be used. And finally the 
information from detectors will be used to calibrate the model to get the current state 
of the network. 
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2.5 The Component “Results Publishing” 

The last component of the proposed system is related to the representation task of the 
modelling and forecasting. This is vivid problem from number of sides, first of all the 
results must be presented graphically in order to be controlled by operators of the 
traffic managing center, the second – the data should be provided in format, which 
allows to publish the data in public places (at example in city official webpage), the 
third is related with interfaces which will be used to access the forecasting results by 
the rest components of traffic management system, and the last is targeted on 
providing the API (application program interface) for third-party applications and 
services. All mentioned issues should be taken into account during detailed 
specification of the system.  

3 Riga Transport Model as the Base of Traffic Forecasting Tool 

As was mentioned earlier the core of the traffic forecasting tool is a macroscopic 
transport model. Here the issues related with use of transport model are discussed in 
detail.  

In present time there are 3 macroscopic transport models used in decision making 
process in Riga:  

• official transport model used by Riga City Development Department, developed 
using EMME software; 

• official model implemented in frame of Riga and Pieriga mobility plan 
development project, which was developed using CUBE software; 

• unofficial model developed by Transport and Telecommunication Institute using 
VISUM software. 

There no relationship between models and all of them are not covering issues 
required by the traffic forecasting tool. Most useful is treated a model hold by Riga 
City Development Department as it used for strategic planning, but also the examples 
of the application of VISUM model are known [4]. The CUBE model was used once 
for development of the mobility plan and not currently used. So there are two options 
for creating a core of the system: EMME and VISUM models. Both models have a 
number of disadvantages which should be taken into account: 

• outdated OD matrices for private vehicles; 
• no information for public transport; 
• lack of information for cargo transport; 
• OD matrices are defined only for morning peak hour, no data for rest of hours. 

All points are significant problems for the implementation of the traffic forecasting 
tool and during implementation should be solved. The table below summarise the 
activities which should be taken in order to overcome the issues. 
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Table 1. Activities table 

Issue 
Impact on system 
implementation 

Activity 

Lack of 
information for 
cargo transport 

LOW 

• Strong cooperation and data exchange with ICT solutions

providers for transport companies. Usually such solutions

includes a GPS tracking, which allows to analyse the mobility

of the cargo vehicles; 

• Implementation of the network of detectors, which has 

possibility to classify vehicles by types (video observations, 

weight-in-motion systems, speed cameras etc). This will be a 

source of information for calibration of the cargo transport OD 

matrices. 

• Planning of city logistics for cargo vehicles based on
cooperation with industry representatives.  

No information 
for public 
transport 

AVERAGE 

• The Riga city uses e-ticketing system for public transport; this 

could be a source of information for evaluation of the OD

matrices for the public transport. But it must be taken into

account, that system requires to do validation of the ticket only 

once, so the destination point of the trip could not be evaluated

directly. Here is proposed to apply trip-chain approach. This 

will allow to estimate the OD matrices for peak hours [5]. 

• Passenger counting detectors installation will provide the 

information necessary for calibration. The linkage of the

information to the GPS data will give vivid information about
level of service during trips.  

Outdated OD 
matrices for 
private vehicles

HIGH 

• The issues could be overcome only by implementation of 

national survey system. Only in this case the mobility data

could be treated as actual. 

• The use of ICT technologies should be wider. At example the 

local and international companies could provide useful data,
like GPS tracking, mobile phone tracking, etc.  

OD matrices are 
defined only for 
morning peak 
hour, no data for 
rest hours 

 

HIGH 

• The issue could be overcome in by using ICT providers in

local area: GPS tracking, mobile phone tracking, e-ticketing 
data etc.  
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As could be seen from the table above it is possible to overcome all disadvantages 
of existing models, by application of modern ICT or by using administrative 
procedures, like national household and mobility surveys. Currently, Latvia do not 
have any strategy related to the transport surveys and data collection issues, that is 
why, as initial point of implementation it is proposed to use the scheme presented 
below in figure 4. 

 

Fig. 4. The schema of transport model use on national level 

The two main players according to this schema could be mentioned: the national 
government/local municipalities and transport organizations. Transport 
organizations do the main analysis based on the usage of traffic analysis tools 
(transport plans and programs in this case) provide output data to national 
government/local municipalities. National government/local municipalities use the 
output data when working out the future area development strategy. Furthermore, it 
should be mentioned that input data (country/city development plan, transport system 
development plan, statistical data, etc.) for the analysis are provided by national 
government/local municipalities.  

Next table (see table 2) aggregates the data about the companies which are able 
to provide transport related data based on currently implemented ICT solutions. This 
list should be taken into account during implementation of the traffic forecasting 
tool.  
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Table 2. Review of potential data providers 

Issue Possible data providers 

Mobile phone tracking 
data 

• TELE2 Ltd. 

• LATVIJAS MOBILAIS TELEFONS Ltd. 
• Bite Latvija Ltd.  

Public transport passenger 
data 

• Rigas Karte Ltd.  

• Road Transport Administration Ltd. State 

• Riga International Coach Terminal JSC 
• Pasažieru vilciens JSC 

Commercial cargo 
transportation data 

• Jana Seta Ltd. 

• EcoTelematics Ltd. 

• Mapon Ltd. 
• Mappost, Ltd. 

Traffic intensities 

• Riga City Traffic Department 

• Latvian State Roads Ltd. 
• Latvian State Police  

4 Feasibility Study Results 

The feasibility study results could be divided on five thematic groups: technical, 
economic, legal, operational, and scheduling. The primary goal of the paper was to 
conduct the technical feasibility study. The technical feasibility study assessment is 
focused on gaining an understanding of the present technical resources of the 
organization and their applicability to the expected needs of the proposed system. It is 
an evaluation of the hardware and software and how it meets the need of the proposed 
system [6]. The analysis of the system general concept gave a number potential “hot 
spots” for traffic forecasting tool. Mainly these issues are related with limitations of 
the existing solutions and require during implementation significantly improve current 
systems or even to build them from the zero. Main point which could be characterized 
as critical for the traffic forecasting tool implementation was related with need to 
update existing macroscopic transport simulation model. From technical point of view 
it is possible to overcome the disadvantages by using the data from external sources 
(like private companies), but here legal issues should be analyzed in details and taken 
into account during project realization. All other components of the traffic forecasting 
tool from technical point of view are feasible and number of existing solution could 
be located in the market. In general it means that a realization of the traffic 
forecasting tool as a part of traffic management system is a technically feasible 
solution, with number of “hot spots”, which could be overcome. 
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Abstract. In Poland, a problem of lack of radar coverage at certain flight levels 
over certain regions of the country is being observed. Therefore, the Polish Air 
Navigation Services Agency is looking for some better surveillance solutions 
for airspace and airport surface.The paper presents an analysis of surveillance 
systems with particular emphasis on the of the possibility of integrating radar 
systems with multilateration and automatic dependent ones. Presented article 
turned out to be basis for discussion on sense of implementation the integrated 
system of surface surveillance at the airport where such a surveillance is carried 
out only visually and there is a bigger risk of causing a dangerous situation. 

Keywords: surveillance, air traffic, reliability. 

1 Introduction 

In the case of transport, the largest technological breakthroughs in the twentieth century 
were in air industry. Such progress would not have been possible without parallel 
achievements in safety managementand risk reduction in air traffic. Still, the criteria for 
the construction of the technical facilities and measures to enhance the level of security 
is tightened after the accident or serious incident. It is worth paying special attention to 
the movement area of airports for example in Poland, where surveillance is done visual-
ly. Here, safety plays a very important role. Movement area is defined as part of an 
airport designedfor take-off, landing and taxiing of aircraft, consisting of the maneuver-
ing area and the disc. This field is the meeting place of the air traffic system compo-
nents, including aircraft, ground control agents, air navigation, traffic control, flight 
crew and ground personnel. If the set of attributes of the elements of this system ensures 
prevention of emergency situations, provide rescue in case of hardware failures, errors, 
crew or ground staff - this can be named the safety of the aviation system. So far, in the 
literature there were numerous reliability systems analysis conducted, which indicated 
the validity of the implementation of complex objects, and thus – integrated ones, what 
in this case is particularly important [4-6], [10], [11]. 

2 Integrated Airport Surface Surveillance System 

With regard to the surveillance of airport surface traffic - it is worth paying attention to 
the factors that may affect the occurrence of dangerous situations. The most common 
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factors are associated with the work of air traffic controllers and directing vehicles oper-
ating on the airport surface, but which are not aircraft. There can be distinguished[2-3]: 

• in relation to the work of air traffic controllers: 
o a temporary forgetfulness about the aircraft, 
o mistakes determining separation between aircrafts located on the airport 

surface, 
o failure in identifying the aircraft or its location, 
o errors in communication of air traffic controllers, 
o distraction at work, 
o overwork, 
o lack of controllersexperience, 

• in relation to a vehicle which is moving along the surface of the airport, but non-
aircraft: 

o not following the instructions of air traffic control, 
o errors in communication with air traffic control, 
o lack of radio communication equipment in the vehicle. 

Therefore, the ICAO (International Civil Aviation Administration) has proposed 
the creation of so-called hot spots - critical points noticed at themap of the airport. 
They are defined as locations on the movement area of an aerodrome, which pose a 
potential risk of collision or runway incursionsby unauthorized vehicles [1]. 

It is difficult to control such a critical points while surveillance of the airport takes 
place only in the visual form. There are often areas that are beyond the reach of visual 
air traffic controllers (eg. hidden behind the passenger terminal). In such situations 
integrated surveillance system could be used. It consists of several components, in-
cluding hyperbolic systems (MLAT), airport surface surveillance radar (SMR) and 
automatic dependent surveillance GNSS (ADS - B)[3]. The fusion of the radar, 
multilateration and ADS-B data enables much better estimation of the target location 
using multiple data sources. The system could be used as a security tool on the run-
way, as it allows air traffic controllers to detect potential collision streams by  
providing information about the traffic on the runway and taxiways [7]. With the 
collected data from various sources it may, in some way, track aircrafts on the airport 
surface. 

In conjunction with the air traffic control some information are determined related 
to accurate motion parameters of the aircraft. It helps to improve the quality of super-
vision at the airport, especially during adverse weather conditions. In addition, the 
data obtained through an integrated system allowstaking look at aspects such as [2]: 

• correlation between information about the flight plan and aircraft position in-
dicated on the display controller, 

• elimination of dead zone, 
• constant observation of the situation on the movement area including the de-

tection and resolution of conflicts. 
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Fig. 1. View of the airport surface from the integrated system 

Aviation systems implement operational programs through actions of their subsys-
tems. These, to carry out such a program must conduct their functionalities at the 
same time [8]. Performing the operation of the system and its operating program is 
described in terms of reliability, suitability in different states. The opposite is the un-
suitability condition that can be caused by extreme events, for aviation systems -eg. 
weather. However, in the case of the above-mentioned system, this should not matter, 
unless you talk about phenomena such as hurricane or snowstorm. You can also meet 
with the state of partial suitability of the system. 

Each system has its own structure. It is possible to assess system from the point of 
reliability structure, or some representation, in which the reliability of the components 
determines the reliability of the system at the same time. 

3 Reliability Assessment of Integrated Airport Surface 
Surveillance System 

Integrated airport surface surveillance system consists of three subsystems, each of 
which individually damaged does not transfer whole system to the state of no 
operational capability [9]. This condition will be achieved only when all three 
subsystems are damaged. It can be therefore concluded that the subsystems operate 
completely independently and airport surface surveillance can function when at least 
one subsystem work correctly. In conducting the analysis, the relationship can be 
illustrated in the present system in terms of safety [11]. 
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Fig. 2. .Relations in the system 
Denotations in figures:  

RO(t) – the function of probability of system staying in state of full operational capability, 
QZB(t) – the function of probability of system staying in state of partial operational capability, 

QB(t) – the function of probability of system staying in state of no operational capability, 
λB1 – transition rate of the system, 

λZB2 ,λZB3 ,λZB4  – transition rate of subsystems 
λRZB1 , λRZB2 – transition rate of two subsystems 

The system illustrated in fig. 2 may be described by the following Chapman – 
Kolmogorov equations: 
 
 
 

(1) 
 
 
 

Given the initial conditions: 

(2) 

 

Using the Laplace transform we obtain the following system of linear equations: 
 
 

(3) 
 
 
 

(t)Qλ(t)Q(t)R(t)Q

(t)Rλ(t)Q(t)Q(t)Q

(t)Qλ(t)Q(t)Rλ(t)Q

(t)Rλ(t)Rλ(t)Rλ(t)R

ZBRZBZBZBB
'
B

RZBZBZBZBZB
'
ZB

ZBRZBZBZBZB
'
ZB

RZBZBB
'

122401

0124132

1213021

0102010

⋅+⋅+⋅=

⋅+⋅−⋅=

⋅−⋅−⋅=

⋅−⋅−⋅−=

λλ
λλ

λ

0

1

21

0

===

=

(0)Q(0)Q(0)Q

(0)R

BZBZB

(t)Qλ(s)Q(s)R(s)Qs

(s)Rλ(s)Q(s)Q(s)Qs

(t)Qλ(s)Q(s)Rλ(s)Qs

(s)Rλ(s)Rλ(s)Rλ(s)Rs

ZBRZBZBZBBB

RZBZBZBZBZBZB

ZBRZBZBZBZBZB

RZBZBB

*
12

*
24

*
01

*

*
01

*
24

*
13

*
2

*
12

*
13

*
02

*
1

*
01

*
02

*
01

*
0 1

⋅+⋅+⋅=⋅

⋅+⋅−⋅=⋅

⋅−⋅−⋅=⋅

⋅−⋅−⋅−=−⋅

λλ
λλ

λ



 Reliability Assessment of Integrated Airport Surface Surveillance System 439 

Turning it gives: 
 
 

(4) 
 
 
 
Transforming further we get: 

 
 

(5) 
 
 
 

Then we get it as a schematic: 
 
 

 
 
 
 
 

(6) 
where: 

 
 

(7) 
 

In the above result the symbols “*” and “s” are omitted at the residence probabilities 
of the system in the states highlighted RO, QZB1, QZB2, QB. 

Using the inverse transform, we get: 
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Example 
The following quantities were defined for the system: 
 

•  test duration - 1 year (values of this parameter is given in [h]): 
 

(12) 
 

[ ]h8760t =



 Reliability Assessment of Integrated Airport Surface Surveillance System 441 

•  reliability of airport surface surveillance radar: 
(13) 

 
•  reliability of multilateration system: 

(14) 
 

•  reliability of automatic dependent surveillance system: 
(15) 

 
•  transition rate from the state of full operational capability SPZ into the state of 

partial operational capability SZB2: 
 

(16) 
 

•  transition rate from the state of partial operational capability SZB1 into the state 
of no operational capability SB: 

 
(17) 

 
•  transition rate from the state of full operational capability SPZ into the state of no 

operational capability SB: 
 

(18) 
 

 

Knowing the value of reliability ( )tZB1R , transition rate from the state of full ability 

into the state of the impendency over safety SZB1 may be estimated. Provided the up 
time is described by exponential distribution, the following relationship can be used: 

 
for  
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thus 
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For [ ]h8760t =  and ( ) 99995,0R ZB1 =t  we obtain: 

 
(21) 

 
 

Similarly, we determine the value of ZB3λ  and ZB4λ . 

 

( ) 99995,0R ZB1 =t

( ) 99995,0R ZB2 =t

( ) 99995,0R ZB3 =t

⎥⎦
⎤

⎢⎣
⎡⋅= −

h

1
101415,1 9

RZB1λ

⎥⎦
⎤

⎢⎣
⎡⋅= −

h

1
101415,1 9

RZB2λ

⎥⎦
⎤

⎢⎣
⎡⋅= −

h

1
107077,5 10

B1λ

( ) tλ
ZB1

ZB2etR −= 0≥t

( )
t

tlnRλ ZB1
ZB2 −=

( )
⎥⎦
⎤

⎢⎣
⎡⋅=−=−= −

h

1
10,70795

8760

0,99995ln

t

tRlnλ 9ZB1
ZB2



442 M. Siergiejczyk, K. Krzykowska, and A. Rosiński 

For above initial values, by use of (8-11) equations, following results are obtained: 
 
 

(22) 
 
 
 
 

The presented process of surveillance systems analysis allows us to determine the 
level of reliability of the proposed integrated system. This is possible by using the 
different three systems which can work both together and separately and that can 
ensure an adequate level of reliability indicators. So far, Authors presented some 
material about cooperation of systems and possibility to replace each of them. This 
time, the article focuses on integration of system into one with appropriate reliability 
indicator.  

4 Summary 

Analyzing the functionality of the integrated airport surface surveillance system in 
which there are three subsystems of surveillance turned out to be very important in 
case of safety in air traffic. Authors illustrated the relationships in its structure in 
terms of reliability. This allowed to determine the relations defining probability of 
system staying in the states of full operational capability, partial operational 
capability, no operational capability. This is illustrated graphically and analytical 
having each subsystem failure. In its analysis, authors omitted functionality of the 
repair process related to subsystems. This process authors plan to consider in future 
studies. Presented article turned out to be basis for discussion on sense of 
implementation the integrated system of surface surveillance at the airport where such 
a surveillance is carried out only visually and there is a bigger risk of causing a 
dangerous situation.  
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Abstract. The paper presents a formal semantics of decision-making based on 
Dempster-Shafer belief structures. We introduced  a method of decision 
support taking into account the subjective expert information formalized in the 
form of family of estimations based on the combination of hypotheses and 
ordered weighted average operators. The task is formulated in terms of the 
belief structures and allows evaluating the minimum and maximum objectives 
through different types of aggregation operators. In the context of critical 
infrastructure management, our research shows that the matrix of possible 
solutions can be represented as a payoff matrix including performance 
indicators or in the form of a risk matrix corresponding losses on the specific 
combinations of decisions. To ensure variation in the goals we use different 
types of ordering alternatives depending on the type of the specific problem. 
Finally, an illustrative example was given to selecting strategies and prioritizing 
decisions to mitigate targeted cyber intrusions fit to effective IT-security risk 
management in different critical application. 

Keywords: group decision-making, belief structure, ordered weighted 
averaging operator, critical infrastructure.  

1 Introduction 

With a growing of computer society, the problem of cyber security has emerged 
increasingly. Computer systems and networks tailored to automatic control, 
monitoring and analyzing industrial and business processes became an exceptional 
component exercises a significant influence on safety and security of companies, 
governments and organizations.  

To solve the cyber security problems, much of the effort has been focused on the 
development of better hardware and software solutions with little thought to the human 
factors of cyber security [1]. However, the humans play a major role in cyber security as 
they interact with computer system and, for example, in case of industrial application 
(on nuclear power plants, chemical plants, transportation systems, etc.) they control the 
inputs and outputs of complex machines. At that rate, allocating human effort to activity 
is critical since inappropriate allocation can result in hit attacks when they will be 
unchallenged or human time being wasted. Time pressure, the presence of ambiguous 



446 I. Skarga-Bandurova, M. Nesterov, and Y. Kovalenko 

 

information and the high objectives involved can aggravate the judgments associated 
with the allocation process. Sometimes a situation gets more complicated when human 
needs analyze information from different sources under information redundancy (or lack 
of information) and under confronting with the contradictory facts. To reduce a risk of 
decision-making and ensure the reliability and accuracy of the decisions the group 
decision making techniques can be suitable.  

Group decision-making is a situation where two or more decision makers are 
involved in the decision of a joint problem whereas each of them has their own 
understanding of the problem and the decision consequences (competing hypotheses). 
Formally, competing hypotheses or conflict set is considered as a set of objects 
concerning which there is no consensus among at least two experts. Conceptual model 
M of a typical situation assessment problem in the presence of competing hypotheses 

 M = <А, S, P, D > 

where A is a set of possible conclusions about the situation (alternatives), a 
generalization of logic experts; S is a set of baseline data on the situation which is 
measured in quantitative and qualitative scales; P are the analytical dependences, 
which provide formation of conclusions a є A according to the data S; and D are the 
techniques that allow to select the most important information from S. 

2 Statement of the Problem of Decision-Making under 
Competition 

Let A be a set of alternatives {A1; A2; ...; Aq} whose values describe variants of the 
decision; S be a set of object states {S1; S2; ...; Sn}, characterizing the possible 
scenarios; values c11; c12; c1n; c21; c22; c2n; cn1; cn2; ...; cln – are the specific level of 
effectiveness of the solution corresponding to a specific alternative in a certain 
situation. Knowledge of the safety conditions fixed in terms of belief structure m. B1, 
..., Br are the focal elements of m and m(Bk) are the associated weights.  

The task involves finding the best alternative that delivers the payoff to the 
decision makers.  

Moreover, to solve the problem, consider the following conditions: 

─ the presence of subjective quality expert information, characterized by a set of 
competing hypotheses and requiring aggregation; 

─ form of the matrix of solutions may vary depending on the selected performance 
indicators; 

─ the method should provide support for decision-making, in order to lookup 
minimal losses as well as for the problem of finding maximum efficiency. 

The next sections present the theoretical provisions based on the extended 
Dempster-Shafer belief structure and the method for automated decision support 
based on evidence-based reasoning applicable for critical IT infrastructure. We have 
implemented our method on top of decision-support software tool, so it can be easily 
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adopted to the different IT security risk management tasks. Dempster-Shafer theory 
has unique advantages in handling uncertainty in critical IT-infrastructures analysis, 
namely, a means to explicitly account for unknown possible causes of observational 
data and the ability to deal with the lack of prior probabilities for all events and the 
ability to combine beliefs from multiple sources [2], [3], [4].  

3 The Problem of Decision-Making Using Dempster-Shafer 
Belief Structures  

The Dempster-Shafer belief structure is defined in the space X consisting of a set of n 
nonzero subsets Bj, j=1,...,n, called the focal elements and basic belief assignment m  
called the mass function or the probability of mass [4] which is denoted as m. It is a 
mapping function defined as : 2 → [0,1], satisfying  

 ∑ = 1,  ∀ ⊆ ,   

 ( ) = 0, ∀ ≠ . 

Model of the belief structure [5] is a distributed evaluation with the levels of 
believes to represent an effectiveness of alternative for the selected criteria.  

Suppose that the criterion is evaluated by a full range of possible situations with n 
estimated classes, H = {H1; H2; ..., Hj, ...,Hn}, where Hj is the j-th evaluation class.  

Without loss of generality, we may assume that Hn is preferred Hn+1. This 
assessment criterion can be represented by the following distribution  ( ) = ( , ) , = 1, … , ,                       (1) 

where m(Bj)≥ 0, ∑ ≤ 1.  
The function (1) denotes that the criterion is assessed for the class Hn with the level 

of confidence m(Bj). 
Estimation S(s) is complete if ∑ = 1 and incomplete if ∑ < 1. 

A special case is ∑ = 0  which means a complete disregard for the  
criterion. 

There are two measures associated with the belief structures – plausibility (Pls) and 
belief (Bel) or similarity [6]. 

Pls is defined as the measure : 2 → [0,1], such that ( ) = ∩  ∅ . 
Similarly, the confidence measure is defined as : 2 → [0,1], such that ( ) =  ⊆ . 
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Bel represents precise support, while Pls is a possible support. Through these 
measures is possible to submit confidence interval A as [Bel(A), Pls(A)]. This interval 
is considered respectively as the lower and upper levels of trust. 

Schafer model defines distinguishing frame, Θ, as the space of all possible  
solutions. 

Dempster rule allows for each set of initial subsets (focal elements) on the entire 
set of input data to generate the resulting subsets and calculate their confidence level 
(combined measure of confidence (probability mass)). Dempster’s rule for combining 
hypotheses X and Y is performed by orthogonal summing corresponding confidence 
measures m1 and m2 ( ) = ∑ ( )∩ ( )

                         (2) 

where = ∑ ( )∩ ∅ ( ).                       (3) 

The main problem with this approach in the design of automated decision support 
systems is the presence of a normalizing factor (1 − ) which completely ignores 
the conflict. Practically, when  equal 1, the combination rule of evidence (2) is not 
determined mathematically. 

To solve this problem, a number of models combining different hypotheses were 
developed, among them models of D. Dubois et al. [7], E. Lefevre et al. [8], C. 
Murphy [9], P. Smets [10], R. R. Yager et al. [11]. 

In this work we use calculation rule [12] by selecting (Θ) = 1  and (A ≠ Θ) = 0:  (∅) = 0 ( ) = ∑ ( )∩ ( ),                                        (4) (Θ) = (Θ) (Θ) + (X)∩ ∅ (Y) = (Θ) + (∅),  
if = Θ , where ∀ ∈ 2 , ≠ ∅.  
In critical applications (for distributed team decision-making, or under 

interdisciplinary incomprehension, for example) the individual solutions can be 
compared to formal aggregation procedures to select a general consensus. The final 
solution must be obtained from the synthesis of performance degrees of criteria. To 
this end, the aggregation of information is fundamental.  

One of the most common methods of aggregation is a method using the ordered 
weighted averaging (OWA) operator, introduced by Ronald R. Yager in [13]. Since 
its description, the given operator has been used in a wide range of applications [14], 
[15], [16], [17], [18]. It provides a parameterized family of operators, including 
arithmetic mean, geometric mean (the ordered weighted geometric (OWG) operator); 
harmonic mean (the ordered weighted harmonic (OWH) operator); a set of 
nonadditive integrals (Sugeno integral, Choquet integral);  weighted minimum; 
weighted maximum, as well as enhanced operators of ordered weighted average [19], 
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[20]. Here, we consider two orders of the OWA operator – ascending and descending, 
as well as some of the main results of their use in the decision-making model. 

Assume that X is a set of information sources, f(xi) is a value supplied xi(c), σ and s 
are the permutations such that ( ) ≥ ( ),  ( ) ≤ ( ). 

Then, according to [13], the OWA operator in ascending order is calculated by (5), 
descending one by (6). = ∑ ( )                            (5) = ∑ ( )                      (6) 

where w is a weight vector such that: ∈ [0,1],  ∑ = 1. 
If the characteristics of the individual values represent the relative values of the 

dynamics, for example, describe the average growth rate, it is advisable to use the 
geometric mean. In this case, the operators of the weighted geometric mean [21] in 
ascending and descending order are calculated by (7) and (8), respectively. = ∏ ( )                     (7) = ∏ ( )                     (8) 

4 The Procedure of Group Decision Making 

To get the best alternative in the group decision-making, the following steps are  
involved: 

Step 1. Formation of a decision matrix 
Depending on the type of the problem, the matrix of possible solutions can be 
represented as a payoff matrix including performance indicators, or in the form of a 
risk matrix consists of financial loss indexes. It corresponds to certain combinations 
of alternatives to decision-making and possible scenarios 
 

 s1 s2 … sn 
А1 c11 c12 … c1n 
А2 c21 c22 … c2n . . . 

...
...

...
...

Аl cl1 cl2 … cln 
 

Step 2. Definition of a set focal elements ⊆ Θ and the appointment of the main 
mass of probability to subsets = , , … , , … , , = , , … , , … , . 
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Step 3. Calculation of belief function for the combined sets using (4) ( ) = ) ( .∩  

Step 4. Determination of the weight coefficients collection used in the aggregation 
functions for the individual sets of focal elements:  = ( , , … , ) such that ∈ [0,1] ; ∑ = 1. 

To calculate weighting values wj (1=1, …, n) we use formula [22]. Each weight 
can be obtained by = −                          (9) 

Where Q is a function of fuzzy linguistic quantifiers, proposed by Zadeh [23] and 
defined as 

( ) = 0,  < ,,  ≤ ≤1,  > .                           (10) 

1) (0) = 0, (1) − 1;  
 
2) < ⟹ ( ) ≤ ( );  
 

3)  

 

∑ = ∑ − = (1) − (0) = 1.
  

Quantifier Q in (10) is defined as a linear membership function for all , , ∈[0,1]. 
The values ,  are determined depending on the linguistic meaning of the quantifier. 

Step 5. Calculating a set , which is formed when the i-th alternative has selected 
and k-th focal element, ∀ , : = ∈  . 

Step 6. Ordering  sets for each of the criteria , :  > >, … , > >, … , > > , , :  < <, … , < <, … , < < , ∀ ∈ , = 1, … , . 
Step 7. Calculation of aggregated values  

= ∙ . 
 



 A Group Decision Support Technique for Critical IT Infrastructures 451 

 

Step 8. Calculation of the expected value of the overall index for each alternative 

= ∙ ( ). 
Step 9. Ordering and selection of an alternative in accordance with the objectives and 
the current rules. 

5 Numerical Example 

To illustrate the method, let’s suppose there is a problem selecting strategies to 
mitigate targeted cyber intrusions. This problem can be solved by combining 
subjective threat judgment information received from the decision makers based on 
their professional experience.  

Planning team has to identify the best mitigation actions that can be readily 
implemented but because of funding, technical support, and other causes may not be 
immediately available for every action. Therefore, it is necessary to prioritize the 
most suitable mitigation actions to implement in the target system.  

1.  Assume that the decision problem has four mitigation strategies (alternatives A1, 
A2, A3, A4). To each strategy, we attribute generalized metrics, which allow 
assessing the mitigation actions in four process areas: s1 - vulnerability 
management, s2 - patch management, s3 - configuration management, and s4 - 
incident management as a base for analysis. 

 s1 s2 s3 s4 
А1 10 40 20 30 
А2 15 20 25 30 
А3 40 30 10 20 
А4 40 50 10 30 

2. Assume further that there are two groups of experts, each of that defined its own 
judgment concerning the best mitigation actions and used the model of the belief 
structure for each alternative on each criterion as follows. 

Group 1: ({s1, s2, s4}, 0,8; {s2, s3, s4}, 0,1; {s2, s4}, 0,1). 
Group 2: ({s1, s2, s4}, 0,5; {s2, s3, s4}, 0,4; {s2, s4}, 0,1). 

Then the set of focal elements to merging sets can be represented as follows: 
 

 
 

{s1,s2,s4} 
0,8 

{s2,s3,s4} 
0,1 

{s2,s4} 
0,1 

{s1,s2,s4} 
0,5 

{s1,s2,s4} 
0,4 

{s2,s4} 
0,05 

{s2,s4} 
0,05 

{s2,s3,s4} 
0,4 

{s2,s4} 
0,32 

{s2,s3,s4} 
0,04 

{s2,s4} 
0,04 

{s2,s4} 
0,1 

{s2,s4} 
0,08 

{s2,s4} 
0,01 

{s2,s4} 
0,01 
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3. Calculation of the belief function carried out by (4): 

B1 {s1,s2,s4} 0,4 
B2 {s2,s3,s4} 0,04 
B3 {s2,s4} 0,56 

4. Determination of weight coefficients w, which are used for aggregation functions 
for the individual sets of focal elements. Let w1 = (0,4; 0,6), w2 = (0,3; 0,4; 0,4). 

5. Defining sets .  
6. Ordering sets : ( ) ≥ ( ) , and ( ) ≤ ( )  
7. Calculation of aggregated values Mik performed by (11), the results are presented 

in Table 1. 

Table 1. The results of the calculation of aggregate values 

Operator 
Aggregate value 

M11 M12 M13 M21 M22 M23 M31 M32 M33 M41 M42 M43 
OWAs 31 34 36 24,5 28 26 34 23 26 45 35 42 

OWAσ 28 32 34 23 27 24 32 21 24 43 31 38 

OWGs 24,2 29,8 35,6 21,6 25,1 25,5 29,8 19,1 25,5 40,1 26,5 40,7 

OWGσ 21,1 27,8 33,6 20,1 24,1 23,5 27,8 17,1 23,5 38,1 22,5 36,8 

8. Calculation of the overall index is performed by (12). The results are summarized 
in Table 2. 

Table 2. The results of the calculation of the generalized index 

 
 

OWAs OWAσ OWGs OWGσ 
A1 33,92 31,52 30,81 28,37 

A2 25,48 23,72 23,92 22,16 

A3 29,08 27,08 26,96 24,96 

A4 42,92 39,72 39,89 37,87 

9. The choice of an alternative is performed in accordance with the preference rule 
presented in Table 3. 

Table 3. The results ordering alternatives and prioritizing the most suitable mitigation actions 
in the target system 

Operators The order of preference alternatives 
OWAs, OWGs 2 ≻ 3 ≻ 1 ≻ 4
OWAσ, OWGσ 4 ≻ 1 ≻ 3 ≻ 2

 
If the main goal of intrusion mitigation programs formulated for improving system 

security or increasing confidence of security we will use descending order of operators, 
otherwise for example for risk reduction, ordered weighted operators in ascending order 
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will applicable. For OWAσ, OWGσ operators, as the best solution chosen A4 because it 
gives the highest expected value. For OWAs and OWGs operators selected variant A2, 
since in these cases it is believed that the best result is the lowest.  

6 Conclusions 

We propose a group decision support technique permits the use of subjective expert 
information formalized in the form of family of estimations and based on the 
combination of hypotheses and ordered weighted average operators. The task is 
formulated in terms of the belief structures and allows evaluate the minimum and 
maximum objectives. As an example, the problem of prioritization for cyber intrusion 
mitigation programs is considered. Another interesting issue to consider in the context 
of critical IT-infrastructures is the group decision support in following areas:  

- Prediction the situation change trends, when mitigation actions have not  
undertaken. 

- Prediction safety/security trends in case the decisions were not taken. 
- Selection factors that have maximum impact on the critical IT-infrastructure 

attributes (safety, security, reliability, etc.). 
- Evaluation of the impact of individual measures or groups of measures on the 

critical IT-infrastructure attributes.  
- Factoring intrusion-sensitive activity. 
- Failure effects evaluation and consequence analysis for individual mitigation 

programs measures or groups of measures, etc. 

The proposed method is effective for decision support under competing hypotheses 
and helps in enhancing cyber security team performance. The formal basis for 
automated reasoning based on the theory of Dempster-Schafer has been successfully 
extended and applied by authors to a number of problems including multisensory data 
fusion and analysis of process data. Where those decisions relate to the involvement 
of human analyst resources to activities, this technique essentially improves the  
efficiency of group decision-making in critical environments. 
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Abstract. With the development of the Distributed Generation (DG), the role of 
power distribution networks becomes more and more important, and their con-
figuration tends to change from radial to meshed. In this paper, algorithms for 
planning meshed networks are proposed. The problem of network planning has 
been transformed to an operational research problem. The algorithms are auto-
mated to reduce the planning time. Additional checks have been added to  
reduce the total length of the final network. A reliability assessment has  
been proposed to locate the weak spots of a network and to compare different 
solutions. Finally an application of the proposed algorithms is demonstrated. 

Keywords: Network reliability, Network planning, Electric power distribution 
systems. 

1 Introduction 

Even today, power distribution networks are used as passive terminations of transmis-
sion networks, simply supplying customers efficiently and reliably [1]. This use tends 
to change with the development of Distributed Generation (DG): Small and dis-
patched generation units, usually connected to the distribution network [2]. 

The main three factors leading to the development of the DG are the protection of the 
environment, the saturation of the majority of the transmission networks and the libera-
tion of the electric power market [3]. In [2], an analysis of the DG is presented, and in 
[4], the superiority of the meshed arrangements in the presence of DG is underlined. 

So, the distribution networks tend to change, by adding connections (expansion), 
from radial, where each load point can be supplied by only one supply route, to 
meshed, which allows alternative routes in case of emergency [5]. 

A distribution network is planned maximizing the ability of the network to meet 
the forecasted loads, for a given level of service, while at the same time minimizing 
its cost [12]. In [6], an algorithm is proposed for assessing reliability indexes of gen-
eral distribution systems. In [1], mathematic expressions for the calculation of the 
costs applying on distribution networks are presented.  
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Network planning is a complex problem, with many variables and constraints. As-
sumptions have to be made carefully, so the problems solution comes in a reasonable 
time and as close to the optimum as possible. There are plenty of algorithms proposed 
for network planning; most of them can be applied for planning radial networks, such 
as [7] – [11], and only a few for planning meshed networks, as [1], [5], [12] and [13]. 

The algorithms presented in this paper are based on the meshed network building 
algorithms MNB-1 and MNB-1V [13]. First they were programmed and tested on 
Matlab software. Then, these automated algorithms have been improved in order to 
reduce the total length of the final network. 

2 Problem Statement 

The goal is to connect all the given load points in a meshed network, while at the 
same time minimizing the total cost. So, algorithms for meshed network planning 
have to be developed.  

These algorithms have to be programmed and automated, in order to eliminate the 
drawbacks originating from the involvement of the planner (human factor). Then, they 
have to be applied for network expansion. Also, a reliability assessment of the network 
has to be made, to assure the level of service and to compare different solutions. 

In this paper, the positions and the load of all the load points are considered 
known. After being placed in a Cartesian system x0y, the distances between the load 
points are calculated [13]. The connection cost between two load points i and j equals 
to the Cartesian distance li,j between them [13], in order to simplify the problem. In 
other cases, li,j could be considered as the real or natural distance between i and j. 

If we set ki,j as the average connection cost per length unit, the connection cost can 
be calculated as ki,j· li,j [13]. That way, the problem of minimizing the total cost can be 
transformed to a problem of minimizing the total length and vice-versa [13]. 

In order to plan the network as an operational research problem, a non-oriented 
graph is considered, depicting the load points as nodes and the connections as edges. 
Also, we consider as degree of a node, the number of edges incident in this node [13]. 

3 Proposed Algorithms 

3.1 The Algorithms MNB-1 and MNB-1V 

The Meshed Network Building (MNB) algorithms are presented in [13]. In the begin-
ning, the network consists of all the feasible edges. Then, the algorithm repeatedly 
eliminates edges from the longest to the shortest, that connects nodes with a degree of 
three (3) or higher. But this constraint is not efficient for securing the inexistence of 
radial arrangements. 

An example is shown in Fig. 1. According to the constraint, one of the two dotted 
lines could be eliminated, but in that case there would be a Loop Radial Supplied 
(LRS), on the left, which should not be present in meshed networks. So, before  
eliminating an edge, the formation of a LRS has to be checked. 
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Fig. 1. Loop Radial Supplied 13  

According to [13], the steps of the MNB-1 are: 

─ Step 1: In a Cartesian system x0y the placements of power sources and loads are 
presented. All the placements will define the vortices set V. 

─ Step 2. The distances between each two placements are calculated; 
─ Step 3: The edges with length smaller than the threshold are retained. The edges 

will define the set LR; 
─ Step 4: The condition grad(vi) ≥ 2, ∀ vi∈V is evaluated. If the condition is not ful-

filled, the algorithm stops; 
─ Step 5: Two sets, LD and LE, are defined. The set LD contains the available edges. 

The set LR contains the eliminated edges. Initially, LD = LR and LE = ∅}; 
─ Step 6: As long as LD ≠ {∅}, are executed the operations: 
─ Step 6.1: The edge with maximum length is determined Lmax∈LD; 
─ Step 6.2: The incidence of Lmax at vortices with degree at least 3 is verified. If 

not, Lmax is declared unavailable, is excluded from LD and the algorithm returns 
to Step 6.1; 

─ Step 6.3: The construction, after eliminating Lmax, of a loop radial supplied (LRS) 
is verified. If not, the algorithm goes to Step 6.4. If yes, Lmax is declared unavail-
able, is excluded from LD and the algorithm returns to Step 6.1; 

─ Step 6.4: The edge Lmax, which is included in LE and excluded from LD, is elimi-
nated. The degree of the vortex where Lmax is incident is decreased by 1; 

─ Step 7: The set LB of the edges that forms the meshed network is determined, LB 
= LR – LE. 

In step 6.1, between two or more edges with equal length, which to choose first is 
important, since may result to different solutions. In this paper, the edge that incidents 
in the node with the smaller index number is chosen first. 

In order to increase the reliability of the network, in the MNB-1V algorithm an ex-
tra constraint is added: Until the formation of a meshed network is completed, the 
elimination of an edge incident in a source load is forbidden. At a next step, if a local 
loop includes a source, edges incident in nodes with a degree of three (3) or higher 
can be eliminated [13]. 

3.2 Automation of the Algorithms MNB-1 and MNB-1V 

In order to reduce the side effects of the human factor in running these algorithms, the 
automation of them is proposed. The first step is to automate the step 6.3, the check 
for LRS, which can be transformed into the check for radial connection of the nodes i 
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4 Reliability Assessment 

First, the failure probabilities are considered: For an edge it is considered proportion-
ate to its length and for a node (source or not) is considered 0. Also, according to the 
properties of the meshed networks, there is the possibility of alternative routes. So the 
power supply to a node is interrupted when at least two (2) edges of the same loop 
fail. Thus, all possible pairs of edges are found, and their length is summed up. 

For each node, the algorithm checks the elimination of which pairs of edges causes 
interruption of service for this node (by searching for a route from the node to a 
source), and their length is summed up. Then, the length of the pairs that cause inter-
ruption is divided by the length of all possible pairs. Finally, the result is multiplied 
with 1000, to calculate the probability per thousand of an interruption of service for 
the node, when exactly two edges fail (Fig. 4). 

In the reliability assessment it could be helpful to locate the weak spots of the net-
work. So, an estimation of the importance of each edge is recommended. Thus, the 
algorithm counts how many times each edge appeared at the interruptions of the pro-
cess described above. Then, it multiplies the times of appearance with the length of 
the edge (Fig. 4). In addition, it could be multiplied with the energy not supplied or 
the importance of the node not supplied (e.g. public services versus residences). 

 

Fig. 4. Reliability assessment 

5 Application - Example 

All the proposed algorithms were used for planning a network of 72 nodes, with 3 
sources and 69 load points [12], same as [13]. Initially, all edges longer than 4km 
(threshold) are eliminated (Fig. 5). Fig. 6-11 illustrate the final meshed networks after 
applying each of the proposed algorithms. 
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Fig. 5. Initial network after threshold [13] 

 
Fig. 6. Automated MNB-1 (78 edges, 152.70km) 

 
Fig. 7. Automated MNB-1V (78 edges, 164.75km) 

 
Fig. 8. MNB-1 length reduction a (73 edges, 150.27km) 
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Fig. 9. MNB-1V length reduction a (75 edges, 152.90km) 

 
Fig. 10. MNB-1 length reduction b (74 edges, 145.80km) 

 
Fig. 11. MNB-1V length reduction b (74 edges, 149.89km) 

Table 1. Solutions given by the proposed algorithms 

Algorithm Total length 
(km) 

Number of 
edges 

Average running 
time (sec) 

MNB-1 157.90 79 Unknown 
MNB-1V 167.70 80 Unknown 
MNB-1 automated 152.70 78 3 
MNB-1V automated 164.75 78 3 
MNB-1 reduction a 150.27 73 2200 
MNB-1V reduction a 152.90 75 2200 
MNB-1 reduction b 145.80 74 2200 
MNN-1V reduction b 149.89 74       2200 
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Abstract. Due to the steadily increasing air traffic, the problem of selection of 
the appropriate landing of the aircraft in the absence of the possibility of a 
touchdown at the destination airport is becoming increasingly important. The 
article presents the results of the analysis of elements affecting safety and traffic 
flow during the operation of an aircraft emergency landing at the airport. The 
article presents the essential elements of airport infrastructure affecting the safe 
touchdown the aircraft, as well as presents the basic elements that affect the 
occurrence of an emergency landing. 

Keywords: airport area, emergency landing, aircraft crash. 

1 Introduction 

In the era of the dynamic development of the sciences, uninterrupted security is a 
priority of each of the transport sector. Security depends on many factors that 
determine the quality, the number of operations performed and the performance of the 
air transport system whereas the means of transport which is the aircraft. Factors 
should be understood by any action case, condition or situation whose existence or 
non-existence increases the probability of unsuccessful termination of the flight. 

Technical and organizational complexity of the air transport system, a multitude of 
aviation personnel, aircraft operation in all weather conditions are the source of a 
variety of factors affecting flight safety. Detailed calculation taking into account all 
the factors of complexity air transport system is practically impossible [7].  

This article is an introduction to research aimed at developing a concept model for 
simulation studies, designating a place of touchdown of the aircraft crash-landed at 
the airport using the developed mathematical model. It sets out the essential elements 
that aim to provide the required level of safety during flight. The first element 
affecting the quality of the flight is to determine the airspace of the flight. 

2 Characteristics of Airspace, Traffic, The Airport and Flight 

In the early days of aviation, aircraft movement took place at the designated routes in 
the air freely. With increasing interest in the air transport, congestion has increased 
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significantly in the sky. In order to ensure adequate separation of aircraft, established 
relevant organizations to ensure flight safety. These organizations have developed 
adequate rules and standards by which they have been defined: 

-  Restricted airspaces, 
-  Danger areas and endangered, 
-  Control and advisory services, 
-  Check of the areas, areas of aerodromes and airports, and 
-  Routes and airways. 

In Poland distinguished airspace controlled and uncontrolled. 

2.1 Controlled Airspace 

Controlled airspace is separated in the area of flight information region, space of 
defined dimensions in which air traffic control service is provided in relation to 
controlled flights. The Polish controlled airspace includes: 

-  Air routes (fixed and contingent) -AWY, 
-  Flights level, 
-  Control zones of public and military airports available for air transport  - CTR, 
-  Control areas of airport - TMA. 

Figure 1 presents the division of airspace [10]. 
 

 
Fig. 1. Division of airspace 

2.2 Uncontrolled Airspace 

This is the space over the area of land, inland and the territorial sea of the Republic of 
Poland, entailing the controlled airspace. It is divided into: 
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-  Space of coordinated flights. It is part of the space, not entailing the free flight of 
space and other specified space, within which the flight of civil aircraft, prior to 
their commencement, subject to coordination, 

-  Space of free flights. It is part of the airspace reaching an altitude of 400 m above the 
ground or water, not covering space of coordinated flights and other specified space 
in which civil aircraft may operate VFR flights (Visual Flight Rules), with speeds up 
to 300 km / h and are not subject to coordination prior to the beginning [12]. 

Another element which is necessary for the safe and efficient flight is to determine the 
conditions of the air. 

2.3 Air Traffic 

The specificity of air traffic, space requirements and the condition of the aircraft 
maintain a certain speed and flight level causes the airways require special design. Air 
traffic as a movement of all aircraft operating or moving on the maneuvering area is 
divided into: 

-  Air traffic controlled as a movement of aircraft covered by the action of air traffic 
services, held in controlled airspace and airports on the maneuvering area 
controlled, 

-  Traffic monitored as the movement of aircraft covered by the action of the air 
traffic surveillance services taking place in the area of supervised airports and 
airports on the maneuvering area supervised, as well as in any other area or part 
of another airport, temporarily assigned to the movement. 

Each aircraft flight begins and ends at the specified (in different ways) airport. Type 
airports also affects the flight, so it becomes essential to also specify the conditions 
for its implementation. 

2.4 Airport 

The airport is on the ground or surface water (or any buildings, installations and 
equipment) intended in whole or in part for the arrival, departure and surface 
movement of aircraft [4]. Distinguished: 

-  Controlled airport where the air traffic control service is provided in relation to 
airport traffic, 

-  Airports supervised on which air traffic surveillance service is provided in 
relation to airport traffic, 

-  Spare airport, airports which aircraft can fly, if it is not possible or not 
appropriate to flight to the destination airport or landing on it, stands out: 
-  After takeoff airport - at which an aircraft can land, if it is necessary shortly 

after take-off, and it is not possible to use the start airport, 
-  On route airport - airport where the aircraft on the route under abnormal or 

dangerous conditions could land. and 
-  Destination airport - airport at which an aircraft can fly, if the landing at the 

airport of intended landing becomes impossible or impracticable. 
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2.5 Emergency Landing 

Emergency landing is the unscheduled landing, made for technical, meteorological or 
other reasons. 

When choosing an airport as a supplementary special role of the airport operating 
minima. The carrier is required to determine its use according to the principles 
recognized by the civil aviation authority, operating minima for each airports used by 
the aircraft, and to approve the method of determining such minima. For their 
selection take into account: 

-  Flight crew, 
-  Dimensions and characteristics of the runways (as required for different 

categories of airports) 
-  Type, maneuverability and performance of the aircraft, 
-  Technical characteristics and quality of visual installed at the airport and other 

operational support to the approximation, approach and landing, 
-  Aircraft equipment for navigation and control of the track during approach to 

landing and the missed approach procedure for landing 
-  Barriers to the take-off area, the approach to landing and go-around, 
-  Barriers in the area of initial climb, 
-  The means for measuring and methods of administration meteorological 

conditions. 

Along with the occurrence of an emergency situation may lead to a situation in which 
reality becomes the impossibility of continuing the flight. This situation entails the 
need to ensure maximum safety and minimum risk to the crew and passengers of the 
aircraft and, where possible, to maintain the integral whole of its hull. There are many 
emergency situations, ranging from slight limitations to the performance of the 
aircraft (often catastrophic) aircraft structural damage, or damage to the powertrain. It 
is also possible when the speed at which deteriorates performance of the aircraft will 
determine the kind of action that will be taken. Nevertheless, any discussion on taking 
appropriate steps should be done early enough to be able to land the plane at full (or 
with small performance constraints) pilots control [13]. 

During a dangerous emergency, the most part of the aircraft is safe drive, or 
structural destruction of the aircraft. This situation forces the immediate landing of the 
need to ensure the correct orientation of the aircraft in space. If there is no possibility 
of landing on a dedicated field or airstrip located in the coverage area of the aircraft, it 
must land "in the adventitious". 

In the history of the emergency landing occurred not only on land but also on the 
river (eg. US Airways Flight 1549 January 15, 2009, due to the precipitation of 
Canadian geese flock during the climb, the emergency landing on the river Hudson) 

3 Reasons for Aircraft Accident near Airport 

Aviation accidents are the result of many causes. Typically, there are a result of a 
number of interconnected with each other reasons. Each of these reasons, considered 
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separately may seem trivial, but in combination with the other, generates a sequence 
of events seemingly insignificant, which inevitably lead to an accident [2]. 

Aviation safety affects the interplay of the three main elements of the aviation 
system (Fig. 2): 

-  Man (human factor), 
-  Aircraft (technical factor), 
-  The environment (impact of natural and artificial environment). 

  

Fig. 2. Model of systematical - causal aviation safety 

In most cases, the risks associated with the exercise of air, can be attributed to human 
activities despite the interaction of the other two categories. An example would be 
performing some type of tasks that can trigger increased tension in the remote control 
or enhanced attention, contributing to him committing errors. You may also find 
yourself in a situation which was not adequately prepared and trained. 

This leads to premature wear of components of the aircraft, which in turn increases 
the load on the pilot and the likelihood of him committing an error. 

Factors failure aviation always present numerous problems, particularly when their 
position is located at the junction of the above-mentioned elements. In view of the 
fact that man has a stake in each of these three elements, it is suspected that most of 
the causes of air accidents are always different human errors. 

For ease of classification of the causes of air accidents, the International Air 
Transport Association IATA has established the following division, comprising five 
main categories of air accident: 

-  Category I (HUM) - with the participation of the human factor. Covers only 
accidents, which is the main reason for doing the flight crew error, 

-  Category II (TEC) - Technical. Include fault plane - malfunctioning installation 
and systems, errors in the operating instructions, manufacturer errors, the errors 
in maintenance, and when troubleshooting, 
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-  Category III (ENV) - external conditions. Include the whole of the conditions 
within which work crew, such as: 
-  Meteorological conditions, 
-  Air traffic control, 
-  Airport facilities, 
-  Collisions with birds, 
-  Communication: crew-cabin crew, crew-ATC controller, crew - ground  

personnel, 
-  Category IV (ORG) - organizational. Include accidents that cause was: 

-  Wrong selection or training of the crew, 
-  Errors in the management and administration of aviation organization, 
-  Inadequate control, 
-  Poor flow of information, or improper purposes, 

-  Category V (O) - Other. Additional group of accidents are, those to whom could 
not establish sufficient facts [1]. 

Whatever the reason causing the accident, as well as the type of aircraft, the primary 
source of information are data from the records of on-board flight recorders. On the 
basis of these data, obtained from airlines flight operations can be modeled using a 
method of computer identification or modeling using artificial neural network. 
Examples presented in [7 - 8] and [10 - 11]. An important fact of the presented 
method is the need to verify the accuracy of the mapping and analysis of the actual 
flight independently for each phase of flight 

4 Development of Model Concept for Simulation Research 

As shown in the previous chapter, air transport and flight safety should be considered 
multifaceted. First of all, it must be ensured that the high degree of flight service was 
performed by the relevant services, flight took place in an appropriate airspace, in 
other words to all the technical elements were provided. 

Another very important aspect, in accordance with chapter 3, which has an impact 
on the fluency and safety of operation is the selection of appropriate staff. Any person 
participating in the transport process should be thoroughly selected, on trained and 
qualified. 

Another factor that significantly affects the course of the flight is the environment. 
It is the only element in the midst of the others, as described above, for which we 
have no control. In the event of an emergency landing can not clearly determine 
which is the most important aspect. Both the technical condition, as well as training 
and weather conditions play an important role in the decision-making process, 
undertaken mainly by aircraft pilots. All these elements have an impact on the 
trajectory of the flight, so while carrying out research on the simulation model, they 
are taken into account. 

The research aims to develop a mathematical model using artificial neural 
networks, serving determining the trajectory of an emergency flight, taking into 
account all the necessary elements[5]. 
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One of the essential elements of the studies using the model and simulation 
techniques will designate the kinematic equations of motion. These equations will be 
described the flight path, which characterizes the behavior of the aircraft in the 
airspace, depending on the space (described in Section 2) as well as the type of 
geographical coordinates destination. 

Will be prepared algorithm of computer program to determine the coordinates of 
the flight path using the models developed by computer identification and an artificial 
neural network shown in Table 1. 

Table 1. The algorithm for determining the coordinates of flight path of aircraft 
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The decisive element with an accuracy of mapping the actual flight by the model is 
the selection of a suitable form of the mathematical model. Anticipating the results of 
modeling, assumed the form of the model as follows (Fig. 3): 

 
Fig. 3. Simulated model of the trajectory 

In the first place will be referred the type of aircraft. Then will be designated the 
initial conditions of flight, ie .: 

•  fl - flight phase, 
•  s - flight segment, 
•  T - the duration of the flight phase, 
•  a - the type of accident, 
• V - airspeed (V = V0), where V0 is the velocity at time i = 0, 
•  Ψ - course 
•  X, Y, Z – location coordinates of the aircraft (X = X0, Y = Y0, Hi = Zi= Z0). 

Then they set the parameters controlling the aircraft at the time of i + 1, ie. the phase 
of flight (fli) flight segment (s), rate of turn (Ψi) and vertical rate of climb (Wi). The 
next step will be the appointment of the algorithm of duration of the flight in the time 

of i, and depending on the exchange rate i i-1 iψ = ψ +ψ  Δt  as well as the altitude Zi 

= Hi-1 + WiΔt. 
Then the speed will be determined in the i-th moment of the mathematical  

model developed by computer identification [11], or optionally with an artificial 
neural network [12] - Vi = f (ti, si, ai, Vi-2, Vi-1). The position coordinates of  

the aircraft will be determined from the relation i i-1 i i iX = X + V Δt cosψ sinϑ , 

i i-1 i i iY = Y + V Δt sinψ sinϑ i iZ = H  wherein i
i

i

W
arcsin

V
=ϑ . In the next step 

will be determined velocity, including interferences 
i iZAK i VV V= + e . Wherein 

iVe  

will be calculated from the interference pattern [12]. 
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Using the described algorithm of calculations will be developed computer program 
TL, which will be used for the calculation and graphical representation of the trajectory. 
Fig. 4 shows an example of the trajectories of the two flights for the landing phase. 

 
Fig. 4. Flight trajectory in the landing phase 

On the other hand, Fig. 5 shows an example of the time course of the aircraft's 
flight from the take-off and landing phase ending. This figure shows the variation in 
time of speed, course and height. 

 
Fig. 5. Aircraft’s flight time 
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5 Conclusion 

Problem of aircraft emergency landing appeared with the beginning of aviation. That 
is why it is the subject of many research centers. 

The article indicates the basic elements of air traffic affecting flight safety, the 
main causes of air accidents, as well as presents the basic elements that affect the 
flight path of the aircraft. 

The aim of the paper was to develop an initial concept phase simulation research 
model aircraft emergency landing at the airport, an indication of the selected flight 
parameters have a direct impact on the traffic flow, which in turn made it possible to 
create an algorithm for determining the coordinates of the flight path of the aircraft. 

Tests were carried out using artificial neural networks, which are becoming 
increasingly popular in modern science. They are used not only in technology, but 
also in economics, medicine, and other fields of science. The studies serve to create a 
model that can be implemented to flight simulators. These in turn are used to train 
candidates for the pilots. 

With the presented model can be modeled multiple flights, with varying technical 
conditions of the aircraft, weather conditions and evaluate the decisions taken by the 
user. This solution will eliminate, already in the process of training pilots, decisions 
having tragic consequences. 
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Abstract.  This paper presents a method to identify the operational state of the 
data communications system (ICT). The article presents the support of the man-
agement and operation of process simulation. The presented method based on 
rough set theory. Presented calculation of coefficient supporting decision about 
operational state of system ICT. At the end of the article presents the results of 
a simulation program written by the author. Computer simulations have shown 
the scope of the analysis method and scope of coefficient supporting decision.  

Keywords: operation, identifying status, rough sets, information and communi-
cations, simulation.  

1 Introduction 

In the process of operation of ICT systems (eg: presented in [2]), often there is doubt 
whether operated system needs repair. Particularly in ICT systems transmitting live 
images [9]. It is caused by an increasingly effective methods of error correction [5]. 

This paper presents a method to identify the operating state of the communication 
system that can assist the management or operation of the simulation process. When 
the information of system state is incomplete. Especially when the amount of trans-
mitted data and amount of errors are unknown. 

The article uses a method which is based on rough set theory [3,4]. 
Increasingly, decision support method uses rough set theory to detect the state of 

the system, such as in this publication [1,7]. This publication uses the uncertainty 
modelling using rough sets. This article is a continuation of the study of 2014 years 
on methods of decision support using rough set theory [8]. 

2 Object and Model Description 

In many cases, the analytical description of the operating states of the objects or sys-
tems, and operational model is very complicated or even impossible. Often this hap-
pens with the states of ICT systems when operating in the process can not identify 
whether the system is capable of unfitness [5]. Especially in situations where the  
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unknown is the effectiveness of corrective methods, which may depend on the effec-
tiveness of the transmitted data. Through the use of rough set such a description can 
be made available. The method described here allows to support the decision of the 
state of the object in terms of operational and can be helpful for object management or 
the management of computer simulation. When the information of system state  is 
incomplete. 

Fig. 1 shows a simplified operational state model. Nodes Z1 and Z2 represent states 
of: operation and repair. Because the case is considered real, not marked on the intensity 
of the transitions. However transition between state of operation and state of repair was 
considered given deliberations relate to provided herein [5,10] considerations. 

Z1 Z2

 

Fig. 1. State diagram of repairable model. Own development on the basis of [7,8]. 

You can create decision table of decision making for simple, two-state operational 
model where it is doubtful only transition in an airworthy condition to a state of repair. 

Table 1. Decision table for transition into state of repair (failure). Own development. 

Datagram Correct Retransmission Correction Failure 

1 YES NO NO NO 

2 NO YES NO NO 

3 NO YES YES NO 

4 NO NO YES NO 

5 NO YES NO YES 

6 NO YES YES YES 

7 NO NO YES YES 

8 NO NO NO YES 

 
From Table 1 it can be concluded that: 

• Datagram 1 (dg1) indicates a fully operational ICT system. 
• Datagram 8 (dg1) indicates a non-operational ICT system. 

The rest of the datagram indicates a contradiction (inconsistency of information). 
This is a preliminary decision on the basis of the elimination of the same processes 

which give different results.  As a result of deductive reasoning. Can also be seen that 
the efficiency is influenced by any factor that action is not known. For a full and 
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proper deductions should know the impact of this unknown factor to the analyzed  
ICT system. However, with the use of inductive inference can be presented to this 
unnecessary. 

3 Basic Definitions  

Using the method of rough sets [3,4]1, you can define the lower approximations (1) 
and upper approximations (2) for a set of datagrams. 

 { }XxBUxXB ⊆∈= )(:)(*  (1) 

 { }0)(:)(* ≠∩∈= XxBUxXB  (2) 

Where: 
U – universe (non-empty set of finite objects, set of datagrams from analysed example), 
X – set, non-empty subset of the universe, 
x – object of the set X, 
B(x) – abstract class containing object x from full relation (B-elementary set),  
B*(X) – upper approximation of set X, 
B*(X) – lower approximation of set X, 

The following formula describes the difference between upper and lower  
approximation (3). 

 )()()( *
* XBXBXBNB −=  (3) 

=)(XBN B Ø only when upper and lower approximations are equal.  Then the set is exact 

set. In another case, as in the here considered, set is the approximate and exact B-
rough set.  

Quantitative measurement of approximation was determined using formula (4).  

 
)(

)(
)(

*

*

XB

XB
XB =α

 (4) 

Where: 
)(XBα - accuracy of approximation, 
)(* XB - number of lower approximation elements, 
)(* XB - number of upper approximation elements. 

When ≠)( XBN B Ø  the approximation accuracy rate will be set to 1. As mentioned 
above, then we are dealing with a set of exact. This factor, in the present case, enable 
decision support system regarding the operational status of ICT system. 

                                                           
1  Given multiplicity of rough set definitions, the author was drawing on publications by 

prof. Zdzislaw Pawlak [3,4].  
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4 Calculations and Results 

Using the definitions of the previous section and description section 2 can be derived 
inference two lines that lead to calculating accurate approximations for fully opera-
tional and non-operational ICT system. It can be assumed that the sum of these factors 
need not be equal to 1. 

We assume that the universe U is the set of datagrams from 1 to 8. Subsets of the 
universe Xs and Xn are, respectively, a subset of fully operational and non-
operational ICT system. Abstraction class B (x) is described in dependency decision 
table shown in Table 1. As the table describes the universe will be applicable to both 
fully operational and non-operational ICT system, which are described Xs and Xn 
subsets of the same universe U. 

For the lack of failures to the rough sets can be defined: 

• Lower approximation of the state of no failures is a set of datagrams, consist-
ing of datagram 1 i.e. B*(Xs)={ dg1}.  

• Upper approximation of the state of no failures is a set of datagrams, consist-
ing of datagram 1, 2, 3 and 4 i.e. B*(Xs)={dg1,dg2,dg3,dg4}.  

For instance failure rough sets can be defined: 

• Lower approximation of failure is a set of datagrams, consisting of datagram 
8 i.e. B*(Xn)={ dg8}. 

• Upper approximation of the state of no failures is a set of datagrams, consist-
ing of datagram 5, 6, 7 and 8 i.e. B*(Xn)={dg5,dg6,dg7,dg8}. 

On this basis, using the formula (4) can be calculated accurate approximation coeffi-

cients for each of the cases: 25,0)( =XsBα  i 25,0)( =XsBα .  This value can serve as an 
indicator of the accuracy of decision. 

To complete the picture, you can influence the decision-making tables of changing 
it according to the present state of datagrams. Only the most interesting cases were 
considered. 

Table 2. Decision table of transition to state of repair for some datagrams from table 1. Own 
development.   

Datagram Correct Retransmission Correction Failure 

1 YES NO NO NO 

2 NO YES NO NO 

3 NO YES YES NO 

4 NO NO YES NO 

5 NO YES NO YES 

6 NO YES YES YES 

7 NO NO YES YES 

 

For a class abstraction described in Table 2 when removed dg8 provider of system 
failure, these results were obtained: 
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Fully operational system: 
B*(Xs)={dg1}; B*(Xs)={dg1,dg2,dg3,dg4};  

 
25,0

4
1

)( ==XsBα
 (5) 

Non-operational system: 
B*(Xn)={ }; B*(Xn)={dg5,dg6,dg7};  

 
0

3

0
)( ==XnBα

 (6) 

For a class abstraction described in Table 3 when removed dg7 provider of system 
failure, these results were obtained: 

Fully operational system: 
B*(Xs)={ dg1,dg2}; B*(Xs)={dg1,dg2,dg3,dg4};  

 
5,0

4

2
)( ==XsBα

 (7) 

Non-operational system: 
B*(Xn)={dg8 }; B*(Xn)={dg5,dg6,dg8}; 

  
)3(33,0

3

1
)( ==XnBα

 (8) 

Table 3. Decision table of transition to state of repair for some datagrams from table 1. Own 
development.   

Datagram Correct Retransmission Correction Failure 

1 YES NO NO NO 

2 NO YES NO NO 

3 NO YES YES NO 

4 NO NO YES NO 

5 NO YES NO YES 

6 NO YES YES YES 

8 NO NO NO YES 

 
For all the possibilities can be calculated in the decision accuracy of the indicators [7]: 

 )(/)( XnXsA BB αα=  (9) 
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5 Simulation 

The simulation was performed by one of the authors of all 256 possibilities. The 
simulation program uses a mask bit datagrams. For example, the table 2 contains 
mask 127 (01111111) and Table 3 contains 191 (10111111). There are 256 possibili-
ties but Table 4 shows only the results of simulations that are possible for the calcula-
tion (without division by zero). 

Grouping results as in Table 5, the possibility of carrying the graph shown in  
Figure 2. This graph shows how to select the right choice.  

Table 4. Result of simulation. Own development.   

Mask of  
datagrams B*(Xs) B*(Xs) B*(Xn) B*(Xn) )(XsBα  )(XnBα  A 

00010001 1 1 1 1 1,00 1,00 1,00 

00010100 1 1 1 1 1,00 1,00 1,00 

00110010 0 1 1 2 0,00 0,50 0,00 

00110011 1 2 1 2 0,50 0,50 1,00 

00111011 2 3 1 2 0,67 0,50 1,33 

01110010 0 1 2 3 0,00 0,67 0,00 

01110011 1 2 2 3 0,50 0,67 0,75 

01110110 0 2 1 3 0,00 0,33 0,00 

01110111 1 3 1 3 0,33 0,33 1,00 

10011111 3 4 1 2 0,75 0,50 1,50 

10111011 2 3 2 3 0,67 0,67 1,00 

10111111 2 4 1 3 0,50 0,33 1,50 

11110010 0 1 3 4 0,00 0,75 0,00 

11110011 1 2 3 4 0,50 0,75 0,67 

11110111 1 3 2 4 0,33 0,50 0,67 

11111110 0 3 1 4 0,00 0,25 0,00 

11111111 1 4 1 4 0,25 0,25 1,00 

Table 5. Result of simulation after grouped. Own development.   

)(/)( XnXsA BB αα=
 

0,25 0,33 0,50 0,67 0,75 1,00 

0,25 1,00 

0,33 1,00 0,67 

0,50 1,50 1,00 0,75 0,67 

0,67 1,33 1,00 

0,75 1,50 

1,00 1,00 
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Fig. 2. Factors of decision correctness made on base of result of simulation in table 5. Own 
development. 

Higher value of the coefficient A allows you to make better decisions: the system is 
fully operational. In the case of the lower value of the coefficient A better decision is: 
a system in need of repair and will not operate efficiently. It can be expected that the 
value of the coefficient A will be very high for low values αB (Xn) and lower for low 
values αB (Xs).  

6 Summary 

The results indicate the possibility of the use of coefficient A in the decision correct-
ness of management and ICT systems management simulation. This is possible even 
when the system information is incomplete. Even when the number of transmitted bits 
or  amount of errors are unknown. It was possible after applying the uncertainty mod-
elling using the theory of rough sets. 

Presented calculation of coefficient A in the decision correctness has supported on-
ly when cannot be easily estimated eg: when information about system are  not full. 

In the course of the continuation of this studies the authors intend to expand the 
scope of the variables affecting decision-making. 
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Abstract. This work evaluates implementation efficiency of different crypto-
graphic algorithms in selected hardware organizations and in different FPGA 
devices. The tests included AES symmetric cipher and two more contemporary 
hash algorithms: Salsa20 and Keccak-f[400] permutation function. Each algo-
rithm was realized in hardware in five organizations: the basic iterative one, two 
with the loop unrolled and two with the loop unrolled and pipelined, then  
automatically implemented in two popular-grade FPGA devices from Xilinx: 
Spartan-3 and Spartan-6. Results of 30 test cases allowed for evaluation of par-
ticular strengths and weaknesses of the ciphers, the organizations and the FPGA 
architectures. In particular, the evaluation took into account implementation ef-
ficiency offered by the two device families, scalability of the ciphers with the 
loop unrolling factor and specific routing problems which came out in some 
configurations. 

Keywords: AES, Salsa20, Keccak, loop unrolling, pipelining, Spartan FPGA. 

1 Introduction 

Cryptographic algorithms are ubiquitous in contemporary information systems in 
applications like data protection, authentication methods, digital fingerprinting, etc. If 
high data throughput is required their implementation in hardware, often in configu-
rable devices, is of fundamental importance. 

Numerous positions in the literature propose particularly efficient hardware im-
plementations of the ciphers ([3-6], [8-10], [13]) but the aim of this work is different: 
by providing consistent test methodology we want to compare implementation effi-
ciency of selected three cryptographic algorithms (AES, Salsa20 and Keccak-f[400]) 
in five hardware organizations (iterative, with loop unrolled and pipelined) and in two 
different FPGA devices (Spartan-3 and Spartan-6 from Xilinx) – in a total of 30 de-
signs. The text is presented in just two essential parts: the second chapter introduces 
the selected five hardware organizations viable for round-based ciphers and discusses 
their particular realizations for the three algorithms, and the third chapter includes the 
results of implementation and presents their evaluation with regard to efficiency of-
fered by the two platforms, scalability of the ciphers with the loop unrolling factor 
and specific routing problems of some configurations. 
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2 Test Suite: Different Organizations of the Ciphers 

2.1 Implementing a Round-Based Cipher in Hardware 

If processing of an algorithm is expressed in a series of rounds executed repeatedly nr 
times over the same bits of cipher state, the simplest approach is to implement it in 
a plain iterative organization where there is one cipher round instantiated in hardware 
and the state data is propagated through it in a loop of nr iterations. This concept is 
illustrated in Fig. 1a. With each round completed in one clock cycle the total latency 
of computations is nr clock ticks. 

 a)

 

 
R 

 b)

 

 
R1 

 
Rk 

 c)

 
R1 

 
Rk 

 

Fig. 1. This paper considers three concepts of hardware organization for a round-based cipher: 
a) basic iterative (x1);  b) with loop unrolled (xk);  c) loop unrolled and pipelined (PPLk) 

Taking such an architecture as a starting point, the two opposing techniques can be 
used to create various derivate organizations with different area vs. speed trade-offs: 
loop unrolling or round folding ([3]). Round folding aims at minimizing size of the 
hardware at the cost of reduced performance and will not be included in this analysis. 
In loop unrolling (Fig. 1b) more than one round is instantiated in hardware so the 
number of loop iterations is reduced and thus the speed of data processing can be 
increased. With k instances of rounds the state is propagated through all of them in 
each clock cycle so the latency is reduced to nr / k clock ticks. 

Pipelining is a generic technique where long combinational propagation paths in 
the hardware are split into shorter segments by dividing it with registers: the clock 
cycle can be shorter (higher frequency of operation) and in every cycle each segment 
processes its own chunk of data so with multiple data being processed simultaneously 
overall throughput increases remarkably. In a case of a cipher, in its unrolled organi-
zation the long combinational cascade of rounds can be split by introducing registers 
at the output or input of each round; with k round instances this gives k pipeline stages 
and k blocks of data processed autonomously in parallel. Latency of computation of 
the entire cipher for each data block returns to nr. 

Pipelining is possible only if the cipher scheme allows to encode subsequent blocks 
of data in the input stream independently. It is worth furthermore noting that this 
technique usually does increase area of ASIC implementations but in FPGA arrays, 
where each logic cell is equipped with a flip-flop register regardless of the fact 
whether it is used or not, the increase in design size is often negligible and it is often 
complemented by substantial improvement in routing thanks to separation of long 
combinational propagation paths into shorter segments. 
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2.2 The Test Suite 

In this analysis each of the three tested ciphers was implemented in its basic iterative 
organization (denoted later as “x1”), in two organizations with loop unrolled with factor 
k  = 2 and 5 (“x2” and “x5”) and in their pipelined variants (“PPL2” and “PPL5”). Be-
cause the considered ciphers have either 10 or 20 rounds this is the complete common 
set of possible unrolling factors. With every of the 3 ciphers being implemented in these 
5 organizations there is a total of 15 designs which were prepared. 

In further text we will use the x1 organization as a  reference in comparison of the 
remaining ones because it takes the least amount of hardware resources and instanti-
ates just one copy of cipher round. Having the x1 parameters, size and speed of the 
unrolled and pipelined cases can be estimated as follows. The size (e.g. number of 
logic cells used in the FPGA array) should increase approximately in proportion to the 
number of rounds implemented in hardware thus: 

 Sizexk ≈ Sizex1 · k (1) 
 SizePPLk ≈ SizePPL1 · k (2) 

As it was noticed above, additional registers which are present in the pipelined organ-
izations usually do not introduce any extra burden in the FPGA arrays and therefore 
the above estimations are identical for both xk and PPLk cases. What is not consid-
ered in these simple equations is the input multiplexer visible in the Fig. 1a which is 
counted in Sizex1 but is not replicated k times - therefore actual size parameters for the 
unrolled or pipelined cases can be somewhat smaller. 

Maximum frequency of operation – or the minimum clock period – depends on the 
other hand on the number of rounds the state must go through in one clock cycle: 

 Tclkxk ≈ Tclkx1 · k (3) 
 TclkPPLk ≈ Tclkx1 (4) 

Again, Tclkx1 includes propagation delay of the input multiplexer which is not duplicat-
ed in xk/PPLk organizations, hence the clock periods may also be little overestimated. 

2.3 Particularities of Cipher Organizations 

AES is the cipher with 10 regular rounds preceded by a simple initial one ([7]). Each 
round processes the 128b data and needs a key which is computed from the user-
supplied external key by so called key expansion routine running in parallel to the 
encryption path with another 128b of data. Uniformity of iteration is questioned by 
the two factors: a) the initial round is significantly different form the following ones; 
b) the last round is slightly modified with one elementary transformation omitted. Due 
to the first aspect, all the AES architectures need to have an extra simple hardware 
implemented before the regular loop with just 128b xor logic but it makes estimation 
of eq. (1) even more unnecessary restrictive. Moreover, its execution needs a separate 
clock cycle (which is needed anyway for preparation of the key for the first round) so 
the total computation latency is 11 clock cycles for x1 and PPLk architectures and 6 
or 3 (1 + 10/2 or 1 + 10/5) cycles for x2 and x5 cases. The second aspect – different 
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processing in the last round – required special multiplexers for bypassing column 
mixing inside the round hardware when it is executing the last iteration, which again 
weakened the estimations (1) ÷ (4). 

Salsa20 comprises 20 rounds executed over 512b data ([1]). The rounds can be of 
two kinds: column round and row round and these are executed interchangeably with 
the only difference between them in applying different permutations to the input data. 
There is no separate key expansion routine because the user key is processed as a part 
of the 512b input. The iteration scheme is overall much more uniform but the actual 
fragment of the cipher being iterated is a double round (executed 10 times) rather than 
a single round. In this situation, implementation of a strict iterative scheme “20 repeti-
tions of a single round” would lead to a 512b wide multiplexer which would switch 
between column and row round inputs, impairing both size and speed of the hardware. 
In [10] we have shown that a better alternative is to consider a double round as an 
elementary unit of the iteration and such an organization – “10 repetitions of a double 
round” – was adopted in this work to be the basic “x1” architecture with nr = 10. 
Therefore, the “x2” organization computes the result in 5, while “x5” – in 2 clock 
cycles. This is on par with latencies of the AES variants but (nearly) doubles the sizes. 

Processing of Keccak-f[400] permutation consists in application 20 identical 
rounds to the data 400b wide ([2]) with the only irregularity in using 20 different 16b 
constants as an auxiliary round parameter. These constants could be computed on-the-
fly by LFSR registers independently for each round instance but it was simpler to 
tabularize them in distributed ROM modules which, being relatively small, do not  
add noticeably to the total size but (compared to the LFSR operation) conveniently 
simplify timing of data distribution. This solution was optimal in both xk and PPLk 
architectures. It should be noted that Keccak has the highest number of rounds in our 
comparison; with nr = 10 AES and Salsa20 require half of them. 

3 Evaluation of Results 

Each of the 15 designs was implemented and tested on two hardware platforms: Spar-
tan-3 and Spartan-6 from Xilinx – the inventor of the FPGA devices and still their 
leading manufacturer. Every architecture was described in the VHDL language at 
register transfer level (RTL), using consistent coding style for modelling the plain 
standard specification. No instances of architecture specific elements were inserted in 
order to keep the code as portable as possible. Then, the code was automatically syn-
thesized and implemented by Xilinx ISE software ver. 14.7 with XST synthesis tool, 
and targeted for two devices – XC3S2000-5 (Spartan-3, [11]) and XC6SLX150-3 
(Spartan-6, [12]), both in FGG676 package. Having each design implemented twice 
in different chips gave the final total of 30 implementations under the tests. Exactly 
the same code was used for both platforms. 
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Parameters of the implementations are given in Table 1. Minimum clock period 
(Tclk) was estimated by the implementation tools in static timing analysis of the final, 
completely routed design. Two additional parameters describe the longest (lengthiest) 
path of combinational propagation (this path determined Tclk): percentage of the delay 
attributed to routing resources (the rest is generated by logic elements) and the num-
ber of logic levels. Also the next parameter – average fan-out of non-clock nets – is 
related to the routing structure . Finally, size of the complete design is given as the 
number of occupied Look Up Tables (LUT) which are the elementary components in 
every logic cell generating combinational functions in Xilinx arrays. Number of regis-
ters is not included in this analysis because it depends predominantly on internal func-
tionality of the algorithm and not on efficiency of the implementation. Moreover, as it 
was noted at the end of chapter 2.1, in FPGA arrays there is abundance of registers 
and, in case of ciphers (which are first of all logic-intensive), their utilization is not as 
critical as consumption of LUT generators. 

Table 1. Parameters of the implementations 
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 AES 
x1 13.1 73.1 6 3.99 8 755 6.26 76.7 3 5.22 1 400 
x2 20.9 69.5 14 4.44 10 757 9.74 78.2 6 6.72 2 349 
x5 43.8 72.1 29 5.32 15 734 23.9 81.4 14 8.45 4 956 

PPL2 13.5 73.4 7 4.39 11 610 5.70 74.5 4 6.20 2 289 
PPL5 13.6 73.1 7 4.95 20 591 5.58 75.0 3 8.36 4 873 

 Salsa20 
x1 51.9 47.3 102 2.37 3 535 22.7 62.0 50 2.86 3 367 
x2 99.8 48.5 199 2.47 5 575 54.8 74.4 75 2.80 5 391 
x5 271 55.9 425 2.47 11 708 138 75.6 188 2.78 11 528 

PPL2 49.7 45.4 105 2.28 5 575 28.7 72.5 45 2.58 5 555 
PPL5 56.7 52.4 97 2.28 11 726 27.6 68.2 57 2.60 12 140 

 Keccak 
x1 8.92 64.3 4 3.45 1 777 4.89 71.1 3 4.18 1 339 
x2 15.9 74.0 6 3.47 2 792 10.7 84.4 4 4.67 2 166 
x5 37.9 69.6 21 3.45 5 908 39.6 89.8 15 5.16 3 601 

PPL2 8.67 69.3 4 2.98 2 984 8.42 85.7 3 3.44 2 107 
PPL5 8.78 61.2 5 3.18 6 140 7.03 86.1 2 4.48 3 428 
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3.1 Efficiency of Implementation Offered by the Two FPGA Platforms 

Fig. 2 presents ratios of the basic speed (Tclk) and size (LUT) metrics between the two 
platforms: parameter of Spartan-3 implementation was divided by the value for Spar-
tan-6 and the quotient is displayed in percent. 

Using the device with more advanced architecture and manufactured in faster tech-
nology, Spartan-6 implementations are unquestionably expected to use significantly 
less LUT elements and offer shorter clock periods, thus both the quotients should 
reach high values. This indeed is the case in most of the cases, although with some 
notable exceptions.  

 

Fig. 2. Ratios of Spartan-3 : Spartan-6 parameters for speed (Tclk) and size (LUT) metrics 

Looking at the size comparison (the left-hand bars) we can see that AES is the only 
cipher that benefits remarkably from moving to the newer Spartan-6 platform: the size 
is reduced from 6.3 to 3.2 times. In Keccak the reductions are still noticeable although 
only by factors 1.3 ÷ 1.8. In Salsa20, on the other hand, number of LUT elements 
remains virtually unchanged with PP5 case being the only one when this number ac-
tually increases – and this despite the fact that 6-input LUT generators in Spartan-6 
are much more powerful than their 4-input counterparts in Spartan-3. This indicates 
that this potential of the new platform remains useless in implementation of atomic 
operations defined for this particular cipher. 

Speed comparison (the right-hand bars) indicate severe problems that plague 
Keccak implemented in Spartan-6. While both AES and Salsa20 organizations reduce 
their clock periods by approx. 2.4 ÷ 1.7 on the new platform, Keccak demonstrate 
significant problems with scaling when its size (the number of unrolled rounds) in-
creases. For the x1 and x2 designs the Tclk reduction is approx. by 1.8 and 1.5, but in 
x5 the calculated ratio is only 96%, i.e. the clock period in Spartan-3 is actually short-
er that in Spartan-6. It is a surprising and unusual situation that this design is slower in 
the newer FPGA device than in its predecessor. 
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3.2 Scalability of the Ciphers 

Straight comparisons of parameters taken from Tab. 1 would not lead to legitimate 
conclusions: being dependent on intrinsic specifics, absolute values are not compara-
ble between different ciphers, organizations and hardware platforms. Therefore this 
study will be limited to evaluation of different organizational cases in relation to their 
basic iterative architecture for specific cipher / FPGA combination. Fig. 3 presents 
these relations: speed and size parameters of each derivative organization (x2, x5, 
PPL2 and PPL5) were divided by their estimations calculated form respective x1 
parameters by applying the equations (1) ÷ (4). The lower the displayed bar, the faster 
(shorted Tclk) or the smaller (number of LUT) was the actual design in comparison to 
what could be expected from the x1 case implemented in the same hardware. The 
value of 100% is the threshold separating “worse than” from “better than expected”. 

 

Fig. 3. Actual speed (Tclk, left) and size (LUT, right) of the scaled designs versus predictions 
based on respective x1 architectures 

Analyzing the graphs once again we should distinguish the AES algorithm as the 
one which behaves in the most predictable way and achieves results which are in most 
of the cases better than the expectations (which harmonizes with comments from 
chapter 2.2 about the estimations (1) ÷ (4) being too pessimistic). It is the AES which 
offers the greatest reductions in Tclk (increases in speed): the x5 organization in Spar-
tan-3 reaches 67% of the expected Tclk and only the pipelined organizations on this 
platform achieve slightly worse results than the estimations. Reductions of Tclk on the 
Spartan-6 platform, on the other hand, are not as spectacular but are more consistent 
because they include also PPLk cases. 

As for the size metric, we can see that long combinational paths which are present 
in x2 and x5 AES organizations were particularly suitable for efficient optimizations 
in partitioning of the logic into LUT generators in Spartan-3 arrays. Such an optimiza-
tion significantly reduced their use: the record is 36% actually used in the x5 case 
while in Spartan-6 optimizations are not as remarkable: at most down to 70%.  

For Salsa20 and Keccak the reductions in Tclk are not so undisputable. While in 
Spartan-3 Salsa20 designs actually do not offer any noticeable improvement over the  
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Fig. 4. Parameters of the longest propagation path: the part generated by the routing resources 
(above) and levels of logic (below) 

 
estimations (ratios 0.96 ÷ 1.09), for Keccak at least the x2 and x5 designs can reduce 
clock period to 85 ÷ 89%. 

Probably the most striking observation from Fig. 3 is that, in contrast to AES, in 
the newer (and potentially much faster) Spartan-6 family reductions in Tclk are nega-
tive for both Salsa20 and Keccak. For Salsa20 the actual clock periods are 21 ÷ 27% 
longer than expected even though at the same time the optimization in LUT usage 
remains quite good (down to 68 ÷ 82% vs. estimations). This negative result becomes 
dramatic in Keccak: clock periods are by 62% longer than expected in the largest x5 
organization and, notably, pipelining added in the PPL5 case was only a partial solu-
tion (this case scored still an increase by 44%, not seen in any implementation of the 
two other ciphers). 

3.3 Routing Problems 

The problems of Keccak in Spartan-6 should be attributed to routing congestion which 
is confirmed by looking at reported logic vs. routing ratio of the longest path. These data 
from Table 1 are presented graphically in the upper part of Fig. 4. With the values of 71 
÷ 90%, Keccak designs in Spartan-6 have by far the highest routing components 
amongst all the tested cases. Such high values – and, consequently, small values for 
logic components – indicate that schemas of configurable connections implemented in 
the new Spartan-6 family do not fit well particular requirements of propagation rules  
in case of Keccak individual bits. Neither AES nor Salsa20 presented such problems 
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although indeed this is a general rule that in the much bigger array of the Spartan-6 
device the routing components are noticeably higher (this difference is most notable in 
all Salsa20 implementations). 

Routing problems can usually be alleviated by pipelining which splits long propa-
gation paths into shorter, better routable segments. In terms of combinational length 
PPL2 and PPL5 designs have the propagation paths as long as the x1 design (i.e. they 
span one round) so the Tclk and also routing part should be roughly the same. It should 
be noted that this effect is completely absent in routing parts of Keccak designs im-
plemented in Spartan-6. 

The most significant observation form the lower part of Fig. 4, on the other hand, is 
that elementary operations of Salsa20 are worst suited for aggregation in LUT ele-
ments: processing of one double round needs 102 (Spartan-3) and 50 (Spartan-6) 
levels of logic versus 3 ÷ 6 levels in AES or Keccak. In the unrolled organizations 
these numbers increase to 199 – 425 (Spartan-3) and to 75 – 188 (Spartan-6) while the 
two other ciphers reach at most 29 and 15 so the difference remains fundamental. This 
also affects performance (by far the lowest operating frequency) and explains why the 
LUT usage in Salsa is much higher than in Keccak on both platforms. 

4 Conclusions 

This work discussed implementations of 3 ciphers in five organizations, each imple-
mented in two different FPGA devices. The uniform approach applied to all the 30 
test cases provided a comprehensive testbed for evaluating particular strengths and 
weaknesses of the ciphers, the organizations and the FPGA architectures. 

The results showed that the oldest AES cipher is best handled by both FPGA de-
vices in spite of its complex set of elementary transformations and irregular structure. 
The newer hash algorithms, although were especially designed with hardware realiza-
tions in mind and do not include, for example, wide substitution functions, are based 
on large and irregular combinational networks which are a challenge for FPGA im-
plementation particularly at the routing level. In this context the older architecture of 
Spartan-3 in some cases may turn out to be the better option than its more advanced 
successor. 
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Abstract. Matlab/Simulink is a widely used modeling notation for control sys-
tems design in automotive industries. Safety standards, such as ISO 26262, are 
emphasizing model-based testing, in which, test cases derived from the design 
model are used to show model-code conformance. In this paper, we propose a 
new aspect-oriented test case generation approach called “MB-ATG” from 
Simulink models. This approach exploits model checking technique capability 
to generate counterexamples that constitute test cases. We experiment a real au-
tomotive Simulink model with MB-ATG prototype to show its performance. 
Experimental results show that MB-ATG approach is compliant with standard 
structural coverage criteria and does not provide redundant test cases. 

Keywords: Model-based testing, Embedded Systems, ISO 26262-6, Aspect-
oriented models. 

1 Introduction 

Testing transportation systems is tedious and may leads to untrustworthy solutions. 
Safety standards have defined risk reduction levels to quantify the customer’s trust. 
For instance, (IEC-61508[1]) and railway (CENELEC 50126/128/129 [2]) conven-
tions have proposed five levels scale safety integrity. However, aviation (DO-178/254 
[3]) standard has identified five design assurance levels. For Automotive applications, 
International Organization for Standardization “ISO” has introduced a functional 
safety standard for road vehicles (ISO 26262). ISO specifies a vocabulary, provides 
an overall organizational safety management of the development life cycle and de-
fines an abstract classification of inherent safety risk in an automotive system called 
ASIL (Automotive Safety Integrity Level). ASIL argues the safety of the automotive 
system and proposes four testing levels: ASIL-A/B/C/D [4]. 

The automotive standard tightens test inputs among the system implementation by 
using classical structural coverage criteria. Despite the relevance of the test data set, 
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which could cover 100% of source code, it is insufficient to detect both omission and 
non-conformance faults that happens willfully or accidentally. Omission faults occur 
when the application developer implements partially the system model and non-
conformance ones occurs when the developer misunderstands the application model. 
In the model-based testing (MBT), models are the cornerstone of test cases genera-
tion, which can be used to show model-code conformance. 

Automotive controllers are usually designed using the Simulink/Stateflow [22] 
(SL/SF) language. Simulink design verifier (SLDV) tool [5] integrates a test case 
generation functionality that is suitable for discrete Matlab/Simulink models. The 
generator suffers from random strategy drawbacks. Therefore, this functionality does 
not provide an efficient set of test inputs that comply with standard requirements. 
Hamon et al. [6] have been established that model checking could be used to generate 
test cases according to structural coverage criteria. SLDV integrates, also, model 
checking feature. We focus in this paper how could we use the integrated model 
checker to generate test cases that comply with standard requirements. 

This paper introduces an aspect-oriented approach, which feeds the Prover plug-in 
model checker [7] with a processed model to generate counterexamples. These coun-
terexamples are considered as test inputs. The paper is structured as follows: Section 
2 analyses the related works. Proposed oriented-aspect approach is described in sec-
tion 3. Section 4 and 5 present the protocols of our approach. Section 6 shows the 
experimental results. 

2 Related Works 

Researchers have proposed various approaches of generating test sequences from 
embedded systems models using model checking according to test coverage criteria 
[9, 17 and 18]. In [17], authors present an approach to generating test case from 
SCADE models. They use sal-atg tool [22], and the SCADE model is transformed 
into SAL Specification language. MC/DC coverage criterion was adopted for generat-
ing the test goals to be covered with generated test cases. Appropriate trap variables 
are defined for the translated model in SAL language based on MC/DC criterion. Sal-
atg is then used to derive the test cases for the defined boolean trap variables. Ambar 
et al. [9] present a flow for automatic test-case generation (ATG) from SL/SF model 
based on the model checker sal-atg. SL/SF model is transformed into SAL specifica-
tion interpretable by sal-atg model checker. Structural coverage criteria such as block, 
condition and decision and MC/DC lookup-table coverage, states and transitions cov-
erage are defined by test specification that includes different coverage goals. In addi-
tion, “SmartTestGen” tool proposed in [18], integrates several test case generation 
using sal-atg tool, Random testing, local constraint solving and guided Heuristics 
based guided coverage. 

These methods have some limitations [19] such as difficulties in handling floating 
point data types in SAL and translating SL/SF to SAL specification. All the above 
tools generate test cases only for their relative input model and do not accept any 
other modeling language as input. However, [20] shows that such transformation 
process entails the increase of the project cost owing to the need of developing a tool 
that transform each modeling language into a specification language. 
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In [23], authors detail tools framework. It allows test case generation from a behav-
ioral model of the system in the fully formal and executable specification language  
(i. e. RSML-e). After the specification is validated, the analyst can translate the speci-
fication to the PVS or NuSMV input languages for verification. Test sequences are 
generated according to MC/DC coverage criterion expressed in LTL format. 

The common denominator of the approaches introduced above is the model trans-
formation into a model checker internal representation. Thus, test coverage criteria are 
expressed as LTL format or trap properties. Unlike, these approaches that transform 
the application design to comply with the model checker language; in this paper we 
propose a homogenous approach that retains the original application model. It creates 
a set of properties in the same design language. These latter are weaved automatically 
into the original model through an aspect-oriented protocol. Weaved properties are 
non-functional, and they have no influence on the original behavior of the system. 
Checking the transformed model generates a set of test cases. Properties generator 
implements the ISO 26262-6 coverage criteria that release test case in accordance 
with the standard requirements. 

3 Aspect Oriented Approach 

Figure 1 details oriented-aspect proposed approach overview. This approach exploits 
SLDV formal verification by verifying properties constrained by assumptions [10]. It 
performs exhaustive formal analysis to confirm Matlab/Simulink models correctness 
with respect to given properties and assumptions. This approach is composed of three 
steps: (1) Properties and assumptions generator (2) Properties and assumptions weav-
ing protocol (3) Model verification. 

The first component requires transformed Matlab/Simulink model parsing accord-
ing to ASIL coverage criteria. Section 4 details this generation. Component (2) con-
sists of two steps: (a) model transformation into a tree structure and (b) New nodes 
creation which tie in properties and assumptions position weaving. These properties 
and assumptions must be expressed using the same language used in system model 
design. The property ψ, respectively hypothesis H, of a model is called “property 
observer”, respectively “Assumption”. These observers, as the model M, are imple-
mented with Simulink operators. These latter are called “Proof objective” and  
“Assumption”; they are accessible through the SLDV library [5]. “Proof Objective” 
operator (respectively “Assumption”) is identified by the letter P; respectively A. 
Section 5 details the weaving process. 

 
Fig. 1. MB-ATG Oriented-Aspect approach overview 
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Component (3) consists in the verification of properties constrained by assump-
tions. The SLDV model checker performs this verification. As described in the user’s 
guide [5], SLDV uses the model checker Prover Plug-In [7] which is developed and 
maintained by Prover Technology. In order to prove properties, this model checker 
searches for all possible values of a Simulink functions to prove these properties. It 
aims to find a simulation that satisfies the objective. Prover Plug-in key idea is to 
model properties as propositional logic formulas. In addition, it applies proof methods 
to decide whether the formulas are valid or not. Prover Plug-In uses a “reductio ad 
absurdum” argument to solve this problem [11]. This method uses a combination of 
different analysis to check whether the formula negation is not satisfied, and the  
assumptions are valid (i. e. true) throughout property analysis. In this case, a counter-
example is generated, and it is equivalent to a test case. We proved the equivalence 
between test cases and counterexamples in [12]. Our proposal is fully automated by 
the implementation of two main components: properties and assumptions generator 
and properties and assumptions weaver. 

4 Properties and Assumptions Generator 

In this section, we introduce our properties and assumptions generation approach 
according to ASIL coverage criteria. First, we expose ASIL coverage criteria corre-
spondence with structural model coverage. After that, we present our properties and 
assumptions generation algorithm. Properties and assumptions generator takes as 
inputs Matlab/Simulink model and a structural coverage criterion. It generates a set of 
Matlab/Simulink properties and assumptions in order to be weaved. 

4.1 Structural Model Coverage Correspondence 

In [13], authors present four classes of structural model coverage criteria that are: 
Control-flow-oriented coverage criteria, Data-flow-oriented coverage criteria, Transi-
tion-based coverage criteria and UML-based coverage criteria. We focus on the first 
criterion that is based on the statements, decision (or branch), loops, and paths in 
source code. In Matlab/Simulink logical operator notations, there are the same con-
cepts of statements and decisions. However, there are no loops. To apply code-based 
coverage criteria to Matlab/Simulink logical models: Firstly, for the statement cover-
age, we consider model blocks as statements. Each block (statement) needs to be test-
ed only once. Secondly, branch coverage is equivalent to decision coverage; we  
consider model global decision and sub-decisions as if-then-else expression. Thirdly, 
for MC/DC coverage criterion for models has the same definition as the code. 

Chilenski investigated three different notions of MC/DC [14]: Unique-Cause 
MC/DC, Masking MC/DC and the combination of the former two notions. In masking 
MC/DC, a basic condition is masked if varying its value cannot affect the outcome of a 
decision. This is due to the structure of the decision and the value of other conditions. 
To satisfy masking MC/DC for a basic condition, we must have test states in which the 
condition is not masked and takes on both “true” and “false” values. Masking MC/DC is 
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the easiest of the three forms of MC/DC to satisfy since it allows for more independence 
pairs per condition and more coverage test sets per expression than the other forms. 
Chilenski’s analysis showed that Masking MC/DC could allow fewer tests than Unique-
Cause MC/DC. However, its performance in terms of probability of error detection was 
nearly identical to the other forms of MC/DC. This led Chilenski to conclude in [14] 
that Masking MC/DC should be the preferred form of MC/DC. In this paper, we will 
use masking MC/DC [15]. 

4.2 Properties and Assumptions Generation Approach 

For properties and assumptions generation according to masking MC/DC criterion, 
we have proposed a new approach inspired by the hypothesis presented in [15]. In the 
original proposition, authors suggest an MC/DC approach that aims to determine if 
existing requirement based test case provide the level of rigor required to achieve 
masking MC/DC of the source code. The cornerstone of this approach is to create a 
schematic representation of the source code. Basic building blocks are fundamental to 
the MC/DC approach such as AND, OR, XOR and NOT. They represent the base of 
this approach. Compliance verification is based on the determination of masking 
MC/DC for each basic block. Thus, a basic block represents a decision. 

According to this hypothesis, we proposed to verify masking MC/DC for each 
basic block. To satisfy this verification, we parse Boolean expression, which is equiv-
alent to Simulink model and extract each decision, depicted by a basic block. For this 
reason, we have to generate two counterexamples for each decision (Basic block) that 
must cover it once to “true” and once to “false”. According to the definition of mask-
ing MC/DC for basic blocks detailed in [15], we have to assign an assumption  
for each block to ensure generation of the required test cases. This approach is applied 
to both decisions with common logical operators and decisions with mixed logical 
operators. 

4.3 Properties and Assumptions Generation Algorithm 

Algorithm 1 details properties and assumptions generation process. 
 

Algorithm 1 Properties and assumptions generation algorithm 

1. Input: XMLFILE: File which corresponds to the model Matlab/Simulink 
ASILCOVERAGE: String 

2. Output: PROPERTIESFILE: Text file which contains properties and assumptions list 
3. Begin 
4. Path: XML file path 
5. Tr: Binary Tree 
6. RootTree: Block 
7. VBlocks, LogicalExpression, Operators, subExpressions, ListProperties: Vector 
8. VBlocks ← ListBlocks(Path) 
9. RootTree ← getoutport_name(Path) 
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10. Tr ← TreeConstruction(RootTree,VBlocks) 
11. LogicalExpression ← ExpressionConstruction(Tr) 
12. switch (ASILCOVERAGE) 
13. case “Blocks”: ListPropertiesAsp ← GeneratePropertiesAspB(LogicalExpression) 

break 
14. case “Decisions”: ListPropertiesAsp ← GeneratePropertiesAspDec(LogicalExpression) 

break 
15. case “MC/DC”: Operators ← Operators(LogicalExpression) 
16. SubExpressions ← Decomposition(LogicalExpression) 
17. ListPropertiesAsp ← GeneratePropertiesAsp(LogicalExpression,Operators) 

break 
18. default: 
19. write( “Please choose a coverage criterion”) 
20. Endswitch 
21. End 

Lines 1 and 2 present respectively algorithm’s input and output. The inputs (Line 
1) correspond to the Matlab/Simulink model transformation into XML format using 
SimEx tool [16] and coverage criterion chosen to generate test cases. The output 
(Line 2) consists of a text file containing properties and assumptions list. Lines 4, 5, 6 
and 7 are variables declaration. VBlocks vector (Line 8) and RootTree (Line 9) 
contains all blocks names and the model output respectively. They are obtained by 
parsing XML file. Line 10 corresponds to tree construction. This construction uses 
RootTree and VBlocks variables. Expression construction needs tree model as 
input (Line 11) and generate LogicalExpression vector as output that contains 
all the expression elements with parenthesis.  

We assign a specific treatment for each structural coverage criterion using a switch 
loop (Line 12). For blocks coverage criterion (Line 13) we generate only one property 
that correspond to the LogicalExpression or its negation. Line 14 presents deci-
sions coverage criterion case. To ensure this criterion, we generate two properties. 
The first one corresponds to the LogicalExpression and the second to its nega-
tion. For each of these coverage criteria, properties are saved into 
ListPropertiesAsp vector (Line 13, Line 14). Line 15 presents properties and 
assumptions generation according to MC/DC coverage criterion. 
Operators vector contains all operators within the LogicalExpression. 

Line 16 corresponds to the logical expression decomposition into sub-expressions that 
present decisions. After the decomposition, properties and assumptions list is generat-
ed using sub-expression and operators lists (Line 17). This generation consists of two 
steps. The first one consists in generating properties for the model expression and 
each sub-expression by writing in ListPropertiesAsp (Line 17) the expression 
and sub-expressions and their negations. The second one consists of parsing operators 
list and generates an assumption for each operator.  

If the user does not choose a structural coverage criterion, an error message will be 
shown. For each structural coverage criterion, ListPropertiesAsp will be saved into a 
text file and will present properties and assumptions weaver input.   
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After analyzing the time complexity of all instructions, we conclude that the algo-
rithm 1 complexity is O(n log n); where n is the number of nodes in the binary tree. 

5 Properties and Assumptions Weaver 

In this section, we present weaving algorithm. Our properties and assumptions weaver 
takes as inputs: (1) Matlab/Simulink model and (2) properties and assumptions file 
depicted in Table 1. As output, it generates Matlab/Simulink model in which Sim-
ulink properties and assumptions are weaved. 

Algorithm 2 shows weaving process algorithm. The steps: Model output extraction 
into RootTree variable and transformation of XML file into a tree structure are 
common with the previous algorithm 2. 

 
Algorithm 2 Weaving process algorithm 

1. Input:  PathFile: path of PROPERTIESFILE, Path: XML file path, Tr: Binary tree  
which corresponds to the XML file 

2. Output:  XMLFILEOutput: Transformed XML file after properties and assumptions 
weaving 

3. Begin 
4.  Verify: boolean 
5.  ListPropAs ← parse(PathFile) 
6. For j ← 0 to size(ListPropAs) do 
7. Verify ← VerifyPlacement(ListPropAs[j],RootTree) 
8. Endfor 
9.  IF Verify == true 

10.  ListPropAsOuptput ← LocatePlacement(ListPropAs,RootTree) 
11.  XMLFILEOutput ← weave(Path, ListPropAsOuptput) 
12. ELSE 
13. write( “Properties and assumptions list in invalid”) 
14. End 

Properties and assumptions weaving algorithm takes as inputs (Line 1): properties 
and assumptions file path, model structure tree Tr, RootTree and XML file path. 
The three former inputs are generated from properties and assumption generator. As 
an output, it generates an XML file modified with properties and assumptions weaved 
(Line 2). This file will be transformed into .mdl file using SimEx tool. ListPropAs 
vector (Line 5) contains properties and assumptions list to be verified. 

Weaving algorithm consists of three main steps. (1) Verifying if the list of properties 
and assumptions is valid (Line 7). If it is the case, “Verify” variable takes “true” value 
(Line 9). If the properties and assumptions list is not valid, an error message is sent to 
the user (Line 13). (2) Placement and weaving position identification for each property 
and assumption to be weaved (Line 10). (3) Weaving properties and assumptions on the 
initial XML file and generates a modified one (Line 11).  
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LocatePlacement function ensures second step (Line 10). It takes as inputs  
initial properties and assumptions file and the modified binary. It generates a new 
properties and assumptions file saved in ListPropAsOuptput vector. For each 
property and assumption, we identify each sub-expression and locate the operator. 
Then we replace it with the annotation inserted in the binary tree. This annotation 
represents position insertion in the model. The time complexity of the algorithm 2 is 
O((log n)n); where n is the binary tree nodes number. 

After properties and assumptions weaving according to a structural coverage crite-
rion, we apply SLDV property proving option on the transformed model. This verifi-
cation allows counterexamples generation. These counterexamples are considered as 
test case suite.  

6 Experimental Results 

Our oriented-aspect approach has been implemented in J2EE platform and used 
Matlab scripting language m-script. We will apply our tool to a real automotive sys-
tem that adjusts the critical area of automobile engine knocking. We have sliced, 
manually, the primary model into nine sub-models according to the approach pro-
posed by [8]. The unit sub-models sizes vary from 2 blocks up to 20 SL/SF blocks 
and three input variables. These models contain logical blocks, multi-dimensional 
inputs, non-linear blocks like multiplication and division, dynamic lookup tables and 
hierarchical triggering of blocks. 

Figure2, below, contains three charts (a), (b) and (c) which show, respectively, 
Blocks coverage, Decisions, and Masking MC/DC test case generation results. Each 
chart includes three curves: sal-atg results (i.e. diamond line), SLDV results (i.e. 
square line) and MB-ATG results (i.e. triangle line). The abscissa identifies the nine 
sub-models, and the ordinate shows the test input generated. 

Sal-atg tool produces a higher number of test cases for all the models. Thus, it 
shows redundant test cases for SM1, SM4, SM5, SM6 and SM8. Redundant elements 
generation is due to the setting to “true” trap variable when a corresponding SAL 
module for a block is activated. For Decision coverage criterion (chart b), sal-atg 
generates three or four test cases with redundancy for models SM1, SM2 and SM8. 
Also, we observed that SLDV always generate three test cases without redundancy. 
The higher test case number for SLDV and sal-atg is due to their scope language to 
express properties and assumptions. Redundancy and higher test cases number gener-
ate a heavyweight test driver and causes a time overhead of test phase. Chart c pre-
sents Masking MC/DC criterion coverage. For sal-atg tool, the corresponding SAL 
modules are more complex because they have to take into account all the combination 
of changes in the conditions and decisions to capture the semantics of this criterion. 
Thus, SAL scope language does not ensure properties and assumptions expression. 
SLDV tool generates three test cases and four for SM7 model. These test cases do not 
present a redundancy. All this contributes to a lower coverage criterion. For all these 
criteria, MB-ATG achieves 100% coverage for the nine sub-models. Using MB-ATG 
tool helps to harvest a minimal and efficient test case suite according to structural 
coverage criteria. In another way, it contributes to reduce time and cost of unit testing. 
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Fig. 2. Comparison of MB-ATG results with those SLDV and sal-atg for (a) Blocks coverage 
and (b) Decision coverage (c) Masking MC/DC coverage  

7 Conclusion and Outlook 

This paper has presented an aspect-oriented approach that generates test cases for 
Simulink models according to blocks, decision coverage and Masking MC/DC  
structural coverage. This approach depends on two main protocols: Properties and 
assumptions generator and properties and assumptions weaver. The former analyses 
the original model of the automotive system and generates a set of properties and 
assumptions that are compliant with a structural coverage criteria. The weaving pro-
tocol introduces the generated elements into the original model. The model checker 
processes the modified model and produces an efficient and minimal test suite. We 
applied our prototype to a real automotive model, and test case generation is done in a 
nested way that limits the size of the systems under test. The first outcome has given 
promising results in the automatic test case generation.  Our future work aims to au-
tomate the whole process by adapting the proposition of Reicherdt, R. et al. [8] which 
introduced an approach to slicing Simulink models. 
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Abstract. In this work, we describe approaches to creation of a ranked jobs 
framework within the model of cycle scheduling in Grid virtual organizations 
with such quality of service (QoS) indicators as an average job execution time 
and a number of required scheduling cycles. Two methods for job selection and 
scheduling are proposed and compared: the first one is based on the knapsack 
problem solution, while the second one introduces a heuristic parameter of job 
and computational resources “compatibility”. Along with these methods we 
present experimental results demonstrating the efficiency of proposed ap-
proaches and compare them with random job selection.  

Keywords: Grid, virtual organization, scheduling, resource management, job, 
flow, batch, knapsack problem, quality of service. 

1 Introduction 

The complexity of resource management and scheduling in distributed computing envi-
ronment like Grid is determined by geographical distribution, resource dynamism and 
inhomogeneity of jobs and execution requirements defined by users of virtual organiza-
tions (VO) [1, 2]. A matter of the utmost importance for the VO is to efficiently manage 
available computational resources with such QoS indicators as an average job execution 
time and a number of required scheduling cycles while fulfilling requirements of all 
stakeholders: users, resource owners and VO administrators. The fact that resources are 
non-dedicated makes the efficient scheduling problem even more complex. In distribut-
ed computing with a lot of different participants and contradicting requirements  
the most efficient approaches are based on economic principles [3-6]. Different ap-
proaches to job scheduling can be classified based on job-dispatching methods. When 
job-dispatching process is decentralized, schedulers usually reside and work on the  
client side and fulfill end-user requirements (AppLes [7], PAUA [8]). Centralized  
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job-dispatching implies that a meta-scheduler ensures the efficient usage of all the re-
sources. While managing the scheduling process the meta-scheduler works with meta-
jobs that are accompanied by a resource request, that contains resource characteristics 
required for the job execution. Such a hierarchical model is used in X-Com [9], GrADS 
[10] and other systems. It is also possible to evaluate job resource requirements by  
other means: statistically or by using expert systems [11]. Generally, the job-flow 
scheduling problem is solved using standard methods or algorithms [12-14], which 
include First-Come-First-Served, backfilling, user ranking mechanisms and resource 
separation. Within these approaches it is important to maintain the queue order and user 
priorities when executing these jobs. Even more “honest” queue forming is based on 
economic principles [6], which takes into account single job features and their impact 
on the queue. 

Cycle job-flow scheduling [15] allows fulfilling VO requirements to a greater ex-
tent. Such scheduling is based on the set of dynamically updated information about 
the load of available resources. In that way three problems are being solved within 
each scheduling cycle: 1) job selection from a global job-flow; 2) forming jobs 
framework; 3) jobs framework scheduling and allocation based on the selected VO 
policy. During the job batch execution the VO policy, as a rule, has higher priority 
than single batch jobs preferences. This allows optimizing overall job batch execution 
parameters. For example, in a similar solution [16], it is described how a problem of 
minimizing the total energy consumption is solved during the job batch execution. 
However, at the same time queue order can be affected. There are two main steps in 
the cycle scheduling scheme (CSS) [15] for a single job batch: firstly, several execu-
tion options (alternatives) are found for each job for a given scheduling interval and, 
secondly, the set of alternatives (one alternative for each job) is chosen following the 
VO policy [17]. The fact that several execution alternatives are taken into account 
allows optimizing the schedule for a batch of independent jobs. In order to fulfill VO 
user requirements the job batch is populated with the jobs with the highest priority 
(e.g. those in the beginning of a standard queue). Execution alternatives allocation is 
also performed sequentially for each job, which, in its turn, guarantees, that the priori-
ties are followed. When additionally, a user optimization criteria are used, one can 
guarantee a “fair” scheduling of the whole job batch [17, 18]. However, it is worth 
noting, that job selection using simple user priorities can negatively impact the sched-
uling efficiency of the whole job batch. In other words, in order to increase the whole 
job batch scheduling efficiency according to the VO requirements and QoS indicators 
one should evaluate different methods of job framework ranking. 

In this paper, we review common problems of job batch forming for the cycle 
scheduling process. A heuristic job and resource domain “compatibility” parameter is 
proposed for the job-flow distribution and job batch selection. Two job batch forming 
approaches are proposed: the first one is based on the knapsack problem, and the se-
cond one is using the heuristic “compatibility” parameter.  

The rest of this paper is organized as follows: section 2 contains proposed ap-
proaches to form a job framework, section 3 describes the experimental results, final 
results and next steps are defined in the summary section. 
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2 Job Framework Forming 

For the hierarchical structure of job flow distribution key problems include configur-
ing and composing of computational environment and also deliberate user jobs alloca-
tion between available resource domains. The distribution process may be based on 
meta-information from a user resource request, which represents user QoS expecta-
tions. High level of heterogeneity and diversity of distributed and parallel computing 
systems results in existence of a variety of resource request representation forms.  

The CSS model [15] has the following basic resource request requirements to 
computational nodes: minimal performance p , required for job execution, maximum 

total job execution cost (budget) S , number n of computing nodes needed for the job 
and resource reservation time t  (estimated for a resource with performance p ). 

Thus, the model is based on a user estimate of the job execution time. If the user esti-
mate is inaccurate, either the job can be interrupted after resource allocation time is 
over, or the resources can be released prematurely. The framework of independent 
jobs at each scheduling cycle is represented as a job batch in a certain manner formed 
from the job flow. Such selection makes it possible to increase overall scheduling 
efficiency in the VO compared to scheduling each job individually due to optimiza-
tion of the general criterion formalizing the VO policy and fair resource sharing based 
on preferences of key stakeholders [2-6, 11, 15].  

2.1 Job Batch Size Restrictions 

An important step bearing at the first glance no relation to job flow cyclic scheduling 
efficiency is determining the job batch size during each scheduling cycle. By varying 
the job batch size limit (which can be expressed, for example, in number of the jobs in 
the batch or their cumulative execution budget) scheduling efficiency can be in-
creased according to one or several different criteria. There are following scheduling 
efficiency criteria considered in our model. 

• Overall resource domain computing nodes utilization level.  
• Optimization criterion formalizing the VO policy. For example, job flow execu-

tion time minimization, with restriction on the total execution cost. 
• Number of scheduling cycles required to complete job flow processing. Minimizing 

this factor provides a higher throughput of the distributed computing environment. 

Specifying the batch size directly, for instance, by VO administrators, is not rea-
sonable. Under conditions when local schedules of computing nodes change dynami-
cally and parameters of incoming jobs differ, it’s impossible to specify a limit that 
would contribute to the scheduling efficiency according to the VO policies in ad-
vance. A more flexible batch size limiting mechanism is based on relation between 
job requirements and computing environment parameters. In the context of economic 
principles, it is logical to choose resource utilization cost and resource reservation 
time as base characteristics for such a relation. When using time limit, total time of 
slot occupation is evaluated for each job. To execute a job a set of suitable slots has to 
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be allocated. Each of the slots is characterized by start time, length and utilization cost 
[17]. A slot set forms a “window”, for which total time and cost of slot utilization can 
be calculated. Note that for the purpose of normalization these values need to be cal-
culated to a resource of base performance. Thus total time of slot utilization by single 
job can be evaluated as ptn . For resource domain we evaluate cumulative slot 

length. The job batch should be composed so that a total time of the slot utilization by 
the batch jobs is not greater than the cumulative slot length of the resource domain. 
Additionally a limit coefficient (0;1]icientlimitCoeff ∈  is introduced to control job 

flow execution process in computing environment. Cost limit can be calculated simi-
lar to time limit. As opposed to a batch with a fixed number of jobs, time and cost 
limits introduction allows adjusting batch size under conditions of dynamically 
changing nodes utilization and heterogeneity of the job flow. Experimental study of 
this approach is conducted and presented in section 3. 

2.2 Job and Computing Environment Compatibility Indicator 

Job batch grouping schemes proposed in this paper form batch based on job and com-
puting environment characteristics compatibility. Thus the batch is composed of jobs 
which resource requests are most fitted for executing in current scheduling interval. 
As a compatibility measure of an individual job and a resource domain an empirical 

coefficient QD  (Distribution Quality) is proposed. QD  coefficient describes chances 

for a job to be scheduled and executed successfully during the present resource do-

main scheduling interval utilization level. QD  can have positive (high chance to be 

executed) or negative values (low chance to be executed). To figure out the structure 

of QD  coefficient experimental studies were conducted. As a result, the following 

environment characteristics and resource request parameters that most influence the 
probability of a successful scheduling outcome were discovered. 

1. A “price/quality” ratio of the domain computational nodes 0Q  and user jobs Q . 

For an individual computing node 0Q  is calculated as the ratio of the specified 

utilization cost (per time unit) to its performance factor p/c . For an individual 

job the factor is evaluated in a similar manner: ntp/SQ = .  

2. The number of the available resources 0n  in the resource domain and the num-

ber of the computing nodes n  required for job execution respectively. 

3. An average slot length sl  in the environment and resource reservation time tp . 

The characteristics are calculated with regard to base resource performance. 

4. Total domain available processor time sV  (cumulative length of available slots) 

and processor time required for the job execution tpn . 
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QD  coefficient consists of four summands, corresponding to the mentioned char-

acteristics. For each of the summands adjusting parameters are introduced: qK , nK , 

lK , and vK  – weight coefficients of the summands; qC , nC , lC , and vC – 

threshold values, approximately determining the value at which at least one alterna-
tive for the job is likely to be found. The values of the adjusting parameters can be 
formed based on statistics of the previous scheduling cycles or expert estimates.  

Thus, QD  coefficient is defined as the sum of the following terms.  

Each of the summands can be presented in the following form: 

  ( ) rrrrQ C/r/rCKD 0−= .   (1) 

In (1), r  is a job characteristic and 0r  is the corresponding resource domain pa-

rameter.  
For example, the following term characterizes the ratio of slot utilization time re-

quired to execute the job and total processor time available during the considered 
scheduling cycle: 

( ) vsvvvQ C/V/tpnCKD −= .       (2) 

Using QD  coefficient it is possible to form the job batch in different ways. One 

possible approach consists in selecting jobs with the maximum value of QD  at each 

scheduling cycle. However, in this case, after successful scheduling of the most  
“valuable” jobs at the first cycles, scheduling efficiency may reduce abruptly for jobs 
left in the queue at subsequent scheduling cycles. 

2.3 Job Batch Grouping Methods 

Two fundamentally different batch generation methods are proposed in the paper. In 
the first method, job batch grouping process reduces to solving the well known dy-
namic programming problem of the optimal knapsack filling. This approach seems to 
be most natural as it allows formalizing the job selection procedure under characteris-
tics of job and resource domains known in advance. The second method is based on 

the flat QD  coefficient and allows flexibly adjusting scheduling process to a dynami-

cally changing structure of the resources and jobs of the flow.  
The idea of the knapsack problem application when organizing scheduling is not 

new, however in the known approaches [16-18] it is usually used for optimal jobs 
allocation to non-dedicated resources. On the other hand, we propose using it to fill 
the job batch, as a preparatory step before scheduling. In our task, a knapsack is rep-
resented by a job batch, weight limit of the batch and weight of an individual job can 
be either time or cost depending on the chosen limit type. Weight limit is chosen 
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based on summary resource characteristics with icientlimitCoeff as described in 

section 2.1. The value of a job is calculated as  QD/1 : that is, selecting the most 

“problem” jobs out of those that can be executed successfully at the current schedul-
ing interval. This assumption is aimed for balancing the job flow execution during 
many cycles. Note that jobs with value less than or equal to zero will never be put into 
batch, since they make no positive contribution to total batch value but occupy some 
“useful weight”. 

Another approach uses the flat QD  indicator to select jobs into the batch. Howev-

er, the indicator is modified to take into account the jobs already put into the batch. 
For instance, when time limit is used, total processor time required by the jobs already 
put into the batch is taken into account and (2) is replaced in the following way: 

 v
'
s

N
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iiivvQ C/V/npttpnCKD

v
⎟
⎠
⎞

⎜
⎝
⎛

⎟
⎠
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 .   (3) 

In (3), 
vQD  includes parameters of all N  jobs, already put into the batch, and 

'
sV  is total processor time for all the jobs. 

As was mentioned earlier, the jobs with the minimal a positive value of QD  coef-

ficient have the highest priority during the selection process. As the number of jobs in 

the batch increases, the value of 
vQD  reduces and takes negative values. Batch gen-

eration process continues until there are any jobs with positive value of QD  coeffi-

cient left in the job flow. In this batch grouping method the limiting coefficient VO 

administrators operate is the threshold parameter vC .  

Note, that when solving the knapsack problem batch size limit is strict and cannot 

be exceeded. However, when using QD  method exceeding the limit will result in 

vQD  taking a negative value while entire QD  coefficient can still be positive, and 

then the job will be put into the batch. 

3 Simulation Studies 

The efficiency of the considered job batch grouping techniques was studied using a 
Grid simulator [19]. The following job batch grouping methods were studied: 

• Random – each time the batch is filled with a constant number of jobs randomly 
selected from the job flow; 

• KnapsackT – the knapsack problem with a restriction on total reservation time is 
solved to fill the job batch; 

• KnapsackC – the knapsack problem with a restriction on total reservation cost is 
solved to fill the job batch; 
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• DQT – the job batch is filled according to jobs QD indicator with a restriction on 

jobs reservation time; 

• DQC – the job batch is filled according to jobs QD indicator with a restriction on 

jobs reservation cost. 

Job flow scheduling in a single simulation experiment is performed cyclically: before 
the beginning of each scheduling cycle the job batch is filled with jobs from the job 
flow, and then scheduling and execution simulation are performed. Jobs failed to run 
during the scheduling cycle are returned to the job flow (job execution decline) and can 
be selected for the following scheduling cycles. The cyclic scheduling continues until all 
the jobs of the flow are completed. The computing environment consists of 24 nodes 
with performance distributed uniformly between 2 and 15 of relative performance units. 
Job length and the number of processors required by a job were also distributed uni-
formly at segments [50, 150] and [2, 5] respectively. The job flow contains 150 user 
jobs, scheduling was performed at a time interval of 600 units of time. 

 

 

Fig. 1. Average job execution time and number of required scheduling cycles depending on the 
nodes utilization level 

Figure 1 shows a 15% advantage of DQT(C) approach over KnapsackT(C) by job 
execution time (main VO scheduling criterion). However, an average number of 
scheduling cycles required to complete the job flow execution was approximately the 
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same for each grouping method with the same observed resources utilization level. 
Note, that the Random approach provided a relatively lower resource utilization level 
for the same job flows: its graphs in Figure 1 terminate earlier. 

Figure 2 contains graphical data on average execution alternatives number and job 
batch size depending on the scheduling cycle number. As was mentioned earlier, the 

DQT(C) algorithm aims to select jobs with the minimal positive QD compatibility 

indicator value. On the other hand, the KnapsackT(C) approach maximizes the sum 

of the batch jobs QD values with a strict restriction on total weight. As it turns out, 

this policy tends to select more relatively small jobs since they make a smaller contri-
bution to the total batch weight. Thus the job flow scheduling is uneven: relatively 
small jobs are selected for the first scheduling cycles while jobs with higher resource 
demands remain till the last cycles. 

 

 
 

 

Fig. 2. Average execution alternatives number and job batch size depending on the scheduling 
cycle number 

As a result, at the first cycles KnapsackT(C) forms batches of a large size, while 
at later cycles with the same weight limit the batch size decreases by several times. 
Similarly, at the first scheduling cycles a large number of relatively small jobs are 
competing for a limited resources and each reserved alternative further “granulates” 
available processor slots. During the following cycles it becomes difficult to allocate 
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even several execution alternatives for a batch of much more resource demanding 
jobs. At the same time, the scheduling with DQT(C) is uniform from cycle to cycle: 
there is now skew in the batches toward more or less resource demanding jobs. 

The Random approach provided a lower average resource utilization level, a 
greater number of job execution declines and required a larger number of scheduling 
cycles to execute the job flow compared to other approaches. This means an ineffi-
cient resources usage by this regular approach. 

4 Summary 

In this paper, the problem of job selection for resource scheduling in virtual organiza-
tion of QoS-guaranteed Grids is considered. In order to increase the cycle scheduling 

efficiency, we propose the general compatibility parameter QD for a job and a chosen 

resource domain. Two methods based on different job selection approaches for job 

batch forming using QD are proposed and analyzed.  

The first KnapsackT(C) method forms job batch based on the knapsack problem 
solution with a strict limit for a total execution time or the cost of the job batch execu-

tion. The second DQT(C) method uses QD for job selection, which in its turn dynam-

ically changes based on jobs already selected and their characteristics.  
Experiment results show significant advantage of DQT(C) over KnapsackT(C). 

This is due to the fact that when local resources and their schedules are changing dy-
namically and jobs in a flow are inhomogeneous, it is very important to take into ac-
count as many dynamic environment parameters as possible.  

Thus, softer constraints for a job set size and dynamically changing QD allows 

DQT(C) to ensure the best efficiency criteria value. One should mention that both 
methods secured better scheduling results and higher efficiency of resource distribu-
tion compared to the traditional random job distribution method. 

Further research is aimed at developing methods for job allocation between several 
resource domains and forming a job framework while fulfilling requirements of all 
VO participants. 
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Abstract. The paper presents a service oriented, online engine for processing 
and clustering texts in the Polish language. The engine, designed according to 
Web-Oriented Architecture paradigm, allows to run a large number of different 
language tools (like tagger, named entity recognizer, feature extractor) and clus-
tering tools (like CLUTO or R) from almost any type of applications including 
HTML/JavaScript’s ones. It allows constructing of a complex workflow, not 
only a simple chain of tools. To meet high availability requirements, the engine 
is deployed in a private cloud. 

Keywords: natural language processing, clustering Polish texts, web application. 

1 Introduction 

Language technology is under development for many years. However, it faces several 
barriers blocking its widespread [10], especially for languages other than English. It is 
also a case of technologies for Polish. First of all, large number of language tools and 
resources are not accessible in the network, secondly descriptions are not available or 
are very limited. Moreover, tools are very hard to be installed and integrated since 
they are developed in different technologies (C++, Python, and Java). In addition, 
processing of large texts requires huge computational power. 

These problems are overcoming by making linguistic tools available online. This 
idea is a background of CLARIN1 project and related initiatives such as multilingual  
WebLicht [6] and Multiservice [3] for Polish. However, these tools phases some limita-
tions, like allowing only serial chain of tools and lacking of data mining and machine 
learning tools. Therefore, authors aimed to develop an open access, scalable and highly 
available engine with the various types of interfaces that allows to integrate and run 
different language and machine learning tools and construct a complex work-flow. 

To allow usability of designed solution the Web-Oriented Architecture (WOA) [9] 
paradigm was used which aims at building systems consisting of modular, distributa-
ble sharable and loosely coupled components.  WOA follows the SOA paradigm and 
regards entire world as resources accessed via the representational state transfer 
(REST).  

                                                           
1  http://clarin.eu/ 
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The paper is organized as follows. Firstly, system assumptions are analyzed and 
the performance analysis of preliminary solution is given. Next, the engine interface 
functionality is defined. It is followed by an architecture overview. Next, techniques 
of developing web applications with a use of the described engine is given with ex-
amples of results of real texts clustering. Finally, the short summary is presented. 

2 Architecture Assumptions 

The design of any software architecture requires a number of project decisions to be 
taken. To make them justified we have performed a set of experiments which aim was 
to construct a chain of language processing tools available by web services. The crite-
rion for selection the proper solution was processing speed and usability. 

2.1 Chain of Polish Language Tool 

The chain consisted of three basic language tools: morphological analyzer and converter 
(MACA [7]), tagger (WCRFT [8]) and named entity recognizer (Liner2 [5]). The chain 
input consist of texts in Polish, the results are annotated texts in CCL2 format.  

Two different architectures were analyzed. The first one, based on existing SOAP 
web services available for MACA, WCRFT and Liner2 and the second on (named 
NLPServer), based on WOA paradigm, horizontal scaling and a use of tokens for 
input/output file identifications. 

Liner2WCRFTMACA

Sending
(x bytes, text)

Polling
Processing

Receiving
(50 x,  CCL)

Sending
(50x,CCL)

Polling
Processing

Receiving
(20 x,  CCL)

Sending
(20x, CCL)

Polling
Processing

Receiving
(22 x,  CCL)

 

Fig. 1. Base solution 

                                                           
2  http://nlp.pwr.wroc.pl/redmine/projects/corpus2/wiki/ 
CCL_format 
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The base SOAP web services (see Fig. 1) work in a polling style and require to 
download results from one web service as an output to the next one.  It results in a 
long processing time. From maximum 14 sentences per second for client localized in 
the same network down to 2 sentences per second for clients with slow internet con-
nection. The main reason of slow performance is resending files from and to web 
services. As it is marked on Fig. 1, files after MACA tool are 50 times larger than the 
original input size. The experiments showed that an overhead for data transfer is from 
15% to 500%. To solve this problem we propose to split the processing and file trans-
fer into separate functionality of a web service and to store tool results on a server 
side. It allows running a tool chain without a need of uploading results from following 
tools.  

Next reason of slow performance are sizes of models used by tagger and named en-
tity recognizer. Therefore, smaller models with a small decrease in recognition rate 
were developed. Finally, to allow vertical and horizontal scaling we propose to use a 
central dispatcher. Language and data mining tools are collecting tasks from the dis-
patcher defining its functionality by a name for each type of tool. It allows running 
several instances of tools on the same host (if it is technically possible) or other hosts. 

Developing a web application for base web service requires server side scripts due 
to a need to store intermediate data, moreover a use of  SOAP web services in JavaS-
cript is not straight-forward.  

Nowadays the user interface is mostly based on web browsers. WOA paradigm al-
lows developing cross platform applications that runs on almost any device (personal 
computers, tablets, and smartphones) connected to internet. Therefore, the possibility 
of accessing language tools from JavaScript is a very important aspect. It can be 
achieved by a usage of REST protocol and JSON for transmission of data. 

 

 

Fig. 2. Speed up of a chain of language tools for different solutions. Base – the base solution, 
NLPserver NxM – the preliminary solution that applies proposed assumptions for different 
types of scaling, N – number of hosts on which tool were deployed, M – number of tool in-
stances run on one host. 
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2.2 Performance Tests 

We have performed load tests to compare performance of the base solution with the 
proposed one (named NLPServer) and it’s scaling capabilities. The processing time of 
the test case texts in a function of parallel clients for the base solution and different 
configuration of NLPServer: without scaling (NLPServer 1), with vertical scaling 
(NLPServer 2, 4) and vertical and horizontal scaling (NLPServer 4x2) is presented in 
Fig 2. The average performance was from 132 sentences/s for a single client, up to 
1689 sentences/s for 100 clients for four servers each running four instances of lan-
guage tools on four core processors. Load tests showed that proposed solution is 
much faster and easier to scale  then base one. 

2.3 Clustering of Texts 

The clustering of texts in an important technique of natural language processing [2,4]. 
Like all machine learning methods it requires a pre-processing stage that generates a 
feature vector representing each of texts. In case of Polish language and language tool 
mentioned in section 2.1, it could be done by Fextor tool [5]. 

Moreover, it requires a bit different way of processing then chain described in sec-
tion 2.2. An input to Fextor tool consists of a configuration file and a list of annotated 
files in CCL format. It requires an additional functionality of the engine: aggregation 
of results of language tools into one file (directory) and for a purpose of parallel pro-
cessing a method for synchronization, that starts next tool when all input files are 
ready. There exist a large number of open-source tool that allows data clustering like 
CLUTO or R. But they could be run is a similar way as language tools. 

3 Engine Functionality  

The results of analysis given in the previous section was a base for the design and 
deployment of an effective engine for processing and clustering of Polish texts. 

3.1 File Transfer 

As mentioned is section 2.1 there is a need to split tool processing from file transfer to 
allow a construction of processing chains without a need of intermediate file transfer 
to and from a client. Therefore, the file transfer web service has to have at least two 
functionalities: 

• file download - with file content sent as input, it returns a file token; 
• file upload - with file token as an input and returns the file content. 

The separation of loading/downloading from the task execution allows calling a se-
quence of tools without a need of loading/downloading large amount of date from and 
to a client. 
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3.2 Language and Clustering Tools 

Language tools (for example tagger or name entity recognizer) or clustering tools 
(like CLUTO) could be treated as activities that has one input file and configuration 
parameters (for example defining the used model) and produces one file on output.  
To allow asynchronous processing (in a polling style) following functionalities are 
required: 

• task start -  with file token and tool name as an input and returns the ID of a task;  
• check task - with the task  ID as an input;  returns the status of processing; when 

status is equal to “DONE” it returns also the ID of output file;  

The asynchronous mechanism prevents the clients from crashing due to time-outs 
caused by long time processing (for example due to a system overload). 

3.3 Aggregation of Results 

As mentioned is section 2.3 there is a need of special web service to deal with tools 
that requires a set of input files. Therefore a simple web service was designed that as 
input has a list file tokens and places files in one directory or makes a zip archive of 
them, the token of resulting file or directory is retuned. 

4 Engine Architecture  

4.1 Architecture Overview 

The described functionalities and the scaling requirement result in the engine architec-
ture presented in Fig 3. The core of the system consists of the NLPTasker. It consists 
of the simple asynchronous REST service, task queues, data storage and a set of 
workers. The workers executes language and clustering tools (LCT). 

 

NLPTasker

NLPServicesREST
SOAP

Web server

NFS

Worker 1
(WCRFT2)

Worker 2
(Liner2)

Worker 3
(WSD)

Worker n+1
(Serel)

Monitoring
Internal network

Web 
applications

 

Fig. 3. The engine architecture 
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The data to be processed are stored on NFS. The REST service is called that cre-
ates the task to be processed (described by the LCT name and input file token) and 
stores it in the queue. A client of the REST service can check if the task was finished 
and get the token of the result file. The data processing is done by LCTs working as 
workers. Each worker collects a task from the queue, loads data from the NFS, pro-
cesses them and returns the result to NFS. The workers and the queue system allows 
an effective scaling.  

Additional NLPServices server grants the access from the Internet. It works as a 
proxy for the core system delivering a large set of different APIs. Different techniques 
for accessing the NLPServices including synchronous as well as asynchronous ser-
vices, SOAP and REST, as well as XML and JSON are available. Such approach 
allows an easy integration with almost any kind of application (starting with mobile 
ones, through desktops, servers and JavaScript ones) built nearly in any programming 
language. 

4.2 High Availability 

To achieve high availability requirements the engine was deployed on a scalable 
hardware and software architecture that can be easily optimized to deliver high per-
formance. The hardware consists of eight Cisco UCS B-Series Blade Servers based on 
Intel® Xeon® processors E5 product families. Servers are connected by fast fiber 
channel connection with highly scalable midrange virtual storage designed to consoli-
date workloads into a single system for simplicity of management (the IBM Storwize 
V7000). XEN Citrix creating a private cloud controls each server. It  make the virtual 
infrastructure management more convenient and efficient since operating systems are 
independent from the hardware. Each language tool is deployed on separate virtual 
machine. Therefore, it is easy to scale up the system just by duplicating virtual ma-
chines as a reaction to a high number of requests for a given type of LCT. In addition, 
virtual machines can be easily moved to another server as a reaction to any failure or 
resource shortage. Moreover, virtualization provides a disaster recovery mechanism 
ensuring that when virtualized system crash, it will be restored as quickly as possible. 

var show=new NLPSHOW(); var lock=new NLPLOCK(); 
var cluto=new NLP('cluto',show, cluto_params); 
var fextor=new NLP('fextor',cluto,fextor_params); 
var dir=new NLPAGREGATE('dirFiles',fextor); 
for (i=0;i<files.length;i++) 
{ var liner=new NLP('liner2',dir); 
  var wcrft=new NLP('wcrft2',liner); 
  var any2txt=new NLP('any2txt',wcrft); 
  any2txt.inits(files[i].serverid,files[i].name,lock); 
} 
lock.start(); 

Fig. 4. Listing of exemplar NLP choreography in JavaScript 
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Fig. 5. GUI of web based application for Polish text clustering 

5 Web Applications 

To allow an easy development of web applications a JavaScript library for accessing 
the engine was developed. It uses  REST and AJAX to perform asynchronous com-
munication. It allows an easy construction of flexible workflow of LCTs as presented 
in a code example shown in Fig. 4. The NLPSHOW class is used for showing the 
processing results. The NLPAGREGATE class allows the aggregation of multiple 
files into one and provides synchronization that starts further processing only when 
previous tools finished its processing. The NLPLOCK starts the processing for a set 
of tools. Due to a usage of AJAX and events, the library allows to run LRTs in paral-
lel on a server side. 

To show a functionality of the engine a set of web applications for defined work-
flows were developed. They are available online at http://ws.clarin-pl.eu. These appli-
cations were developed in a pure HTML5 and JavaScript technology using REST web 
service to run and control LCTs on a server side. The exemplar graphical interface 
with a result of clustering of a set of texts in Polish is presented in Fig. 5. 
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6 Summary 

The paper presented the online and scalable engine for processing and clustering texts 
in the Polish language. The engine allows to construct and run a flexible workflow 
(not only a chain) of language (like tagger, named entity recognizer, feature extractor) 
and clustering tools (like CLUTO or R). The workflow is controlled and monitored by 
a set of web services that allows a fast development of HTML and JavaScript applica-
tions. To meet high availability requirements, the engine is deployed in a private 
cloud.  

Work financed as part of the investment in the CLARIN-PL research infrastructure 
funded by the Polish Ministry of Science and Higher Education 
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Abstract. Along with the dynamic evolution of wide area networks and 
network technology development, data security is becoming increasingly 
important. This issue is particularly important in organizations or companies 
with branch offices in many distant places all over the world where 
communication is required in real-time often and data leakage may even cause 
the collapse of the company. In order to guarantee the security of transmitted 
data between remote sites such as the central division office of the branches and 
mobile workers is proposed to apply technologies that use secure, encrypted 
tunnels such as virtual private network. The latest solution is a dynamic 
multipoint virtual private network technique that eliminates defects of previous 
versions. This paper verifies the efficiency of data privacy and protection 
afforded by IT. 

Keywords: AISC, DMVPN, efficiency, VPN, data security. 

1 Introduction 

This paper contains the results of research aimed at examining the effectiveness of 
mechanisms ensuring the security offered by the dynamic multipoint virtual private 
network (DMVPN) in Hub & Spoke configuration. [1] Data transmitted between 
remote nodes and the central nodes are vulnerable to unauthorized access and 
"leakage" of private data (information). [2] Furthermore using IT devices in LAN 
nodes poses a threat of electromagnetic leakage of private data. In order to protect the 
private data the IT devices have to be protected using electromagnetic shielding [3]. It 
is important to ensure the highest data security during data transport. In order to 
ensure the confidentiality of transmitted information, created data tunnels are 
encrypted and keys used with algorithms should be as "strongest" as possible. In 
addition to the complexity of the data encryption algorithm it is also important that 
the method of encryption shouldn't consume too much power and don't overload the 
processor. Overloading can cause errors in encryption or other processes performed 
by this device. In consideration of multiple determinants in the process of compilation 
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of confidential channels within the DMVPN it was found that it is advisable to test 
this innovative and forward-looking technology also following the use of various 
encryption algorithms (DES, 3DES, AES256).[4] The reference will be simple local 
area network. Some issues can be affected by vibration occurring in close 
environment of the network. It can be new area of the further research [5-6]. 

2 DMVPN Essence 

Network topologies used in most companies are based on combination of remote 
branch offices (mobile workers) with central division (data server or specific 
services). Often it is necessary to have a connection between remote offices to share 
information. [7-9]. Such connections are compiled mostly through the public Internet. 
In order to increase security, the most commonly used protocol- IPSec allows you to 
create secure, encrypted connections between end-points. However, it has certain 
limitations. Created tunnels can only be point-to-point. The solution to this problem is 
to combine IPSec tunnels topologies in full / partial mesh or hub & spoke. Full 
meshed VPN topology allows direct compilation of VPN tunnels between all VPN 
devices. However, this technique works only in small networks where the number of 
VPN tunnels is small. Configuring all network devices in larger networks would be 
impractical. The Hub & Spoke topology, where the central node mediates in the 
compilation of tunnels to other VPN devices, configuring and compiling direct 
connections with all devices with a large number of VPN tunnels VPN is also not 
very effective. In contrast, the basic problem in using IPSec VPN topologies is the 
inability to use dynamic routing protocols due to the fact that they use multicast or 
broadcast communication and IPSec does not allow transfer such packets. These 
problems are solved by GRE tunnels in conjunction with IPsec. This protocol requires 
static addressing ends of the tunnel and the existence of routing between endpoints. In 
large networks, configuration of the central node would be very long and 
complicated, therefore full mesh topologies for direct connections between Spoke 
branches are used. This technique provides a greater scalability and flexibility for 
VPN IPSec. The size of routers concentrating traffic from multiple locations 
configuration is minimized. Encryption between routers that initially do not know 
about each other is automatic. DMVPN enables the connection pooling with routers, 
which IP address is assigned dynamically by DHCP, which is undoubtedly a 
simplification. The DMVPN technique is an extension of a VPN. It offers several 
modes of operation. The main of them is the basic configuration Hub & Spoke (star 
topology) based on the transport of data between remote branch offices through 
central point- Hub. This is illustrated on the following figure. Each remote unit is 
connected to a central node by static IPSec tunnel. Each client is registering as a client 
to a NHRP server located in Hub which assures finding best path from source to 
destination. This is followed by the data transmission between remote branch offices 
through a central hub node using IPSec tunnels connecting the remote branches to the 
central division. 
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For the above described configuration can be added Spoke-to-Spoke functionality, 
that allows for direct communication between remote offices. In this case, the basic 
mode configuration described above, at a time when communication occurs from one 
branch to another client initiated call will query the NHRP server located in the 
central node for actual IP address of the branch destination. Then an IPSec tunnel will 
be created directly between the branches. Spoke -type devices will receive 
information about the LAN networks in all branches of the panel through a dynamic 
routing protocol updates (OSPF, BGP, EIGRP, or RIP), acting in GRE tunnels 
between headquarters and remote nodes, sent by the central node Hub. GRE protocol 
makes it possible to transmit multicast traffic over the network and the operation of 
routing protocols between nodes VPN. 

 

Fig. 1. Hub & Spoke Topology [14] 

In order to improve network reliability DMVPN technology allows you to extend 
the basic topology Hub & Spoke of additional node or hub. It can be connected to 
another DMVPN network and it could even cooperate with another ISP provider. 
NHRP protocol provides to Spoke devices the ability to dynamically obtain 
information about the actual addresses of the interfaces from other branches. This 
means that each router can dynamically obtain information that is sufficient to direct 
statement of an IPSec tunnel with another branch of Spoke. This is possible through 
the cooperation of dynamic routing protocols, mapping and solving interface 
addresses to real addresses tunnels physical interfaces (NHRP). DMVPN technology 
allows for connections IPSec nodes with IP addresses obtain dynamically. DMVPN 
also supports split tunneling for Spoke devices, which means simultaneously directing 
unencrypted packets to the Internet and encrypted by IPSec tunnel. An important 
advantage of this technique is a stencil Spoke configuration nodes (change occurs 
only in IP addresses), and the hub node configuration unchanged even when adding 
new devices Spoke. This allows for quick and easy configuration of the nodes using 
the same pattern and adding new devices to an existing topology DMVPN. For a new 
type of Spoke branch, should be perform basic configuration as for each node, and  
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add the information necessary for the authorization of a new branch in the ISAKMP 
configuration of a central device. Dynamic routing protocol will distribute 
information about the new destination network to all endpoints. DMVPN technology 
greatly reduces the size of the configuration file on each node VPN. On the basis of 
information contained above has been prepared test environment concept art 
DMVPN. Selected mode used to test was the Hub & Spoke topology. 

3 The Concept of the Research Environment 

DMVPN testing environment scope covers a wide variety of topics ranging from 
network devices via the mechanisms of transmission media network configurations 
such as routing protocols and VPN tunnels (Fig. 2.). Devices, used for the 
implementation of the research were software and equipment from renowned 
manufacturers i.e. Drytek Access Point, Cisco routers and firewalls, LANForge 
generates stateful network traffic and monitors packets for throughput and 
correctness, Hewlett Packard servers, 3Com switches, Wireshark and JPerf software. 
[10,11] 

 

Fig. 2. Testbed 

LANForge platform was used as traffic emulator allowing the most accurate 
representation of the actual conditions occurring in telecommunication networks by 
regulation of network parameters. The efficiency and quality of DMVPN service was 
examined basis on determining the impact of changes in latency and packet loss on 
the network throughput as compared with the ordinary telecommunications network 
LAN without security mechanisms. LANForge platform has been incorporated in the  
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backbone. Desired type of network traffic was generated by the program JPerf 
installed on the network end devices (PC1 and Server). In contrast, traffic was 
collected by Wireshark protocol analyzer installed on computer PC3, connected to the 
network through a hub. Topology of the test network is presented in the figure below. 

After the hardware configuration, and setting the LANForge platform and program 
JPerf on termination equipment it was possible to test ordinary LAN to obtain a 
reference point for subsequent performance testing techniques. It is worth mentioning 
that any of the measurements was not free from the influence of distorting results. 
Even if the DMVPN technique was not implemented, the cable installation affected 
the quality of the network, the errors resulting from long-term operation of devices, IP 
traffic load on the network and interference from all other working devices. However, 
the impact of the above factors on the test results was negligible and works on all 
measurements equally. 

4 Web Performance Test 

Network Testing was done by sending 1000 packets about the size of 256 kB over the 
network. These tests were performed for the local area network and DMVPN 
technique using encryption algorithms DES, 3DES and AES256. This study was 
designed to test the effectiveness of the network for the transmission of its many 
small packets and determine the total loss rate. The test results are shown in the 
following table (Table 1) and chart (Fig. 3.). 

Table 1. Stream data rate units for 1000 packets 256 kB 

Interval
[s] 

C [Mb/s] 

LAN 
DMVPN 

AES256 
DMVPN 
3DES 

DMVPN DES 

1 88,1 86,0 88,1 92,7 
2 90,2 88,1 88,1 87,9 
3 90,2 90,2 90,2 90,7 
4 91,8 91,8 90,2 90,0 
5 90,7 88,6 88,1 87,9 
6 90,2 89,6 88,1 88,7 
7 90,2 88,6 90,2 89,5 
8 90,2 90,1 90,2 88,2 
9 90,2 90,2 88,0 90,9 

10 88,1 88,1 88,1 87,6 
11 90,2 90,2 90,1 88,8 
12 90,2 90,2 90,2 88,9 
13 90,2 90,2 88,1 88,8 
14 91,8 90,2 90,2 87,9 
15 90,7 90,2 88,1 89,8 
16 90,2 88,1 90,2 88,4 
17 90,2 90,2 88,1 89,0 
18 90,2 90,2 88,1 89,2 
19 90,2 88,0 90,2 89,2 
20 90,2 88,1 90,2 88,4 
21 90,2 90,1 88,1 88,3 
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Fig. 3. Graph stream data rate units’ 1000 packet size 256 kB 

LAN after running DMVPN technique, using any encryption algorithm is 
characterized by a lower rate. The reason for this is taking place in the processes of 
securing data stream IPSec. The data are sent from the transmitting station to the 
receiving station. On the way the packets first encounter router Spoke 1. The data 
packets are encapsulated using the protocol mGRE to enable IPSec security through 
encryption of transmitted packets, because the protocol does not support multicast 
traffic. For the purpose of this Paper used protocols are DES, 3DES and AES with 
256 bit key. Then, as the encrypted packets enter the router Hub, which performs the 
same steps in reverse order and then decoded packets arrive to the destination. 
Processes associated with compiling and preparing DMVPN tunnel packets to pass 
through the network (the above-mentioned encryption and encapsulation) are 
performed in routers enabled technology DMVPN (Hub and Spokes). This makes the 
routers must devote part of their computational power on these processes. It may also 
cause declines in rate and increase the packet loss associated with the performance of 
these routers also other processes. 

From the above statements can be seen that the network with DMVPN technique 
implemented with AES 256 encryption algorithm is characterized by the highest 
average rate. The disadvantage is a large variation ranging from 86 Mb/s to 91.8 Mb/s 
for 1000 packets of size 256 KB. DES and 3DES algorithms are characterized by a 
lower average, but their constancy of rate is higher (it amounts to 2.2 to 3.3 for 3DES 
and DES at 5.8 for AES256). In comparison with usual LAN better is DMVPN 
technique using AES encryption with 256 bit key length. It is worse than the ordinary 
LAN, only about 0.8% for the transmission 1000 packet size 256 kB. However, these 
differences compared to the usual LAN are so small to feel the inconvenience of 
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working with a tunnel or without him. These values according to the theory can be up 
to 10%, so the results with interest are in the theoretical data. Implementation 
DMVPN technique slightly prolongs the process of obtaining the desired data in the 
terminal station, but does not cause a problem, since these are too small to be 
appreciable. 

In order to investigate network performance with the DMVPN technique carried 
out a second test of which consists on testing the network throughput between the 
client and the server PC1 located in the domain of the server in terms of increasing 
the delay generated by the device LANForge. The study consisted of 250 MB of data 
transferred over the network and pulling the average of all samples collected rate 
every second, the network of tunnels and different without him. The measurement 
results are presented below. The study consisted of transferred 250 MB of data over 
the network and averaged all collected samples rate taken every second, the network 
with different tunnels and without him. The measurement results are presented below. 

Table 2. Throughput and delay as a function of variation 

Latency 
[ms] 

C [Mb/s] 

LAN 
DMVPN 

AES256 
DMVPN 3DES DMVPN DES 

10 43,7 42,0 42,2 42,2 
20 43,0 41,8 42,1 42,1 
30 43,5 40,9 41,9 41,9 
40 43,3 41,1 41,8 41,8 
50 41,8 41,4 40,4 40,4 
80 38,9 40,8 37,1 37,4 
90 37,3 29,1 36,1 36,6 
100 39,9 20,2 38,2 38,5 
200 35,9 17,6 38,7 28,9 

 
From Figure 3 it can be observed that implements a LAN with DMVPN technique 

is more susceptible to the increasing delay value. For a delay of about 80 ms practical 
differences are imperceptible (loss up to 2 Mb/s). Above this value, there was a huge 
drop in the value rate for the DMVPN tunnel with AES256 encryption algorithm. 
Outperformed the other algorithms as the decrease rate of the entire range of 
measurements (delay value selected from 10 to 200 ms) is not greater than 2 Mb/s. 

It is worth noting that the existing public network delays do not reach values above 
80 ms. Average their size are below 30 ms. This means that the work of the tunnel 
and use any encryption algorithm does not cause any difficulty, as occurs 2% 
difference in the rate for all tested encryption algorithms for delays up to 80 ms 
compared to the usual LAN is insignificant. In real network conditions - when the aim 
is to provide the best conditions for network usage, the effect is quite noticeable 
DMVPN, and it provides security and scalability in any network conditions are higher 
than for ordinary LAN. 
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Fig. 4. Graph stream data rate units as a function of delay 

5 Conclusion 

Described DMVPN technique is the perfect solution for users who appreciate data 
security provided by IPSec, together with the provision of access to corporate 
resources from anywhere in the world via a secure encrypted tunnels. This provides a 
quick and easy reconfiguration of the networks administrator in case of, for example, 
the expansion of new branches or new users. It is a very convenient tool to give each 
user access rights needed for the position occupied by the work that each employee 
has access to only the necessary documents to him. In this way DMVPN provides 
great flexibility and confidentiality associated with the use of IPSec tunnels made 
from a variety of encryption algorithms and hash functions. That will greatly 
influence the ability to create dispersed organizational structures, remote workstations 
and will facilitate the operation of the intercontinental companies. [12] 

In this paper was described DMVPN network solution to check Hub and Spoke type, 
where the tunnels are compiled on the road Spoke-Hub. This mode causes the Hub - the 
central node is fully functional supervisor and mediator in each data transmission. In 
order to assess the impact of dynamic, scalable virtual private networks on the quality of 
the connection is attempted data transmission via an IPSec tunnel using the emulator 
platform LANForge actual network conditions. [13] The data presented above 
demonstrate a minimum, practically imperceptible impact of this technology on the time 
of receipt of the data. DMVPN technique in any noticeable way hinders the work of a 
normal user, it is the imperceptible. In conclusion DMVPN technique is very good and 
convenient solution for large companies, where the mobility of workers and security 
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play a major role. This technique allows you to secure data transmission and it is not 
forcing you to constantly maintain active VPN connections. Additionally CCP 
software makes anyone able to quickly and effectively establish DMVPN connection 
even in home conditions. 
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Abstract. Presented are new methods of loop execution time estimation for 
parallelized and distributed systems. The proposed solutions take account of da-
ta transfer time, data locality and  synchronization of threads. In this way the 
methods have been adjusted to modern parallel and distributed systems, which 
permits to estimate execution times of loops compatible with FAN, PAR and 
PIPE transformations. The model-based estimates have been compared to real 
measurements of program loops parallelized in the OpenMP standard and 
adapted to distributed systems satisfying the MPI standard. The presented ap-
proach can be used for optimized allocation of tasks in multithreaded processors 
and in distributed systems. 

Keywords: time estimation, loops program, fan, par, pipe, the time estimation 
with limited bandwidth. 

1 Introduction 

The development of computer multithreading architecture has allowed to accelerate  
computations by parallelizing them. However, even multithreaded processors are not 
sufficient to perform complex computational tasks. In such cases distributed computing 
systems come to assistance. In these systems, tasks are distributed to be executed by 
individual nodes, and collected at the end. Even a number of powerful computers may 
execute certain tasks more slowly than a single computer running in the parallelized 
mode. This requires task distribution, data transmission, synchronization of calculations 
and data locality. Data transmission is a particularly important issue, crucial in systems 
with a limited link, such as those occurring in maritime transport and aviation. In spite 
of existing efficient broadband connections, e.g. satellite systems, the cost of using them 
for transmission of large portions of data becomes unprofitable. To date, the only form 
of data transfer are slow short-range systems, mainly based on radio transmission, such 
as VHF [1]. This essentially restricts possible implementation of the distributed system. 
This remark refers mainly to systems requiring high computing power, often exceeding 
the capabilities of user's  systems, such as those carried by ships. Examples of such 
systems are decision support systems, which today can calculate optimal courses of the 
ship, or warn the navigator against a risk of collision, taking into account the current 
navigational situation and relevant Collision Regulations. 

This article presents methods of estimating execution time of program loops  
compatible with FAN, PAR and PIPE transformations. Development of these methods 
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applicable to parallel and distributed systems is a necessary step towards further re-
search  aimed at improving methods of optimal task assignment to individual comput-
ers engaged in computations and the determination whether given type of computations 
should be made parallel or distributed. The presented solutions take into consideration 
data transfer time and data locality, essential in systems with limited bandwidth. 

2 Program Loops Compatible with FAN, PAR and PIPE 
Transformations 

In high-level programming languages, such as C and C++, there may exist different 
types of dependencies that make parallelization impossible. The character of these 
dependencies defines the type of loop and the parallelization method. In the book [2] 
the author proposes to divide loops depending on their transformation and presents 
three types: those consistent with the FAN transformation (with dependencies in the 
loop body or lack of them), PAR (dependencies between iterations) and PIPE (mixed 
dependencies). 

FAN loops may have dependencies inside the body but cannot have data depend-
encies between iterations. Each thread inside a parallel section performs the same 
operations, but with different data, e.g. with different indexes of the array [2, 3]. The 
threads perform calculations returning the results to the main thread that assigns an-
other task to each thread, or a thread is waiting for the next task. FAN transformation 
is a classic model of a fork-join. The main thread divides the task into smaller parts, 
executed at the same time. Dependencies inside the loop are retained because opera-
tions inside the body are executed by only one thread. The fork-join model does not 
guarantee the execution of  j-th iteration before j+1 iteration, so dependencies be-
tween iterations cannot exist inside the FAN transformation.                 = ( + + + ) + ( / ) + ( − 1)( + ( / ))      (1) 

The estimation model (1) for the FAN transformation presented in [2] calculates 
the time of program execution on k processors from environment data and a function 
defining computational complexity F(S/k) for a specified size of data S divided by the 
number of processors k. Environment data include operation preparation time (r0), 
operation execution time (r1), time of data preparation for transmission (w0) and time 
of data transfer to threads (w1). The time of data transfer from the main thread to the 
other threads (k-1)(w0+w1(S/k) is added to the computing time. 

Loops, compatible with PAR transformation can have data dependencies between 
loop iterations, but cannot have dependencies inside the loop body. For a loop to be 
performed in parallel, it must have at least two statements inside the loop body. The 
created threads execute independent instructions for the whole loop. PAR and FAN 
transformations alike allocate tasks to individual threads, but the difference between 
them is that threads in the FAN transformation perform identical instructions on  
different data, while threads in the PAR execute different instructions. Additionally, 
in the PAR transformation each iteration must be followed by a barrier for data syn-
chronization. This prevents  downloading outdated data to the threads. The lack of 
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dependencies between instructions inside the loop body allows to distribute instruc-
tions to each thread. The more instructions the loop has, the more threads this loop 
can be divided into [2]. 

  = Μ {[ + ( )]; [( − 1)( + ) + + ( ) + + ]}   (2) 

The model (2) estimating the time of executing a PAR loop [2] is a maximum 
function determining a critical path. The result of the maximum function may be a 
path [r0+r1F(S1)], being a sequential execution or one of the other n paths (i-
1)(w0+w1Si)+r0+r1F(Si)+w0+w1. According to the PAR transformation, the loop is 
divided into independent clauses, the model tests each i-th clause and chooses the 
longest time. Data S in the model (2) are divided into threads of the size Si. The divi-
sion depends on data dependencies inside the loop. 

The PIPE transformation of a loop is used when there are dependencies between 
instructions inside the body and dependencies between iterations. Such dependencies 
make it impossible to use another transformation, FAN or PAR. Unlike FAN or PAR, 
the PIPE transformation does not synchronize threads after each iteration, but asyn-
chronously executes the instructions inside the loop body. Each iteration of the loop is 
performed in parallel, but these iterations are shifted in time to eliminate the depend-
ency. Independent instructions in different iterations can be performed at the same 
time [2]. For implementation of the PIPE transformation the following conditions 
have to be met: 

─ the statements inside the loop body are numbered and executed by the order; 
─ iterations do not have to be synchronized, but iteration j where j<k is always exe-

cuted before k-iteration; 
─ the same instructions from different iterations can be performed at the same time  

by different threads; 
─ dependencies called  backward loop-carried [i-1] are safe, while forward loop-

carried [i+1] dependencies must be changed to remove such dependency; 
─ the number of iterations must be greater than the number of threads. 

 

Fig. 1. Parallel execution for skew = 1,2,3 [2] 

The exclusion of reverse dependencies is done by adding the delay skew, which 
delays the work of a thread by the skew value. The delay eliminates the problem of 
data synchronization by delaying the execution of a dependent instruction.  The skew 
parameter is calculated from an analysis of data dependencies in the program loop. 
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The larger the skew, the lower acceleration can be obtained. Figure 1 schematically 
shows the execution of each iteration in parallel by three threads. The longer delay, 
the longer execution time of the loop was. In the worst case, the execution time of a 
parallel loop can be compared to sequential execution. 

        = + ( − 1) ∑ + ∑ + ( − 1)( + )       (3) 

In the model (3) [2] estimating the execution time of a PIPE loop for each thread, 
we introduce the skew removing dependencies. The sum of all delays ∑  is 
added to the sum of instruction execution time ∑  and is multiplied by the num-
ber of iterations (N-1) and the operation execution time (r1). Thus calculated time is 
added to the preparation time of operations on k processors (r0k) and the time of data 
transfer from the main thread to the remaining threads for N-1 iterations. 

3 Parallelization Methods of Program Loops Compatible with 
the FAN, PAR and PIPE Transformations 

Dependencies that may occur in the loops have impact on the methods used for paral-
lelization [4]. In the simplest case − the lack of data dependencies −  the relevant 
additional clauses should be added to the programming clause #pragma omp parallel 
for. This is done to reach the best acceleration and to get correct values of variables 
after leaving the parallel region [5]. Data dependencies have to be analyzed in pro-
gram loops with flow-dependence, anti-dependence or output-dependence inside the 
loop body (FAN transformation) to determine the data sharing attribute clauses. Ap-
propriate use of the clauses in the standard OpenMP provides a correct result even 
though dependencies occur between instructions in the loop body [6,7]. 

Data dependencies between iterations (PAR transformation) can be divided into 
two types: dependencies that refer to subsequent indexes of variables (i+1) and those 
referring to previous indexes (i-1). The former dependencies can be removed for 
readout by making a copy of this variable, in which dependencies exist between loop 
iterations. The copy of the variable will guarantee that each thread reads unchanged 
by other threads values of the original variable. Dependencies of the i-1 type can be 
removed by adding the skew parameter to the index array, which removes the refer-
ence to the previous iteration. Additionally, loop skewing requires an analysis of the 
order of executed instructions, aimed at establishing a new order of their execution, 
complying with the instruction execution sequentially. Besides, before and after the 
program loop the instructions omitted by using the skew parameter should be added. 
The dependencies of the type i-1 in multidimensional arrays can be parallelized by the 
selected independent dimension of the array [6]. 

Mixed dependencies, that is those existing inside the loop body and between  
iterations (PIPE transformation) can be converted into smaller loops, where only de-
pendencies inside the body or between iterations occur. Further removal of the de-
pendencies is done similarly to the methods for FAN or PAR transformations. 
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4 Models for Estimating the Execution Time of FAN, PAR and 
PIPE Loops 

This author proposes new models for estimating the execution time of loops compati-
ble with FAN, PAR and PIPE transformation. The estimation for a FAN loop can be a 
basis for all types of loops. The reason for this is that at present the loops PAR and 
PIPE are mainly transformed fragmentarily to a loop compatible with FAN transfor-
mation. For the PAR loop, instructions from the loop are divided separately into 
smaller loops executed in accordance with FAN transformation. In case of the PIPE 
loop, FAN or PAR loops are obtained by adding a loop index skew. 

An additional element that has been added to the models for estimating the execu-
tion time of the loops is a data locality parameter. Data locality is important in the 
calculation in multidimensional arrays, where the loop retrieves and/or writes data 
scattered in the memory. For example, a loop that calculates by iterating subsequent 
lines in a two-dimensional array is performed longer than a loop iterating column by 
column in the same array. 

This author proposes a new form of the model for estimating the execution time of 
loops compatible with the FAN transformation. The model is expanded in comparison 
to the ones developed in author's earlier works [3]. The new model (4) takes into con-
sideration data localities and features more detailed information about how to take 
measurements. New models for other types of loops are also herein presented. 

The following model can be used for estimating the execution time of loops com-
patible with FAN transformation running on multithreaded computers: ( ) = ∑ (  ∙  ∙ )   ∙ + ( ∙ ) + + , (4) 

where: 
r – execution time of single operation 
w – communication time 
li – number of iterations (in nested loops 
adds up all iterations) 
md – number of data needed for the cal-
culations by one thread 

 
z – the number of operations inside the 
loop body 
lp– pipeline stages in processor 
cw – synchronization time of threads 
ti – initialization time of measurement 
k – the type of data locality 
n – number of threads  

 
The model (4) is divided into three parts. In the first part, dependent on parameter 

r, the execution time of instructions inside the loop body is estimated. The sign of the 
sum relates to a locality where parameter rk should be set for all types of data k (local-
ity) taken for calculations. Their total number is K. The execution time of a single 
operation (r) is multiplied by the number of operations inside the loop body (z) and by 
the number of iterations (li) of the loop (in nested loops all iterations are added up).  
The whole formula is divided by the product of the number of threads and the number 
of pipeline stages. That number determines the number of operations to be executed 
by a single pipeline stream inside the processor. Given the construction and speed  
of modern processors, it is assumed that instructions inside a pipeline are executed 
approximately in the time unit. 
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The second part of the model refers to communication time, that is time required for 
data delivery to the threads. Each thread works with a different portion of data. All data 
needed for calculations are expressed by the parameter md. The number of data was 
multiplied by the transmission time (w) calculated for a single data item sent to a thread. 

Loop execution in parallel requires the creation and synchronization of lw-1 num-
ber of threads. Based on the delivered data, the thread performs calculations and the 
results are transferred to the main thread. Time cw is the sum of the time of the initia-
tion of the region and the time of final synchronization of calculations. 

Finally, the author has introduced parameter ti, which represents a measurement er-
ror resulting from the method inaccuracy in measuring the real time of loop execu-
tion. Methods for determining the parameters r, w, md, cw and ti are presented in [3]. 

For distributed systems, this model obtains the following form presented model (5). 

             ( ) = ∑ ∑ ∙ ∙ + ∑ ∙ + ∑ +  (5) 

The notations of parameters remain the same as for the model (4). They have been 
supplemented with the index i, which indicates a number of computers in a distributed 
system for m computers. In this case, m is a number of threads available in the dis-
tributed system. The parameter denoted as cw indicates the synchronization time for 
all items of information. 

The author proposes for loops compatible with PAR transformation the following 
new model for estimating the execution time of these loops on multithreaded systems 
presented model (6)                              ( ) = (∑ (  ∙  ∙ )   ∙ + ( ∙ ) + ) +  (6) 

Where l indicates the critical path determined by the maximum function that is 
here necessary. For example, if a loop compatible with the PAR transformation has 
two instructions inside the loop body, they will be executed by separate threads. Then 
the execution time is equal to the longest executed instruction. 

For distributed systems, this model (7) takes the following form: 

        ( ) = (∑ ∑ ∙ ∙ + ∑ ∙ + ∑ ) +    (7) 

For the loops compatible with the PIPE transformation it is proposed to divide the 
loop into the FAN and PAR parts, for which the models for execution time estimation 
are shown above. 

The models proposed in [2] for FAN and PAR transformations include a function 
defining computational complexity.  As the use of computational complexity is too 
general, which leads to inaccuracies, the author proposes new models in which gen-
eral computational complexity has been replaced by a product of iteration number and 
the number of operations inside the loop body. Additionally introduced parameters 
permit to more accurately estimate loop execution time. These include:  lp identify-
ing the pipeline stage in a processor, cw − time of synchronization between threads 
during the operation of loops in parallel, and ti − calculating real measurement error. 
Extra parameters allow to adjust the models to the current architecture of multistage 
pipeline processors. 
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Apart from models estimating time in the parallel environment, this author has pre-
sented models for a distributed environment and for each transformation. A separate  
method of calculating environment parameters is presented for these models.  

5 Tests of Presenting Models 

The tests of loops from NAS-Parallel-Benchmark [8] made use of loops with all types 
of dependencies. All the loops were parallelized to OpenMP [5] and MPI [9] stand-
ards. The testing environment had the following specification: Intel Core i7 Q760 
processor (8 threads), 8GB RAM, operating system Windows 7 64 bit. The tests were 
performed for different numbers of threads: 2, 4 and 8. For a distributed system an 
additional computer was used, with Intel Core i5-2450M processor (4 threads), 4GB 
RAM connected with the base computer by a 10/100 Mbps switch. Selected loops are 
shown table 1. 

Table 1. Programming loops used to tests 
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for (j=2; j< N2; j++){ 

A[i][j]= A[i][j] + A[i][j-1];  
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 for (i=2; i< N2; i++){  

for (j=2; j< N2;j++){   

 A[i][j]= A[i][j+1] + m1[i][j+1] * m2[i][j+1] * 
m3[i][j+1]; 
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6 for(j = 2; j <= N1; j++){ 

  rowstr[j] = rowstr[j] + rowstr[j-1]; 
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for (i=0; i<MATRIX_SIZE-1; i++){ 
for (j=0; j<MATRIX_SIZE-1; j++){ 
 a[i][j] = (a[i-1][j-1] + a[i-1][j] +  
a[i-1][j+1]+ a[i][j-1] + a[i][j] + a[i][j+1]+ 
a[i+1][j-1]  + a[i+1][j] + a[i+1][j+1])*0,11; 
 }} M

G
_m

g.
f2

p_
4  

for(j = N1; j <= N2; j++){ 
  ir[j]=ir[j+1]+m1[j+1]*m2[j+1]*m3[j+1]; 
} 

 
The loops in Table 1 have data dependencies and dependencies between loop itera-

tions. All of them are loops compatible with the PIPE transformation. Each loop was 
analyzed and transformed to FAN or PAR loop using OpenMP and MPI standards. 

The method of measuring the parameters is shown in Figure 2.  
 

w double x[rozm]; 

QueryPerformanceCounter(&t1); 

MPI_Scatter(x,B/P,MPI_DOUBLE,&x[from],B/P, 
MPI_DOUBLE, 0, MPI_COMM_WORLD); 

QueryPerformanceCounter(&t2); 

elapsedTime=(((((double)(t2.QuadPart))-
((dou-
ble)t1.QuadPart)))/(double)frequency.QuadPart)/rozm; 

r QueryPerformanceCounter(&t1); 

for(i=0;i<rozm;i++) 

  c[i]=a[i]*b[i]; 

QueryPerformanceCounter(&t2); 

elapsedTime=(((((double)(t2.QuadPart))-
((dou-
ble)t1.QuadPart)))/(double)frequency.QuadPart)/rozm; 

 

Fig. 2. Method of estimating the values of parameters r and w for the parallelized environment 
Source: author's study 
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Fig. 3. Results of presented models Source: author's study 
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The measurement results and times estimated using the models are given in Figure 3. 
In table 2 compared approximation error (the same program loops) models (1),(2),(3) 
presented in [2] with proposed models (4),(6). 

The models used for the estimation of execution times of parallelized programming 
loops in OpenMP standard show a characteristic similar to real measurements.  The 
maximum average error of these models was 22%, whereas the minimum error reached 
6%. The maximum average error of Lewis models (1),(2),(3) was 780,23%, whereas the 
minimum error reached 22,79%. All approximation errors shown in Table 2.  

Table 2. Approximation error [%] of Lewis models (1),(2),(3) and proposed models (4),(6) on 
OpenMP standard 

 Models (1), (2), (3) Models (4), (6) 
Threads num. 

Loop name 
2 4 6 8 2 4 6 8 

MG_mg_f2p_1 13,82 22,06 52,70 91,53 11,75 20,28 23,48 13,58 

CG_cg,f2p_6 2D 69,34 83,02 109,07 124,21 16,46 4,60 15,50 23,58 
MG_mg_f2p_4 
2D 

1,55 57,37 100,34 134,87 12,85 9,59 0,50 1,53 

CG_cg,f2p_6 56,30 120,64 132,07 168,01 17,85 2,36 29,28 22,08 

Seidel 49,61 26,35 9,05 6,13 1,96 23,67 24,29 28,20 
MG_mg.f2p_4 454,67 862,20 711,25 1092,80 36,63 35,74 10,57 7,88 

 
The models estimating the time show a strong positive linear Pearson correlation 

(79 - 99%), which indicates good conformity of the models to real measurements.  
Models for estimating the execution time of software loops in the distributed envi-

ronment also depict very good characteristics. The maximum average error was 11%, 
while the minimum average error was 3.5%.  This proves high conformity of the 
presented models to real measurements, additionally confirmed by strong and positive 
linear correlation (82 - 99%).  

6 Summary 

The presented new methods of estimating loop execution times are applicable to all 
types of loops in various programming languages. The described models allow to 
estimate loop execution time on multithread processors and in distributed systems. 
The introduced models have been adjusted to current architecture of processors and 
distributed systems. This could be achieved by improving measurement methods of 
model components and by introducing new parameters, including a parameter ac-
counting for data localities, synchronization of threads and time of data transfer to the 
threads. For verification, the models have been tested using loops from NAS-Parallel-
Benchmark. The tests have revealed the correctness of the models of loop execution 
time estimation, compared to real time measurements. In the future, the models  
may be used for building a system of efficient task allocation to maximize hardware 
capabilities in parallel and distributed systems. 
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Abstract. The concept of information mobility and its application spheres have 
been overviewed in the article. The main task in the way of infomobility im-
plementation is to create and manage the information systems that facilitate the 
use of the transport system by its potential users. The information systems for 
public transport in Latvia have been analysed on the information services of-
fered. Based on the received results of the development, the recommendations 
of the infomobility service level improvement in Latvia have been formulated. 

Keywords: mobility, public transport, information, services, systems. 

1 Introduction 

Public transport plays an important role in social and economic life of the community. 
There are 150 annual public transport (PT) journeys per urban inhabitant in the EU. In 
other words, the ‘regular’ urban denizen in the EU undertakes an average of some 
three journeys every week using PT [1]. The provision of PT services is a complex 
process and in order to attract travellers to use PT, there is a need to know and satisfy 
their requirements. On the other side, PT is an area in which the implementation of 
information technologies will contribute to radical changes over the 21 century. The 
dissemination of information technologies in that area is characterized, first of all, by 
technological factors: widespread deployment of the new generation smart cards 
technologies and the development of spatial information systems. The integration 
information systems (IS) and integrated ticketing, introduction of other Information 
and Communication Technology (ICT) and ITS services for the customer are essential 
for enhancing the use of public transport. According to UITP [1], ICT is crucial for 
the study, design, development, implementation, support or management of computer-
based IS, particularly software applications and computer hardware. One of the key 
user needs is “Door to door information”, which require the information to be suffi-
ciently detailed, accurate and covering all aspects of the journey, in forms that users 
understand (e.g. language for tourists, maps for sensory impaired travellers) etc.  
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The implementation of customized functions that are now characteristic of IS shall 
become feasible. User wants to buy a ticket for "the journey" and not for "the means 
of transport". He wants to order a journey: from the place of current residence, with 
the best possible choice of means of transport and routes, and “invisible to the pas-
senger” problems and their solution if something happens during the trip. In the case 
of information services in transport, the changes will refer to: 

─ travel payments system: the transport system will be multimodal, with more flexi-
ble and individualized offer, taking into account the specific needs of different 
groups of users, in particular with disabilities; 

─ tickets ordering: the development of spatial IS, which will entail the development 
of monitoring: global, regional or local. Access to the data of such systems will be-
come widespread. In combination with the development of mobile and satellite 
technologies, it will create a new quality in planning, organizing, and the whole 
course of the journey [2]. 

The state of information service for PT in Latvia have been analysed in the article 
and it is organized as follows. In section two we will make a literature review on the 
concept of “infomobility”. Section 3 overviews the main stakeholders in the infomo-
bility market in Latvia and information services offered to passengers. Section 4 pre-
sents the results of the analysis and develops recommendations. Finally, research 
paths for further developments in the field of infomobility are addressed. 

2 Literature Review on “Infomobility” Concept 

“Infomobility” is a term increasingly discussed and analysed in academic literature 
and practical areas. The term “infomobility” has different meanings relating to the 
specific area of analysis: technical or social. In the linguistic sense it is “information-
for-mobility”. Mobility is a core element in any urban and regional development and 
can be defined as the ability to reach the destination at the time and cost that are satis-
factory. Information is the data that has been processed in the way to be meaningful to 
the person who receives it. So, we can define infomobility similarly to all information 
services for users of transport system.  

From the technological aspects of view, it was Kotsakis [3] who first determined the 
“infomobility as a term used to describe the set of technologies and the applications 
that allow the “user on the move” to access positioning and geographic information 
anytime, anywhere”. Paganelli and Giuli denoted more service aspects and describe the 
term as “Information delivery for user mobility support” [4]. In [5] it was described 
“with the term “Infomobility” we refer to the broad range of information services 
which provide users with information and transactions required for supporting mobil-
ity of persons and goods – both in private and  public transport – in Intelligent Trans-
port Systems (ITS)”. One of the definitions is: “Infomobility systems provide access 
to information and services for the support of user mobility. Bidirectional communi-
cation between the client devices and the system that can travel by several different 
transportation means, ranging from cars to trains and foot” [6]. In [7] it is defined as 
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“the set of information management systems that aim at improving the mobility sys-
tems, providing the required information to managers and users”. M. Arena et.al. 
determine main application fields: traffic management, fleet management, mobility 
payments, safety and security and information service. These fields contain overlap-
ping information areas, but the areas that have the greatest impact on others, are the 
spheres of information services since information services permeate all other areas 
and are an integral part of all others. Sterle C. considering this term in the frame of 
city logistics defines “info mobility” as “a theme increasingly debated due to its po-
tentiality of making the mobility system more efficient and effective in meeting users’ 
needs” and considers the following application fields [8]: 

• planning the vehicles routing and scheduling, 
• vehicles localization, 
• travel guide, 
• exchange of the information among the different urban logistic actors, 
• management of the logistic flows and tracking of the freights, 
• traffic light regulation, 
• payment services (road and park pricing), 
• optimization of parking places. 

The wide range of various information services successfully functioning in the systems 
of PT in the countries of the European Union gives topicality to the problem of trans-
ferring of the best practices on infomobility services within the EU. Many EU projects 
have investigated this concept in the last decade: Quantis, Connect, eMOTION, 
POLITE [9 – 12], etc. In TTRANS report [13] it has been mentioned: “Reliable, per-
sonalized, and “anytime-anywhere” based real-time travel and traffic information 
(RTTI) is a key element of intelligent mobility services envisioned for the future. The 
activities in the Infomobility sector mainly focus on: traffic and traveller information; 
geo-localization; freight and logistics, access and demand management”. 

So, the term infomobility basically refers to the adoption of information technolo-
gies to support the mobility and movement of people and goods, through continuous 
interactive and intelligent access to multimedia information supporting the needs that 
may occur in the field of transportation, during working activities and in a person’s 
spare time. Infomobility, on the one hand, helps normal citizens who move through 
traffic (using a car, motorcycle, or even by bicycle or on foot), and on the other hand 
it helps those who use means of public transportation (with real-time information 
regarding bus and train times, or the location of stops), as well as logistic operators 
and those who transport goods. 

Infomobility concept was described in [14] as a set of the following conditions: 

• seamless real-time travel and traffic information including multi-modal journey 
planning and IS; 

• freight IS combining operators’ freight-flow and public authorities traffic flow 
requirements contributing to the optimum use of road capacity and the reduction of 
negative impact on the environment; 

• eCall leading to a reduction in facilities; 
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• electronic Toll Collection as a key instrument for internalization of external costs; 
• traffic demand management leading to cleaner road transport and less congestions; 
• integration of several core applications on an open in-vehicle Telematics platform. 

But, first of all, the quality of an infomobility system refers to its capability to pro-
vide managers and customers with the “right” information. 

3 Main Stakeholders and Services in the Latvian Infomobility 
Market  

As a part of EU Latvia shall follow and harmonize its national policy with the EU 
directives. In 2010 EU published the directive 2010/40/EU. This directive refers to 
the framework for the deployment of Intelligent Transport Systems in the field of road 
transport and for the interfaces with other modes of transport [15]. In the Latvian 
transportation development guidelines (2014 – 2020), there are noted the following 
objectives [16]: 

• available and affordable PT which ensures access throughout the whole country by 
providing a convenient and unified PT system which can ensure good connections 
between bus and rail services; 

• implementation of unified PT planning in intercity and regional routes; 
• unified policy on tariffs; 
• unified tickets. 

The main parties which are involved in this process from state institutions: 

• Ministry of Transport, which supports ITS by providing planning, management and 
monitoring of the EU funds and activities; 

• Latvian State Roads, managed by 188 data collection points all over Latvia and 
available on-line and the historic data about traffic intensity on public webpage 
(http://www.lvceli.lv/traffic); 

• Ltd “Road Transport Administration” (RTA); 
• City Councils (two cities are active in the field of ITS: Riga and Jelgava); 
• Planning Regions and local authorities. 

Buses and train are the most popular PT service in the Latvian regional and interre-
gional markets. It operates properly in conventional infrastructures, and offers different 
opportunities in terms of size/passenger capacity, speeds, combustion technology, etc. 
The State “Road Transport Administration” Ltd (RTA) is a unified state policy imple-
menter in the field of licensing international transport and commercial road transport 
businesses in Latvia. The main function of the Road Transport Administration in PT 
development is to maintain and develop an effective, safe, competitive, environment 
friendly and flexible PT system. As we can see in Fig.1, there is the inter-city bus 
coach network tightly covering the territory of Latvia. The problems faced by RTA in 
the last decade: insufficient state subsidies; service level variations from authority to 
authority; lack of information for decision making: only few surveys, data not reliable; 
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no network planning at the strategic level, etc. The main goal of the RTA in the Lat-
vian infomobility market, through the introduction of a single ticket in Latvia, is to 
solve the problems with the control of subsidies, to simplify the payment system for 
passengers and to improve the efficiency of passenger operators. 

 

Fig. 1. Inter-city bus coach network in Latvia 

There are four main information systems for the PT in Latvia (see Fig.2): VIPUS 
(JSC Passenger Train); Baltic Lines (33 Latvian bus and Coach Terminals), including 
www.bezrindas.lv, www.buseurope.eu; VBTS (State Ltd “Road Transport Admini-
stration”); ATLAS (Rīgas karte). Let us describe the services offered by systems.  

The State Joint-Stock Company Latvijas Dzelzceļš (Latvian Railway) manages ex-
pansive and varied infrastructure including rail tracks, engineering structures, rail 
traffic management systems, rail telecommunications network, radio communication, 
power supply and contact lines. The Joint-Stock company “Passenger Train” was 
founded in 2001 on the basis of two former branches of the State Corporation Latvijas 
dzelzceļš; now it is the only local carrier which provides public rail transport services. 
On 10 March 2005, JSC "Passenger Train" and BTI Ltd signed a contract for the pur-
chase of hardware and automatic ticket sales, joint revenue and passenger tracking 
system VIPUS installation and implementation of all Latvian railway stations. 

Interactive complex solutions services for railway passengers are intended for the 
multi-purpose audience and consider the basic requests of passengers in Latvia. These 
services allow passengers to manage and plan the trip, the needed resources, and to de-
termine the level of comfort in their travels. Information from 150 cash registers in a 
single system in the online mode has been collected and there has been offered the em-
ployed interactive schedule temporal model. Using interactive IS, passengers can buy 
tickets via Internet and mobile phone (SMS); reserve seats in the wagons, use wireless 
Internet, carry bulky luggage; use of special equipment for passengers with special needs. 

There is possibility to plan the journey in the portal of the national Railway Roads 
- www.ldz.lv and www.pv.lv. There, travellers will find an interactive map that shows 
all most important roads in Latvia, and it is possible to plan the journey with the help 
of this map that shows the modes of transportation in the biggest cities of Latvia. 
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Fig. 2. The main information systems for the PT ticketing in Latvia 

Riga International Coach Terminal and other bus and coach terminals in Latvia use 
the integrated system for tickets purchase and trip management on the bases of the IS 
”Baltic Lines”. The structure of the IS is formed by 10 modules with the continuous 
inter-exchange of information flows. Organization of the outward and inward infor-
mation flows of the IS provides necessary connection between the users of the system 
and other ISs, such as the bookkeeping accounting in the IS Microsoft Dynamics, 
selling tickets at www.bezrindas.lv, etc. The information services include: 

• coach route schedule and operational information on changes; 
• coach traffic information (arrival/departure time, location on platforms, delays); 
• system of ticket reservation and sale, including route planning, using services of 

many carriers and means of transports (multimodal and intermodal principles of 
transportations) and different ways of payments and communications (cashless set-
tlements with credit cards, payments through Internet, using mobile telephone); 

• connection with other services (urban transport, luggage transportation, hotel services, 
etc.); 

• development of the control system and the coach station services process; 
• communication among dispatcher service, ticket sale and information service; 
• 24/7/365 service. 

Both systems (for train and bus passengers) are in the process of constant develop-
ment and upgrading, have the plans widespread to the whole Latvian market and, 
also, have the similar disadvantages: 

• not possible to pay on board with the contactless payment cards (bank cards with-
out cash); 

• difficult to use interface for the elderly people; 
• no additional functionalities. 
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In December 2008, the RTA created the VBTS database, which was based on the bus 
ticket sales IS “Baltic Lines”. By 1 September 2009, the RTA had concluded con-
tracts with all regional intercity bus route carriers on the VBTS use and on 18 Sep-
tember 2009 launched the VBTS database separation from IS ”Baltic Lines” and on 
18 January 2010 VBTS a new database software version was put into operation. 
VBTS ensures the following data: 

• routes in all routes networks (length, maps, etc.); 
• public transport services tariffs; 
• calendar (possibility to make corrections in tariffs); 
• travel times, stops, roads and streets; 
• list of administrative territories, carriers, list of public transport services contracts; 
• vehicles involved in carriage of passengers, GPS/GPRS devices in vehicles; 
• carriers’ performance information on voyages, tickets, drivers, etc.; 
• electronic map for monitoring of vehicles movement; 
• performance reports (sold tickets, cash registers, number of passengers in stops, 

etc.). 

The problems with the VBTS results concern three lacks of: complete information 
from system users (carriers and terminals); necessary equipment in the vehicles (not 
all carriers ensure all data for the system); and the most important – motivation to use 
VBTS (control instrument for contracting authorities). 

Data about passengers throughput only cover for buses – 40 % for intercity busses 
and 5% for local busses, due to infrared connection failure and for trains – 0 %, be-
cause VBTS does not support railway. 

In June 4 2014, at a practical seminar the conception of PT integrated database 
STIFS, its development goals and working model were presented. It was announced 
as the integrated database and modern tool for traffic planning, agreements control, 
and financial losses calculation with the following realization stages: 

1. STIFSS database with the information about buses and trains transportation, pas-
sengers’ throughput (tickets information offline mode); reports based on BI Tool. 

2. GPS/GPRS systems development and combining with STIFSS and controlling on 
its basis distances, fuel, speed, trips time, etc. 

3. Developing of unified tickets reservation portal. 

But information about the start of this project realization is absent. 
Another big stakeholder in this market – SIA “Rigas Karte”, which on Feb.2013 

became an Electronic Money Institution. In Riga public transport, e-tickets were fully 
introduced on May 1, 2009, and they are valid in all PT vehicles of “Rīgas satiksme”. 
E-ticket uses Atlas Public Transport Ticketing System. Atlas systems and services are 
used by over 1,000 municipal, regional and national operators to run more than 
150,000 pieces of equipment, including: automated ticket vending machines, valida-
tors, booking office machines, portable inspector terminals, access gates. Atlas 
equipment enables 50 million passengers per day to use buses, trolleybuses, trams and 
trains. And the Atlas tailor-made solutions allow central management of equipment 
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across different modes of transportation. E-ticket has solved the problem of the avail-
ability of paper tickets in retail trade, and requires no cash. A ticket loaded in the e-
form is valid for 12 months from the moment of its purchase, except when the tariff of 
the ticket type changes or the ticket type is cancelled and Riga municipal company 
“Rīgas satiksme” sets a transition period for the validity of the ticket type. Electronic 
validators are located in PT vehicles – buses, trolleybuses and trams and register pas-
sengers paying for the trip.  

The vision of the conception of Riga PT development is promotion of the accessi-
bility to PT on the basis of connection of regional routes with Riga city network;  
application of unified tariffs in the regional transport system carried out under the 
principles of state procurement and implementation of unified ticketing in all modes 
of PT (city transport, rail, bus coaches). 

Another city (Jelgava) develops their projects in ITS usually in the frame of the EU 
funds or by participating in different programmes like INTERREG. For example, the 
Jelgava City council, in the frame of the Latvia – Lithuania cross border cooperation 
program, has established a traffic control centre. 

Two widely used travel ISs to manage PT journeys (web pages) are available for 
public use:  

• www.1188.lv – information service (trip duration, price, distance, number of stops 
and route itself), 

• www.bezrindas.lv – ticket selling (possibility to buy tickets on-line). 

Company Janis Solution & Solutions offers android free software “Trains and bus in 
Latvia” with schedules in the 3 languages (the same information as on www.1188.lv). 

4 Analysis and Next Steps 

At present, the transport authorities in Latvia focus their attention on ticketing and 
real-time information. Real-time status information on PT (e.g. bus and rail) already 
exists. However, the existing services do not offer travellers real-time information 
across all the stages of a multimodal trip. Travellers increasingly expect real-time 
vehicle location, predictions (arrival times) and notifications of travel disruptions, 
particularly while the journey is taking place, and on mobile devices.  

There are also limitations of ticketing. For many destinations, it is not possible to 
book an integrated ticket that includes the long-distance part and the first/the last part 
of the journey. It is usually difficult to compare different transport operator offers for 
the same itinerary. 

Information services in Latvia remain very fragmented in what they offer, both in 
the geographical scope and the coverage of the modes of transport; they rarely pro-
vide cross-border travel information, let alone EU-wide or door-to-door coverage. 
Such services as car-sharing, car-pooling and demand-responsive transport, which 
provide more environmentally-friendly modes of transport, have not yet been inte-
grated into travel planning at a practical level. 
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The next steps in the Latvian infomobility market development mean to be more 
integrated with the help of the same technological platforms: ticket validation sys-
tems, based on rechargeable and contactless e-cards, and real-time IS for all modes of 
transport, either in panels at stops or stations, or via smart phone applications. In our 
opinion, the directions of the Latvian infomobility market development are the fol-
lowing: 

1. To consider the actual information quality attributes that can make an infomobility 
effective. 

2. To develop multimodal journey planner. Existing services do not offer travellers 
real-time information across all stages of a multimodal trip. Information provided 
to travellers is incomplete. 

3. The same applies to ticketing: while there are many examples of electronic and 
smart ticketing, it is still not possible to buy a single ticket for a multimodal jour-
ney in Latvia and across national boundaries in EU. Based on the good results of 
the e-ticketing implementation in Riga, there appears a need to develop smart tick-
eting solutions for more cities and for intercity transportation in Latvia. Integrated 
ticketing is a key part of an attractive, user-friendly multimodal transport system 
and a prerequisite for a seamless journey. The ability to travel by multiple modes 
of transport, while only needing to purchase one ticket for the whole journey, is a 
valuable incentive to encourage travellers to combine several modes of transport. 

4. The cities and the government of Latvia are eager to better control their subsidies 
to public transports companies, and they need automatic passenger counter systems 
widely accepted across the country. The information can be used also by transit 
agencies and operators mainly to derive ridership rates and to deal with the revenue 
management. Passenger counts can be applied in the assignment model calibration 
and validation (for planning). 

5. Automated fare collection (AFC) systems, besides keeping track of passenger 
ticket payments, may store valuable information concerning the used stops and 
lines, time of the trip, personal information. This data is valuable to observe the 
travellers’ behaviour, to estimate Origin-Destination matrices, etc. However, usu-
ally passengers are required to validate their electronic tickets/cards only at the be-
ginning of their journey. This makes the use of AFC datasets more complicated.  

6. Implementation of the concept “Open Data”. Data collected through the AFC sys-
tems can apply at the strategic level – to network planning; at the tactical level – to 
derive information for the schedule adjustment; network monitoring and the detec-
tion of irregularities in the smart card system itself at the operational level. 

5 Conclusions 

Use of ICT in PT improve efficiency, safety, quality and reliability of the service; and 
in whole the attractiveness of PT; reduce maintenance costs and offer possibilities of 
increasing revenues. However, ICT have been and remain the tools which will never 
replace clear policy and efficient management. Taking into account the technical  
and technological evolution of the new ICT tools in the field of ITS, it is possible to 
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provide real-time and accurate information to travellers and to better monitor and 
manage the PT system and to reach a unique challenging  goal – to create the inte-
grated Latvian PT system. The integration of PT can be considered at four levels: 
integrated information -> integrating ticketing and fares -> coordinated transport ser-
vices -> coordination with other modes of transport (integration) and other policies 
(land planning, environmental and social policies). The transfer from policy of coor-
dination to integration is another step of the development of the Latvian PT system on 
the way to sustainable cities and regions. 

References 

1. UITP, Information Technology and Innovation Commission (accessed 2014),  
http://www.uitp.org/Public-Transport/technology 

2. Communication from the European Communities Commission. Freight transport logistics 
action plan. COM, 607, Brussels (2007) 

3. Kotsakis, E., Caignault, A., Woehler, W., Ketselidis, M.: Integrating Differential GPS data 
into an Embedded GIS and its Application to Infomobility and Navigation. In: 7th EC-GI 
& GIS Workshop, Managing the Mosaic, Potsdam, Germany (2001) 

4. Paganelli, F., Giuli, D.: An Evaluation of Context Aware Infomobility Systems. In: Con-
text-Aware Mobile and Ubiquitous Computing for Enhanced Usability, Cap, vol. 15 
(2009) 

5. Giuli, D., Paganelli, F., Cuomo, S., Cianchi, P.: A systemic and cooperative approach to-
wards an integrated infomobility system at regional scale. In: 11th International Confer-
ence on ITS Telecommunications, pp. 547–553. IEEE (2011) 

6. Canali, C., Lancellotti, R.: A distributed architecture to support infomobility services. 
ACM Digital library (2006) 

7. Arena, M., Azzone, G., Franchi, F., Malpezzi, S.: An Integrated Framework for Infomobil-
ity. In: 3rd International Engineering Systems Symposium, CESUN 2012, DelftUT (2012) 

8. Sterle, C.: Location-Routing models and methods for Freight Distribution and Infomobility 
in City Logistics, PhD Thesis, Università degli Studi di Napoli ‘Federico II’ (2009) 

9. Quantis project, http://www.quantis-project.eu 
10. Connect project, http://www.connect-project.org/index.php?id=9 
11. eMOTION project, http://www.emotion-project.eu 
12. POLITE Project, http://www.polite-project.eu/polite-project 
13. T-TRANS Project. Report Deliverable 3.1 – ITS state of the art assessment,  

http://www.ttransnetwork.eu/ttrans/wp-content/uploads/2013 
(access date: February 2015) 

14. Ambrosino, G., Boero, M., Nelson, J.D., Romanazzo, M.: Infomobility Systems and Sus-
tainable Transport services. Italian National Agency for New Technologies, Energy and 
Sustainable Economic Development: ENEA (2010) 

15. Directive 2007/2/EC of the European Parliament and the Council establishing an Infra-
structure for Spatial Information in the European Union, INSPIRE (2007) 

16. LR Ministru kabinets, Transporta attīstības pamatnostādnes 2014. – 2020. gadam. Riga,  
http://www.mk.gov.lv (access date: December 2013) 



 

© Springer International Publishing Switzerland 2015 
W. Zamojski et al. (eds.), Theory and Engineering of Complex Systems and Dependability, 

553

Advances in Intelligent Systems and Computing 365, DOI: 10.1007/978-3-319-19216-1_53 
 

Data Actualization Using Regression Models  
in Decision Support System  

for Urban Transport Planning 

Irina Yatskiv (Jackiva) and Elena Yurshevich  

Transport and Telecommunication Institute Riga, Latvia, Lomonosova 1, LV 1019 
{Jackiva.I,Jurshevicha.J}@tsi.lv 

Abstract. A systematic approach to urban transport system planning and man-
aging means the inclusion of a systematic monitoring system to collect the nec-
essary data and periodically updating the DSS databases, as well as updating of 
models in their repositories. This should be supported by introduction of new 
data and information without changing and deleting the old. The authors pro-
posed the application of regression analysis for data actualisation and new ob-
taining, and considered several task settings for realization of such approach. 
The proposed methodology focuses on the issues of data updating and prepara-
tion for modelling, consideration of model preparation and simulation scenarios 
including the analysis of the influence of the new solution implementation on 
the neighbouring fragments of the network. The approach has been approved 
using the simulation model for a fragment of Riga City. The offered procedures 
can be used in the frame of model-driven DSS and give the possibility to fulfill 
the process of the model actualisation faster and less expensive without loss of 
accuracy. 

Keywords: transportation system, decision-making, modelling, credibility,  
regression, procedure. 

1 Introduction 

In the field of urban transport system (UTS) planning and management over the last 
10 years, the decision support system (DSS) based on different concepts approach to 
modelling has been actively implemented. There are DSS designed for planning and 
management at different levels of decision-making. At the strategic level, decision-
making is most often used in DSS through the macroscopic meta-model, as well as 
expert evaluation. In this case, DSS is used to furnish politicians with UTS-related 
solutions at a high abstraction level, without any particularization at a local level. At 
the tactical and operational level, decision-making is the most reasonable DSS based 
on the microscopic and mesoscopic modelling. Such kind of DSS is intended  
for planning at the level of individual fragments of UTS, traffic control, traffic light 
control, high-speed mode, etc. In addition, there are DSS designed for control and 
prevention of accidents and incidents on the roads and traffic control in specific situa-
tions. 
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Especially, using of microscopic models (MM) repositories in model-driven DSS 
allows one to get a comprehensive idea of the upcoming changes on the global and 
local level of UTS and assess the impact on their subsequent implementation, and as a 
result to improve decision-making by the responsible person [1-3]. However, despite 
the obvious advantages, the using of MM as a part of DSS is studied poorly, and they 
are rarely used due to the complexity of the model structure and its application, as 
well as high requirements to the data [4].  

The authors’ research [5, 6, 7] is devoted to several aspects of MM application as a 
part of DSS. There are provided several procedures that can be used for simplifying 
the MM application and that support the semi-automated processes of data prepara-
tion, actualisation and transition from databases to MM and back to DSS repositories. 
It will make the MM based DSS more attractive for decision makers at tactical and 
operational level of decision making regarding UTS planning, development and oper-
ation.  

The main attention in this article is paid to the problem of the data actualisation. 
There is demonstrated the idea of that problem solving by means of the models of 
different kind of applications and presented the results of this idea approbation with 
the example of the regression model (RM) application.  

2 Literature Review of UTS Model-Driven DSS and the 
Experience of MM Application  

The idea of model-driven DSS application for UTS planning, management and con-
trol was considered by different scientists (see the review in [8]). Juan de Dios 
Ortuzar in his monograph [2] describes the role of DSS in transportation system man-
agement and planning; he paid special attention to modeling application as a part of 
decision-making. Barcelo in [1] considered the DSS for the Madrid UTS management 
by using the models implemented in AIMSUN and GERTRAM software. Ulied and 
Esquius in [9] considered the framework of DSS meant for the European transport 
system management and control. Soo et.al in [10] presented the DSS framework 
providing a holistic framework to perform analytical assessments of integrated emer-
gency vehicle pre-emption and transit priority systems. 

The leaders in DSS implementation are the U.S., Spain, Germany, and the UK. For 
instance, a new adaptive control DSS was described in the paper published in the 
magazine “Traffic Engineering & Control” [11]. This system is used in New York 
City and combines adaptive control of traffic lights in real-time mode and some oper-
ators who are involved in the process. Another example is the activities of ICM (Inte-
grated Corridor Management) in San Diego (California, USA). Within the framework 
of the ICM implementation, a DSS is created which integrates both the inclusive 
communication system and the formulation of inter-jurisdictional agreements. At the 
heart of the DSS is simulation-based prediction system AIMSUN Online [12].  
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DSS used in today's practice of decision-making in transport planning are mainly 
based on macroscopic models – the use of microscopic models in this context is given 
little attention. There are only several examples of DSS that incorporate MM: 
CAPITALS/MADRID [1], SCOOT [13], SCATS [3], ICM AMS [12], TRIM [14], 
ROMANSE [15]. The reason of these is the so called “no popularity” - there are still a lot 
of unsolved and non-completely investigated problems, such as:  

 combined use of different types of models and the MM integration as a part 
of DSS;  

 inevitable obsolescence of the data and the models stored in repositories and 
DSS databases; 

 organization of the data and model actualisation in case of fragmentary 
measurements of the data in a real system (usually, there is considered the 
system with systematic data collection in a real system) or in case of their 
absence (for instance, consideration of a new solution); 

 etc. 

In authors’ opinion, these unresolved issues are the main reasons of why MM is 
rarely used in DSS. This paper is devoted to the last issue of those listed above.  

3 Conception of MM Traffic Volume Actualisation on the Base 
of Fragmentary Data Measuring 

The main tasks of DSS are the following:  

 provision of storing and access to the data required for UTS planning and 
control tasks;  

 knowledge storing in knowledge bases and providing access to it;  
 models storing in the model repositories and organizing access to them;  
 ensuring the user interface to provide for data input by users;  
 ensuring manipulation with the models and data;  
 presentation of the output results in graphic and textual forms or in the form 

of generalized reports.  

MM used as a part of DSS for UTS planning provides for the following benefits 
and capabilities:  

 an opportunity of a more careful investigation of the causes of traffic conges-
tion occurrence, and the possibility of locating UTS bottlenecks more pre-
cisely;  

 a possibility of conducting a more detailed analysis of the consequences of 
the proposed strategic decisions at a local level and refining them more in 
detail as follows: selecting  interchanges of engineering solutions, optimiz-
ing the operating plan of traffic light controllers and organizing the traffic 
flow, regulating operation of public transport etc. 
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Careful reproduction of UTS properties by MM involves with itself using of different 
kinds of data: about UTS network, traffic properties and its organization, public transport 
scheduling and routing, pedestrian flows organization etc. DSS should provide the com-
munication between databases, data warehouses, data marts on the one hand and MM on 
the other hand. A possible scheme of its organization is presented in Fig.1.  

 

Fig. 1. Organization of access to the data and models 

Unlike the macroscopic model, the MM application means the usage of wide range 
of different data. Taking into account that at the micro-level the traffic properties and 
UTS network configuration are changing faster than at macro-level, both the data in 
databases and the models in repositories are needed for a frequent actualisation. The 
traffic volumes especially require more frequent updating. Let us consider two com-
mon situations:  

1. It is necessary to estimate the influence of new solutions on one UTS frag-
ment on the traffic volume of neighboring. The researcher can have the mi-
croscopic models of considered UTS fragments, but he has not the possibility 
to connect them together to transmit the new volumes of traffic. 

2. It is necessary to repeat the investigation of UTS fragment based on a previ-
ously created simulation model and with preliminary knowledge about the 
changed situation. 

In the first case the traditional solution is either expensive or does not exist at all. 
In the second case, it is possible either to conduct the repeated UTS survey implemen-
tation, or to apply the UTS macroscopic model as a source of data. The disadvantages 
of these approaches are the following: the first approach is very expensive and there is 
no possibility to implement it in UTS on constant basis, but the second one is possible 
only in case of such model existing. The paper presents the alternative conception, 
which is based on three main stages: 

1. The conduct the fragmentary traffic flow volume measuring on some frag-
ments of UTS. 
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2. To predict the new traffic flow volume on others UTS fragments using the 
fragmentary measurements of traffic and special approximation model. 

3. To transfer the updating data regarding traffic volume to the input of MM 
and apply the simulation. 

The key question of that approach: to find the approximation model that can de-
scribe the dependences between UTS fragments traffic flow volumes without detailed 
reproduction of UTS properties (Fig.2). The second requirement is very important 
because it is supposed that that kind of model will not be needed in actualisation as 
often as MM. 

 

Fig. 2. Illustration of the idea of approximation model application for the dependence between 
traffic volumes approximation 

The authors proposed the idea to apply for that either regression models or artifi-
cial neural networks and there is expounded the idea of RM application in the offered 
paper. This approach has been developed and approved on simulation model that 
constructed in the frame of the project “Pedestrian and Transport Flows Analysis for 
Pedestrian Street Creation in Riga City” in 2011[5]. The holistic set of procedures for 
the use of RM for updating the existing traffic data and obtaining the new one were 
developed in [6].  

4 Data Actualisation for MM on the Basis of Regression Models 

Let us have at the time moment  in the DSS models repositories M the subset of 
models { }, = 1. .8 presented on Fig.3 and the data ( ) for these models col-
lected at the fixed time moments , < . At the time moment  the data ( ) 
may be needed in actualisation. Let us have a model ( ) for some fragment i of 
UTS created/updated at time . It is necessary to analyse the influence of throughput 
capacity of the fragment of UTS i on the other fragments lying at the same distance 
from the considered one. Let us denote the other fragment as j, = ± , where k – is 
a number of crossroads located between  crossroad i and j, k=2..n (Fig.3). It is neces-
sary to simulate the new output traffic volumes from UTS fragment i and to estimate 
the influence of this traffic flow volume on the level of congestion of the other UTS 
fragment j using the corresponding simulation model.  

Several alternatives of possible situations have been formulated for planning the 
experiments and there was determined the set of factors for regression modelling. 
There were considered different types of streets, the distance between crossroads, the 
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number of RM that can be used for that problem, etc. In general the plan of experi-
ments was included 16 different set of factors (experiment scenario). The implemen-
tation of each experiment for regression modelling includes the following steps:  

 to form a sample of dependent and independent variables based on the aver-
age values of traffic flow volumes and the existing simulation model;  

 to check samples for homogeneity; 
 to separate the generated samples into two subsamples: for RM creation and 

for checking their approximation quality; 
 to estimate the parameters of RM and to analyse the model quality; 
 to make the decision about the possibility of its application for the data actu-

alisation based on the quality analysis results. 

The following statistics were used for the RM quality analysis:  – adjusted coef-
ficient of multiple determination, F-test – Fisher test, SEE – standard error of estima-
tion; for the approximation quality testing: the root mean square error (RMSE), the 
root mean square normalized error (RMSNE), the 95% confidence interval (CI) and 
the 95% tolerance interval (TI). Let us consider two typical examples.  

The first example concerns the crossroads disposition which presented in Fig.3. The 

dependent variable is   ( )  – the volume of output traffic flow from intersection 

N3. The independent variables are ( )and  ( ), ( ) and   ( ), x( ) and   ( ) – the 
volume of input traffic flows of intersections N1, N2 and N3, accordingly. The analysis 
demonstrated that the number of independent variables can be decreased and the obtained 
results are presented in Table 1. 

 

Fig. 3. Scheme of the crossroads location 

Table 1. Characteristics of the quality of obtained RM for the case on Fig.3 

  ( )∗ = 78.70 + 0.268 ∙ ( ) + 0.402 ∙  ( ) 
 

 F p-level SEE RMSE RMSNE Obtained/ 
Predicted 

95% CI 95% TI 

0.73 106.55 <0.05 13.02 12.94 0.033 386/400 (396;404) (374;427) 

 
Thus it can be concluded by the values of  , F-test and p-level that the RM gen-

erally is qualitative. The values of RMSE (12.94), and RMSNE (0.033) are satisfacto-
ry. The RM was tested for data prediction. In all cases the tolerance interval covers 
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the obtained values of output traffic volume    ( ) . The obtained results are 
satisfactory and on the basis of estimated RM and fragmentary data measurements 
new values of the volume of input traffic flow arriving at neighboring intersection can 
be obtained.  

The second example illustrates RM application for approximation of the depend-
ence of the input traffic flow on the other traffic flows located at some distance from 
each other at the different levels (roads) according to the main street of UTS (case 2, 
Fig.4).  

 
 

Fig. 4. Two-stage application of RM for UTS fragment j input traffic flow volume prediction 

There are two fragments of UTS: the i-th fragment consists of intersections N3 and 
N4, the j-th one includes intersection N2; fragments were located at a distance from 
each other and at different levels. It is assumed that the simulations models of these 
UTS fragments exist. It is necessary to test the hypothesis for RM approximating the 
influence of the output traffic of the i-th UTS fragment to the value of the input traffic 
flow of j-th UTS fragment of the transport network. It was suggested that this prob-
lem can be solved by using two RM (Fig.4): 

• the RM N1 – the dependence of the output traffic of intersection N6 on the 
values of the output traffic of UTS fragment i and other input flows; 

• the RM N2 – the dependence of the input traffic flow of UTS fragment j on 
the value of the output traffic intersection N6 and other input flows. 

The results of created models are presented in Table 2. The experiment demonstrated 
the positive results of two RM applications to approximate the traffic flows of two frag-
ments of UTS, located at a distance from each other and at different levels. 

Table 2. Characteristics of obtained RM quality 

RM  F p-level SEE RMSE RMSNE Obtained/
Predicted 

95% CL 95% TL  

N1 0.88 161.19 <0.05 13.244 12.02 0.041 336/331 (326;335) (304;358) 
N2 0.907 202.55 <0.05 6.067 5.88 0.022 315/312 (309;316) (300;325) 
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5 Results Discussion   

The following findings of the implemented experiments were obtained: 

1. The RM can be used to approximate the dependence of output traffic flow of 
one of the intersections on the value of traffic flow volumes of other intersec-
tions. It can be used for two, sometimes three intersections (no more). The 
intersections or group of intersections can be located at some distance and ei-
ther at the same or different level on the streets covered by UTS. 

2. A preliminary analysis of the structure of traffic flows affecting the situation 
on the given intersection is necessary for building RM, and it’s desirable to 
include into the model the variables corresponding to all input and output 
flows of the intersection, with the stepwise elimination of insignificant fac-
tors from the model.  

3. The results of the output flows prediction can be used as input data of anoth-
er RM for evaluation of the output of another traffic intersection.RM being 
easy-to use and not time-consuming for updating data can be mentioned as 
the advantages of RM application.  

4. Some limitations with respect to operation can be mentioned, too – in partic-
ular: the proposed procedures work good if the approximation is performed 
with regard to dependence of traffic flows located not far from each other. 
The greater the distance, the worse the result. It is reasonable to apply data 
updating by using RM if intersections are located at one level, i.e., at a dis-
tance not exceeding 2-3 crossroads; if intersections are located at different 
levels – at a distance not exceeding 6 intersections. 

6 Conclusions  

The research was dedicated to the problem of MM application as a part of model-
driven DSS aimed at decision-making support according to UTS planning. The rare 
use of microscopic models in the planning stage is explained by the complexity of the 
technology simulation, the additional data requirements, as well as additional re-
quirements to the user of these models. However, it can be assumed that the use of 
microscopic simulation in the planning stage can enrich decision-makers with infor-
mation enabling one consider a plan of solving the existing problems and a more de-
tailed organization of UTS descended from abstract-making at the strategic level to a 
more detailed and specific design study at the tactical level.  

On substantiation of one of the major problems of MM credibility – i.e., the data 
quality on the basis of the theoretical and practical analysis, – the possibility of using 
a DSS based on data updating procedures relying on regression models have been 
proposed and experimentally investigated.  

The authors proposed the RM application for the data actualisation and new obtain-
ing, and considered several task settings for realization of such approach: 
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 data actualisation for MM of UTS fragments that are on one street and 
on different ones; 

 data obtaining for analysis of new solutions’ influence on the neighbour-
ing fragments of UTS (both for UTS fragments located at the same level 
(road) and the different one). 
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Abstract. A lot of mathematical approaches are used in importance analysis, 
which permits to investigate influence of system component state changes on 
the system reliability or availability. One of these approaches is Logical Differ-
ential Calculus, in particular Direct Partial Boolean Derivatives. A new algo-
rithm for the calculation of Importance Measures with application of Direct  
Partial Boolean Derivatives is proposed in this paper. This algorithm is devel-
oped based on parallel procedures. 

Keywords: Importance measures, Direct Partial Boolean Derivatives, matrix 
procedures, parallel algorithm. 

1 Introduction 

Consider a system of n components. From reliability point of view, the system and all 
its components can be in one of two possible states: functional (presented as 1) and 
failed (presented as 0). The mathematical dependency between the system state and 
states of its components can be defined by the structure function [1]: 

 φ(x1, x2,…, xn) = φ(x): {0, 1}n→{0, 1}, (1) 

where xi is the state of component i, for i = 1,2,…,n, and x = (x1, x2,…, xn) is a vector 
of components states (state vector). 

Every system component is characterized by probability pi (represents the availa-
bility of component i) and probability qi (defines its unavailability): 

 pi = Pr{xi = 1},   qi = Pr{xi = 0},   pi + qi = 1. (2) 

When the system structure function and availabilities of all system components are 
known, then system availability/unavailability can be computed as follows [2, 3]: 

 A = Pr{φ(x) = 1},   U = Pr{φ(x) = 0},   A + U = 1. (3) 

The availability is one of the most important characteristics of any system. It can 
also be used to compute other reliability characteristics, e.g. mean time to failure, 
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mean time to repair, etc. [2, 3]. But they do not permit to identify the influence of 
individual system components on the proper work of the system. For this purpose, 
there exist other measures that are known as Importance Measures (IM). The IMs are 
used in part of reliability analysis that is known as importance analysis. The compre-
hensive study of these measures has been performed in work [4]. IMs have been 
widely used for identifying system weaknesses and supporting system improvement 
activities from design perspective. With the known values of IMs of all components, 
proper actions can be taken on the weakest component to improve system availability 
at minimal costs or effort. 

There exist a lot of IMs, but the most often used are the Structural Importance (SI), 
Birnbaum’s Importance (BI), Criticality Importance (CI) and Fussell-Vesely Im-
portance (FVI) (Table 1). 

Table 1. Basic Importance Measures 

Importance Measure Meaning 

SI 
The SI concentrates only on the topological structure of the 
system. It is defined as the relative number of situations in 
which a given component is critical for the system activity 

BI 
The BI of a given component is defined as the probability that 
the component is critical for the system work. 

CI 
The CI of a given component is calculated as the probability 
that the system failure has been caused by the component fail-
ure, given that the system is failed. 

FVI 
The FVI of a given component is defined as the probability that 
the component contributes to the system failure probability. 

 
Different mathematical methods and algorithms can be used to calculate these in-

dices. Ones of them are Direct Partial Boolean Derivatives (DPBDs) that have been 
introduced for importance analysis in paper [5]. In paper [1], the mathematical back-
ground of DPBDs application has been considered. But efficient algorithm for com-
putation of DPBDs has not been proposed. In this paper, a new parallel algorithm for 
the calculation of a DPBD is developed. 

This paper has the next structure organization. In section 2, the general definition 
of a DPBD is provided. The definition and calculation aspects of IMs (Table 1) based 
on DPBDs are considered in this section too. In section 3, the development of the new 
parallel algorithm for DPBD calculation is considered. This algorithm is developed by 
the transformation of initial definition of a DPBD into matrix form. Based on the 
matrix definition of the DPBD, the new parallel algorithm is proposed. 

As alternative result for the new algorithm, algorithms in [6] can be considered. 
The authors of the paper [6] proposed algorithms for calculation of a DPBD based on 
the structure function representation by a Binary Decision Diagram (BDD) that in-
cludes parallel procedure too. But the algorithms in [6] need a special transformation 
of initial representation of the structure function into a BDD, and this increases the 
computation complexity. 
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2 Importance Analysis 

2.1 Direct Partial Boolean Derivatives 

A DPBD is a part of Logical Differential Calculus [1, 7, 8]. In analysis of Boolean 
functions, a DPBD allows identifying situations in which the change of a Boolean 
variable results the change of the value of Boolean function. In case of reliability 
analysis, the system is defined by the structure function (1) that is a Boolean function. 
Therefore, a DPBD can be used for the structure function analysis too. In terms of 
reliability analysis, a DPBD allows investigation the influence of a structure function 
variable (=component state) change on a function value change (=system state). 
Therefore, a DPBD of the structure function permits indicating components states 
(state vectors) for which the change of one component state causes a change of the 
system state (availability). These vectors agree with the system boundary states [1, 5]. 

DPBD ∂φ(j → )/∂xi(a → ā) of the structure function φ(x) with respect to varia-

ble xi is defined as follows [8]: 

  (4) 

where φ(ai, x) = φ(x1, x2,…, xi-1, a, xi+1,…, xn), a, j ∈ {0, 1} and ↔ is the symbol of 
equivalence operator (logical bi-conditional). 

Clearly, there exist four DPBDs for every variable xi [1, 7, 8]: 

 , , , and .  

In reliability analysis, the first two DPBDs can be used to identify situations in which 
a failure (repair) of component i results system failure (repair). Similarly, the second 
two DPBDs identify situations when the system failure (repair) is caused by the i-th 
component repair (failure). The second two derivatives exist (are not equal to zero) 
for a noncoherent systems [1]. In this paper, coherent systems are taken into account 
only. These systems meet the next assumptions [4]: (i) the structure function is mono-
tone, and (ii) all components are independent and relevant to the system. 

For example, consider a system of three components (n = 3) in Fig. 1 with structure 
function: 

 φ(x) = AND(x1,OR(x2, x3)). (5) 

The influence of the first component failure on the system can be analyzed by 
DPBD ∂φ(1→0)/∂x 1(1→0). This derivative has three nonzero values for state vectors 
x = (x1, x2, x3): (1→0, 1, 1), (1→0, 0, 1) and (1→0, 1, 0). Therefore, the failure of the 
first component causes a system breakdown for working state of the second and the 
third component or working state of one of them. The system is not functioning if  
the second and the third components are failed and, therefore, a failure of the first 
component does not influence system availability. 
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Fig. 1. The system example with its structure function 

2.2 Importance Measures and Direct Partial Boolean Derivatives 

In reliability analysis, the structure function and the system components are used in-
stead of the Boolean function and the Boolean variables, respectively. Using this co-
incidence, the authors of the papers [1] have developed techniques for analysis of 
influence of individual system components on system failure/functioning using 
DPBDs. Let us summarize the definitions of IMs (Table 1) for the system failure 
based on DPBDs. 

The SI of component  is defined as the relative number of situations, in which the 
component is critical for system failure. Therefore, the SI of component  can be de-
fined by DPBD ∂φ(1→0)/∂x i (1→0) as the relative number of state vectors for which 
the considered DPBD has nonzero values [1, 5]: 

 , (6) 

where is a number of nonzero values of DPBD ∂φ(1→0)/∂x i(1→0) and 2n-1 is 

a size of the DPBD. 
Similarly, the modified SI, which takes into account the necessary condition for 

component being critical, can be defined as follows [1, 5]: 

 , (7) 

where is a number of state vectors for which φ(1i, x) = 1. 

The BI of component  defines the probability that the -th system component is 
critical for system failure. Using DPBDs, this IM can be defined as the probability 
that the DPBD is nonzero [1]: 

 . (8) 

A lot of IMs are based on the BI, e.g. the CI, Barlow-Proschan, Bayesian, redun-
dancy, etc. For example, the CI is calculated as follows [4]: 
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 , (9) 

where qi is component state probability (1) and U is the system unavailability. 
The FVI takes into account the contribution of a component failure to system fail-

ure [4]. This contribution is computed based on Minimal Cut Sets (MCSs), which 
correspond to minimal sets of components whose simultaneous failure result system 
failure. Using MCSs, the FVI of the i-th component is defined as the probability that 
at least one MCS containing component i is failed, given that the system is failed [4]: 

 , (10) 

where MCS(xi) represents the event when at least one MCS that contains component i 
is failed. 

MCSs can also be expressed in the form of state vectors. These vectors are known 
as Minimal Cut Vectors (MCVs). A state vector x is a MCV if φ(x) = 0 and 

for any  [2, 9]. Based on the investigation in paper [9], the FVI can be defined 

using MCVs as follows: 

 , (11) 

where MCV(xi) is a set of all MCVs for which xi = 0. 
According to [9], a state vector x is a MCV, if every variable meets one of the fol-

lowing two conditions: (a) DPBD  has a nonzero value for state 

vector x, or (b) DPBD  does not exist for this state vector. 

The condition (a) agrees with the definition of a MCV that supposes that φ(x) = 0 
and  for any  < x. The condition (b) assumes that xi = 1 and, therefore, 

DPBD  for the state vector x does not exist. 

Therefore, DPBDs  with respect to every variable of the 

structure function are calculated for the indication of MCVs. The intersection of these 
derivatives identifies the state vectors that are MCVs.  

Consider some computational aspects of MCVs calculation based on DPBDs. It is 
known that the DPBD with respect to variable xi does not depend on this variable [1, 
8]. The derivative  is defined only for state vectors 

 and cannot be computed for state vectors that have the form 

of . According to conditions (a) and (b), analysis of non-

existing values of the DPBD is supposed in the calculation of MCVs. Definition of 
DPBD (4) is transformed and non-existing values of DPBD will be marked using a 
special symbol “*”: 
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 . (12) 

For example, consider the system of three components in Fig. 1. All derivatives 
for this structure function are calculated according to (12) in 

Table 2. There are two MCVs for this system: (0, 1, 1) and (1, 0, 0). These MCVs are 
identified based on the intersection of all DPBDs. The rule for the intersection of two 
DPBDs (12) with respect to two different variables x i  and x j  is defined in Table 3 [9].  

Table 2. Calculation of MCVs using DPBDs (12) 

x1  x2  x3 ∂φ(0→1)/∂x1(0→1) ∂φ(0→1)/∂x2(0→1) ∂φ(0→1)/∂x3(0→1) The intersection 

0  0  0 0 0 0 0 

0  0  1 1 0 * 0 

0  1  0 1 * 0 0 

0  1  1 1 * * 1 

1  0  0 * 1 1 1 

1  0  1 * 0 * 0 

1  1  0 * * 0 0 

1  1  1 * * * * 

Table 3. Defining the intersection of two DPBDs (12) 

Value of  

∂φ(0→1)/∂x i (0→1) 

Value of ∂φ(0→1)/∂x j (0→1) 

* 0 1 

* * 0 1 

0 0 0 0 

1 1 0 1 

 
To illustrate the calculation of all IMs using DPBDs consider the system in Fig. 1. 

Values of IMs for this system are computed in Table 4. According to these IMs, the 
first component has the most influence on the system failure from point of view of the 
system structure, because the values of the SI, MSI and BI are greatest for this com-
ponent. The CI is maximal for the second and third components and, therefore, it 
indicates the first component as non-important taking into account the probability of 
failure of this component (it is minimal for this component, i.e. q1 = 0.10). The FVIs 
implies that the second and third components contribute to system failure with the 
most probability. 

So, DPBDs are one of possible mathematical approaches that can be used in im-
portance analysis, and they allow us to calculate all often used IMs (Table 1). Mathe-
matical background of its application for the definition of IM has been considered in 
papers [1, 5]. In this paper new algorithm for the calculation of DPBD based on a 
parallel procedure is developed. 
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Table 4. IMs for the system in Fig.1 

Component 
Probability of  

component state, pi 
SIi MSIi BIi CIi FVIi 

x1 0.90 0.75 1.00 0.90 0.46 0.52 

x2 0.70 0.25 0.50 0.32 0.49 0.54 

x3 0.65 0.25 0.50 0.27 0.49 0.54 

3 Parallel Algorithm for the Calculation of Direct Partial 
Boolean Derivatives 

One of possible way for the formal development of parallel algorithms is transform 
mathematical background into matrix algebra. Therefore, consider DPBD (4) in ma-
trix interpretation. As the first step in such transformation, the initial data (structure 
function) has to be presented as a vector or matrix. 

The structure function is defined as a truth vector (Fig. 2) in matrix algorithm for 

calculation of DPBD. It is column of a truth table of function X = [x(0) x(1) … x(2n-1)]T, 
where x(i) is value of a function φ(x) for state vector x = (x1, x2,…, xn) = (i1, i2,…, in) 
((i1i2…in) is binary representation of the parameter i, 1 ≤ i ≤ 2n-1). 

 

 

Fig. 2. Truth vector of the structure function 

For example, the truth vector of the structure function for the system in Fig. 1 is: 

 X = [x(0) x(1) x(2) x(3) x(4) x(5) x(6) x(7)]T = [0 0 0 0 0 1 1 1]T.  

The value of the function can be defined by the truth vector unambiguously. Con-
sider the truth vector element x(5) = 1. The state vector for this function value is de-
fined by the transformation of the parameter i = 5 into binary representation: i = 5 
⇒(i1, i2, i3) = (1, 0, 1). Therefore, the truth vector element x(5) = 1 agrees with the 
function value  φ(1, 0, 1) = 1. 

A Truth Vector 

 
 

x(0) 
x(1) 
x(2) 
… 

x(2
n
-2) 

x(2
n
-1)

A Truth Table  

Values of variables, 
x1, x2,…,  xn-1, xn 

Function values, 
   φ(x) 

 
0    0   …   0     0 

  
  x(0) 

0    0   …   0     1   x(1) 
0    0   …   1     0   x(2) 
          . . .     . . . 
1    1   …   1     0   x(2

n
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1    1   …   1     1   x(2
n
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The truth vector of DPBD (derivative vector) is calculated based on the truth vec-
tor of the structure function as: 

 , (13) 

where P(i,l) is the differentiation matrix with size 2n-1×2n that is defined as: 

 , (14) 

and M(w) is diagonal matrix with size 2w×2w,  is the vector for which l = s for the 

matrix  and l =  for matrix , and ⊗ is the Kronecker product [10]. 

Note that the calculation  and  in (13) agrees with the definition 

of state vectors for which the function value is j and , respectively. The matrices 

 and  allows indicating variables with values a and , respectively. The 
operation AND (∧) integrates these conditions. 

DPBD ( ) does not depend on the 

i-th variable [8]. Therefore, the derivative vector (13) has size of 2n-1. 
Consider an example for calculation of derivative vector ∂X(1→0)/∂x1(1→0) for 

the structure function with the truth vector X = [0 0 0 0 0 1 1 1]T (it is the truth vector 
of the structure function of the system depicted in Fig. 1). According to (14), the rule 
for the calculation of this derivative is: 

 , (15) 

where matrices  and  are defined based on the rule (14) as: 

  and .  

The derivative vector ∂X(1→0)/∂x2(1→0) has three nonzero values that imply that 
the change of the structure function value from 1 to 0 is caused by change of the first 
variable value from 1 to 0 if the values of the second and third variable are 1, or one 
of these variables has 0-value and other has value 1.  In term of components states and 
the system availability, the DPBD indicate three state vectors x = (x1, x2, x3): 
(1→0, 1, 1), (1→0, 0, 1) and (1→0, 1, 0). Therefore, the failure of the first component 
causes a system breakdown for working state of the second and the third components 
or working state of one of them.  This result is equal to result that has been calculated 
by definition (4) for DPBD ∂φ(1→0)/∂x1(1→0). 

A matrix procedure can be transform in parallel procedure according to [10]. 
Therefore the equation (13) can be interpreted by parallel procedure. For example, the 
flow diagrams for the calculation of the derivative vectors ∂X(1→0)/∂x1(1→0), 
∂X(1→0)/∂x2(1→0)and ∂X(1→0)/∂x3(1→0) for the structure function (5) according 
(13) are presented in Fig. 3. These diagrams illustrate the possibility to use parallel 
procedures for the calculation of DPBD.  
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Fig. 3. Calculation of DPBDs based on parallel procedures 

4 Conclusion 

In this paper the new algorithm based on the parallel procedures is proposed. All most 
often-used IMs (Table 1) can be calculated based on this algorithm according (6) – 
(11). The computational complexity of the proposed algorithm is less in comparison 
with algorithm based on the typical analytical calculation (Fig. 4). 

The proposed algorithm for the calculation of IMs based on the parallel procedures 
can be used in many practical applications. The principal step in these applications is 
representation of the investigated object by the structure function. As a rule the struc-
ture function is defined based on analysis of the structure of investigated object.  
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Abstract. The article contains a method for distributing containers on the yard 
while unloading a container train. The method assumes a definition of the se-
quence of operations and their adjustment to the time of the container stay on 
the yard. As compared to the traditional approach to the issue, the proposed 
method allows for saving the load service time and further savings connected 
with the machine service cost. 

Keywords: service process, container transport, container terminal. 

1 Introduction 

Intermodal transport can be defined as the successive use of various modes of trans-
portation (road, rail, air and water) without any handling of the goods themselves 
during transfers between modes. It is a form of freight transport, which is becoming 
more and more popular. Such a method of transport in intercontinental relations is a 
very complex process, which involves over ten means of transport, several cases of 
overloading and a total storage time of over ten days at container ports and land ter-
minals. Container terminals are an important element of this process. 

Marine terminals should function in a way that allows for reducing the time of 
loading units at the terminal to the necessary minimum. This is caused by the necessi-
ty to obtain a high throughput as a result of infrastructural conditions and the assumed 
container turnover. The use of refined overloading technologies, such as full automa-
tion of the process, makes it possible to significantly reduce the load service time, 
eliminate errors and increase the safety level of the process. There are very expensive 
technologies which are not broadly used. At smaller ports, a high throughput is ob-
tained by rationalization of actions. Growing rates for storage of loads at the port are a 
factor, which forces load recipients to look for savings. 

Land terminals, on the other hand, combine transport and storage functions. In this 
case, the rates for storing empty or loading containers are degressive. Both types of 
containers are stored in one storage space. The problem, which occurs in intermodal 
overloading nodes, is the adoption of an appropriate storage method for intermodal 
units, i.e. the implementation of the container storage process so that it is not neces-
sary to translocate them to another storage place. Such a situation occurs very often at 
intermodal modes if containers are stacked, there is a high turnover volume and deci-
sions are made intuitively. This is the cause of the generation of additional costs and 
sometimes it makes it necessary to move a container even several times. 
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Both technologies and terminal design principles do not provide any clues as to the 
method of management of the flow of load units. However, the operation of land con-
tainer terminals is much different from typical container ports, about which a lot of 
information can be found in the literature, e.g. [3]. 

In recent years, research has been conducted on the functioning of intermodal ter-
minals. Attention is drawn to the effectiveness of the terminal functioning in study 
[12]. It was emphasized that the effectiveness of the entire service is the most im-
portant in the competition with road transport. Simulation tests of the terminal opera-
tion were conducted, including the selection of the appropriate type and quantity of 
equipment to serve a specific number of containers. In some studies, attention is paid 
to quite new technologies. The study [16] presents the functioning of an automated 
container terminal, which is designed to reduce the number of operations at the termi-
nal. This should result in the reduction of costs and in increased reliability and re-
duced service times. Detailed issues on this area are contained in study [5]. 

The problem of planning the unloading of a container train was discussed in the ar-
ticle [3]. The authors considered the problem of planning the operation of cranes for 
various tasks (storage order, wagon-semi-trailer overloading). The issue of unloading 
from parallel tracks on the rail terminal was also analyzed in [1]. The schedule of the 
crane operation at an intermodal overloading node was considered in [2] and [14]. 
The train loading planning using the “robust approach” was presented in [4]. The slot 
optimization in trains was also dealt with in [11]. In this study, it was assumed that it 
was optimization connected with the organization and costs. It was emphasized that 
the use of optimization methods in slot allocation is the basis for effective use of 
space in wagons. 

Literature pertaining to the organization of intermodal terminal operation also deals 
with the problem of scheduling road transport in intermodal transport [12]. 

A simulation analysis was conducted in [10], which was aimed at finding balance 
between the required service level, costs and train (service) delays. Interesting simula-
tion algorithms are presented in [6] and [8]. 

The literature also includes studies on the optimization of the load service process 
in container-type installations. This optimization pertains to, amongst other things, to 
the energy intensity of the logistic process [15]. An important topic undertaken in 
scientific studies includes the operation, reliability and safety of the load service pro-
cess. As far as safety level estimation methods are concerned, [7] and [9] are an inter-
esting proposal, where an analysis of the Petri net lies in the transport process. An 
interesting approach was also proposed in [14] and [15], where fuzzy logic was used 
to estimate the system susceptibility to damage. 

Despite of various analyses of the work modelling issue at an intermodal overload-
ing node, there are no studies, which would deal with the aspect of the sequence of 
unloading operations and define the sequence of operations and select the container 
storage place. The author performed his own analysis of the sensitivity of several 
most important arguments (according to container terminal operators), which influ-
ence the selection of the loading unit storage place. However, one should take into 
consideration the fact that a few dozen such arguments were formulated during previ-
ous research conducted by the author. Simulation tests confirmed that the storage 
process conducted according to specific rules may result in a much lower energy de-
mand while servicing containers. Depending on the size of the overloading node, the 
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degree of its use and the rate of the intermodal unit flow, these savings may reach up 
to 50%. 

The aim of the article is to present a method for performing work connected with 
the wagon-yard overloading of containers, which would allow for reducing the train 
service time. This method takes into account the time of container stay at the terminal 
and, by assigning service priority to them, allows for work rationalization and reduc-
tion of the number of operations connected with the movement of loads in the afore-
mentioned direction. 

Next, the article presents the principles of operations while unloading containers at 
the terminal and information to be provided when loads are placed on the yard. A 
method rationalizing overloading work in an intermodal overloading node in the wag-
on-yard direction; parameters of the operation of overloading machines and calcula-
tions comparing load service times in reality and those obtained using the method. 

2 The Procedure Diagram for Container Unloading 

The condition of containers is checked after the train enters the terminal. Next, after 
the list of containers received at the terminal is entered into the system, the load units 
are physically moved. This is done traditionally using reachstackers or container 
cranes. Containers after being taken off wagons are transported and placed on the 
container yard. Decisions on the selection of the storage place for containers are made 
by machine operators. Based on their own experience, operators make decisions on 
where a given container should be placed and in what the sequence of the perfor-
mance of the next transport order should be. 

The proposed approach to the load unit storage problem is significantly different. 
The procedure diagram is presented in Fig. 1. 

 
N - set of containers on wagons, 
Nw – set of free spaces in the storage yard, 
Pki – priority value of the ith container to be unloaded, 
Pki – priority value of the ith container, 
Tti->j - time of placing the ith container at the jth place 
Tti->j - set of times of placing the ith container at the jth place 
 
After wagons are rolled on the terminal, information is entered into the system 

about the sequence of container placement on the wagons. On the basis of prior noti-
fication or the known round trip, i.e. information about the date of releasing the con-
tainer for road transport, the priority of further overloading operations is defined. 
Containers which will be kept at the terminal for the longest time are served first. The 
containers which will stay at the terminal for the shortest time are the last to be over-
loaded. In this way, containers which were unloaded later will be situated in higher 
layers and will be available for loading onto a semi-trailer immediately. 
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During more than 800 observations, the distance of transportation was measured 
and time recorded. Table 1 shows summary information for the group of observations. 

Table 1. The overall results of the observation 

Operation Mean value Std deviation Variance 

Setting up the drive [s] 17.98 8.48 71.94 

Drive [s] 28.45 20.49 419.87 

Distance (without.) [m] 54.04 38.37 1472.23 

Setting to download and 
download [s] 

15.57 6.00 36.02 

 
As can be seen from the data presented in the table 1, most of the time during the 

execution of the discharge cycle takes a ride with the cargo, immediately after driving 
without a load. The total cycle takes an average 133s reloading, while driving is more 
than 62s. It can be seen here that one of the fundamental option of shortening the 
cycle is a shortened drive to and with the container. Reloading cycle-times differ de-
pending on the relationship of handling. Table 2 and Table 3 present results for han-
dling relationships and track - first floor, and track - the fourth floor.  

Table 2. Results of the unloading in relation I track – I floor 

Operation Mean value Std deviation Variance 

Setting up the drive [s] 16.76 8.86 78.44 

Drive [s] 25.29 20.18 407.22 

Distance (without load) [m] 45.47 31.99 1023.14 

Setting to download and 
download [s] 

14.71 5.16 26.60 

Setting up the drive [s] 20.88 17.20 295.74 

Drive [s] 30.12 18.98 360.11 

Distance (with load) [m] 62.00 42.39 1796.50 

The setting for unloading 
and unloading [s] 

15.29 7.74 59.97 

 
In relationships I track - I floor, the average operating time was 123s. Like the col-

lective results, driving time was also the largest (total 55 s). Due to the experience of 
the operators, it turned out to be a very short time - away containers. Due to the visi-
bility of the container, and no need for very precise withdrawal of the unit load on the 
already standing - another - this time was the shortest of all possible relationships. 
Unloading on the fourth floor proved to be far more time-consuming. The average 
duration of the operation was over 150s; in this case, for almost one third the time, it 
took defer the load on a high level. The driving time with load was similar to those 
obtained with the unloading of the first floor: a little over 55 s.  
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Table 3. Results of the unloading in relation I track – IV floor 

Operation Mean value 

Setting up the drive [s] 22.00 

Drive [s] 31.50 

Distance (without load) [m] 50.00 

Setting to download and download [s] 11.00 

Setting up the drive [s] 14.00 

Drive [s] 26.50 

Distance (with load) [m] 20.00 

The setting for unloading and unloading 
[s] 45.50 

 
The studies lead to the following general conclusions: 

• if taking account the time of operations, it does not matter whether the 
container is deposited on level 1 or level 2. 

• postponing the level 3 lasts longer than half the level of 1-2. Putting the 
container on level 4 in comparison to the level 1 is three times longer.  
the difference between putting on levels 1 - 2 and level 3 allows for pass-
ing around 5-10m. 

• the difference between putting on levels 1 - 2 and level 4 allows the pass-
ing of about 50-60m. 

Observations of duration times of the elements of the process allowed for deter-
mining values needed to calculate the operation time according to the method. 

4 Results of Observations and Comparison 

One of container unloading example is presented in a further part of the study. The 
first column contains the number of the next container to be serviced. The second 
column contains the actual (measured) service time while the next column contains 
the calculated service value. The results achieved by method are presented in chapter 
2 and compared with observed data. 

As it can be read from the table, time saving for single movements was as high as 
over 50%. The last column in this table presents the accumulated time saved owing to 
the proposed method.  

The proposed method, however, does not always ensure a reduction in the contain-
er unloading time. In the worst case for profitability, it allowed for saving only less 
than 2 minutes. The comparative results for actual measurements and the method are 
presented in table 5. 

In this case, nearly 42% of loads allowed for reducing the container service time. 
However, in nearly 30% of the cases, worse service times were obtained when the 
procedure was followed, the remaining part includes times, which are identical for  
the theory and practice. It should be noticed that, despite obtaining similar container 
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unloading times, the places indicated by the method and actually selected by the oper-
ators were different. The operators did not take into consideration priorities assigned 
to the containers. As a result, in several cases, it was necessary to relocate containers 
so it was necessary to use additional technical and human resources and additional 
time. It was not necessary if the method was used.  

Table 4. Sample results for train service 

Container num-
ber 

Container ser-
vice time, actual, 

[s] 

Container ser-
vice time ac-
cording to the 

method [s] 

Time-saving for 
one movement

Service time 
saving, accu-
mulated value 

[min] 

1 94.4 90.54 4.09%  

2 114.81 89.00 22.48% 0.49 

3 89.81 89.00 0.90% 0.51 

… … … … … 

25 150.42 90.54 39.64% 11.71 

26 165.11 89.00 46.06% 12.98 

27 180.16 89.00 50.56% 14.49 

Table 5. Results for the minimum saving-time solution 

Container num-
ber 

Container ser-
vice time, actual, 

[s] 

Container ser-
vice time ac-
cording to the 

method [s] 

Time-saving for 
one movement 

Service time 
saving, accumu-
lated value [min] 

1 114.81 90.53 21.14%  

2 89.81 92.07 -2.52% 0.37 

3 89.4 90.53 -1.27% 0.35 

4 114.4 92.07 19.51% 0.72 

5 94.1 93.61 0.41% 0.73 

… … … … … 

21 89.44 90.54 -1.27% 1.47 

22 94.12 90.54 3.68% 1.53 

23 90.21 92.07 -2.07% 1.50 

24 89.4 90.54 -1.27% 1.48 

 
Figure 2 presents a case, in which the highest and the lowest savings were obtained 

while servicing loads for the sake of comparison. As can be seen in this figure, the 
service did not provide such promising results for the greatest savings, it was even 
lower than the lowest saving course. 
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Abstract. One of the most commonly applied optimizations to Byzantine fault-
tolerant replication is batching. Such approach involves packing multiple client 
requests into a single instance, thus reducing the per-request overhead and 
providing a potential increase in throughput. Existing solutions use either con-
stant-sized batches or determine their sizes based on the performance of the un-
derlying replication protocol. In this article we propose a different approach and 
introduce a method for selecting batch sizes that minimize the cost of crypto-
graphic operations performed by replication protocols. The results of performed 
experiments show that our method can obtain up to 50% increase in throughput 
when compared to existing batching schemes. The proposed approach can be 
applied not only in modern BFT replication protocols, but also in solutions us-
ing other fault models, as long as they use some form of message authentica-
tion. 

Keywords: Byzantine fault tolerance, batching, cryptography, state machine 
replication, distributed systems, dependability. 

1 Introduction 

State Machine Replication [15] is a technique widely used for improving the availa-
bility of distributed systems in the presence of faults. In such approach the actual 
service is replicated among a set of servers and enhanced with a protocol for coordi-
nation and consistency management. While originally proposed to tolerate benign 
faults, such as server crashes, recent studies have stressed the importance of extending 
the model to arbitrary faults. Such systems, often referred to as Byzantine Fault Tol-
erant (BFT), provide a correct service even despite the arbitrary behavior of a fraction 
of nodes, due to for instance malicious attacks [4], transient hardware errors [14, 19] 
or bugs in code [16]. As a response to an increased demand to tolerate such unex-
pected behavior, BFT protocols have recently been gaining on popularity, being de-
ployed not only in safety critical environments, but also in other solutions, such as 
replicated databases, distributed services or in the cloud (see for instance [10, 7–9,  
1, 23]).  

One of the most commonly applied optimizations to fault-tolerant replication is re-
quest batching [2, 13]. The goal of such approach is to group multiple client requests 
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into larger entities. This allows to reduce the number of messages exchanged in the 
system, leading to smaller per-request overhead and potentially higher throughput. 
Batching becomes particularly important when considering replicated systems tolerat-
ing Byzantine faults. This is because the underlying replication protocols perform 
additional cryptographic operations required to authenticate messages exchanged 
between nodes in order to guarantee their integrity [2]. While these operations are 
required to prevent faulty replicas from disrupting the service, they might take even 
several times longer than the transfer of the corresponding message between nodes. 
Consequently, optimizing the cost of cryptographic operations could reduce the 
amount of time required for a message exchange between nodes, leading to an in-
crease in throughput of fault-tolerant replication protocols.  

While batching mechanisms are currently used by the majority of Byzantine fault-
tolerant replicated state machine protocols [10, 9], the existing approaches do not 
focus directly on optimizing the cost of cryptographic operations. Instead, the batch 
sizes are usually selected based on the short-term performance analysis of the under-
lying replication protocols, using for instance a sliding window mechanism [2]. Since 
this approach requires fine-tuning the batching policy, some implementations simplify 
it by using fixed batch sizes [10]. We on the other hand propose to select batch sizes 
that would minimize the time required to authenticate the batched requests. 

In this article we contribute with the first batching method targeted for minimizing the 
cost of cryptographic operations performed by BFT replication protocols. Additionally, 
we propose an algorithm for adaptive batch size estimation, combining our method with 
the historical data on incoming requests. We verify our approach by implementing it in 
two different Byzantine replication protocols, PBFT [2] and MinBFT [20]. The per-
formed tests have demonstrated that our approach can increase the throughput of the 
underlying replication protocol up to 50% over other batching strategies used in existing 
BFT protocols. Finally, although in this article we focus mostly on protocols tolerating 
Byzantine faults, our approach can also be applied in solutions using different fault mod-
els, as long as they use some form of message authentication. 

The rest of the paper is constructed as follows. Section 2 provides the background 
on Byzantine fault-tolerant replication protocols and their batching strategies. Our 
model of cost-aware batching is introduced in section 3. Section 4 proposes adaptive 
batch size estimation combined with the introduced batching model. The description 
of performed experiments and the evaluation of results is presented in section 5. Fi-
nally, section 6 presents the related work and section 7 concludes the paper. 

2 Byzantine Fault-Tolerant Replication Protocols 

This section presents two approaches to Byzantine fault-tolerant replication and de-
scribes the way they take advantage of request batching to improve their overall 
throughput. PBFT [2] is considered to be the first Byzantine replication protocol 
whose safety does not depend on synchrony assumptions and is usually treated as a 
baseline solution in that field. The protocol requires 3f + 1 machines in order to toler-
ate up to f faulty replicas. 

The normal operation mode of PBFT consists of three all-to-all communication 
rounds, required to reach an agreement, plus an additional round to relay the result to 
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the client. To guarantee communication integrity, the exchanged messages are en-
hanced with a vector of message authentication codes (MAC), containing one element 
for every recipient of the message. Consequently, the cost of authentication increases 
linearly with the number of replicas in the system, requiring an overall of 8f + 3 mes-
sage authentication codes for processing a single message. This number can be re-
duced b times through the use of batching, where b is the batch size, i.e. the number 
of requests grouped together. The batching is performed before the first communica-
tion round and requests grouped in one batch are treated as a single message whenev-
er they are exchanged between replicas. 

The batch size in PBFT is dynamically selected using a sliding-window mechanism. 
The size of the window represents the number of previous request batches that have been 
assigned with an identifier, but have not yet been processed by the system. If the current 
window size is greater than the maximum accepted threshold, incoming requests are 
enqueued until one of the previous batches has been processed. When this is satisfied, the 
awaiting messages are grouped in a single batch and relayed to other replicas. Additional-
ly, the maximum number of messages in a batch is limited by a certain threshold. It has 
been later suggested that the efficiency of batching in PBFT can be further improved by 
using batches of a constant size for all incoming requests [10]. 

MinBFT [20] is a recent approach to designing a Byzantine fault-tolerant replica-
tion protocol using lower number of replicas and fewer communication rounds. Au-
thors use dedicated trusted service (USIG) to assign unique identifiers to outgoing 
messages. USIG is also used for authenticating the communication process using a 
HMAC algorithm. The application of a trusted component allows to reduce the over-
all number of replicas to 2f + 1 and remove one communication round, as compared 
to PBFT. This reduces the per-request overhead produced by cryptographic opera-
tions, although the cost of authentication still scales linearly with the number of repli-
cas. Finally, MinBFT reuses the batching policy of PBFT described above. MinBFT 
is often used as a reference protocol whenever new replication system with a trusted 
service is constructed [9, 5]. 

3 Cost-Aware Batching Model 

Unlike the methods described in the previous section, we propose to optimize request 
batching with regard to the cost of performed cryptographic operations, i.e. authentica-
tion of the exchanged messages. In this section we present a method for creating a batch-
ing model, which can be later used to determine how a sequence of requests should be 
divided into batches to minimize the cost of performed cryptographic operations.  

Let M be a sequence of n client requests with overall payload size s. Assume that the 
sequence is divided into a number of batches of constant size x, which in turn are sequen-
tially authenticated using the corresponding algorithm (e.g. HMAC). We denote the larg-
est time required to authenticate a message from M using batches of size x as Tmax(n, s, x). 
Additionally, Tavg(n, s, x) represents the average amount of time spent on authenticating a 
message from M. The batch size optimal with regard to the cost of cryptographic opera-
tions can be selected as the one minimizing the time required to provide authentication  
for all messages in M. Consequently, the optimal batch size for a sequence of messages 
can be selected using the function presented as equation 1, with Wm and Wa being the  
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Fig. 1. The cost-aware batching model for HMAC function 

weights of Tmax(n, s, x) and Tavg(n, s, x) respectively. Although these weights can be se-
lected arbitrarily, we have observed the best results for Wm = Wa = 0.5 and consequently 
use them in the remainder of this article. 

 )),,(),,((minarg s)BS(n, max xsnTWxsnTW avgam
x

×+×=  (1) 

The process of creating a batching model for an authentication algorithm involves it-
eratively selecting input parameters n and s, and calculating the respective value of 
BS(n,s). This is performed experimentally by authenticating messages from a sequence 
generated according to analyzed parameters, and selecting the batch size minimizing the 
equation 1 based on values Tmax and Tavg obtained for different batch sizes x. The result 
model is created based on the values of BS(n,s) obtained for different combinations of 
parameters n and s. Finally, the output function is obtained through local regression and 
sampling. A model for HMAC algorithm, computed using the approach presented above 
is shown in figure 1. A similar model needs to be computed once for every message au-
thentication algorithm used by the protocol prior to its deployment.  

4 Adaptive Batch Size Estimation 

In this section we show how the previously created cost-aware model can be used to 
optimize batching in BFT replication protocols. We do so by proposing a simple adaptive 
algorithm for selecting the batch size based on both the historical data about incoming 
requests and the batching cost model. Please note that other algorithms, such as for in-
stance tuned sliding-window [13] or optimized adaptive request batching [4], can also be 
combined with our solution to possibly obtain even further increase in throughput. 

The proposed adaptive algorithm operates in two separate modes to provide a dis-
tinction between high and low traffic. For a large inflow of requests, their number to 
arrive in a selected time interval and their overall size are approximated based on 
historical data. Based on that estimation, the cost model is used to select the size of 
the next batch. This estimate can be updated if the number of incoming requests turns 
out to differ significantly from the prognosis. 
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If the incoming traffic is considered low, or the received messages are very large, the 

algorithm provides a fallback to constant sized batching. This approach reduces the  
latency for low number of small-sized requests, since the cost model would suggest 
batching many more messages and the algorithm would constantly wait for the timeout 
before reaching the estimated batch size. Additionally, we have observed that cost-aware 
batching does not provide a significant performance increase for very large messages. 
The algorithm can switch between both modes of operation if the number of incoming 
requests or the size of their payload exceeds the assumed thresholds.  

The pseudocode for request processing with the adaptive batch size estimation is 
presented as algorithm 1. The batching process continuously collects the incoming 
requests to create a new batch (line 19), signs it and transfers to other replicas (line 
20), and uses its properties to update the estimates (line 21). The process of creating a 
batch consists of collecting incoming client requests from the queue (lines 13-16) 
until either the number of messages exceeds the estimated batch size or the creation 
time becomes greater than some assumed timeout ΔB (line 12). The function estimat-
ing the next batch size stores the parameters of the previous batch (lines 4 and 5). If 
the number of incoming requests is too small or their payload becomes too large, as 
determined by the average of the parameters of previous batches (line 6), the constant 
size batching is used (line 7). Otherwise, the next batch size is estimated using the 
cost-aware model with the average parameters of previous batches (line 9). 



588 M. Zbierski 

 

5 Experiments and Evaluation 

In order to verify our approach we have created an implementation of both PBFT and 
MinBFT according to their original descriptions. The protocols were additionally 
modified to take advantage of different batching schemes. Although PBFT originally 
uses MD5 algorithm to create message authentication codes, in our implementation 
we have replaced it with SHA-512, since MD5 is generally discouraged due to known 
safety issues [17,18]. SHA-based HMACs are already used in newer Byzantine repli-
cation protocols [20]. Finally, the variant of MinBFT protocol used in our tests bases 
on NS-USIG service, although in general the obtained results also apply to other types 
described in the original article. 

The performed tests compare the cost-aware batching method proposed in this article 
with two other approaches present in the literature. The first one is the sliding-window 
mechanism of PBFT, implemented according to the description in [2]. Similarly to the 
original solution, we have set the window size to one and assume that the next batch is 
created immediately after the previous one has been processed. The other tested approach 
is the constant size batching, with the batch size set to 10 messages, as suggested by 
Kotla et. al. [10]. Finally, wherever applicable, the results without batching are supplied 
as a reference.  

The goal of the first experiment was to compare the efficiency of the cost-aware 
batching model with other approaches for fixed sizes of request payloads. The clients 
involved in the experiment periodically issued requests of a previously assumed  
constant size. The results for PBFT with different batching methods are presented in 
figure 2, while figure 3 shows the results for MinBFT.  

The cost-aware batching has demonstrated the greatest increase in throughput in both 
protocols for all tested message sizes. The highest difference between the cost-aware 
approach and other methods can be observed for smaller messages, with a maximum 
achieved throughput higher by around 50% than for constant size batching. This is be-
cause the cost-aware method batches up to several orders of magnitude more small-sized 
requests than both sliding window and constant size batching. The results for request 
with 4kB payload are less spectacular, although the cost-aware method was still faster by 
around 5%. It is worth noting however that modern replication protocols usually transmit 
only hashes of the payload, and therefore rarely require to transfer such large messages 
during the agreement. As a result, when using SHA-512 hashing function, the typical size 
of a single message would rarely exceed 64 bytes. 

While the experiments for constant request sizes allow to analyze how batching 
mechanisms generally behave, in real systems payload sizes usually vary from request 
to request. The second experiment analyzed the efficiency of the proposed batching 
model for requests with varying payload sizes. Similarly as before, the clients period-
ically issued requests, however the sizes of their payloads were selected using random 
number generators with different probability distributions. In the first case, the pay-
load sizes in bytes were generated using a uniform distribution U(0,256), while in the 
other they were selected as absolute values of Cauchy distribution with parameters 
C(0,128). The corresponding results are presented in figures 4a and 4b respectively. 
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(a) Payload size = 0kB (b) Payload size = 4kB 

Fig. 2. Latency vs. throughput for PBFT with different batching methods 

 

 
(a) Payload size = 0kB (b) Payload size = 4kB 

Fig. 3. Latency vs. throughput for MinBFT with different batching methods 

 

 
(a) U(0,256) (b) C(0,128) 

Fig. 4. Latency vs. throughput for varying request payload sizes 
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Despite the inability to exactly determine the optimal batch size, the performed ap-
proximation method allowed for an increase in throughput over constant batching of 
around 40% for PBFT and 20% for MinBFT. What is interesting is that, unlike for 
cost-aware approach, the latencies of constant size batching for payloads generated 
using Cauchy distribution exceeded those uniformly distributed by around 25%. This 
shows that while the proportions between the throughputs obtained by both methods 
for tested distributions remain the same, the latency of cost-aware batching reacts 
better to occasional requests of very large size. 

6 Related Work 

Practical Byzantine Fault Tolerance, or PBFT [2], while not being the first protocol 
tolerating Byzantine faults, is nevertheless considered by many to be the first practical 
enough to be implemented in real distributed systems. The two main reasons for this 
are the safety guarantees in asynchronous environments and a number of applied op-
timizations such as batching or the usage of MACs for message authentication. PBFT 
is still considered a baseline in the field of Byzantine fault-tolerant replication. 

The authors of Zyzzyva [10] replaced the sliding window mechanism with a con-
stant size batching. The optimal batch size has been obtained by a trial-and-error to 
maximize the throughput of the protocol. Authors of protocols deriving from PBFT or 
Zyzzyva (such as [20-22,11,7]) also very often apply constant size batching, usually 
using the same batch size as in [10]. 

Apart from the constant size batching techniques, various adaptive methods have 
been proposed. Friedman and Hadad [6] suggested a protocol-agnostic adaptive 
batching algorithm for replicated services. In their proposition multiple messages are 
batched together whenever a node wishes to broadcast them among other replicas at 
roughly the same time. 

Santos and Shiper [13] focused on crash-fault tolerant services and provided an 
analysis of the sliding-window mechanism present in Paxos [12]. The authors opti-
mized the parameters of the Paxos batching mechanism to fully utilize the network 
bandwidth. As the sliding-window approach in Paxos is very similar to the one in 
PBFT, their findings can be extended to Byzantine fault tolerant systems. 

Sá et. al. [4] designed an adaptive request batching algorithm targeted specifically 
for Byzantine replication protocols. Their solution, designed as an extension to PBFT, 
takes into account the dynamic parameters of the computational environment, such as 
mean time between arrivals, to calculate the optimal batch size. Please note that our 
approach is non-exclusive with these adaptive batching methods and can be applied as 
an additional decision factor to potentially further increase the efficiency of those 
solutions. 

A different approach to request batching has been proposed in Zzyzx [8]. Authors 
implement a locking mechanism which uses an underlying replication protocol to 
extract a selected portion of the state and assign it to the request originator for exclu-
sive access. Zzyzx batches requests from a single client by allowing multiple opera-
tions on a set of objects after a single setup phase. 
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7 Conclusion 

In this article we have presented a different approach to request batching in Byzantine 
fault tolerant replication protocols. Instead of determining batch sizes based on the 
speed of processing or using batches of fixed size, we have proposed to focus on the 
cost of cryptographic operations. When compared to constant size batching, an ap-
proach widely used in the literature, our method achieved over 50% increase in the 
throughput while processing requests without additional payload and around 30% 
increase for requests with randomly generated payload smaller than 256 bytes. Fur-
thermore, the proposed approach has proven to provide better results even for larger 
messages.  

In the future we plan to combine our approach with other adaptive batching meth-
ods present in the literature and use factors other than total message size while deter-
mining the batch size. Additionally, we intend to analyze the behavior of our method 
in wide area networks, characterized by high transmission latency and varying band-
width. 
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Abstract. In timed Petri nets temporal properties are associated with
transitions as transition firing times (or occurrence times). Specific prop-
erties of timed nets, such as boundedness or absence of deadlocks, can
depend upon temporal properties and sometimes even a small change
of these properties has a significant effect on the net’s behavior (e.g., a
bounded net becomes unbounded or vice versa). The objective of sym-
bolic analysis of timed nets is to provide information about the net’s
behavior which is independent of specific temporal properties, i.e., which
describes preperties of the whole class of timed nets with the same struc-
ture.

Keywords: timed Petri nets, symbolic analysis, boundedness, absence
of deadlocks, producer–consumer model.

1 Introduction

Petri nets are formal models of systems which exhibit concurrent activities [10],
[7], [4]. Communication networks, multiprocessor systems, manufacturing sys-
tems and distributed databases are simple examples of such systems. As formal
models, Petri nets are bipartite directed graphs, in which the two types of ver-
tices represent, in a very general sense, conditions and events. An event can
occur only when all conditions associated with it (represented by arcs directed
to the event) are satisfied. An occurrence of an event usually satisfies some other
conditions, indicated by arcs directed from the event. So, an occurrence of one
event causes some other event to occur, and so on.

In order to study performance aspects of systems modeled by Petri nets, the
durations of modeled activities must also be taken into account. This can be done
in different ways, resulting in different types of temporal nets [2], [3], [14], [8]. In
timed Petri nets [17], firing times or occurrence times are associated with events,
and the events occur in real–time (as opposed to instantaneous occurrences in
other models [1]). For timed nets, the state graphs of nets are Markov chains
(or embedded Markov chains), so the stationary probabilities of states can be
determined by standard methods [13], [5]. Stationary probabilities are used for
the derivation of many performance characteristics of the model [12].

In timed nets, all firings of enabled transitions are initiated in the same in-
stants of time in which the transitions become enabled. If, during the firing

c© Springer International Publishing Switzerland 2015 593
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period of a transition, the transition becomes enabled again, a new, independent
firing can be initiated, which will overlap with the other firing(s). There is no
limit on the number of simultaneous firings of the same transition (sometimes
this is called “infinite firing semantics”).

The firing times of transitions can be either deterministic or stochastic (i.e.,
described by a probability distribution function); in the first case, the corre-
sponding timed nets are referred to as D–nets [15], in the second, for the (nega-
tive) exponential distribution of firing times, the nets are referred to as M–nets
(Markovian nets) [16]. In both cases, the concepts of states and state transitions
have been formally defined and used in the derivation of different performance
characteristics of the models [15], [16], [17].

In Petri nets with deteministic firing times, the propoerties such as bounded-
ness or absence of deadlocks can depend upon specific values of firing times and
sometimes even a small changes of firing times can have a significant effect on
the behavior of a net (e.g., a bounded net becomes unbounded or a deadlock is
created).

This paper proposes symbolic analysis of timed Petri nets which analyzes the
behavior for the whole spectrum of temporal properties, so the results do not
depend upon specific temporal properties.

Section 2 recalls a few basic concepts of Petri nets and timed Petri nets.
Section 3 introduces symbolic analysis while an illustrative example is presented
in Section 4. Several concluding remarks are in Section 5.

2 Petri Nets and Timed Petri Nets

Place/transition Petri nets are bipartite directed graphs in which the two types
of vertices are called places and transitions. Place/transition nets are also known
as condition/event systems.

A Petri net (sometimes also called net structure) N is a triple N = (P, T,A)
where:

• P is a finite set of places (which represent conditions);
• T is a finite set of transitions (which represent events), P ∩ T = ∅;
• A is a set of directed arcs which connect places with transitions and transitions

with places, A ⊆ P × T ∪ T × P , also called the flow relation or causality
relation (and sometimes represented in two parts, a subset of P × T and a
subset of T × P ).

For each transition t ∈ T , and each place p ∈ P , the input and output sets
are defined as follows:

Inp(t) = {p ∈ P | (p, t) ∈ A},
Inp(p) = {t ∈ T | (t, p) ∈ A},
Out(t) = {p ∈ P | (t, p) ∈ A},
Out(p) = {t ∈ T | (p, t) ∈ A}.
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The dynamic behavior of nets is represented by markings, which assign non-
negative numbers of tokens to the places of a net. Under certain conditions these
tokens can “move” in the net, changing one marking into another.

A marked Petri net M is a pair M = (N ,m0), where:

• N is a net structure, N = (P, T,A);
• m0 is the initial marking function, m0 : P → {0, 1, ...} which assigns a

nonnegative number of tokens to each place of the net.

Marked nets are also equivalently defined as M = (P, T,A,m0).
In a marked net M, a transition t is enabled by a marking m iff:

∀p ∈ Inp(t) : m(p) > 0.

An enabled transition t can fire (or occur) transforming a marking m into a
directly reachable marking m′:

∀p ∈ P : m′(p) =

⎧⎨
⎩

m(p)− 1, if p ∈ Inp(t)−Out(t),
m(p) + 1, if p ∈ Out(t)− Inp(t),
m(p), otherwise.

A timed Petri net T is a pair, T = (M, f) where:

• M is a marked net, M = (N ,m0);
• f is the firing–time function, f : T → R+, which assigns the (average) firing

times (or occurrence times) to transitions of the net.

For performace analysis of timed nets, an additional component is needed to
describe random decisions in (nondeterministic) nets. Usually it is a conflict–
resolution function, c : T → [0, 1], which assigns the probabilities of firings to
transitions in free–choice classes of transitions, and relative frequencies of firings
to transitions in conflict classes [16], [17]. This function c is not needed for
symbolic analysis.

3 Symbolic Analysis

For symbolic analysis, only relations between the firing times of transitions are
needed, so the state descriptions can be simpler than for the detailed behavioral
analysis [16]. The states can be represented by pairs of functions, current firing
function n : T → {0, 1, ...} and current (residual) marking function m : P →
{0, 1, ...}.

For each state s = (n,m), the next states correspond to all possible relations
between the durations of currently firing transitions. This is described by all
(nonempty) subsets of transitions which finish their firings (and initiate new
firings if any transitions become enabled):

next(s) =
⋃

Ti⊆Tf (s)

Next(s, Ti)

where Tf(s) (or equivalently Tf(n,m) as s = (n,m)) is the set of transitions
which are firing in state s, i.e., transitions with nonzero entries in n:
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Tf (n,m) = {t ∈ T | n(t) > 0},

and Next(s, Ti) is the set of states which can be reached from s by ending the
firings of all transitions in Ti (and then initiating all possible firings).

Finding the set Next(s, Ti) is done in two steps:

1. Terminating the firings of all transitions in Ti, which creates an intermediate
state s′ = (n′,m′ where:

∀t ∈ T : n′(t) =
{
n(t)− 1, if t ∈ Ti;
n(t), otherwise;

∀p ∈ P : m′(p) = m(p) +
∑

t∈Inp(p)∩Ti
n(t).

2. Initiating new firings of transitions which are enabled by m′i. These new
firings can be described by a set of functions bj : T → {0, 1, ...} such that:

– ∀p ∈ P : m′(p)−
∑

t∈Out(p) bj(t) ≥ 0, and

– ∀t ∈ T ∃p ∈ Inp(t) : m′(p)−
∑

t∈Out(p) bj(t) = 0.

These two conditions guarantee that all transitions which can fire, initiate
their firings (free–choice nets and nets with conflicts have more than one
function bj).

The set of states reachable from s = (n,m) by a set of transitions Ti is
described by procedure Next(n,m, Ti) which first finds the intermediate state
(n′,m′) and then uses a recursive function Find to find all possible states by
firing transitions enabled by m′ (and adjusting n′ accordingly):

proc Next(n[1:k], m[1:�], T0);
begin

n′ := n;
m′ := m;
for each ti ∈ T0 do

n′[i] := n′ − 1;
for each pj ∈ Inp(ti) do m′[j] := m′[j] + 1 od

od;
New := ∅;
Find(n′

i,m
′
i);

States := States ∪New
od

end

States is a global variable which stores the set of reachable states.
Recursive function Find(n,m) finds all states which are derived from s =

(n,m) by initiating the firings of enabled transitions. It is assumed that n and
m are the firing and marking functions, respectively, represented by k-element
and �-element vectors (k is the number of transitions and � is the number of
places); moreover, Find uses a nonlocal set variable New:
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proc Find(n[1 : k],m[1 : �]);
begin

E := ∅;
for each ti ∈ T do

check := true;
for each pj ∈ Inp(ti) do

if m[j] = 0 then check := false fi;
od;
if check then E := E ∪ {ti} fi

od;
if E = ∅ then New := New ∪ {(n,m)}
else

for each ti ∈ E do
n′ := n;
n′[i] := n[i] + 1;
m′ := m;
for each pj ∈ Inp(ti) do m′[j] := m[pj ]− 1 od;
Find(n′,m′)

od
fi

end

The initial state (or states) of a marked net is (or are) determined by an
invocation Find(n0,m0), where n0 is zero for all t ∈ T , while m0 is the initial
marking function.

The procedures are shown as an illustration of the approach; they can be
improved in many ways.

4 Example

A timed Petri net model of a producer–consumer system with an unbouded
buffer is shown in Fig.1.

p5

t1 t2

p2

p1

t3

p3

p4

t4

Fig. 1. Model of a producer–consumer system with an unbounded buffer
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The two cyclic subnets, (t1, p1, t2, p2) and (p3, t2, p4, t4), represent the pro-
ducer and the consumer, respectively, while place p5 is the buffer. It is known
that for some values of firing timnes the behavior of this system is finite while
for others the model becomes unbounded. For example, for f(t1) = 3.0, f(t2) =
f(t3) = 0.5, f(t4) = 2.0, the state transition graph is shown in Fig.2.

s1 s2

s3

s4

t2

t3

t1,t4

t1

Fig. 2. State transition graph for the net shown in Fig.1 with f(t1) = 3.0, f(t2) =
f(t3) = 0.5, f(t4) = 2.0

Symbolic analysis of the model shown in Fig.1 is presented in Tab.1 where si
is the current state, ni and mi are the two components of si, Ti is the set of
transitions which terminate their firings in state si, bj is the function describing
new firings and sj is the next state.

It can be traced in Tab.1 that s11 is reached from s10 by t2 and that s10 is
reached from s8 by t1. The states s8 and s11 are identical except of marking
of p5. Consequently, if t1 and t2 can fire several times before t3 and t4 fire, the
marking of p5 can increase arbitrarily, so the model is unbounded.

Similarly, s12 is reached from s9 by t2, and s9 is reached from s7 by t1.
A timed net is unbounded is there are two states, si = (ni,mi) and sj(nj ,mj)

such that sj is reachable from si and si is reachable from an initial state, and sj is
componentwise greater or equal to si, i.e., for all values of k and �, nj [k] ≥ ni[k]
and mj [�] ≥ mi[�].

Moreover, a timed net contains a deadlock if there is a state si reachable from
an initial state, for which the set of next states is empty.

The conditions for unboundedness and deadlock can be easily recognized dur-
ing symbolic analysis.

The part of the state transition diagram described in Tab.1 is shown in Fig.3.
The regular structure of state transitions can be systematically extended which
indicates the unboundedness of the model. Moreover, the behavior shown in
Fig.2 can be easily traced in Fig.3 following the same transitions involved in the
changes of states:

t1 → t2 → t3 → t1, t4 → t2 → t3 → t1, t4 → · · ·

so the corresponding state transitions (in Fig.3) are:

s1 → s2 → s3 → s5 → s2 → s3 → · · ·
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Table 1. Symbolic analysis of the producer–consumer model

ni mi bj
si 1 2 3 4 1 2 3 4 5 Ti 1 2 3 4 sj
s1 1 0 0 0 0 0 1 0 0 t1 0 1 0 0 s2
s2 0 1 0 0 0 0 1 0 0 t2 1 0 1 0 s3
s3 1 0 1 0 0 0 0 0 0 t1 0 1 0 0 s4

t3 0 0 0 1 s5
t1, t3 0 1 0 1 s6

s4 0 1 1 0 0 0 0 0 0 t2 1 0 0 0 s7
t3 0 0 0 1 s6

t2, t3 1 0 0 1 s8
s5 1 0 0 1 0 0 0 0 0 t1 0 1 0 0 s6

t4 0 0 0 0 s1
t1, t4 0 1 0 0 s2

s6 0 1 0 1 0 0 0 0 0 t2 1 0 0 0 s9
t4 0 0 0 0 s2

t2, t4 1 0 1 0 s3
s7 1 0 1 0 0 0 0 0 1 t1 0 1 0 0 s9

t3 0 0 0 1 s8
t1, t3 0 1 0 1 s10

s8 1 0 0 1 0 0 0 0 1 t1 0 1 0 0 s10
t4 0 0 1 0 s3

t1, t4 0 1 1 0 s4
s9 0 1 1 0 0 0 0 0 1 t2 1 0 0 0 s12

t3 0 0 0 1 s10
t2, t3 1 0 0 1 s11

s10 0 1 0 1 0 0 0 0 1 t2 1 0 0 0 s11
t4 0 0 1 0 s4

t2, t4 1 0 1 0 s7
s11 1 0 0 1 0 0 0 0 2 ...
s12 1 0 1 0 0 0 0 0 2 ...

Structural analysis [18] of the net shown in Fig.1 provides a simple condition
for unboundedness for this particular net:

f(t1) + f(t2) ≤ f(t3) + f(t4).

This condition is clearly not satisfied when f(t1) = 1.5, f(t2) = f(t3) = 0.5 and
f(t4) = 3.5), so net’s unbounded behavior is expected in this case. Indeed, the
sequence of transitions involved in consecutive state changes is:

t1 → t2 → t3 → t1 → t2 → t1 → t2, t4 → t3 → t1 → t2 → t1 → t2, t4 → t3 · · ·

with the pattern:
t1 → t2 → t1 → t2, t4 → t3
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repeated. The sequence of (symbolic) state changes, shown in Fig.4, is more
convoluted than in the bounded case:

s1 → s2 → s3 → s5 → s6 → s8 → s10 → s7 → s8 → s10 → s11 → · · ·

s1

s2

s3

s4

s7

s5

s6

s8

s10

s11 s9

s12

t1

t2

t1

t2

t1

t2

t1

t1

t2

t4

t3t4

t3

t2

t4

t3t4

t3t4

t3

t1,t4

t1,t4

t1,t4

t1,t4

t2,t4

t2,t4

t2,t4

t1,t4

t2,t4

Fig. 3. State transition graph for symbolic analysis of net in Fig.1

s1

s2

s3

s4

s7

s5

s6

s8

s10

s11 s9

s12

t1

t2t1

t2

t1

t1

t2

t3

t2

t3

t3

t2,t4

t1
t2,t4

t2

Fig. 4. State transitions for net in Fig.1 with with f(t1) = 1.5, f(t2) = f(t3) = 0.5,
f(t4) = 3.5
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5 Concluding Remarks

The behavior of a timed Petri net depends upon the specific values of temporal
parameters associated with transitions of a net, and can change in a significant
way for even a small chages of these temporal parameters. Symbolic analysis
provides general information about the behavior of all nets with the same struc-
ture. For example, if symbolic analysis creates a finite space of (symbolic) states,
no temporal parameters can result in unbounded behavior. Similarly, if symbolic
analysis indicates deadlock freeness, no temporal parameters can create a dead-
lock in the net.

For large models, symbolic analysis can be quite complex. Therefore analysis
of real–life applications is not feasible without efficient software tools. It is ex-
pected that such tools will be added to existing software packages for analysis
of timed Petri net models.

Symbolic analysis presented in this paper is similar to reachability analysis of
marked nets [8], [17]. The obvious difference is that reachability analysis does
not consider simultaneous multiple firings. The effects of this difference need to
be carefully explored.

Fig.5. shows the initial part of the marking graph for the net in Fig.1.

t1

t2

t1

t2

t1

t2

t1

t1

t2

t4

t3t4

t3

t2

t4

t3t4

t3t4

t3

m0

m1

m2

m3

m4

m6

m8

m10 m5

m11 m7

m9

Fig. 5. Marking graph for the net in Fig.1

The similarity of Fig.3 and Fig.5 can be misleading because there is no stright-
forward correspondence between the markings (Fig.5) and the states (Fig.3). In
particular, there are no changes due to multiple transitions in Fig.5 (like t1, t4
or t2, t4 in Fig.3).
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It is believed that symbolic analysis presented in this paper can be extended
to other classes of Petri nets, such as inhibitor Petri nets or high–level Petri nets
[6].
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