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Preface and Highlights of KICSS’2013—
the 8th International Conference

on Knowledge, Information and Creativity
Support Systems

Andrzej M.J. Skulimowski and Janusz Kacprzyk

Abstract We present, first of all, a broader perspective on the essence of problem
solving and decision-making in complex real-world environments. Then, we
address a special role of decision support, and decision support systems, as those
solutions are generally considered the most promising for solving all kinds of
nontrivial problems in our context. Finally, we analyze a vital need for tools and
techniques that could involve elements of creativity in problem solving and
decision-making, and systems for the support of them. We advocate a need for
grasping creativity from many points of view, starting from its role to solve
problems in the even more complex present world, and its role as the only means
that can yield an added value and hence help attain innovativeness and competi-
tiveness. After those general remarks we present a critical overview of the papers in
this volume, peer reviewed and carefully selected, subdivided into six topical parts,
and remarks on the scope and an outline of the 8th International Conference on
Knowledge, Information and Creativity Support Systems (KICSS’2013) held in
Krakow and Wieliczka, Poland, in November 2013, in the context of the historical
development of this conference series and an increased interest of a large com-
munity of researchers and scholars, but also practitioners that have been decisive for
the development of this conference series. The contents and main contributions of
accepted papers are briefly outlined in the order as they appear in this volume.
Some general remarks and acknowledgements are also included.
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Keywords Knowledge management - Information processing -+ Creativity
support systems -« Computational creativity - Decision support systems -
Classification + Artificial intelligence « Arts

This volume should be viewed from various perspectives. First, it is concerned with
various issues related to broadly perceived information, knowledge, and creativity,
both in their conceptual and theoretical perspective, and that focused on applica-
tions. This all is a response to a growing interest in what might be generally
described as searching for conceptual frameworks, methodology, and tools and
techniques, complemented finally with implementations, for real-world problem
solving. This may be, for our purposes, equated with all kinds of approaches and
procedures that should end up with finding the best, or maybe at least good or
acceptable, decisions in complex real-world problems. Unfortunately, the present
environments in which decision processes proceed are extremely complex, and this
concerns all levels exemplified by individuals, groups, organizations, nations, and
—finally—global alliances or even the world. The difficulty of problem solving,
and its related decision-making, at all the above-mentioned levels is clearly visible
as we face in the present world growing difficulties of finding good solutions in the
context of both human individuals, and all kinds of groups involving multiple
individuals, with their various value systems, intentions, preferences, criteria, etc.

For a long time, it has been obvious that the solution of that difficult problems
people are facing all over the world, and at all levels, calls for a more concerted
approach that could combine conceptual frameworks, methodologies, and tools and
techniques of various fields of science, from broadly perceived applied mathematics
and computer science through decision sciences, to psychology, sociology,
behavioral and cognitive sciences, just to name a few. A synergistic combination of
what all those areas of science can provide should open new vistas and provide
powerful means for problem solving and decision-making. This is particularly true
for a qualitatively new class of problems, which should be solved in the present
development level of socioeconomic systems that calls for an extensive use of not
information but also knowledge, and also for some novel approaches which can
ultimately be viewed as examples of creativity.

It is easy to see that that new multidisciplinary paradigm, with a synergistic
combination of insights and capabilities of so many fields, heavily information and
knowledge based, and focused on creativity, clearly calls for a pragmatic approach
that would make it possible to really solve problems involved. This boils down, as
in all similar situations in the present world, to the necessity to support those
problem solving and decision-making activities by some computer-based system.
Such systems, the so-called decision support systems, have attracted a huge interest
and have been considered a necessity in virtually all practical cases, including those
pertinent to the topic of this volume.

The scientific community has been aware for a long time of the above “tech-
nological change” in problem analyses and problem solving, and their related
decision-making and decision analyses, and has tried to come up with new
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initiatives that have involved the launching of new scientific events and gatherings,
and even journals.

One initiative that started very early, about a decade ago, and met with a great
interest around the world, was a series of the KICCS (which stands for Knowledge,
Information and Creativity Support Systems) conferences that started with the one
in Ayutthaya, Thailand (2006), and then followed by those in Ishikawa, Japan
(2007), Hanoi, Vietnam (2008), Seoul, Korea (2009), Chiang Mai, Thailand (2010),
Beijing, China (2011), and Melbourne, Australia (2012), and finally, in Cracow,
Poland (2013). The KICSS conferences had been meant as a forum for the pre-
sentation and exchange of ideas and results in the theory and applications of what
might be generally described as knowledge, decision and creativity sciences.
The KICCS conferences—held annually which is not easy in the present “over-
supply’’ of conferences—have become popular and have attracted much interest
around the world, both due to the topics covered and their scientific level that has
always been a top priority of all originators and organizers.

The KICCS’2013—the 8th International Conference on Knowledge, Informa-
tion and Creativity Support Systems was held in Krakéw and Wieliczka, Poland in
November 2013 and like all other KICCS conferences—attracted many top par-
ticipants from all over the world. The choice of the focus theme, “Looking into the
Future of Creativity and Decision Support Systems,” has clearly indicated that the
growing complexity calls for some deeper and insightful discussions about the
future but, obviously, complemented with an exposition of modern present devel-
opments that have proven their power and usefulness.

The conference was organized by the International Centre for Decision Sciences
and Forecasting (CDSF) of the Progress and Business Foundation, Krakéw, Poland
(www.pbf.pl), a novel and unorthodox initiative that has tried to synergistically
combine academic research activities with business, and attain through that an
added value. Needless to say that the very philosophy of the CDSF does parallel the
essence of problems and their solution that has motivated the launching of the
KICCS conferences. The involvement of CDSF has provided an additional
momentum to discussions, collaboration initiatives, etc., during the KICCS’2013.

The successful events that occurred during the KICCS 2013 were amplified by
suggestions and a widely expressed interest by the participants and had reconfirmed
our deep belief that the publishing of a special volume would be a good idea that
would serve very well both researchers and practitioners. This had materialized
herewith.

This volume contains some carefully selected papers presented at KICCS 2013,
in most cases in extended versions with newer results added, representing virtually
all topics covered by the conference. Following the already mentioned focus theme
of KICSS’2013, that is, “Looking into the Future of Creativity and Decision
Support Systems,” the list of conference topics included for the first time some
future-oriented fields of research, such as anticipatory networks and systems,
foresight support systems, relevant and newly emerging applications, exemplified
by autonomous creative systems. Special attention was also given to cognitive and
collaborative aspects of creativity.
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In line with the very essence of the topics and scope of the KICCS’2013 con-
ference, a special session was organized to present results of a Foresight type
project “Scenarios and Development Trends of Selected Information Society
Technologies until 2025 (SCETIST) [4] concerning the future trends and scenarios
of selected artificial intelligence and information society technologies until 2025.
The importance of this project is difficult to overestimate as it has tried to determine
main trends and development patterns of broadly perceived IT/ICT for the next two
decades, as well as the road to information society. This all has a decisive
importance for the innovativeness and competitiveness of the country, and also the
European Union. Interestingly enough, the presentation of results of the SCETIST
project and discussions were held in one of top sightseeing attractions, in the
1,000 year old Wieliczka Salt Mine, an UNESCO World Heritage Treasure, more
than 100 m underground. An unusual and attractive venue has greatly contributed
to an active participation. A photograph of the participants is shown in Fig. 1.

In case of all previous conferences, their proceedings were always published by
respected publishing houses, exemplified by Springer and IEEE Press, and were
often followed by special post-proceedings including selected papers of a particular
quality and interest (cf. [2, 3, 6]). In the case of KICCS’2013, the proceedings were
published by the Progress and Business Publishers [5] which sped up the process.
Each paper submitted to the conference was peer reviewed by experts in the
respective fields, usually two or three experts for short and demo papers, and three
or four experts for regular papers. The submissions came from a total of 20
countries from four continents. The truly global nature of the conference was also
evident in the composition of the International Program Committee, which com-
prised 45 high-rank experts from 18 countries. From over 100 submitted papers, 60
papers were accepted for presentation. The full papers were 40, while 20 were short
or poster papers. Out of them, by taking into account quality and interest of a
broader community, 39 papers, considerably revised and extended, were selected

Fig. 1 A KICSS’2013 session in the Wieliczka Salt Mine
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for inclusion into this volume after a peer review process. They present original,
previously unpublished research results on theoretical foundations, implementations
of decision support and expert systems, creativity support systems, as well as case
studies of successful applications of these ideas in various fields.

In addition to the regularly accepted contributions, this volume includes two
invited papers by prominent and opinion-making researchers and scholars. The first
one is by Prof. Susumu Kunifuji, Vice President of the Japan Institute of Advanced
Science and Technology (JAIST), Ishikawa, Japan, and the second by Prof. Thomas
Kohler, Director of the Media Center at the Technical University of Dresden,
Germany. Specifically, Prof. Kunifuji delivered a speech on a famous Japanese
problem-solving approach: the so-called KJ Ho method, which is in Japan the most
popular creative problem-solving methodology using creative thinking. It puts
unstructured information on a subject matter of interest into order through alter-
nating divergent and convergent thinking steps.

Professor Kohler presented selected issues related to the visual anonymity in
online communication and its consequences for creativity. Based upon empirical
evidence, he showed how the so-called social self develops creatively in online
communication, which in a more general setting is also referred to as
computer-mediated communication (Fig. 2).

Following the tradition of previous KICCS conferences, this post-proceedings
volume covers some more general issues, here the most relevant aspects of
knowledge management, knowledge engineering, decision support systems, intel-
ligent information systems, and creativity in an information technology context.

The papers in this volume are organized in six topical parts, devoted to the main
themes of the conference:

Fig. 2 A group of KICSS’2013 participants at the Market Square in Krakéw, November 2013
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Knowledge (5 papers),

Information (6 papers),

Creativity (10 papers, including 2 invited lectures),
Creative Decisions (6 papers),

Classification and Feature Engineering (7 papers), and
Music and Video (7 papers).

Part I starts with the paper by Adrian, Nalepa and Liggza who provide a clas-
sification of inconsistency in semantic wiki systems in terms of its origin, level,
type, and significance and point out a possibility to derive useful information out of
such inconsistencies. Li and Tang investigate the microscopic social mechanisms
through agent-based Hopfield models to explain the emergence of macroscopic
polarization. Horzyk provides the description of artificial neural associative systems
that are capable of creating knowledge in a human-like associative way and of
triggering artificial associations. Alves et al. describe how a web browser game can
be improved through the knowledge obtained from the analysis of the behavior of
its players. The last paper by Pechsiri, Moolwat, and Piriyakul studies the methods
to extract relations between symptoms and treatments in order to construct a
medical problem-solving map.

Part II is devoted primarily to analytic approaches to deal with information in a
creative problem-solving context. In the first paper of this part, Wei and Tang define
an intuitionistic fuzzy dependent ordered weighted averaging operator IFDOWA)
and apply it to solve multiattribute group decision-making problems. A user-centric
approach for context-aware business applications in the future Internet is concep-
tualized in the paper by Pascalau and Nalepa. WozZniak et al. test two versions of the
quick sort algorithm for large data sets and determined their scope of applicability.
Dutkiewicz et al. present an algorithm for the optimization of supply routes for
multi-location companies problem. This algorithm is based on the substitution tasks
method. Pietruszkiewicz and Dzega propose an intelligent auto-adaptive informa-
tion delivery mechanism to be applied primarily in the distributed e-learning
environments. NiedZwiecki, Rzecki, and Cetnarowicz discuss the properties eval-
uation nets from the point of view of embedding their most useful elements into the
Petri Nets.

In Part II1, focused on creativity, Higuchi et al. present positive creativity effects
of the Idea-Marathon System (IMS) based on the Torrance tests performed for the
students of the Ohsuki City College. lida et al. propose a method to extract colors
out of the book contents to automatically create book cover images that can ade-
quately reflect readers’ impressions. Indurkhya reviews the design and role of
computer-aided creativity support systems in four different application areas.
Tezuka, Yasumasa, and Azadi Naghsh propose a new creativity test based on
measuring the occurrence of the same subsequences of numbers in a longer
sequence input by the subject. Schmitt in his paper on cloud-based personal
knowledge management system discusses the ability to create new knowledge and
innovation by such systems. Gomez de Silva Garza investigates properties of an
evolutionary algorithm applied to shape design. Concilio et al. discuss visions for
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the redesign of urban communities in smart cities of the future taking into account
different quality of life aspects. In the last paper of this part Skulimowski presents
the most relevant results of the foresight SCETIST project [4] related to some
selected artificial intelligence technologies. The specific topics under investigation
included, for instance, the role of creativity in the development of decision and
neurocognitive systems.

In the two invited papers, Kunifuji discusses the famous Japanese problem-
solving approach, the so-called KJ Ho method, which is in Japan the most popular
creative problem-solving methodology using creative thinking, while Kohler
presents issues related to the visual anonymity in online communication and its
consequences for creativity.

Part IV contains six papers devoted to creative decision support and
decision-making. Nowak presents theoretical foundations of an interactive method
to solving a multicriteria decision tree problem. Chmiel et al. propose a novel
application of a tabu search algorithm to optimize a roadmapping-based strategic
planning process. Assimakopoulos, Tzagarakis, and Garofalakis propose an
approach to deal with inconsistency of rankings and divergent thinking when a
consensus decision is needed in a collaborative expert activity. The next three
papers deal with the methodology and applications of medical decision support
systems. Minutolo, Esposito, and De Pietro present a fuzzy knowledge management
system and its application to codify clinical guidelines in terms of fuzzy if-then
rules in the diagnostics and treatment of the chronic obstructive pulmonary disease.
Pota, Esposito, and De Pietro discuss the use of statistical versus fuzzy models in
medical diagnostics. Iannaccone and Esposito investigate a formal language to
specify temporal constraints in a guideline model for clinical decision support.

Part V is concerned with various issues related, on the one hand, to an emerging
area that may be called feature engineering and vital to the success of virtually all
machine learning problem. Basically, it boils down to a proper choice and design of
feature sets which include many factors, notably the understanding of properties of
the task and their interactions, and then experiments. On the other hand, classifi-
cation is dealt with. In the first paper, Pacharawongsakda and Theeramunkong
discuss various dimensionality reduction methods that can help attain a higher
effectiveness and efficiency of multi-label classification. Basically, they discuss two
classes of such methods: based on single space reduction and dual space reduction,
and show that the latter yields a better performance. Gore and Govindaraju propose
a new approach to feature selection based on the elements of cooperative game
theory and the relief algorithm, and show that the results—tested on some NIPS
2003 and UC Irvine data sets—are good, comparable to other state-of-the-art
approaches. Homenda, Luckner and Pedrycz discuss issues related to various ideas
and approaches to classification with rejection. The idea is that so-called foreign
elements are rejected, i.e., not assigned them to any of given classes. Clearly, this
should be done with care. The authors discuss various evaluation methods, and
show that the models proposed can be used in particular as classifiers for noised
data in which the recognized input is not limited to elements of known classes.
Then, Homenda and Jastrzgbska are concerned with some elements of analyses of
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relations as models of complexity in real-world phenomena and systems, notably
the problem of complementarity. The purpose is to be able to describe dependencies
in a deeper way. The authors propose a new definition of complementarity for
concepts described by features, and propose similarity relations for complemen-
tarity structures in the spaces of features and concepts. Jastrzebska and Lesiriski
further explore issues related to the modeling of feature and concept spaces by
introducing new definitions of three types of exclusion relations: weak, strict, and
multiple qualitative are defined and discussed. They focus on similarity analyses. In
the next paper, Homola presents an application of e-unification of feature structures
to natural language processing (NLP). E-unification is an operation that assigns to a
pair of elements of a commutative idempotent monoid M a dominating pair in terms
of an equational theory over M. This formalism is then used to describe the
automatic translation process. Cordeiro de Amorim and Mirkin propose a new
feature weighting clustering algorithm. Basically, their paper introduces an unsu-
pervised feature selection method for data preprocessing step to reduce the number
of redundant features, and then to cluster similar features together and finally select
a subset of representative features for each cluster. A maximum information
compression index between each feature and its respective cluster centroid is used.
Examples include three EEG data sets.

Part VI is mainly concerned with some multimedia-related problem, to be more
specific, with music and video. Jaszuk and Starzyk discuss some vital problems in
robot navigation in real-world environments, specifically related to a continuous
observation of a robot’s surroundings, and creating an internal representation of a
perceived scene. These tasks involve a sequence of cognitive processes exemplified
by attention focus, recognition of objects, and building internal scene representa-
tion. The authors discuss some relevant elements of a cognitive system which
implement mechanisms of scene observation based on visual saccades, followed by
creating the scene representation. Using such an internal representation, scene
comparison, based on a distance matrix, is performed making it possible to rec-
ognize known places, make changes in the environment, or in the structure of
complex objects. Jastrzebska and Lesinski consider optical music recognition as
some special case of pattern recognition with imbalanced classes. They present a
comparative study of classification results of musical symbols using: the k-NNs,
k-means, Mahalanobis minimal distance, and decision tree algorithms. The results
obtained are promising. Szwed is concerned with the modeling and automatic
recognition of video events using, for the event specification, linear temporal logic,
and then, for the recognition, the fuzzy semantic Petri nets, that is, some Petri nets
with an underlying fuzzy ontology. A prototype detection system consisting of an
FSPN interpreter, the fuzzy ontology and a set of predicate evaluators is presented.
Initial tests yielding promising results are reported. Kajiyama and Satoh deal with
some problems in dynamic search for video retrieval related to self-localization and
navigation. They propose an improved graphical search interface, ‘Revolving Cube
Show,” for multi-faceted metadata, which can handle discrete, continuous, and
hierarchical attributes, enabling the users to search flexibly and intuitively by using
simple operations to combine attributes. Two functions, for displaying a search
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hierarchy as a guide tree and for moving to a specific position in the search hier-
archy, are added. A video retrieval application for the iPad is shown and tested on
10,352 Japanese TV programs. Duda et al. present a new image classification
algorithm called a density-based classifier which puts together the image repre-
sentation based on keypoints and the estimation of the probability density of
descriptors with the application of orthonormal series. Experiments are shown that
confirm that the results obtained are good. Najgebauer and Scherer present a
method for fast image searching tree-based representation of local interest point
descriptors. Due to a decreased number of steps needed, such a representation of
image keypoints is more efficient than the standard, frequently used list represen-
tation where images are compared in all-to-all manner. The proposed method
generates a tree structure from a set of image descriptors, and since the average
values of the descriptor components in the nodes are stored, it is possible to quickly
compare sets of descriptors by traversing the tree from the root to a leaf. It is also
possible to compare whole trees of descriptors what can speed up the process of
images comparison. Experimental results confirm advantages of the method.
Finally, Lukasik presents various aspects of music composing supported by com-
puter algorithms and methods. Basically, amateur pop composers search databases
for music similar to their composition to get stylish parts and aspects their music are
stylish or to safeguard themselves against plagiarism. Others are interested in
surprising effects of automated composing and put some demands on the produced
music, for instance, to attain some emotion or to change musical parameters of the
composition, preferably in real time, by live coding. Reflections on the creativity in
the domain of computer-supported music composition are illustrated by some
realistic projects.

As it can easily be noticed, the topics covered, and the scope of their coverage,
can serve as a very good source of novel trends, and tools and techniques, that can
help many people find solutions to their problems which can generally be stated as a
quest to develop means for the representation, analysis and implementation of
problems and systems for real-world problem solving. What is relevant in this
context is that due to an ever increasing complexity of the world, and a need for
innovation and competitive at the level of even individuals and small groups, but
mainly branches, nations or even more global alliances, the problem solving needs a
creative approach which can only provide an added value needed. We think that the
KICCS’2013 conference has been a key event in that quest. Luckily enough, its
success as well as the quality of the selected papers included in this volume and also
opinion of all the participants has confirmed our belief.
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Usefulness of Inconsistency in Collaborative
Knowledge Authoring in Semantic Wiki

Weronika T. Adrian, Grzegorz J. Nalepa and Antoni Ligeza

Abstract Inconsistency in knowledge bases traditionally was considered undesired.
Systematic eradication of it served to ensure high quality of a system. However, in
case of semantic wikis, where distributed, hybrid knowledge bases are developed and
maintained collectively, and inconsistency appears to be an intrinsic phenomena. In
this paper, we analyze inconsistency in a semantic wiki system in terms of its origin,
level, type, and significance. We claim that in some cases inconsistency should be
tolerated and show examples where it can be used in a constructive way.

Keywords Semantic wikis + Knowledge engineering * Inconsistency

1 Introduction

Traditional approach to inconsistency in knowledge-based systems considered it an
anomaly [25]. One of the main reasons for that is the “principle of explosion” (ECQ,
from Latin: Ex contradictione sequitur quodlibet which means “from a contradiction,
anything follows”). If anything can be entailed from a set of inconsistent statements,
then the inconsistent knowledge base becomes unusable. Therefore, numerous meth-
ods and techniques have been developed to suppress inconsistency, either by reject-
ing contradictions (removing, forgetting, etc.) or by searching for a consensus to
restore consistency.

With the advent of modern Web-based technologies, there is a growing intensity
of collaboration on the Web. Wikipedia-like portals, recommendation systems, or
community websites are examples of modern knowledge bases. New challenges are
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posed by distributed knowledge authoring, increased use of mobile devices, dynamic
changes of the knowledge, and use of hybrid knowledge representation with mixed
levels of formality [6]. Quality of knowledge is often evaluated collectively, by dis-
cussion, negotiations, and voting.

It is impractical to treat such knowledge bases same as centralized homogeneous
systems, where consistency was an important quality factor. We claim that in seman-
tic wiki systems, struggling for consistency can be ineffective, and can suppress such
desirable phenomena as collaborative synergy and fast development of knowledge.
Thus, inconsistency should be accepted and incorporated into reasoning rather than
removed or ignored. This paper is an enhanced version of the paper presented at the
KICSS2013 conference [3].

The paper is organized as follows: In Sect.2, we introduce the motivation for
our work. Then we review selected approaches to handle inconsistency, taking into
consideration various aspects and levels of it in Sect. 3. A conceptualization of our
semantic wiki environment is proposed in Sect. 4, followed by an analysis of incon-
sistency in it in terms of origin, types, and significance. This constitutes a starting
point for a discussion on tolerating inconsistency in Sect.5 and presentation of an
exemplary use case in Sect. 6. Conclusion and future work is outlined in Sect. 7.

2 Motivation

Verification and validation of knowledge-based systems [13] is a mature field in
which numerous solutions, both classic and recent [28], have been proposed. Verifi-
cation challenges and algorithms depend on selected knowledge representation and
reasoning within the considered system. XTT2 [36] is a logic-based representation
for rule-based systems, which allows to visually model, refine, and execute modular-
ized rule bases. Moreover, a formal analysis and verification is possible [32]. Such
a representation could be adapted for modeling distributed knowledge bases (e.g.,
with use of semantic wikis [1, 31]).

Specific issues related to collective knowledge engineering [34] as well as ver-
ification [5] in such environments have been investigated. It appears that to some
extend it would be beneficial to use some of the existing verification solutions. How-
ever, inconsistency in collaborative settings appears to be intrinsic phenomena, so
the verification methods should be adapted accordingly. When inconsistency arises,
the system should automatically and appropriately react, i.e., recognize if it is unde-
sirable, or if it may be accepted and used constructively. Incorporating inconsistency
into reasoning and taking advantage of it is not a new idea. In [15], several practical
use cases were given and a general framework for including inconsistency was pre-
sented, and in [39], usefulness of inconsistency in software development has been
discussed.

In order to develop reasonable methods of verification and inconsistency handling
for knowledge engineering in semantic wikis, we aim to analyze various aspects,
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levels, and types of inconsistency. In the following section, we ground our discussion
in overview of existing approaches to inconsistency in general, and then proceed to
inconsistency analysis in semantic wiki system.

3 Preliminaries

3.1 Basic Concepts

One can find several interpretations of inconsistency that are reflected in various def-
initions. Intuitively, inconsistency appears when a set of sentences (formulas, theo-
rems, beliefs) cannot be true at the same time. More precisely,

A formal system is inconsistent if there is a formula ¢ such that both ¢ and —¢ are
theorems [17]. Alternatively,

Axiomatic system is inconsistent if for a given set of axioms I (relative to a given
logical language £) a formula ¢ can be entailed (I" F ¢) and similarly =¢ can be
entailed (I" F =¢) [23]. Finally,

A contradiction between two statements is a strong kind of inconsistency between
them, such that one must be true and the other must be false.!

If model-theoretic semantics is concerned, then the knowledge base or its corre-
sponding theory is inconsistent if it does not have a model [12]. There are also less
formal terms in use, not necessarily equivalent to logical inconsistency, for instance
incoherent data or incompatible conceptualizations [23].

3.2 Formal Representation of Inconsistency

In order to formalize inconsistency handling, there must be a formal representation of
inconsistency itself. In [11], where logics are defined as “formal systems consisting
of a language L (in the form of a set of formulas) on which an inference operation C
is defined,” three approaches are distinguished:

1. A-scheme: to pick a subset of the language, and use each element of the subset as
a representation of absurdity,

2. C-scheme: to relate contradictions to inference, stating that inconsistency arises
when all formulas are inferred,

3. N-scheme: to capture contradictions through an auxiliary notion of negation
(A, A or A A A if conjunction is available).

ISee http://www.csus.edu/indiv/d/dowdenb/misc/inconsistency.htm.
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Fig. 1 Aspects and levels of
inconsistency [38] Syntactic Level Semantic Level
Centralization
Aspect
Inconsistent
Knowledge
Distributed
Aspect

Inconsistency may be also represented in a form of conflict profiles as explained
in [38]. Finally, inconsistency may be incorporated into formal logic, for instance as
in multi-valued logics [9] in which one can represent a statement that is both inferred
to be true and false.

3.3 Aspects and Levels of Inconsistency

One can consider different aspects and levels of inconsistency. In [38],
two-dimensional classification of inconsistency is given as (1) syntactic vs. seman-
tic level of inconsistency, and (2) centralization vs. distributed aspect of it (see
Fig. 1). Inconsistency may be considered in distribution aspect where the basic cause
of inconsistency is the independence of knowledge agents or knowledge process-
ing mechanisms, or in centralization aspect where inconsistency is caused by the
dynamic change of the world. It can also be identified and processed on a syntactic
and semantic level. Alternatively, a distinction given in [26] states that inconsistency
can be checked for in a purely logical way (e.g., p and —p are present in the knowl-
edge under discourse), or as material inconsistency, when two pieces of knowledge
are invalid together due to the assumed interpretation.

3.4 Measuring Inconsistency

Binary distinction between consistent and inconsistent knowledge base is often
insufficient. In order to better understand inconsistency and apply appropriate tech-
nique to handle it, one should recognize degree of inconsistency measured in some
dimensions. Several methods, models, and metrics have been proposed to mea-
sure inconsistency [18, 21, 30]. Classifications for inconsistent theories have been
proposed in [17]. In [22], different dimensions of measuring inconsistency are
explained, selected approaches are compared, and their applications in cases as
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negotiation between agents or comparing heterogeneous sources are presented.
Finally, inconsistency measures can be used to decide, if resolving inconsistency
is worthwhile, taking into consideration associated loss of information [19].

3.5 Selected Approaches to Inconsistency

Actual and potential contradictions In [11], two approaches are distinguished, which
lay the ground for various methods of inconsistency handling. Actual contradictions
view assumes that contradictions appear naturally and thus a representation of them
within a formalism and reasoning mechanisms in the presence of them should be
provided. In potential contradictions view, it is claimed that in reality contradictions
do not appear, and when contradicted information is given, there are some statements
‘responsible’ for it. Reasoning then conforms to trying to identify the ‘strongest argu-
ment,” where all arguments that oppose it are discarded. This approach assumes some
mechanism to resolve conflicts and obviate the potential of any contradiction. Practi-
cal implementations of this view are, e.g., defeasible reasoning, or modal formulation
of default logic.

Methods for Handling Inconsistency Following different aspects and levels of incon-
sistency, numerous methods for handling it have been developed (survey of them is
beyond the scope of this paper, for reference see e.g., [10, 11, 38]). Ordering them
from most restrictive to most tolerating inconsistency, one can

1. Discard inconsistency, e.g., by removing/forgetting inconsistent statements.

2. Suppress it, by selecting consistent subsets (removing union of the minimally
inconsistent subsets or taking intersection of the maximally consistent subsets,
or removing smallest number of assumptions), isolating or repairing.

3. Do not accept it but use to find a consensus, or in argumentation frameworks.

4. Tolerate or accept it, by representing and reasoning with it (paraconsistency).

5. Accept and use constructively, e.g., learn from inconsistency [23].

Amending Classical Logic for Handling Inconsistency Because classical logic col-
lapses in the presence of inconsistency, several amendments have been proposed [11]:

1. Syntactic-based approach: fragment of classical proof theory that is sufficiently
weakened so that an arbitrary B fails to be inferred from A A =A (numerous para-
consistent logics [41]).

2. Semantic-based approach: conjoining the truth values false and true can be mean-
ingful and results in a new truth values, namely contradictory (three-valued logic,
Belnap’s four-valued logic [9]).

3. Restricting the use of certain classical proof rules so as to avoid the proof of an
arbitrary B following from A A —A.

4. If premises form contradictory statements, then focusing on consistent parts of
this collection and reasoning only from such consistent parts (subsets).
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Paraconsistent Logics Main assumption of paraconsistent logics is the rejection of
inference explosion (ECQ) in the presence of inconsistency. This shared assumption
may be realized by different means. Selected paraconsistent logics include discus-
sive logic, non-adjunctive systems, preservation, adaptive logics, logics of formal
inconsistency, many-valued logics, or relevant logics (for a discussion and further
reference see [41]). Paraconsistent logic has significant overlap with many-valued
logic; however, not all paraconsistent logics are many-valued (and not all many-
valued logics are paraconsistent). Dialetheic logics, which are also many-valued, are
paraconsistent, but the converse does not hold. Intuitionistic logic allows A V =A not
to be equivalent to true, while paraconsistent logic allows A A =A not to be equiva-
lent to false. Thus paraconsistent logic can be regarded as the “dual” of intuitionistic
logic.

3.6 Selected Application Areas

Inconsistency has been widely studied in the areas of software engineering [39],
legal knowledge engineering, verification of knowledge-based systems [25], diag-
nostics [27], and artificial intelligence (i.e., robotics, knowledge representation, and
reasoning). With the advent of the Semantic Web, numerous proposals have been
discussed for semantic knowledge management, both on the levels of semantic anno-
tations in RDF/S [4] as well as ontologies [16, 20, 29, 38] (for a discussion about
inconsistency handling in Semantic Web environments see [2]). Recently, inconsis-
tency management has also been studied in multi-context systems [14] and traffic
regulations within smart cities [8].

4 Interpretation of Inconsistency in Semantic Wikis

Based on practical experience and previous work [1, 34], we introduce the notion of
Collaborative Knowledge Authoring in semantic wiki systems. It is a process of elic-
iting, structuring, formalizing, and operationalizing knowledge performed by con-
scious agents that collaborate on a knowledge level toward achieving a common goal,
can communicate and help each other, as well as change their opinions. One can see
that we highlight the following characteristics:

A Collaborative:

« multiple conscious agents (authors, knowledge engineers),
e communication, help and dynamics of opinions among agents.
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Knowledge:

» consideration on a knowledge level [37], and consequently various methods of
knowledge representation and reasoning (hybrid representations, different levels
of formality [6])

Authoring:

« set of tasks (knowledge elicitation, structuring, formalization, and operationaliza-
tion)
» common goal: development of a useful artifact

The developed knowledge base should be valuable for its users. This user-centric
perspective intuitively alters the quality criteria of the system. Specifically, one
should be able to meaningfully answer queries posed to the system. This does not
necessarily require sustaining consistency.

Inconsistency in such a semantic wiki environment may be considered as driven
by the following three factors: distributed knowledge authoring, dynamic change of
the system, and hybrid knowledge representation. Analyzing the origins of inconsis-
tency, one can distinguish the following categories:

1. Distributed knowledge authoring

(a) independent knowledge sources/authors
(b) independent knowledge processing
(c) unconscious disagreement
« in/competence of experts
 inaccuracy of statements
(d) conscious disagreement
« different opinions
« different conceptualizations

2. Dynamic change of the system

(a) revisions of knowledge bases

(b) assertion of facts inconsistent with existing KB

(c) assertion of rules making the KB inconsistent

(d) dynamic changes of the world (making the KB outdated)

3. Knowledge representation

(a) incompatibilities between models expressed with different KR
e e.g., incorrect combination of disjoint and derives relations
(b) improper conceptualizations
o polysemy (missing disambiguation of different word senses)
« overgeneralized concepts

Moreover, we distinguish the following types of inconsistency:

« Syntactic inconsistency within a model in chosen representation.
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« Semantic inconsistency between knowledge represented in different formalisms,
possibly of different levels of formality [6, 7].

» Material inconsistency: if a behavior of the system is modeled within the KBS and
the model is inconsistent with the actual execution of it.

Impact of the inconsistency depends on a formalization level of the knowledge base
(the more the formal representation, the more significant is the inconsistency).

5 On Possible Usefulness of Inconsistency

Inconsistency can be acceptable, or even desirable in a system, as long as it has
appropriate mechanisms for acting on it [15]. Sometimes, systematic eradication of
contradictions is a mistake on several grounds [11]. First one is pragmatic: they may
be hard to detect. Second, they can be more informative than any consistent revision
of the theory (for a discussion see [15]).

While inconsistencies are undesired in such situations as specification of a plan
or sensor fusion in robotics, they proved to be useful in, e.g., law (inconsistencies
in opposition case), income tax database, where contradictions point to fraud inves-
tigation (contradictory information should be then kept and reasoned with), or in
preliminary stage of software engineering (requirements capture stage), where pre-
mature resolution can force an arbitrary decision to be made without the choice being
properly considered.

Inconsistency may be a useful trigger for logical actions, e.g., in directing reason-
ing, instigating the natural processes of argumentation, information seeking, inter-
action, knowledge acquisition and refinement, adaptation, and learning [23].

Tolerating inconsistency in a semantic wiki system is pragmatic, because incon-
sistency is hard to detect if hybrid representation is considered. Moreover, con-
sistency is not necessary for the knowledge base to be valuable, if the quality is
ensured collaboratively by employing social mechanisms such as voting, discussions,
or “likes.” During divergent thinking collaborative tasks, such as brainstorming ses-
sions in research collaboration [10] or early prototyping while developing innovative
ideas [40], inconsistency may inspire new associations and lead to more interesting
solutions. Furthermore, inconsistency of opinions is thought-provoking and valuable
in some applications (e.g., recommendation systems). Finally, inconsistency may be
helpful in discovering potential areas of improvement, and be a trigger to acquire
more knowledge.

6 Exemplary Use Case

A recommendation system has been implemented in Loki [33-35], a semantic wiki
that supports semantic annotations and rules. Knowledge base about movies has been
developed collaboratively by editing semantic wiki pages enhanced with semantic
annotations (see Fig. 2).
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Fig. 2 Loki semantic wiki system: movies use case

Semantic annotations are mapped to the underlying logical representation that
allows to reason automatically. Information may be obtained from wiki by posing
semantic queries in ask and SPARQL languages, as well as Prolog goals. The system
can also give recommendations based on rules defined for a user [1]. Information
may be exported to RDF/XML.

Inconsistency arises when multiple users edit wiki pages and give contradictory
information about the same objects. In order to easily locate and asses inconsistency,
a visualization plugin has been developed.? The plugin highlights inconsistencies for
whole namespaces (see Fig. 3) and single pages (see Fig. 4).

Whether a contradiction is acceptable or not depends on the ontology to which
the system conforms. For instance, there are functional relations and attributes, such
as title of a movie or its production year. For these properties, two dif-
ferent values constitute undesired inconsistency. On the other hand, for properties
such as rating, several different values may be given and in this case, the incon-
sistency is natural and represents various opinions of the users. Thus Loki visual-
ization plugin provides a simple configuration mechanism to define what properties
are appropriate for given classes of objects and which of them are functional (see
Fig. 4). Consequently, not only inconsistencies can be easily identified, but they also
may be assessed and treated appropriately.

2A prototype implementation of the plugin was carried out by master students Magdalena
Chmielewska and Tomasz Szczg¢$niak.
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Recognizing more types of inconsistency is planned to be implemented in future.
Further refinement of the system may be considered by employing voting or consen-
sus methods to determine appropriate version of information.
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7 Summary and Outlook

Inconsistency is an inherent phenomenon in collaborative knowledge authoring. We
claim that only after a thorough analysis, one can take a reasonable decision how
to handle identified inconsistency. Particularly, it is not obvious that inconsistency
must be considered unacceptable. It may be useful and in this paper, we showed an
exemplary use case. For future work, we will analyze how to adapt the following
techniques for our semantic wiki environment: consensus methods [38], paraconsis-
tent logics [41], 4-valued logics [9, 29], argumentation frameworks [16], belief revi-
sion, updating knowledge (e.g., ontologies) [24], inconsistent subsets, and semantic
relevance metrics [20]. In fact our environment may be extended by a set of plugins
simplifying the collaborative knowledge authoring that considers inconsistency as a
useful phenomenon.
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Modeling and Empirical Investigation
on the Microscopic Social Structure
and Global Group Pattern

Zhenpeng Li and Xijin Tang

Abstract In this paper, we investigate the microscopic social mechanisms through
agent-based modeling and empirical data analysis with the aim to detect the
intrinsic link between local structure balance and global pattern. The investigation
based on Hopfield model suggest that three types of social influences give rise to
the emergence of macroscopic polarization, and the polarization pattern is closely
linked with local structure balance. In addition, the corresponding empirical
examples are provided to verify the social mechanisms and model simulation
results.

Keywords Social influences - Agents-based modeling - Empirical data
analysis + Structure balance « Macroscopic polarization

1 Introduction

Global polarization is widely observed in human society. Examples about the group
behaviors patterns include culture, social norms, political election, and online
public debates on highlighted issues. In politics, polarization refers to the diver-
gence of political attitudes to ideological extremes. Polarization can refer to such
divergence in public opinion as a whole, or to such divergence within a particular
subset or subgroup. Polarization as one of the interesting social phenomena is

Z. Li

Department of Statistics, School of Mathematics and Computer Science, Dali University,
Dali 671003, China

e-mail: lizhenpeng@amss.ac.cn

X. Tang (=)

Academy of Mathematics and Systems Sciences, Chinese Academy of Sciences,
Beijing 100190, China

e-mail: xjtang@amss.ac.cn

© Springer International Publishing Switzerland 2016 27
A.M.J. Skulimowski and J. Kacprzyk (eds.), Knowledge, Information

and Creativity Support Systems: Recent Trends, Advances and Solutions, Advances

in Intelligent Systems and Computing 364, DOI 10.1007/978-3-319-19090-7_3



28 Z. Li and X. Tang

widely studied in many fields, such as social science, economics, and mass
communication.

The implications of group polarization are not entirely clear and may include
some beneficial as well as detrimental consequences. From decision-making per-
spective, the global pattern of collective dynamics is rooted from individuals’
micro-level decision-making processes, where social influence as one of the
important social psychological factors, plays a dominant role. Generally to say,
from the social influence point of view, three types of impact run through the whole
processes of group decision-making especially in voting. One is positive influence
among in-group members; this kind of social force accelerates intra-group opinion
convergence. The second one is the negative social impact which may block the
formation of consensus among different groups. The third type refers one kind of
special individuals’ attitudes, or a state that the individuals do not belong to any
labeled subgroups; members in the group have no common social identity, no firm
stand about some opinions and are in a state of neither fish nor fowl [10-12].

From a bottom-up point of view, in modeling social processes, individuals’ local
cumulative interacting behaviors would evolve into different global patterns. The
emergence of global features comes from the local interconnecting mechanism, e.g.,
short average path and high clustering coefficients contribute to small world
mechanism [17]. However, it is difficult to infer how the global patterns are gen-
erated from certain simple local aggregated social processes. In such cases,
agent-based simulation technique is a useful tool. The goal of agent-based modeling
is to enrich our understanding of fundamental processes that may appear in a variety
of applications. This methodology is useful as demonstrated by Reynolds [16] when
he modeled the movement of a population of artificial “boids” based on three
simple rules:

e Separation: Do not get too close to any object, including other boids.

o Alignment: Try to match the speed and direction of nearby boids.

e Cohesion: Head for the perceived center of mass of the boids in your immediate
neighborhood.

From then on, agent-based models of human social interaction based on this same
theory-building strategy are becoming acceptable potential and powerful tools for
sociologists. Recent developments demonstrate how this technique can provide
sociologists with a more rigorous method for specifying the micro foundations of
global patterns at the relational level. For example, agent-based models (ABMs) can
show how simple and predictable local interactions can generate familiar but
enigmatic global patterns, such as the diffusion of information, emergence of
norms, coordination of conventions, or participation in collective action [15].

In this study, as well as in its earlier version [13], agent-based modeling is used
to investigate how social influences lead to group polarization and the intrinsic link
which forms local influence structure balance with the emergence of global bipo-
larization pattern. Besides we use online empirical data analysis to verify the
simulation conclusion.
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The rest of the paper is organized as follows: in Sect. 2 we present global
balance index (GBI). In Sect. 3 we examine the relationship between social
influence and bipolarization through Hopfield attractor model (HAM), especially
we focus on the connection between global polarization pattern and triad balance at
the micro-level. In Sect. 4 we use empirical data analysis results to show that HAM
makes sense to explain the real-world phenomenon. Section 5 presents our con-
cluding remarks.

2 Global Balance Index and Local Structure Balance

Social balance theory provides us an interesting theoretical base to analyze how a
social group evolves to the possible balance state. In this study, we investigate how
influence signs (—1, + 1, 0) change at the dyadic level affects the global (collec-
tive) balance state in the whole interpersonal network.

It is assumed that the interpersonal network tends toward higher balance [8], or
to be evolved with the probabilities as shown in Eq. (1)

PI'[R,'j= 1 —>RU=0|RU= -1 —>RU=0]NO

Next we introduce the global balance index (GBI), with the aim of application to
measure group voting polar patterns for Hopfield network simulation. Given a
signed network, a fundamental problem is how to construct a dynamics of sign
changes on the edges such that asymptotically the entire network is found on a
perfectly balanced state. We use the GBI defined in [6] Eq. (2) to measure the
network global balance level.

n

GBI = Z (1 - Sl'Riij)/Z, (2)
ij=1
where the summation runs over all adjacent pairs of nodes, s; € {1}, i=1,...,n

represents agent i’ s opinion, and R; represents the social influence which can be
positive, negative and neutral, i.e., R €{+1, — 1, 0}.

Computing global balance means assigning “+1” or “—1” to each node in the
network so as to minimize the GBI. GBI approximates to O means that interpersonal
network reaches a global structure balance state. We randomly generate a 10 X 10
interpersonal network and 1 X 10 opinion vector. Figure 1 shows the dynamic
signed influence network balance processes with using GBI as one measure, we
simulate 10 times and observe that each time the GBI reaches O, i.e., the social
network reaches a global network balance state within 1200 steps.

Globally, after the interpersonal network reaches stable balance level, we detect
the local triadic interpersonal structure by using R package sna [2]. Figure 2
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Fig. 1 Simulation results of GBI
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Fig. 2 16 type’s triadic distribution after GBI reaching 0

illustrates that code 300 is the only triadic structure remained, which according to
[8] suggests that when GBI = 0, local interpersonal relation attains structure stable
state.

Next we illustrate the local structure balance and global polarization pattern
using the Hopfield attractor model by considering the dyadic ties.

3 Hopfield Attractor Model with Dyadic Influence Ties
3.1 The Hopfield Attractor Model

Macy et al. [14] presented a Hopfield model to describe group polarization prob-
lems, with considering individual decision-making dimensions, social ties signs,
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strengths, culture dissemination theories, etc. The modeling mechanism is as fol-
lows. The cumulative social pressure of each individual i to choose one opinion s; is
denoted as in Eq. (3),

N
'leijsj
Piy="r j#i (3)

where s; = +1 represents binary voting opinions, N is group size, J;; is the weight of
the social ties that individual j (j # i) connect to i, and the matrix [ is termed social
influence matrix.

Comparing with Macy et al. [14], with the motivation of investigating the
relationship between non-positive social influence and group opinions polarization,
instead assigning continuous values between —1 and +1 to social ties I, we
assign three discrete values — 1, + 1 and O to J;; to indicate the three types of dyadic
social influence as defined in [10-12]. Furthermore, by considering the external
intervention X;(—0.5<X;<0.5), i.e., the influence to the individual’s opinion
comes from other out-group’s impact; the cumulative social pressure is computed
by Eq. (4).

Vs

Tis
where v5(0 <vy < 1) is used to trade off the internal and external group influence to
the individual i’s opinion, and K is the size of opinions dimension. Given a ran-
domly selected threshold n(0 <z < 1), if T > &, individual i chooses +1 (support),
else chooses —1 (oppose). Equation (5) describes the update of influence processes
of individual j to i (j#1i),

Iij (t+ 1) = (1 —(X)Iij (t) + % § Sjk(t)sik(t),j;é i, (5)

k=1

where ¢ is the time step, o is an adjustable parameter between O and 1. Based the
Hopfield attractor model, [12] extended the dyadic influence structure to triadic
scenarios. They also discussed the intrinsic connection between local dyadic and
triadic structures balance and global bipolarization pattern.

Next we illustrate the local structure balance and global polarization pattern
using the Hopfield attractor model by considering the dyadic ties.

3.2 Analysis of Simulation Results

We take the test by setting N =20, K =5, n belong to [0, 1] uniform distribution
and a=0.5. We run 100 times for average. Figure 3a shows the group initial
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Fig. 3 Group opinion before and after polarization under the condition of imposing three types of
social influence. (We generate N X K matrix which N denotes group size, K denotes the numbers of
options, N = 20, K = 5)

random opinions states when each agent i faces K dimension decision making
(before self-organizing polarization). Figure 3b illustrates the group bipolarization
state under the condition of no external influence (v =1) and with three types of
influence. We can observe that two patterns appear after group polarization, i.e., one
pattern is (-1, —1, —1, —1, —1), i.e., (black, black, black, black, black) (marked by
v1), the other is (+1, +1, +1, +1, +1), i.e., (white, white, white, white, white)
(represented by v;). The ratio of the 2-pattern size approximates to 1:1.

The relationship between exogenous intervention parameter vs to group polar-
ization is as shown in Fig. 4. We see that when vs =1 (no external intervention to
the group interaction processes), the ratio of is vy /vy +v,) approximate to 0.5.
However, the fifty to fifty well-matched equilibrium will be destroyed with a little
cut off vy. In other words, external intervention will lead to the majority pattern. In
particular, when v, =0.5, i.e., group opinion is evenly affected by external and
internal factors, we observe the group consensus appears, i.e., vi/Avi+V,)
approximates to 1, the pattern v, nearly disappears. It is clearly suggested that,
under the condition of imposing external intervention, the group reaches majority or
consensus pattern. With no exogenous impact, the group evolves into bipolarization
state in the end. We also simulate the case with no negative social influence. The
modeling result shows that under the condition with no external intervention, the
group reaches the majority or consensus pattern. The result might conclude that
non-positive social influence promotes group opinion bipolarization, which is
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consistent with our previous conclusion in [12]. Furthermore, we investigate the
triadic relation motifs distribution before and after bipolarization by using R
package sna [2]. We find that the overwhelming structure balance' motifs emerge
concurrently with polarization process.

Figure 5 presents the dynamic variation of triadic distributions. The upper plot in
Fig. 5 shows the initial local triads distribution as t = 0 according to randomly
generated social influence matrix. We can observe that all 16 types of triads exist in
the initial triadic relationships. With the social influence matrix updating, at step
t =19 some triad motifs disappear, e.g., Code 003, Code 012, and Code 102, while
Code 300, Code 210 become dominant (see middle plot in Fig. 5). Finally, at step
t =29, other triad motifs disappear except balanced triad motif Code 300 (as shown
in the bottom plot of Fig. 5), which means that GBI = 0 and the group achieves the
stable state.

The simulation results of Hopfield attractor model suggest that non-positive
social influence promotes group bipolarization pattern. In addition, HAM simula-
tion result concludes that opinions polarization in a group is coexisted with local
level structure balance, which reveals some interesting internal connection between
global collective pattern and local social structure stability.

"Holland and Leinhardt [9] addressed that classic balance theory offers a set of simple local rules
for relational change and classified local triadic motifs into 16 types, according to mutual
reciprocity, asymmetry relation and non-relationship between pairs (or dyadic relations), where
Code 300 triad relation corresponding to structure balance under the condition of the triad product
signs satisfies “+”. More details about structure balance refer to [3, 5, 8, 9].
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Fig. 5 Dynamic variation of triads distribution (at t = 29, GBI = 0)

4 The Evidences from Real World

In this section, we present two empirical illustrations. One shows that non-positive
influence as one important factor that promotes voters’ opinions polarization.
Another suggests that online social network demonstrates the local structure stable
characteristic.
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4.1 Political Polarization on Twitter

Social media play an important role in shaping political discourse in the US and
around the world. Some empirical evidences reveal that politically active Web 2.0
enabled social media users tend to organize into insular, homogenous communities
segregated along partisan lines. For example, Adamic and Glance [1] demonstrated
that political blogs preferentially linked to other blogs of the same political ideol-
ogy. Their finding is also supported by Hargittai et al. [7], which shows that Internet
users who share same political point of view tend to behave similarly, such as
choose to read blogs that share their political beliefs.

More insightful evidences came from Conover et al. [4] who studied some
networks of political communication on the Twitter microblogging service during
the 6 weeks prior to the 2010 US midterm elections. That study shows that the
retweet network exhibits a highly modular structure, segregating users into two
homogeneous communities corresponding to the political left and right, which
demonstrate the obvious bipolarization characteristic. A surprising contrast is that
the mention network does not exhibit this kind of political polarization pattern,
resulting in users being exposed to individuals and information they would not have
been likely to choose in advance. Figure 6 displays this kind of group opinions
dynamic pattern.

Their findings suggest that the possibility that in—group/out-group differentiation
and rejection antagonism, or the non-positive social influence between intra-group
members and intergroup members is the emergent cause of social network
self-organization, and leads to the bipolarization global dynamic pattern.

Fig. 6 The political retweet (left) and mention (right) networks. The color of node reflects cluster
assignments. Community structure is evident in the retweet network, but less so in the mention
network. In the retweet network, the red cluster A is made of 93 % right-leaning users, while the
blue cluster B is made of 80 % left-leaning users [4]
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4.2 Local Structure Balance on the Trust Network
of Epinions

In this section, we will detect the local structure balance among mixed relationships,
i.e., positive, negative, and neutral. We use the trust network constructed with the
product reviews in the Epinions Web site, where people can not only indicate their
trust, distrust, or no comments of the reviews of others, but also give both positive
and negative ratings either to items or to the other raters. In our study, we analyze
the Epinions dataset with 131828 nodes and 841372 edges. The basic statistics
about Epinions data set is as listed in Table 1.

In Table 1, “+A” stands for the triadic relationship that satisfies structure bal-
ance, “—A” denotes for the unbalance triadic relation. “+Edges” stands for the trust
relationship, “—Edges” denotes for the opposite. Figure 7 shows that most of the
edges are embedded into smaller size community (subgroup), and only a few edges
are embedded into high density modular structure. However, it is worth noting that
in both scenarios the balanced triads distribution is higher than that of the unbal-
anced counterparts.

We also analyze the 16 types triads distribution for three cases, trust or positive
“+,” distrust or non-positive “—,” mixed or including three scenarios no comments
relationships by “0,” and “+,” “—,” correspondingly. Our findings are that the size
of local triadic balance structure such as 16-#300, 3-#102, 11-#201 in the network
constructed by trust edges (or positive “+” relationship) and mixed relationship
(including “+,” “0,” and “—" links) is more than that in the distrust (or negative “—"’
relationship) network, as shown in Fig. 8. These observations fit well into Heider’s

Table 1 Epinions dataset statistics

Nodes Edges +Edges —Edges +A -A
13, 1828 84, 1372 71, 7129 12, 3670 3368, 2027 299, 4773
http://www.datatang.com/

Fig. 7 Balanced triads and 2500 (
unbalanced triads distribution +A
2000

Triadic distribution

log(Edge)
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Fig. 8 16 types of triads M “-” relationship M “+” relationship m mixed relationship
statistic distribution of three 40 -
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original notion of structural balance, which in its strongest form postulates that
when considering the relationships between three people, either only one or all three
of the relations should be positive.

5 Conclusions

In this paper, we have investigated the non-positive social impact on group
polarization based on agent-based modeling and real-world data analysis. By
simulation we find that bipolarization pattern tends to emerge with no external
intervention, and consensus may occur among group members if the non-positive
influence is neglected.

With dyadic influence considered, by HAM simulation we observe that dyadic
influence balance among agents has inherent relation with global bipolarization
pattern. This is similar to the macro—micro linkage: sentiment relations among
agents (localized as triad and dyad) lead to the collective balance of the group.

Two empirical evidences are consistent with our modeling results. The bipo-
larization on Twitter shows that no-positive influence as an important factor pro-
motes voters’ opinions polarization, while Epinions’ trust network demonstrates the
local structure stable characteristic existed in the online signed social network.
Those data analyzing results are closely connected to the theories of classic social
psychology and structure balance which tend to capture certain common patterns of
interaction.

Why are some communities, organizations, and social group characterized by
cooperation, trust, and solidarity, i.e., consensus pattern, whereas others are fraught
with corruption, discord, and fear, i.e., unconformity or polarization pattern? We
argue that viewed from the bottom up, the answer centers on global pattern that has
its micro-level social mechanisms. By these underlying principles, decision making
is distributed and global order self-organizes out of multiplex local interactions
among autonomous interdependent actors.
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Human-Like Knowledge Engineering,
Generalization, and Creativity in Artificial
Neural Associative Systems

Adrian Horzyk

Abstract This paper presents new approaches to form knowledge and achieve
generalization and creativity in a human-like way using artificial associations in arti-
ficial neural associative systems. We can assume that knowledge is automatically
formed in a human brain that is able to associate many objects, facts, rules, needs,
and emotions. The brain structure is very specific and does not reflect architectures
of today’s computers. This paper describes a neuronal structure that is able to rep-
resent various data combinations and their sequences in an aggregated form, which
allows to recall consolidated facts and rules by triggering various neuron combi-
nations. New combinations of initially triggered neurons recall even new facts and
rules as a result of high-level generalization that can be treated as creative behav-
ior. This paper provides the description of artificial neural associative systems that
enable to create knowledge in a human-like associative way and to trigger artificial
associations.

Keywords Associative knowledge engineering * As-knowledge « Knowledge
representation * Creativity * Artificial associative systems * Emergent cognitive
architectures * As-neuron * Semassel

1 Introduction

The aim of this paper is to provide the fundamentals for automatic associative
knowledge formation in artificial neural associative systems [3—6] that can use a spe-
cial kind of neurons (as-neurons) to represent a set of training sequences consisting
of objects. The objects are represented by as-neurons and can be defined by vari-
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Fig.1 Diagram of the natural and computational processes using objects, facts, rules, knowledge,
and intelligence to reach a decision or to induce a reaction

ous combinations of sensorial input data and other objects. Knowledge is essential
for all mental processes of living creatures, especially for their intelligent behavior.
Knowledge engineering is also key to solving some of the fundamental challenges
of today’s computer science. It facilitates more efficient and intelligent computer
systems and further development of artificial intelligence. Knowledge can be devel-
oped, expanded, verified, changed, and specified in a brain during one’s lifetime.
Facts, rules, and algorithms are the external products of intelligence and knowledge
(Fig. 1). They are recalled as sequences of elements that have been represented and
associated in a brain. Nowadays, knowledge is often treated as a set of facts and rules,
but in reality they are only derived from knowledge and cannot represent the entirety
of it [9—-11]. Knowledge is also defined as an inner configuration of a neural network
that has been created in a training process for a given set of training samples [19].
Knowledge is used in cognition and decision processes that are based on rules that
often result from various multicriteria optimization problems [16]. The freedom of
choice in decision-making problems determines the intelligence of the system and
can manifest creativity related to the hidden internal states of the decision-making
process [11, 16—19]. Computational creativity has been developing for many years
in many areas: music, vision, art, linguistic, and for problem solving [15, 20, 22].
Creativity is usually modeled as an effect of approximation, extrapolation, general-
ization, addition of noise, damage, and disordering effects [2, 11, 15, 19, 21, 23].
Researchers usually define creativity as the development of ideas, products, or solu-
tions that are perceived as unique, novel, relevant, and useful [2, 15, 16, 23]. The
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definitions of creativity define external manifestations of creativity but do not explain
where creativity comes from, and how it is produced in brain structures. The follow-
ing sections try to answer to these questions in terms of associative and general-
ization processes that take place in the biological and artificial associative neural
systems.

Human knowledge fails to work as a relational database because it requires fast
and direct neuron communication to consolidate fact and rules and quickly recall
associations. This is because relational databases function by looping and searching
for specific data that are passively stored [4]. Moreover, brains of living creatures
have no suitable structures for storing data tables that are currently commonly used
in today’s computer systems. Various kinds of artificial neural networks currently
used in computational intelligence can be trained and used to formulate answers and
even generalize about the trained objects. This kind of generalization is usually based
on multiparametric approximation functions that are represented by neural networks
and a special kind of nonlinear neurons. Furthermore, taking into account the usual
frequencies of biological neuron activations (that occur between 33 and 83 ms [12])
and the usual measured intervals between presentations of various stimuli and reac-
tions to them (usually between 300 and 1100 ms [7]), we can notice that only from
4 to 25 sequential interneuronal computational steps can be processed in a human
brain. Thus, each associative reaction to presented stimuli takes constant time in a
human brain. There is no place and no time for looping or searching through large
data tables. The classical computer system stores various collections of data, and
when necessary it tries to search them through many times to find data that are use-
ful for some given reasons or tasks (Fig. 1). In the classical computer methodology
hardly any task has constant computational complexity [14], but a brain performs
computations in a quite different way. This would not be possible without knowl-
edge that affects and steers associative processes and can indicate possible ways to
solutions. The solutions can be found within the gained knowledge, especially due
to the ability to generalize and create new variations of known objects, facts, rules,
processes, methods, or algorithms that are represented and associated in an associa-
tive system.

‘Associate’ means to consolidate and actively connect neural representations of
objects, rules, etc., to the existing ones. Such consolidations of objects and rules do
not form knowledge that can be used for reasoning. This paper introduces ’active
association’ that not only add and consolidate objects and rules but represent them
actively in the associative neural system that consists of as-neurons that can recall
consolidated objects and rules if being triggered by external or internal excitations.
Moreover, some new external combinations of neuron excitations can recall even
new behaviors (e.g., rules) that have not been trained. Such generalization process
is a result of consolidation and aggregation of learned facts and rules that have con-
stituted the knowledge. This kind of generalization is very similar to human cre-
ativity [2, 15, 16, 23] that usually is based on previous experiences, knowledge,
new inspiring surroundings, contexts of thinking, etc. The associations work with-
out rules, conditions, and high-complexity algorithms of contemporary computer
science. They are very fast, though they cannot always satisfy us. This is why we
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need to constantly expand our knowledge to improve the quality, precision, and effi-
ciency of our thinking processes and conclusions. Brains and nervous systems of
living creatures have a different architecture and way of data processing from today’s
computers.

Artificial associative systems (called aas-systems or artificial as-systems) carry
out associative neurocomputations (called as-neurocomputing or as-computing) on
graphs that are mainly built of neurons that are able to associate (called as-neurons)
and sense receptors embedded in interneuronal space [3—6]. They can associate and
consolidate various kinds of information and form knowledge in the associative
human-like way that enables contextual recalling of associated data, their combi-
nations, and sequences. Aas-systems can be trained using sequences of data combi-
nations and contexts of previous associations. The time lapse and plasticity of these
systems are indispensable for reproducing associative processes, using context of
previous states, form knowledge, and achieve generalization and creativity on the
sequence and rule levels.

2 Associative Model of Neurons

The associative model of neurons (called as-neurons) [3] reflects important features
and functions of biological neurons [1, 7, 8, 12]. The as-neurons expand the arti-
ficial McCulloch-Pitts models and spiking models of neurons [19, 24]. This model
tries to represent frequent subcombinations of input data and to connect to the other
neurons that are frequently simultaneously activated with the other neurons or their
activations come in close periods of time one after another. The as-neuron gradu-
ally, conditionally, and dynamically changes its size (influencing sensitivity), trans-
mission parameters (synaptic weights), and connections to other neurons and sense
receptors. It automatically and gradually relaxes in time and is switched into the
refraction process after achieving its spiking threshold and activation. When the as-
neuron achieves its spiking threshold, it is automatically activated and quickly starts
to influence other connected as-neurons, change parameters of presynaptic and post-
synaptic connections, and conditionally create or change its synaptic connections. In
the refraction state, the as-neuron gradually returns to its resting state. During this
time, it is less sensitive to next input stimuli until it exceeds its resting state again.
The as-neurons interact not only through synapses but also through interneuronal
space that allows them to connect and create new associative relations (as-relations),
reproducing frequent real relations between objects. Such connections are usually
created for the as-neurons that are frequently activated in similar periods of time.
The relaxation of an as-neuron means that it gradually returns to its resting state after
excitation stimuli that no longer activate the neuron. The associative context for each
as-neuron expires when it returns to its resting state. This gradual returning plays a
very important role in contextual data processing because the context of the previous
stimuli decreases in time according to the time that has passed since the as-neuron
was excited, not activated. The time lapse determines relaxation of as-neurons and
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thus also their grade of contextual influence. It means that the actual state of an asso-
ciative system is determined not only by activated as-neurons in a given moment but
also by the excited and refracted as-neurons that are not in their resting states. The
previously excited, but not yet activated, as-neurons can be activated faster in the
future if other excitation stimuli occur before they return back to their resting states.
The refracted as-neurons can be harder and slower to activate once again if other exci-
tation stimuli occur before they return back to their resting states. These non-resting
states of as-neurons significantly change the associative processing of next incoming
data. The associations change and can run otherwise, thanks to these temporal non-
resting states. It enables associative systems (as-systems) to change associations,
activate alternative weaker associations, be creative, process sequences of data com-
binations spread over time (time-spread combinations), learn, adapt, and store them
in their neuronal structures. Each non-resting state of each as-neuron describes a
potential temporal context for further associative data processing (as-processing) and
enables contextual associative reasoning (as-reasoning). To conclude, the as-neurons
supply new abilities and ways to process data unlike the ones used in contemporary
computer science.

The refraction period of neurons is also functionally very important [7]. This
period begins after neuron activation. It temporarily makes neurons be not or less
sensitive and reactive on next excitations coming from the other neurons during a
short future period of time. It also enables other competing neurons to achieve their
activations before currently refracted neurons. The change in activation order of neu-
rons changes the associations and a way of data processing. It means that the inner
dynamic associative program change and the associative system can perform other
alternative reactions. Moreover, the neurons can directly or through special inhibi-
tion neurons actively block other neurons using inhibition neurotransmitters. In case
of lateral inhibition, first activated competing neurons block or move away in time
activations of other suppressible connected neurons. This kind of cooperative com-
petition allows neurons to automatically divide and represent an input data space
according to similarity and a frequency of repetition of input data combinations [3].

Each as-neuron represents a set of input combinations that are usually spread
over time. This spread period of time begins in a moment when the neuron leaves
its resting state at last before its activation and finishes in a moment of being acti-
vated. All time-spread combinations of input stimuli that can activate a given neuron
define semantic associative elements (called ‘semassels’) that are fundamental for
associative data processing and knowledge representation in the associative systems
[3]. Each semassel can simultaneously represent many similar as well as completely
different combinations of input data that can be additionally spread over time. The
only condition to qualify the combination for being in a set of combinations defin-
ing the semassel is its ability to activate an as-neuron. This feature is very impor-
tant in view of generalization and enables to create memory tracks that can alterna-
tively activate neurons instead of real input stimuli coming from sense receptors. The
semassels are not stable, but they change over time because they are represented by
neurons that adapt themselves and optimize their activation frequencies to survive.
Changing sets of combinations defining semassels change associations and semantic
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relations between them. The biological neurons cannot be activated too often nor too
rarely. Too frequent activations of biological neurons deplete their stores of neuro-
transmitters, energy, and proteins and make them gather too many Ca** and Zn>*
ions, which can lead to their death (apoptosis) [1, 7, 8, 12]. Too rare activations of
biological neurons or too weak combinations of input stimuli do not allow appro-
priate metabolism and efficient energy use, so they try to block ineffective frequent
stimuli and spread combinations. It decreases synaptic transmissions for engaged
synapses. Moreover, such neurons do not demand the constant sets of inputs. They
can use various subcombinations of them.

The biological neurons can change their activation frequencies using a few built
in plasticity mechanisms. The neuron sensitivity for input stimuli is dependent on
the size of its perikaryon, the number of multiplied connections, and the number of
postsynaptic neurotransmitter receptors that open ion gates. All these parameters can
change in time. If a given neuron is activated too often it has to increase production
of cellular elements that makes it growing. When the size of the neuron increases
its sensitivity for input stimuli automatically decreases because there are required
more ions to change its potential and achieve its threshold of activity. In result, only
the strongest combinations will be represented in neurons [3]. All these input com-
binations can include excitation as well as inhibition stimuli that are spread over
time. Moreover, if some competing neurons grow, and their sensitivities decrease,
a subgroup of weaker combinations is rejected. Then the other competing neurons
are relatively more sensitive and can start to represent these rejected combinations.
The cooperatively competing neurons automatically divide the data combinations
between them. The lateral inhibition additionally supports this mechanism.

The synaptic transmission can change in time according to the correlation of
the synaptic activity and the postsynaptic as-neuron activity. If the excitation of the
synapse affects the activation of the neuron in a short period of time, then the synapse
is strengthen. On the other hand, if the excitation of the synapse does not trigger acti-
vation of the neuron in short period of time then the synapse is weaken [8]. These
mechanisms are more forceful when the neuron is small and has not achieved its opti-
mal frequency of activation. If the given neuron achieves its optimal frequency of
activation the size changes of its perikaryon, and even changes in synaptic strength
become weaker and slower. This natural process of activation frequency optimiza-
tion enables neurons to automatically specialize over time and stabilize represented
semassels [3]. If the input stimuli change over time, the neuron can start again the
plasticity processes of its adaptation, frequency optimization, and tuning the rep-
resented semassel. At last, the biological non-optimized neurons usually plastically
interconnect through the interneuronal space especially when they are often activated
in close periods of time. The above-mentioned features and functions are modeled
in the as-neurons [3]; however, it is not easy to simulate them on today’s comput-
ers because they work, react, and change their parameters and states continuously
and simultaneously in time. This model can be simplified for some groups of tasks
by adapting its relaxation function (1), so that the state, synaptic weights, and other
transmission parameters of the simplified as-neurons (2) can be updated in discrete
moments of time, expressed in natural numbers:
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where

a controls the total neuron relaxation speed, i.e., its returning to the resting
state, 0 S a < 1,

f controls the neuron relaxation speed in under-threshold and after-activation
states, 0.5 S f < 1,

0 is the threshold above which the SN neuron is activated,

excN  is the previous excitation state of the SN neuron,

is the kth input stimulus that can externally excite or inhibit (suppress) the

SN neuron in fth moment of time,

w, is the current weight value of the kth synapse.

The biological neurons do not significantly change their activation thresholds
but can change their perikaryon sizes in order to well-tune their sensitivity to input
stimuli. The as-neurons change their thresholds 6 for the same reasons [3]. In this
model the optimal frequency is not always possible to determine when neurons work
and adapt to a given training sequence set. There can be measured the quotient of
the number of the neuron activations to the number of all presented sequences of
a given training sequence set. The optimal quotient can be determined individually
for each data set and available as-neurons. They react on the presented combinations
stretching unevenly their representation on a whole presented input space according
to the presentation frequency of each training sequence and the repetitions of the
existing subsequences (Fig. 2).

The above-described neuron relaxation function NRF R enables discrete chan ges
of excitation in synchronized periods of time for all neurons for simplified artificial
as-systems. Such time flow can be easy simulated on CPU or GPU, but such simpli-
fied discrete as-neurons lose some features. They cannot accurately compete for first
activation moment and discrete updating of neurons allowing them to simultaneously
overcome the activation threshold 0, i.e., exc N> 6. This limits or even disables sim-
ulation of lateral inhibition, natural process of competing, and automatic covering
of input data space by such as-neurons. This simplified model also limits ability to
trigger alternative associations in proper moments. Despite these limitations, this
model can be successfully applied to many interesting tasks and easy simulated on
today’s computers. It enables development and training discrete artificial associative
systems using training sequences of input data combinations, and not only simple
data sets consisting of separate data combinations. It allows these systems to form
knowledge about the trained tasks and trigger sequences of associations for various
time-spread combinations of input data. The trained associations are automatically
generalized, triggering new sequences that differ from the trained ones. It enables
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knowledge-based creativity of the as-systems that is context-dependent and defined
by initial excitations of neurons that trigger following associations.

The synaptic transmission in biological neurons dynamically changes over time.
These changes can be short and temporal reproducing the phosphorylation of ion
channels or can be durable after the physical changes in the number of neurotrans-
mitter receptors [8, 12]. Moreover, the synaptic transmission between neurons can
be multiplied making the transmission very solid and strong. Thanks to the tempo-
ral and stable mechanisms for changing synaptic transmission, each synapse can be
used twice: first, for solid and durable memory, and second, for temporal and fast
remembering that can pass off or be consolidated through repetitions that establish
durable changes in it [3]. The simplified model of associative neuron described in
this paper uses a single weight value for expressing the synaptic transmission. The
temporal and stable changes of synaptic transmission are necessary for exploiting
diversified memory functions of as-systems. The synaptic weight for the simplified
model of as-neuron can be determined after the number 7, of activation of the SN
neuron for a given training sequence set S after the following formula (2):

W = 25y .5n 2
SN,SN Ny + 5SN?§]\V
_ 1
5SN,s7v = Z 7 3)

{wACON, : SN-wr--w>SNEAAT}

The time lapse 7 depends on the grade of the associative contextual SN -~ SN
connection that does not activate the SN neuron immediately after exciting its
synapse but only takes a part in excitating this as-neuron. This neuron will be acti-
vated in the future only when the sufficient number of other input stimuli will be
added to this excitation. This forms a special kind of spread combination that acti-
vates an as-neuron (1) and partially defines its semassel.

3 Associative Knowledge Representation

Artificial associative systems (aas-systems) are self-adapting plastic neural graphs,
which elements actively react on repeatability and frequency of various spread over
time combinations of input stimuli and their sequences [3]. The neurons of aas-
systems are able to dynamically create and modify connections and their para-
meters to represent these combinations and their sequences after given training
samples or training sequences. The diversity of their elements and connections
allows them to cover an input data space according to the repeatability and various
frequencies of their presentations. The neural representation of frequent combina-
tions is not duplicated but automatically consolidated. New neurons try to represent
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only those frequent combinations and subcombinations that are already not repre-
sented. Such aggregations make aas-systems capable to generalize and be even cre-
ative. The aas-systems consist of associative neurons, sense receptors, and effectors
that are embedded in interneuronal space.

All their elements work in time that is crucial for their inner associative processes
and context consideration. The sense receptors transform various data into their inner
representation. The neurons represent and associate various combinations of input
data. The effectors affect surroundings, computer systems, or other associative sys-
tems. Their inner graph structure is self-created after some defined plasticity mech-
anisms. The associative rules link each represented object to many other objects.
The appropriate weights (2), the sensitiveness of neurons, and their possible active
reactions (1) enable to trigger sequences of associations upon activating neurons that
represent various objects. The sequences of objects can represent whatever, e.g., var-
ious facts, rules, and even algorithms.

This paper describes the construction only on high-level representation of already
created objects in order to demonstrate the generalization properties and creativity
of aas-systems (Fig. 2f). We assume that semassels representing objects are already
formed, established, and represented in as-neurons of the active neuroassociative
knowledge graph (ANAKG). This graph is the subgraph of the aas-system that rep-
resents the sequences of objects taking into account their sequences and previous
contexts. The ANAKG can be quickly constructed after training sequences and the
information about repetitions of individual sequences as follows: For each training
sequence S € S, its repetitions, and for each combination ¢ € § in subsequent
points of time check if this combination activates any existing as-neuron. If it does
not then create a new as-neuron representing this combination and activate it. Next,
connect the currently activated neuron to all recently activated neurons by the cur-
rently processed training sequence S if such connections do not yet exist. Compute
or update the weights of these connections after formula (2) in accordance to the
flow of time between activations of each pair of connected neurons (3). Each neu-
ron counts up its activations #gy for the trained set S and automatically updates
weights of all outcoming connections (2). Each synapse (connection) updates its
activation coefficient 6 if presynaptic and postsynaptic neurons have been activated
for the same processed training sequence according to the flow of time between their
activations (3). If the computed or updated weights provide ambiguous or incorrect
activations of the following neurons determined by the currently trained sequence,
then the previously activated neurons create suppressive (inhibition) connections to
the incorrectly activated neurons or to their excited synapses.

The biological as-systems form knowledge in nervous systems during their life-
time. In computer science, we need to form knowledge much faster and usually
for given data that are stored in databases. The artificial as-systems are equipped
with ability to quickly adapt to any set of training sequences of data combinations,
e.g., sentences consisting of words. The as-neurons of such systems represent such
combinations and appropriately link them together to reproduce their real sequences
or subsequences. Such links are represented by weighted neural connections. The
weights reflect the frequencies of each of the two subsequent combinations
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Fig.2 The construction of the ANAKG that s a part of an aas-system for the given set S consisting

of five training sequences that frequencies of repetition differ
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represented in the connected neurons and the flow of time between presentations
of these connected combinations (2). Moreover, there are created some extra con-
nections coming from more previous combinations in order to make the reaction of
each as-neuron conditional on a few previous activations of the neurons represent-
ing the context of the trained sequence, which is especially important since when
the same combinations in various training sequences are represented by the same
neurons, so associative activation tracks of neurons reflecting following combina-
tions of training sequences cross many times in the aas-system (Fig. 2). Yet, not all
existing contextual connections are sufficient to retrace each training sequence. This
apparent weakness is a great advantage of aas-systems because it allows them for
creativity and activation of new sequences. The insignificant or imprecise contexts
recall the most frequent and strong activations or their sequences that have been
learned. When the context is known and very precise, there is no place for creativity,
and the brain recalls the learned associations that suit this context. If the context is
partial or differs from the trained contexts, then the recalled associations can be new
and creative, thanks to the consolidation of the same and similar combinations in the
same as-neurons and their connections to other as-neurons. As a result, less-frequent
sequences can be achieved only if the external context will be more precise.

The knowledge represented in aas-systems and ANAKG subgraphs can be easily
developed and extended. All future associations are dependent on all presented sam-
ples, their sequences, and their frequencies of presentations. The repetition of previ-
ously trained sequences also can change the way of future associations and answers
of the aas-system. It means that the inner associative programs of data processing
can automatically change according to the repeated or new training sequences. In
conclusion, the aas-systems are reprogramming themselves after training input data
combinations and their frequencies alike a human mind.

4 Final Remarks and Conclusions

The presented ANAKG and artificial neural associative systems are able to form and
develop knowledge in an associative way using the as-neurons for any set of training
sequences. These emergent cognitive architectures can actively connect representa-
tions of aggregated data groups. The construction, training process, and recalling of
associations are fast and contextual. The associations of similarity and the associa-
tions of sequence can be triggered using various internal or external activations of
as-neurons or sense receptors. The accuracy and novelty of the used context for exci-
tation of as-neurons determine if the achieved reaction (answer) will be the one of
the previously trained or will be creative. The creative answers are usually produced
for new contexts, i.e., new time-spread combinations of input stimuli that activate
as-neurons in some new ways.

Concluding, knowledge can be automatically formed in the artificial associative
systems as a result of weighted consolidation of various facts and rules in accor-
dance to their similarities and subsequent occurrences. Such knowledge can be
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contextually evaluated and various facts and rules can be retrieved by recalling them
as the result of activations of the following as-neurons which represent various pieces
of information. Creativity of artificial associative systems comes into being as a
result of a high-level generalization on the sequence level.
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Improvement of a Web Browser Game
Through the Knowledge Extracted from
Player Behavior

Joao Alves, José Neves, Sascha Lange and Martin Riedmiller

Abstract In this article, we describe how a web browser game can be improved
through the knowledge obtained from the analysis of the behavior of its players.
The analysis of player behavior is a technique that has been used with success
in traditional computer games. These kind of analyses have been proven to help
the developers in creating games which provide a more engaging and enjoyable
experience. Currently, there is an interest in trying to replicate this success in a
less-conventional genre of games, normally called browser games. The defining char-
acteristic of browser games is the fact that they are computer games which are played
directly on the web browser. Due to the increased ease of Internet access and the
growth of the smartphone market, this game genre has a promising future. Browser
games regarding the area of game mining have an advantage over traditional com-
puter games in that their characteristics player behavior is relatively easy to collect.
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1 Introduction

Browser games are computer games that have the unique characteristic of being
played directly on the web browser without the need of additional software fittings.
The web browser is then responsible to provide the player interface and the access
to the game world.

Typically, games in this genre offer a multiplayer environment where users can
interact with each other. Attending to the way this genre works, the current game
status of the players needs to be stored by the game provider. This fact makes it easy
to collect information about the players, since companies already need to store it in
order for their games to work.

There is an increasing awareness in the game developers community about
browser games with the rise of smartphones with web access [3] and the growing
popularity of social platforms [9].

Traditionally, the business model for computer games involves selling a game
package to the customer that enables him to enjoy the game. However, by defini-
tion, in browser games there is no package to be sold. To be able to gain popularity
and to attract new players, due to fierce competition, these games are available free
of charge. Because of this constraint, developers have to resort to other sources of
revenue. Commonly these sources are advertising, which may be displayed easily
within the player interface, or selling in-game features, which typically enhance the
player’s game experience [16].

In this paper, we will focus on the behaviorial analysis of the players registered
in a browser game developed by 5DLab! called Wack-a-Doo” and the improve-
ments made in result of this analysis. Wack-a-Doo is a strategy browser game which
requires players to develop economical and research structures so that they can main-
tain an army able to resolve military conflicts with other players and to secure in-
game points of strategic interest. Regarding this game, some work has already been
published; however, the focus was more on enumerating important behaviorial char-
acteristics and less on improvements that can be created taking into account the infor-
mation obtained from those characteristics [1].

In browser games, the playing mechanics involve the player making a limited set
of actions, for example moving armies or founding cities that have an associated
time cost for completion. As a result, the player can leave the game and return only
when the time associated to these actions is over or he can perform more in-game
actions. Because of these playing mechanics, the typical user performs short playing
sessions various times a day [10]. The mechanics of Wack-a-Doo, while having their
own original flavor, follow also this generic formula.

Thttp://www.5dlab.com.
Zhttp://www.wack-a-doo.com.
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2 Related Works

The growth in popularity of free-to-play games like Wack-a-Doo has created a new
research perspective on behavior analysis. Because the major revenue stream for the
developers of these kind of games is selling in-game content through microtransac-
tions, the analysis of the players preferences and their development is truly crucial
for the game’s financial success [16]. The games developed under this game model
require a constant analysis of the player behavior in order to maintain their financial
sustainability [12].

The dependency that games have on obtaining knowledge from the player behav-
ior lead to the creation of many fairly recent companies that provide solutions which
enable the game developers to perform all kinds of in-depth analysis of the data
collected by the game. Some companies present these characteristics namely Hon-
eytracks® or GameAnalytics.*

Unfortunately, the amount of studies publicly known about knowledge extraction
in MMOG:s is limited, mainly due to confidentiality issues. The available knowledge
for free-to-play games is more comprehensive; however, it generally comes from
articles or blog posts [6].

One of the techniques used for analyzing player data is calculating metrics that
serve as key performance indicators (KPIs); examples of KPIs in MMOGs could be
the session times, the churn rate or if applicable even tutorial completion information
[7]. Because of the more mature state of the field of web analytics, there are some
techniques that were adapted from this field and used in the context of MMOGs.
Examples of this adaptation could be conversion rates analysis, user acquisition cost
analysis, or cohort analysis [8].

There are also data mining techniques used on more traditional computer games
that have objectives such as behavior prediction [14], classification of user behavior
[2, 5], and retention modeling [8] that are interesting and can potentially provide
very useful information to the MMOGs developers [6].

3 Motivation

The sources of revenue in Wack-a-Doo are the selling of extra features to the players
and the selling of bonus that give a temporary game advantage to the players who
buy them. There is then, of course, a huge incentive for the developers to create
a game that incentives the consumption of those products. To improve their game
experience it was decided to analyze the player’s behavior.

The company behind Wack-a-Doo divides the players in categories according to
a hierarchy of states. This classification is made in such a way that when a player
advances to the next conversion state, he can never posteriorly be classified at a

3www.honeytracks.com.

“http://www.gameanalytics.com.
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lower position in this hierarchy. From the lowest to the highest hierarchic level, the
conversion states found in this study are registered, logged in once, played 10 min,
logged in 2 days, active player, and paying player.

Aside from the conversion state, there are other indicators that the Wack-a-Doo
developers suggest as important, such as the time played or of course the very com-
mon churn ratio. Our objective in this study is to analyze the player behavior and
extract knowledge that can help developers improve or understand these indicators.
The indicators used in this study will be primarily the time played and the conversion
state.

There could be multiple ways to make the analysis of the player behavior, the
approach chosen for this study was to extract as much knowledge using as source
only the first playing days of each player. As such we decided to use the information
from the first 3 days of each player and make a short-term prediction. The day used
for the prediction value was the 10th day.

Given the long-term characteristic of the games in this genre [16], the study focus
on only some days can be confusing. The fact is that the analysis is not only on some
days of the game history; what happens is that we used not all the days of the game
history but only the first 3 days of the player history. This short period is relevant
due to three factors. The former relies in the fact that it is in the first days of playing
that we can find the information about all the users experimenting the game for the
first time. The second point is that the first days of each player are very important in
defining their behavior for the rest of the game; for example, in Wack-a-Doo after the
10th day and not counting inactive users 81 % of the players maintain their conversion
status. The latest is a consequence of the high short-term churn ratio that is verified
on Wack-a-Doo.

This short-term analysis can also be very useful to help the companies quickly
decide on the effectiveness of a marketing campaign. For example, they can study
the players that registered from a certain marketing campaign in their first few days,
and predict whether or not there is a good percentage of them that are going to bring
any added value to the game.

4 Data Collection and Preprocessing

For this study to be relevant, the data needs be extracted automatically from the
deployed Wack-a-Doo database. As such, the first task was to analyze the database
and decide which of the stored data could be used to describe the player’s behavior.
Fortunately, the developers had a very-well-designed database and stored various
player attributes useful for this study.

The approach taken while selecting the attributes to collect from the database was
a comprehensive one. The final list contained 33 features for each player that varied
from the gameplay related such as the number of armies or the number of settle-
ments founded, to the more social oriented such as number of messages received/sent
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or number of likes received/sent, to the obligatory more financial oriented such as
amount of money spent.

One of the characteristics of the Wack-a-Doo database is that it does not have a
time-related attribute associated with its data. In practise, only the current state of
the player is registered and there is no information about when certain changes in
the state of the player occurred. Because of this it would not be possible to study the
evolution of the player using Wack-a-Doo’s database alone.

To surpass this shortcoming we developed a system for collection and preprocess-
ing of player status that we call SysCOPPE. This system is capable of giving us the
necessary knowledge about player’s evolution. With SysCOPPE we are easily able to
collect all of the selected attributes from the Wack-a-Doo database at regular inter-
vals. For the reasons of this study, we decided to opt to use an interval of 24 h between
each data collection (Fig. 1).

SysCOPPE runs every day and stores its daily data collection in a text comma-
separated values (csv) file. After that, the data in the csv file is preprocessed and
then inserted in the SysCOPPE database. The data used for this study was collected
during a period of 108 days with the first collection data being 23 of March the first
data collection date.

During the preprocessing of the csv’s SysCOPPE performs data filtering and
cleansing tasks. For example, sometimes players use stolen credit cards to make pur-
chases and when that happens their registered money gross will revert back but the
conversion state will not. In this case SysCOPPE will update the conversion state to
the value it was before. Another example more related to the developer Wack-a-Doo
implementation could be the negative values for time played when the player has
registered but never logged in, when this happens SysCOOPE changes the value to
zero.

Wack-a-Doo
Database
SysCOPPE
N
Current
Data

PI

Collection sng

SysCOPPE Pretended
Database Data Set

B

4

Fig.1 SysCOPPE
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Another of the features of SysCOPPE is the ability to generate datasets accord-
ing to user specified requirements. The user can specify e.g., the time interval, the
filtering inactive users or of course the target feature of his pretended dataset.

5 Methodology

According to the definition, a time series is a series of timely sequential observations
X@®):;li=2,....,N;t=1,...,T], where T refers to each time in point and i refers to
the number of variables in the time series. In our case, the number of observation by
each point in time is equal to the number of players and the variables registered are
the features that we record for each player. Because our number of observations per
point in time is bigger than one, we can say that the data registered on the SysCOPPE
database allows the construction of a multivariate time series (MTS).

However, when creating this time series we need to be careful when choosing
what values do we want to use for our time axis. We could make a time series using
the collection data as the time value, but from an analysis point of view this would be
highly debatable. What makes sense is to position the time axis in relation to the days
since the player registered in the game; with this when we select the time position
number 1, we will only see players in identical game development stages. With the
necessity cut our time series to only three points in time, the traditional MTS mining
techniques are inadequate [15]. Because of this constraint imposed by our objectives
and to avoid confusions, we will stop treating our data as a time series.

The first step to prepare for our experiments was to create the two datasets with
the 33 collected features during the first 3 played days with one having as target the
conversion state and the other the time played. Because the datasets comprise of data
collected during three days plus the prediction target value on the tenth, the number
of features for each recorded player was not 33 plus the prediction target but 33 for
each day (e.g., for each player we have recorded the number of logins on day 1, on
day 2, and on day 3. The number of players used for this study were 4212.

The number of attributes collected are already considerable; however, we were
not totally satisfied because our datasets consisted only of absolute values that did
not revel directly the player evolution. To overcome this problem, we decided to do
some data transformation adding new attributes.

One of the measured features where we made some data transformation was
the number of armies (where we calculated the difference of the number of armies
between each of the 3 days). This gives a more direct measure of how fast the player
is creating armies. Another example could be the information that we store each
day if the player has joined or not an alliance under the form of a Boolean and we
added a new attribute saying specifically in which day he joined an alliance. We also
added some attributes that are not game related but could prove to be relevant such
as the day of the week when he registered. With this new approach we added 59 new
attributes, having this new dataset version a total of 158 attributes. This addition
should make the task of the prediction algorithms easier.
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During our experiments we used the Repeated Incremental Pruning to Produce
Error Reduction algorithm [4] for rule learning and the C4.5 algorithm [13] for deci-
sion tree generation. This particular decision to use these kinds of algorithms is jus-
tified by the fact that we do not want to create the best prediction model possible
but to extract knowledge from the data. Decision tree and rules are one of the most
direct ways to accomplish this objective [11].

6 Experiments and Results

6.1 Conversion State

For the analysis focused on the conversion state, we used the RIPPER and the C4.5
algorithms. For this classification problem, the decision tree model had a general
accuracy of 90.2 %, really close to the 91.0 % general accuracy obtained with the
model created by RIPPER (Table 1).

The confusion matrix associated to the model created by the RIPPER algorithm
shows that there is some difficulty distinguishing between the active player and the
logged 2 days conversion states. Actually this observation also holds when analyzing
the model resulting from the C4.5. According to the RIPPER model, the precision
percentages of the active player conversion state and the logged 2 days states are,
respectively, 77.9 and 89.25 %, being the former the worst class precision of both
models. The recall for these two states is, in the same order, 82.25 and 55.77 %.

These results show that there is a very big difficulty predicting the logged 2 days
state, and the class most affected by this is the active player state. In fact this is one
of the reasons why we can say that the investment in adding new attributes to the
dataset paid of. With these new attributes, the confusion between those two classes
decreased around 20 % in both of the algorithms used. It was interesting to verify
also that the attributes that made most difference in decreasing this confusion were
the ones directly measuring player evolution, e.g., the difference between the time
played in one day and the time played in the next one.

Table 1 Conversion state classification RIPPER confusion matrix

Pred. — Ten Logged Active Logged 2 | Registered | Paying
minutes once days
Ten minutes 1317 0 4 0 0 0
Logged once 0 911 0 0 0 0
Active 14 1 292 46 0 2
Logged 2 days 174 26 72 382 31 0
Registered 1 0 0 0 896 0
Paying 0 0 7 0 0 36
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This difficulty to distinguish between active players and players who logged in
twice in a row can probably be explained by the nature of our analysis. When using
only the information about the first 3 days the difference of a player who has logged
in twice in a row and an active player should not be very noticeable. However the
active players are crucial to the prosperity of Wack-a-Doo, this is why we dedicated
some time to the analysis of how the models behaved in distinguishing these two
classes.

From the learned rules, the one that is most helpful in distinguishing between
the active player and the logged in twice states is the one that dictates that on day
3 the player played the game less then 24.3 min. This value is now useful for the
developers as a goal to reach for each player and a performance indicator.

Another useful finding that helps distinguish between players from these two
states is that if by day 2 the player has not raised an army, then he will never be
an active player. What was concluded from this finding was that the military aspect
of the game was an engaging factor for the players and as such it should be adver-
tised. As a result from this finding, a slight change in the tutorial tasks of the game
was introduced. In this new version of tutorial, the military mechanics are explained
not only earlier but also more extensively.

It is also curious to observe again that the victory ratio of a player is positively
related to the time he will be playing in the future. This means that the players who
have a bigger win/loss ratio will end up playing the game more. This is a somewhat
expected because it is only natural that a player finds a game more enjoyable when
he is winning. However, boosting the victory ratio of the players is tricky because
if one player wins another has to loose. The solution that was created for this ratio
problem was the introduction of computer-controlled armies in the game. This new
kind of armies not only helps boosting the players victory ratio but also, especially
in the early game, provides more action for the players.

In the RIPPER model, there was only one rule that was used to classify the players
belonging to the paying state. This rule can be interpreted as stating that a customer
who was a paying customer in the first 3 days is classified as a paying customer in
the 10th day. This is a trivial rule; however, what surprises is that it is able to classify
almost 84 % of all the paying customers. This high percentage probably means that
the game developers are doing a good job on encouraging the new players to spend
money in their very first days.

From the models created it was evident that a higher number of logins per day
indicates a likely higher retention of the player. It was that if a player only logged in
once in the second day, then by the 10th day he would not login any more. To try to
lure the players into the game and motivate them to come back, a temporary bonus
feature was added. This feature consists of small “bubbles” of resources that appear
around the player’s villages and when popped give the resources to the player. These
bubbles are temporary and need to be popped within a certain time.
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6.2 Time Played

Every time a player is playing the game, Wack-a-Doo keeps track of the time they
spend and when their session is over it updates the amount of registered playtime. We
can say that Wack-a-Doo keeps a cumulative counter of each players playtime. The
metric unit used to register the time played is seconds. Because this data is stored in
a continuous scale we had the need to discretize it.

When we tried to create bins of the same range size, we faced a problem because
the number of users in each of the bins is very unbalanced. The most common bin has
the range (—o0, 63385] and contains 98.5 % of players. This happens for two reasons
the first is that it is expected for the cluster with low values to contain more players
because of the users who register and never play or just try the game for one unique
short session. The second is that there are some few players who spend a big amount
of time playing, for example there are 18 players that are distributed between 126769
and 316923 s of playtime. And because of this distribution of players the range size
for the bins needs to be big in order to each bin to have at least one player and to
accommodate all players. Because of all this, the upper boundary of the first bin is
really high which again contributes to unbalance of the player distribution across the
bins.

With this last failure to apply an automatic discretization algorithm, we learned
that it would make more sense for us to create the bins according to our analysis of the
Wack-a-Doo data. After our analysis, we propose five profiles of players according to
time playing patterns found in the Wack-a-Doo data. We should note that while the
specific times used in the ranges of each profile are very specific to the Wack-a-Doo
game, the theoretical notion behind each of these profiles is probably useful in every
game of this genre (Tables 2 and 3).

The frequency of each of the classes still varies greatly from a minimum of 68
players to a maximum of 1773; however, the class imbalance is not as huge as the
one observed in the previous discretization attempt. But more important than that,
the clusters created make sense from a game point of view and should allow us to
extract much more relevant knowledge from the Wack-a-Doo data.

After this preprocessing of the dataset, we used the rule learning algorithm
RIPPER and the C4.5 decision tree generator algorithm. Both of these algorithms

Table 2 Profiles for players according to their time played

Name Time range Frequency
Not playing [0, 1] 552
Experimenting players (1, 100] 330
Casual players (100, 10000] 1489
Interested players (10000, 60000] 1773
Hardcore players (60000, +o0) 68
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Table 3 Time classification C4.5 confusion matrix

Pred. — Not playing Experimenting | Casual Interested Hardcore
Not playing 552 0 0 0 0
Experimenting| 8 319 2 1 0
Casual 3 1482 1 0
Interested 5 59 1687 20
Hardcore 0 0 0 29 39

performed very well with the decision tree having a general accuracy with 96.84 %
and the rules a general accuracy of 95.75 %.

Because of the slight imbalance of our classification, general accuracy can be a
very misleading measure; however, after studying both of the confusion matrices,
we can conclude that the models created are relevant. In both of the created models,
the worst precision results are obtained for the casual and hardcore players classes.
In the particular case of the decision tree, the class precision of casual players is
96.05 % and of hardcore players 66.10 % with a respective recall of 99.53 % and
57.35 %. With this analysis, we can also conclude that this model does not perform
well when differentiating between hardcore players and interested players when they
are hardcore players.

The completed tutorial attribute in the decision tree model is one of the major
factors distinguishing between the interested and hardcore players. This means that
a more appealing game tutorial is very likely to bring more players to classes related
to higher playtime. This led to a bigger focus on the development of a better tutor-
ial and resulted in a rework of the tutorial design and functioning. Among the new
tutorial features are an automatic pop-up system that details every assignment with
pictures and themed graphics or an helping arrow that guides the players through-
out the assignments. This helping arrow at first points to every location where the
player needs to click but as the tutorial is getting to an end it starts to get less com-
mon and only indicating how to access recently introduced game features. Another
change was the inclusion of relatively advanced game features in the tutorial that
were previously left out.

Other important factor distinguishing between the interested and the hardcore
players is the already mentioned success in battle. For the players who played more
then 355 min, the ones who had a number of defeats bigger than zero in the first
day are likely to be interested players and the ones who had more victories than
defeats are likely to be classified as hardcore players. The solution created for this was
already mentioned in the previous section where an artificial victory ratio boosting
mechanism is discussed.

Example of the positive effect of the social features
(diff_time_d3dl >= 10302) and (time_played_dayl >= 6680)

and (overlal_score_day3 >= 315) and (diff_ovrscore_d2dl >= 75)
and (day_join_alliance <= 1) => result=hardcore players
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(Example rule created with the RIPPER algorithm)

In the above example, diff time_d3dI and diff _ovrscore_d2dl represent respec-
tively the difference of the cumulative values of time played and overall score
between days 3 and 2 and between days 2 and 1. If the player has joined an alliance
the day_join_alliance attribute has a numerical value indicating in which of the 3
days that happened. This particular rule shows how the fact that a player has joined
an alliance on day 1 positively influences his time spent on the game.

The creation of these two models led to the discovery that the social aspect of the
game has a positive effect on the time played. The players who have sent messages or
likes to other players or joined an alliance are always classified as one of the classes
who spend more time playing. With this knowledge some effort was made in order
to not only make the social part of the game more appealing but also to make the
game itself more social. Some of the features that resulted from this effort are the
addition of more channels for the in-game chat system and the introduction of better
bonus for the players who brought their friends to the game.

It was added to Wack-a-Doo an interesting characteristic that makes it a more
social game. What was changed was that the game when deciding the positioning of
the player in the Wack-a-Doo map will take into account the real geographic location
of the players. In practice, this means that players from the neighboring cities will be
located in close proximity to each other. This change increases the probability that
the player’s motivation to play will come from real-life social factors. An example
of such factors could be a rivalry between two cities that motivates the development
of a war inside the game.

7 Conclusions

The future of browser games is predicted to be very promising with the rise of smart-
phones with web access and the growing popularity of social platforms. This creates
an increased awareness in the game developers community, which in turns raises the
competition in the browser games market. The usage of data mining techniques to
extract knowledge about their game can be the deciding factor to achieve financial
success.

In this paper it was described SysCOPPE, a system that was created to collect and
preprocess data from a browser game. This type of solution is very versatile and can
be easily adapted to a browser game created by a different developer. Future work
on SysCOPPE should pass by adding the capability to make an automatic analysis
of predefined features every time the SysCOPPE database is updated.

It was presented a case study using the data from a browser game currently in
the market. In the experiments section it was suggested five profiles according to
playtime patterns that were identified in the Wack-a-Doo data. These profiles are a
contribution that may help classify players from other games of this genre.

This article focused on making very short-term predictions of features that the
developers considered relevant. It is expected that this article will make a contribution
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to comprehend which characteristics of the player’s behavior inside the game are
important to be taken in consideration, and which parts of the game should be object
of a more careful elaboration.

An example of an important player’s characteristic with impact on the players
behavior is the victory ratio. Another example could be the discovery that social-
related game features, such as alliances or a like system, have also a positive effect
inside the game.

There was also an indication of some changes or features in Wack-a-Doo that
focused each of these important player characteristics. These improvements to the
game can also be reproduced or at least used as guidelines by other companies that
work on the web browser game market.

5DLab has recently released a mobile application of Wack-a-Doo for smart-
phones. This version of the game is not focused on this study. However, a study
of the differences between the mobile players and the web browser players could
yield interesting results.

Although it has been concluded that there was useful knowledge extracted using
the current approach based only on the player behavior in their first days, we should
note that to identify complex behavior patterns it is necessary to use longer time
spans.
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Using Extracted Symptom-Treatment
Relation from Texts to Construct
Problem-Solving Map

Chaveevan Pechsiri, Onuma Moolwat and Rapepun Piriyakul

Abstract This paper aims to extract the relation between the disease symptoms and
the treatments (called the symptom-treatment relation), from hospital-web-board
documents to construct the problem-solving map which benefits inexpert people to
solve their health problems in preliminary. Both symptoms and treatments
expressed on documents are based on several EDUs (elementary discourse units).
Our research contains three problems: first, how to identify a symptom-
concept-EDU and a treatment-concept EDU. Second, how to determine a symptom-
concept-EDU boundary and a treatment-concept-EDU boundary. Third, how to
determine the symptom-treatment relation from documents. Therefore, we apply a
word co-occurrence to identify a disease-symptom-concept/treatment-concept EDU
and Naive Bayes to determine a disease-symptom-concept boundary and a
treatment-concept boundary. We propose using k-mean and Naive Bayes to
determine the symptom-treatment relation from documents with two feature sets, a
symptom-concept-EDU group and a treatment-concept-EDU group. Finally, the
research achieves 87.5 % precision and 75.4 % recall of the symptom-treatment
relation extraction along with the problem-solving map construction.
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1 Introduction

The objective of this research is to develop a system of automatically extracting
relation between the group of disease’s symptoms and the treatment/treatment
procedure (called the symptom-treatment relation) from the medical-care-consulting
documents on the hospital’s web-board of the nongovernmental organization
(NGO) website edited by patients and professional medical practitioners. The
extracted symptom-treatment relation is also conducted for the construction of
problem-solving map (PSM), which is a map representing how to solve problems,
especially disease treatments. PSM benefits general people to understand how to
solve their health problems in the preliminary stage. Each medical-care-consulting
document contains the disease symptoms and the treatments are expressed in the
form of EDUs (elementary discourse units), which is a simple sentence/clause
defined by [3]. Each EDU is expressed by the following linguistic expression:

EDU — NP1 VP

VP — verb NP2 | verb adv

verb —  verby,ca-nounl | verbye,-noun2 Iverbggong
NP1 — pronoun | nounl | nounl AdjPhrasel

NP2 — noun2 | noun2 AdjPhrase2

nounl — *’, ‘tjuty/patient’, ‘@u72/human organ’, W&/ scar’,...
noun2 — ‘°, ‘93W"¢/human organ’, ‘@NN/symptom’, ‘R../..color’, ‘U
medicine’,...

verbyea — ‘JUlNA/have scar’, ‘BanNs/have symptom’,
verbgong — " ERNUNWpain’, “Wrapply’, “W/apply’, ...

where NP1 and NP2 are noun phrases, VP is a verb phrase, adv is an adverb, and
AdjPhrasel and AdjPhrase2 are adjective phrases.

Moreover, there are two kinds of treatments existing on the web-board docu-
ments; the actual treatment notified by patients/users from their experiences and the
recommended treatment edited by professional medical practitioners. Thus, each
medical-care-consulting document contains several EDUs of the disease-symptom-
concepts along with the actual-treatment-concept EDUs and the recommended-
treatment-concept EDUs as shown in the following form:

|EDU1|--|EDUm|Dsym |EDU1|.A AT |EDU1|.A|EDUp | RT| EDU1|,.| EDUq|

R S e e

where

e Dsym, AT, and RT are a group of disease-symptom-concept EDUs, a group of
actual-treatment-concept EDUs, and a group of recommended-treatment-
concept EDUs, respectively, as follows:

Dsym = (EDUgyp—EDUgyp—5 ... EDUgyy—,) where a is an integer number and
is > 0,
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AT = (EDU,_, EDU,_, ... EDU,_,) where b is an integer number and is > 0,
RT = (EDU,._, EDU,,_, ... EDU,,_.) where c is an integer number and is > 0
m, n, p, and g are the number of EDUs and are > 0

Therefore, the symptom-treatment relation can be expressed as follows:

Dsym — AT
Dsym — RT

From Fig. 1, Dsym is EDU1-EDU3, AT is EDUS, and RT is EDUS-EDUI10.
Thus, the extracted symptom-treatment relations (as shown in the following) from
medical-care-consulting documents with several problem-topic names, e.g., dis-

S tom-Treatment Rel.

eases, are collected for constructing the general PSM representation (see Fig. 5).
where SymptomSet = {Dsym;, Dsymy, ..., Dsym,,}, TreatmentSet = At U RT, and
Dsym; # Dsym, # ... # Dsym,.

There are several techniques [1, 8, 9] being used to extract the symptom-treatment
relation or the disease treatment relation from texts (see Sect. 2). However, Thai
documents have several specific characteristics, such as zero anaphora or the implicit
noun phrase, without word and sentence delimiters, etc. All of these characteristics
are involved in three main problems of extracting the symptom-treatment relation

Problem-Topic: Stomachache

EDU 1 (symptom):[§ihe]vaitesecromin;  [fihe)/[A patient] 1haiias/has a stomachache edrmin/heavily
([A patient| has a stomachache heavily.)
EDU2 (symptom): [filw)iudalunszmznn;  [§iho]/[ The patient] iilhas uia/gas unszmz/ inside stomach win /a lots
([The patient] has lots of gas in the stomach)
EDU3 (symptom): emsiinoziilundamudiuduuazaounaniv, oms/symptom sinvzih/mostly occurs wadlafter muihidu/having
dinner uaz/and aounawiiv/at night
(The symptom mostly occurs after having dinner and at night)
EDU4:  [fiho]aedwiuTsanszimne; [fi)/[The patient] asdv/doubts iihuTsanszimnz/to get a gastropathy
([The patient] doubts to get a gastropathy)
EDUS (treatment): [§iao]ausrannsaiiiondaitos; [4ihe)/[ The patient) fusaanse/takes an antacid iiteutihattos /to solve the
stomach ache
([The patient] takes an antacid to solve the stomach ache )
EDUG6: ugi e, ud/But idhimena /it cannot work.  (But it cannot work)

Physician Suggestion

EDU7 himnuenieds /Have you seen the doctor?
EDUS8 (recommendation): §1[§1he]idluTsanszime; &1 /If [the patient] iiuTsanszinz/ get a gastropathy
(If [the user] gets a gastropathy )
EDU9 (recommendation): [#is]forndosiuermamsndansalunszimzems; [fiha)/[The patient] feowdesivevmay take a
medicine an/to reduce msidinsalunszinzenns/ gastric acid secretion
([the user] may take a medicine to reduce the gastric acid secretion )
EDUI10 (recommendation): nanidssamisiwhliidaufatunszons, wanidov/avoid om/food iilhise/ causing ufalu
nszmz/stomach gassy  (Avoid food causing stomach gassy.)

Fig. 1 Shows an example of a web-board document containing the symptom-treatment relations
(where the [...] symbol means ellipsis.)
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from the NGO web-board documents (see Sect. 3): the first problem is how to
identify the disease-symptom-concept EDU and the treatment-concept EDU. The
second problem is how to identify the symptom-concept-EDU boundary as Dsym
and the treatment-concept-EDU boundary as AT/RT. The third problem is how to
determine the symptom-treatment relation from documents. From all of these
problems, we need to develop a framework that combines the machine learning
technique and the linguistic phenomena to learn the several EDU expressions of the
symptom-treatment relations. Therefore, we apply learning relatedness value [6] of a
word co-occurrence (called “Word-CO”) to determine a symptom-concept EDU or a
treatment-concept EDU. Word-CO in our research is the expression of two adjacent
words as a word order pair (where the first word is a verb expression) existing in one
EDU and having either a disease symptom-concept or a treatment concept. The
Naive Bayes classifier [7] is also applied to solve the disease-symptom-concept-
EDU boundary and the treatment-concept-EDU boundary from the consecutive
EDUs. We also propose using the Naive Bayes classifier to determine the
symptom-treatment relation from documents after clustering objects of posted
problems (Dsym) on the web-board and clustering treatment features.

Our research is separated into five sections. In Sect. 2, the related work is
summarized. Problems in extracting symptom-treatment relations from Thai doc-
uments are described in Sect. 3 and Sect. 4 shows our framework for extracting the
symptom-treatment relation. In Sect. 5, we evaluate and conclude our proposed
model.

2 Related Work

Several strategies [1, 8, 9] have been proposed to extract the disease treatment
relation (or the symptom-treatment relation as in our research) from the textual data.

In 2005, Rosario [8] extracted the semantic relations from bioscience text. In
general, the entities are often realized as noun phrases, the relationships often
correspond to grammatical functional relations. For example:

Therefore administration of TJ-135 may be useful in patients with severe acute hepatitis
accompanying cholestasis or in those with autoimmune hepatitis.

where the disease hepatitis and the treatment 7.J-135 are entities and the semantic
relation is: hepatitis is treated or cured by 7J-135. The goals of her work are to
identify the semantic roles DIS (Disease) and TREAT (Treament), and to identify
the semantic relation between DIS and TREAT from bioscience abstracts. She
identified the entities (DIS and TREAT) by using MeSH and the relationships
between the entities by using a neural network based on five graphical models with
lexical, syntactic, and semantic features. Her results were of 79.6 % accuracy in the
relation classification when the entities were hidden and 96.9 % when the entities
were given.
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Abacha and Zweigenbaum [1] extracted semantic relations between medical
entities (as the treatment relations between a medical treatment and a problem, e.g.,
disease) by using the linguistic-based pattern to extract the relation from the
selective MEDLINE articles.

Linguistic Pattern: ... E1 ... be effective for E2... | ... E1 was found to reduce
E2 ...where E1, E2, or Ei is the medical entity (as well as UMLS concepts and
semantic types) identified by MetaMap.

Their treatment relation extraction was based on a couple of medical entities or
noun phrases occurring within a single sentence as shown in the following example:

Fosfomycin (E1) and amoxicillin-clavulanate (E2) appear to be effective for cystitis (E3)
caused by susceptible isolates

Finally, their results showed 75.72 % precision and 60.46 % recall.

In 2011, Song et al. [9] extracted the procedural knowledge from MEDLINE
abstracts as shown in the following by using supporting vector machine (SVM) and
comparing to conditional random field (CRF), along with natural language
processing.

...[In a total gastrectomy] (Target), [clamps are placed on the end of the esophagus and the
end of the small intestine] (P1). [The stomach is removed] (P2) and [the esophagus is
joined to the intestine] (P3)...

where P1l, P2, and P3 are the solution procedures. They defined procedural
knowledge as a combination of a target and a corresponding solution consisting of
one or more related procedures/methods. SVM and CRF were utilized with four
feature types: content feature (after word stemming and stop-word elimination) with
a unigram and bi-grams in a target sentence, position feature, neighbor feature, and
ontological feature to classify target. The other features, word feature, context
feature, predicate-argument structure, and ontological feature, were utilized to
classify procedures from several sentences. Their results are 0.7279 and 0.8369
precision of CRF and SVM, respectively, with 0.7326 and 0.7957 recall of CRF
and SVM, respectively.

In most of the previous works, i.e., [1, 8], the treatment relation between the
medical treatment and the problem (as a disease) occur within one sentence,
whereas our symptom-treatment relation occurs within several sentences/EDUs on
both the treatments and the problem. However, the work of [9] has several sen-
tences of the treatment method but there is one sentence of problem as the target
disease or symptom. Therefore, we propose using the Naive Bayes classifier to
learn the symptom-treatment relation with features from clustering objects of posted
problems (Dsym) on the web-board and clustering treatment concepts from AT/RT.
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3 Problems of Symptom-Treatment Relation Extraction

To extract the symptom-treatment relation, there are three problems that must be
solved: how to identify a symptom-concept EDU and a treatment-concept EDU,
how to determine a symptom-concept-EDU boundary and a treatment-concept-
EDU boundary, and how to determine symptom-treatment relations from
documents.

3.1 How to Identify Symptom-Concept EDU and Treatment
Concept EDU

According to the corpus behavior study of the medical care domain, most of the
symptom-concept EDUs and the treatment concept EDUs are expressed by verb
phrase. For example:

Symptom Concept

(2) EDU: “fuwiRniuud@swe”; “GUW/A patient $&nifeels \Auu@sise/diz-
zy”(A patient feels dizzy.)

(b) EDU: “uu[fansurad@swee; “au/l [Nann1s/have symptom] Una@ s/
headache” (I have a headache symptom.) where [...] means ellipsis

Treatment Concept
(c) EDU: “AuURaNTN”; “N/consume UIRINTWVantacid” (Take an antacid.)

However, some verb phrase expressions of the symptom-concepts are ambigu-
ities. For example:

(e) EDU:  “[aw ld]oqwun™;  “[awlDiipatienr] o idefecate v n/difficultly”
([A patient] defecates difficultly.)

(f) EDUL: “vastiwnusnuan™;,  “vadtftoilet &nusnunn/is  very  dirty.”
(A toilet is very dirty.)

EDU2: AUTIOWUN; DU/ IVthen tW/defecate D/ difficultly” (Then, 1
defecate difficultly.)

From (e) and (f) examples, the verb phrase expression of the symptom-concept
occurs only in (e) with the concept of “ﬁm@ﬂ/be constipated.”

This problem can be solved by learning the relatedness from two consecutive
words of Word-CO with the symptom-concept or treatment concept. Where the first
word of Word-CO is a verb expression, v, approaching to the symptom-concept or
the treatment concept (where v., € V., V., = V.,1 U V.o, V.1 is a set of verbs
approaching the symptom concepts and V., is the treatment-verb concept set). The
second word of Word-CO is a co-occurred word, w., (W., € W,,; W, = W1 U
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Weo2). Weo1 and W, are co-occurred word sets inducing the v.,; Weo
co-occurrence and the v.,» w.,» co-occurrence to have the symptom concept and
treatment concept, respectively, where v.,1 € Vo1, Weo1 € Weot, Veoz € Vo, and
Weon € Wepn. All concepts of V1, Vepo, Weo1, and W, from the annotated corpus
are obtained from Wordnet and MeSH.

Veor = {‘ﬂ"‘lU/ defecate’,‘Ll_iJ/push’, “Uratiavhave an abdomen pain’,‘l]’)(ﬂ/
pain’, Va0 be uncomfortable’, ‘5:‘5 n L& uw/be uncomfort-
able’ U@ N )/have [symptom]’,}

Vo = ‘DWconsume’, “Wlapply’, “WBlapply’ ‘Sgﬂ]ﬂﬂ/remedy’,‘]J’\i:d/nourish’,
‘VWreduce’,...}

Weor = {° . ‘U/difficultly’, ‘antlfstools’, ‘Lﬁa/germ’, WV liquid’,
‘UseaGawlperiod’, ‘WwiaYfullness’, “ViauWa/ flatulence’, “\Tifever’,

}

Wepo = {‘UVmedicine’, ‘@3 /food’, ‘@MY I&SNisupplement ...}

3.2  How to Solve Symptom-Concept-EDU Boundary (Dsym)
and Treatment-Concept-EDU Boundary (AT, RT)

According to Fig. 1, there is no clue (i.e. ‘lIlRZ/and’, ‘Vﬁalor’,...) on both EDU3 to
identify the disease-symptom boundary (EDU1-EDU3) and EDUI10 to identify the
treatment boundary (EDUS-EDU10). After the symptom-concept EDU and the
treatment-concept EDU have been identified by using Word-CO from the previous
step, we then solve the symptom-concept-EDU boundary and the treatment-
concept-EDU boundary by applying Naive Bayes to learn a Word-CO pair from a
window size of two consecutive EDUs with one sliding EDU distance.

3.3 How to Determine Symptom-Treatment Relation

The relations between symptoms and treatments are varied among patients, envi-
ronments, times, etc., even though they have the same disease. For example:

(a) EDUlsymtom: [ﬁﬂ’lﬂ]ﬂ’)@]ﬁadlhave a stomach ache aﬂﬂdﬁﬁn/heavily (A
patient] has a stomachache heavily.)

EDU2symtom: [ E\I‘:]J’JU] Whas Wid/gas WNTEWNE/ inside stomach NN/a lots
([The patient] has lots of gas in the stomach)

EDUS3 treatment:  [(U0)] Ak/takes UNRONTS an antacid ([The patient] takes
an antacid)

EDU4: WsV/Bur A ln Uit cannot work. (But it cannot work)



74 C. Pechsiri et al.

(b) EDUlsymtom: [QJJ’JU] UnaaVihave a stomachache ([A patient] has a

stomachache.)
EDU2symtom: (U] Whas uR/gas WnseiWe/inside stomach ([The

patient] has gassy in the stomach)

EDU3 treatment: [Q]J’JU] AUURANTN/ Take an antacid ([The patient] takes an
antacid)

EDU4: [6Uw] $RNGDW/ Feel better (The patient] feels better)

According to examples (a) and (b), the symptom-treatment relation occurs only
on (b) because EDU4 of (b) contains “i‘ﬁﬂﬁﬁul feel better” as Class-cue-word of
the symptom-treatment relation. Therefore, we propose automatically learning the
symptom-treatment relation on documents by using the Naive Bayes classifier, with
the features from clustering objects with Dsym as (Vi1 — 1Weol — 15 Veol —2Weol — 25
ey Veol —aWeol —a) (Where each symptom-concept EDU is determined by
Word-CO, v.,1 We1), and clustering the treatment features from AT and RT as
(Vo2 = 1Weo2 =15 Veor =2Weo2 =25 -+ - Veo2 —beWeo2 —b/c> (where (each treatment-
concept-EDU is determined by Word-CO, v,.,_» W¢,_2)).

4 A Framework for Symptom-Treatment Relation
Extraction

There are five steps in our framework. The first step is the corpus preparation step
followed by the step of Word-CO concept learning, especially symptom concepts
and treatment concepts. Then, the feature extraction step for symptom-treatment
relation learning step which is followed by the symptom-treatment relation
extraction steps are operated as shown in Fig. 2.

4.1 Corpus Preparation

This step is the preparation of a corpus in the form of EDU from the medical-
care-consulting documents on the hospital’s web-board of the nongovernmental-
organization (NGO) website. The step involves using Thai word segmentation tools
[10], including name entity [4]. After the word segmentation is achieved, EDU
segmentation is then to be dealt with [S]. These annotated EDUs will be kept as an
EDU corpus. This corpus contains 6000 EDUs of several diseases and is separated
into two parts; one part is 4000 EDUs for learning the Word-CO concepts,
boundaries of the symptom feature group and the treatment feature group, and the
symptom-treatment relations, based on tenfold cross-validation. The other part of
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Qo Corpus Preparation
—>

v

Word-CO Learning of
Symptom-Concept / Treatment
Concept

WordNet | PubMed | Longdo

— |

Word-CO: Symptom Concept

l / Treatment Concept
A A 4
y

Symptom —Treatment v
Relation Extraction Treatment EDU Disease-Symptom EDU
A Identification along with  [®] Identification along with
Boundary Determination Boundary Determination

Symptom—Treatment

. Feature Extraction
Relation

A 4

Symptom-Treatment
Relation Learning

Symptom-Treatment
Model

Fig. 2 System overview

2000 EDUs is for determining the boundaries and the symptom-treatment relation
extraction. In addition to this step of corpus preparation, we semiautomatically
annotate the Word-CO concepts of symptoms and treatments along with the
Class-cue-word annotation to specify the cue word with the Class-type set {“yes”,
“no”} of the symptom-treatment relation as shown in Fig. 3. All concepts of
Word-CO are referred to Wordnet (http://word-net.princeton.edu/obtain) and MeSH
after translating from Thai to English, by using Lexitron (the Thai-English dic-
tionary) (http://lexitron.nectec.or.th/).

4.2 Word-CO Concept Learning

According to [6], the relatedness, r, has been applied in this research for the
relatedness between two consecutive word in Word-CO with either the symptom
concept, Ve,1 Weoi, OF the treatment concept, v.,» W (as shown in Eq. 1), where
each Word-CO, v,,; w,,;, existing on an EDU contains two relatedness r(vV.,;, Weo:)
values. If v.,; is v.,1, one relatedness value is the symptom concept and the other is


http://word-net.princeton.edu/obtain
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1nvies/ Stomachache
<Symptom Boundary>

<EDU>#fasme<verb-co: class=symptom ; concept="has a symptom’>ijein1</verb-co><word-co: class=symptom ;
concept="stomachache’>1/aos</word-co>edrmin </EDU>

(A user brother has a stomachache heavily.)

<EDU>[/losww]<verb-co: class=symptom ; concept="has’>ii</verb-co><word-co: class=symptom ;
concept="gassy’ >uia</word-co>lunszmzun </EDU>

([The user brother] has lots of gas in the stomach.)

<EDU>[1lounw]insz<verb-co: class=symptom ; concept="has a symptom’>ijeini</verb-co><word-co:
class=symptom ; concept= ‘appearance’> iflu</word-co>neundimuiuiuuazaounariv </EDU> ([The user brother]
mostlyhas symptoms occurring after having dinner and at night.)

</Symptom Boundary >
<EDU>[§1#]aeduiluTsanszonz </EDU> (|The user] doubts to get a gastropathy.)
<Treatment Boundary >

<EDU>mu<verb-co: class=treatment; concept="consume’>fu</verb-co><word-co: class=treatment
;concept="antacid’>gmaansa</word-co>rieusihaiies </EDU> (Then [The user brother]| takes an antacid to solve
the stomach ache.)

</Treatment Boundary>

<EDU>udfi<Class-cue-word: class=no>lijnw</Class-cue-word>1 </EDU> (But it cannot work.)
<EDU>uagrhaiiniv</EDU> (And, [The user brother| has more pain)

Fig. 3 Symptom-treatment relation annotation

the non-symptom concept. If v.,; is V.., one relatedness value is the treatment
concept and the other is the non-treatment concept. The only v,,,; w.,; co-occurrence
with a higher r(v.,;, W.,;) value of the symptom concept or the treatment concept
than that of the non-symptom concept or the non-treatment concept, respectively, is
collected as an element of VW ympiom O VWireaiment (Veol Weo1 € VW ymptom Where
VWymptom 18 a set of Word-CO with the symptom concepts, and vep, Weor €
VW eatment Where VW camene 18 @ set of Word-CO with the treatment concepts).
VWymptom and VMyeamene are used for identifying the disease-symptom concept
EDU and the treatment concept EDU respectively.

_ fV coiWcoi
Seoi T Weoi = fVcoiWeoi

(1)

r(vcoi, Wcai)

where r(v.,;, Weo2) 18 the relatedness of Word-CO with a symptom of concept if coi
= coll or a treatment concept if coi = co2.
Veoi € Veois Weoi € Weoi Vo1 18 a set of verbs with the symptom concepts.

V.02 1s a set of verbs with the treatment concepts.

Weot is the co-occurred word set having the symptom concept in the v, Weo1
co-occurrence

Weon is the co-occurred word set having the symptom concept in the v.,, W,
co-occurrence

Peoi is the numbers of v,,,; occurences. fw,,; is the numbers of w,.,,; occurences

Feoi Weoi 18 the numbers of v,,,; and w,,; occurences
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4.3 Feature Extraction

This step is to extract two feature groups used for classifying the symptom-
treatment relation in the next step, the symptom feature group (which is Dsym) and
the treatment feature group (which is AT/RT). Therefore, the symptom feature
group and the treatment feature group can be extracted from the consecutive EDUs
by using veo1 Weo1 and vegs Weop to identify the starting EDU of Dsym and the
starting EDU of AT/RT respectively. Then, we learn the probability of a Word-CO
PAir, Vepi—j Weoinj Veoij+1 Weoij+1, With the symptom concept class (where coi = col)
and the treatment concept class (where coi = co2) from the learning corpus with a
window size of two consecutive EDUs with one sliding EDU distance (where
i={1,2},j=1{1,2, ..., endOfboundary}). The testing corpus of 2000EDUs is used
to determine the boundary of the symptom feature group and the boundary of the
treatment feature group by Naive Bayes as shown in Eq. (2)

EDUBoundaryClass = arg max P(class|veoi jWeoij Veoij+1Weoij+1)
class € Class
= argmax P(Veoi jWeoi_j|class)P(Veoi j+ 1Weoi_j+1/class)P(class
class € Class
(2)
where

Veoi_j Wcai_j € szymptomx Veoi j+1 € VWsymptom

coi = col VMympiom is a set of Word-CO with the symptom concepts

Veoi choi J € VWtreatmenv Veoi J+lwcoi J+l€ VWtreatment

coi = co2 and VMeamene 1S @ set of Word-CO with the treatment concepts

9

j=1,2, ..., endOfboundary Class = {“yes”, “no”)

4.4 Symptom-Treatment Relation Learning

It is necessary to cluster objects (or patients posting problems on the web-board) for
enhancing the efficiency of learning the symptom-treatment relation because there
is high symptom diversity depending on patients, diseases, environment, etc. We
cluster the n samples of posted problems on the web-board by using k-mean as
shown in Eq. (3) [2].

Cluser(xj) = arg min ||xj —/41c||2 3)
1<k<K

where x; is a disease-symptom vector, Dsym, of an object (Veol = 1Weol — 15
Veol —=2Weol =25 -+« s Veol —aWeol —ap and j = 1, 2, ..., n posted problems. p; is the
mean vector of the kth cluster. The highest number of v.,;_w.,_; occurrences in
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each cluster is selected to its cluster representative. Thus, we have a symptom
cluster set (Y) {rhinorrhoea-based-cluster, abdominalPain-based-cluster,
brainSymptom-based-cluster,...nSymptom-based-cluster}.

From Eq. (3), we replace x; with x; to cluster the treatment features where x; is a
Word-CO element, v ,o_; Wepo—i, Of ATURT and j = 1, 2, ..., m Word-COs, v,,»
Weoo. After clustering the treatment features, the highest number of the general
concept (based on WordNet and MesH) of v,,,_w.,»_; occurrences in each cluster
is selected to its cluster representative. Then we have a treatment cluster set
(Z) {relax-based-cluster, foodControl-based-cluster, injectionControl-based-cluster,
...mTreatment-based-cluster}.

According to clustering the extracted feature vectors from Sect. 4.3, we learn the
symptom-treatment relation by using Weka (http://www.cs.wakato.ac.nz/ml/weka/)
to determine probabilities of y, z;, ..., z, with the Class-type set of the
symptom-treatment relation, {‘yes’ ‘no’} wherey € Y, zy, ..., 7, € Z, and h is max
(b,c) from AT and RT. The Class-type set is specified on any five EDUs right after
AT or RT. An element of the Class-type set is determined from the following set of
Class-cue-word pattern.

Class-cue-word pattern = { ‘cue:¥t/disappear = class: yes’, ‘cue:iﬁﬂa’ﬂu/feel
better = class: yes’, ‘cue: 13129/do not pain = class: yes’, ‘cue:*” = class: yes’,
‘cue: lW/appear = class: no’,‘cue:fJ’JlJ’)G]ap:/still pain = class: no’,
‘cue:Unanntiu/have more pain = class: no’,...}

4.5 Symptom-Treatment Relation Extraction

The objective of this step is to recognize and extract the symptom-treatment relation
from the testing EDU corpus by using Naive Bayes in Eq. (4) with probabilities of

¥, 21, ..., Z, from the previous step with the algorithm shown in Fig. 4.
SymTreat _RelClass = arg max P(class|y, z1, 22, --» Z1)
class € Class
= argmax P(y|class)P(z;|class)P(zz|class)..P(zp|class)P(class)
class € Class

4)
where

y €Y Y is a symptom clusterset.
71, 2, ..., Zy € Z Z is a treatmentcluster set.

ELINT3

Class = {“yes” “no”

The extracted symptom-treatment relation of this step can be used for con-
structing PSM as shown in Fig. 5.
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Assume that each EDU is represented by (NP VP). L is a list of
EDU. VWeymprom 1S a set of word-order-pairs having the symptom concepts
and VWireatment 1S a set of word-order-pairs having the treatment
concepts (see section4d.2). Ve1€Veor, Veo2€ Veoa s Weo1€Weo1, Weo€EWeon (see

section 3.1 )
MEDICINAL PROPERTY EXTRACTION( L, Vo1, Veor, Weors Weoz )

1 i€ 1;j€1; R€J; flag€o0; SymptomVector € J;

2 while i < length[L] do

3 { while flag = 0 /*findSymptomConceptEDU

4 if ve iWe i€ VWeymprom then flag=1

5 else i++ ;

6 While notEndofBoundary and Veei-iWeoi-i€ VWsympton
/*findSymptomFeatureVector

7 { equation2, Symptom\/‘ectoré SymptomVector U Veoi-iWeor-17

8 i ++ };

9 cluster SymptomFeatureVector /*equation 3

10 Flag& 0 ; j€1; treatmentVector €J;

11 while flag = 0 /*findTreatmentConceptEDU

12 1f  Veoz-Weo2-9€ VWireatment then flag=1

13 else {i++ ;j++};

14 While notEndofBoundary and Veez-jWeoz-3€ VWireatment
/*findTreatmentFeatureVector

15 {equationz, treatmentVector€treatmentVector U Veoz-Weo2-5 7

16 J#+; di++};

17 cluster TreatmentFeatureVector /*equation 3

18 SymptomTreatmentRelationExtraction by equation 4

19 if SymptomTreatmentRelation = yes then

20 {R € R uU{(SymptomVector)+(TreatmentVector)};

21 i++ };

Fig. 4 Symptom-treatment relation extraction algorithm

s Relmion

foodContral- injectonContrals reatment-based-
based-<luater based-cluster J\ basedcluster chovter

==

Fig. 5 Shows the PSM representation of the symptom-treatment relation
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5 Evaluation and Conclusion

The Thai corpora used to evaluate the proposed symptom-treatment relation
extraction algorithm consist of about 2,000 EDUs collected from the hospital’s
web-board documents of medical-care-consulting. The evaluation of the
symptom-treatment relation extraction performance of this research methodology is
expressed in terms of the precision and recall. The results of precision and recall are
evaluated by three expert judgments with max win voting. The precision of the
extracted symptom-treatment relation after clustering is 87.5 and 75.4 % recall.
These research results, especially the low recall, can be increased if the interrupt
occurrences on either a symptom boundary or a treatment boundary, as shown in
the following, are solved.

EDUL: wullannns7adnes (I have a constipation symptom.)

EDU2: [ME]WUﬁUﬁuﬂﬂdﬁﬂMﬂﬁu ((I] try to train excretion every day.)
EDU3: 1&tR (It can work)

EDU4: usvydiaiiuluiisadu: (But I must have yogurt too)

where EDU3 is an interrupt to the treatment-concept-EDU boundary (EDU2 and
EDU4). Moreover, our extracted symptom-treatment relation can be represented by
PSM (Fig. 5) which is beneficial for patients to understand the disease symptoms
and their treatment. However, the extracted symptoms and the extracted treatments
are various to the patient characteristics, environment, time, etc. Therefore, the
generalized symptoms and the generalized treatments have to be solved before
constructing PSM.
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An Argument-Dependent Approach
to Determining the Weights of IFOWA
Operator

Cuiping Wei and Xijin Tang

Abstract Based on entropy and similarity measure of intuitionistic fuzzy sets,
a novel approach is proposed to determine weights of the IFOWA operator in
this paper. Then, an intuitionistic fuzzy dependent OWA (IFDOWA) operator is
defined and applied to handling multi-attribute group decision making problem with
intuitionistic fuzzy information. Finally, an example is given to demonstrate the ratio-
nality and validity of the proposed approach.

Keywords Multi-attribute group decision-making - Intuitionistic fuzzy sets *
Intuitionistic fuzzy-dependent OWA operator * Entropy * Similarity

1 Introduction

The ordered weighted aggregating (OWA) operator [26], as an important tool for
aggregating information, has been investigated and applied in many documents
[1, 9, 12, 20, 25, 32]. One critical issue of the OWA operator is to determine
its associated weights. Up to now, a lot of methods have been proposed to deter-
mine the OWA weights. Xu [21] classified all those weight-determining approaches
into two categories: argument-independent approaches [6, 12, 15, 20, 26, 28] and
argument-dependent approaches [1, 7, 21, 23, 27, 29]. For the first category, Yager
[26] suggested an approach to compute the OWA weights based on linguistic quan-
tifiers provided by Zadeh [30, 31]. O’Hagan [12] defined degree of orness and
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constructed a nonlinear programming to obtain the weights of OWA operator.
Xu [20] made an overview of methods for obtaining OWA weights and developed a
novel weight-determining method using the idea of normal distribution. For the sec-
ond category, Filev and Yager [7] developed two procedures to determine the weights
of OWA operator. Xu and Da [23] established a linear objective-programming model
to obtain the OWA weights. Xu [21] proposed a new dependent OWA operator which
can relieve the influence of unfair arguments on the aggregated results. In [27, 29],
Yager and Filev developed an argument-dependent method to generate the OWA
weights with power function of the input arguments.

With the growing research of intuitionistic fuzzy set theory [2, 3] and the expan-
sion of its application, it is more and more important to aggregate intuitionistic fuzzy
information effectively. Xu [22, 24] proposed some intuitionistic fuzzy aggregation
operators to aggregate the intuitionistic fuzzy information. In [22], Xu pointed out
that the intuitionistic fuzzy OWA (IFOWA) weights can be obtained similar to the
OWA weights, such as the normal distribution-based method. However, the charac-
teristics of the input arguments are not considered in these methods.

In this paper, we investigate the IFOWA operator, and establish a new argument-
dependent method to determine the IFOWA weights. To do that, this paper is
organized as follows. Section 2 reviews the basic concepts about intuitionistic fuzzy
information. In Sect. 3, a new argument-dependent approach to obtain the [IFOWA
weights is proposed based on entropy and similarity measure. A intuitionistic fuzzy
dependent OWA (IFDOWA) operator is developed and its properties are studied.
Section 4 provides a practical approach to solve multi-attribute group decision mak-
ing problem with intuitionistic fuzzy information based on IFDOWA operator. The
concluding remarks are given in Sect. 5.

2 Preliminaries

Some basic concepts of intuitionistic fuzzy sets, some operators, entropy and simi-
larity measures are reviewed.

2.1 The OWA Operator and Intuitionistic Fuzzy Sets

Definition 2.1 [26] Let (a,,a,,...,a,) be a collection of numbers. An ordered
weighted averaging (OWA) operator is a mapping: R” — R, such that

OWA(a,,a,, ...,a,) = Wiy + Walgoy + o+ W,y (1)

where gy is the jth largest of an’ =1,2,...,n), and w = (W, w,, ... ,wn)T is an
associated vector of the operator with w; € [0, 1] and ZJ’.’ZI w; = 1.
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Definition 2.2 [2, 3] Let X be a universe of discourse. An intuitionistic fuzzy set
(IFS) in X is an object with the form

A = { (% py () v 0 x € X) )

where p, 1 X—[0,1],v, : X—=[0,1] with the condition 0<p,(x)+vy(x)< 1,
Vx € X. The numbers p,(x) and v,(x) denote the degree of membership and non-
membership of x to A, respectively.

For each IFS A in X, we call 7, (x) = 1 — u,(x) — v, (x) the intuitionistic index of
x in A, which denotes the hesitancy degree of x to A.

For convenience, we call a = (y,,v,) an intuitionistic fuzzy value (IFV) [24],
where p, € [0,1],v, € [0,1], and y, + v, < 1. Let O be the universal set of IFVs.

For comparison of IFVs, Chen and Tan [5] defined a score function while Hong
and Choi [8] defined an accuracy function. Based on the two functions, Xu [24]
provided a method to compare two intuitionistic fuzzy values (IFVs).

Definition 2.3 [24] Let a = (y4,,v,) and f = (ug, v4) be two IFVs, s(a) = u, — v,
and s(f) = uy — v, be the score degrees of a and f, respectively; h(a) = p, + v, and
h(B) = ps + v, be the accuracy degrees of a and f, respectively. Then

(1) If s() < s(p), then a is smaller than f, denoted by @ < f;
2) If s(a) = s(f), then

(1) If h(ar) = h(p), then a and f represent the same information, i.e., y, = p,
and v, = Vg, denoted by a = f;

(2) If h(a) < h(p), then « is smaller than f, denoted by a < f;

(3) If h(a) > h(p), then «a is bigger than f, denoted by a > f.

Definition 2.4 [22, 24] Let a = (u,, v,) and f = (u, vj) be two IFVs. Then, two
operational laws of IFVs are given as follows:

D) @ = vy, 1y);

(2) a® = (py+ Hg— Hobps VaVp):
() Aa=(1~1~=p) v, A20;
@) Ma; +ay) = Aoy + Aay;

6) Ao+ Aa=A;+ A))a.

With the thorough research of intuitionistic fuzzy set theory and the continu-
ous expansion of its application scope, it is more and more important to aggregate
intuitionistic fuzzy information effectively. Xu [22, 24] proposed some intuitionistic
fuzzy aggregation operators to aggregate the intuitionistic fuzzy information.

Definition 2.5 [22] Let a; = (;4%, va’_)(i =1,2,...,n) be a collection of IFVs. An
intuitionistic fuzzy weighted averaging (IFWA) operator is a mapping: " — O, such
that

IFWA@,, a5, ..., ) =w ;D wrar, D -+ B w,a,= (1 —H(l - yaf)wf,H v;;f>
j=1 J=1
3)
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where w = (W, wy, ... ,wn)T is the weighting vector of a;(i = 1,2, ..., n) with w; €
[0, 1] and ZJ’,’ZI w; =1

Definition 2.6 [22] Let a; = (,ua‘_, Va,.)(i =1,2,...,n) be a collection of IFVs. An
intuitionistic fuzzy ordered weighted averaging (IFOWA) operator is a mapping:
O" = O, such that

IFOWA(ay, ay, ..., a,) = Wi sq) @ W, D - © W,

<1 - H(l - 'u"’a(/))Wf’H VZ"ZU)) S
j=1

J=1

where U i) is the jth largest of aj(j =1,2,...,n), and w = (W, w,, ... ,wn)T is an
associated vector of the operator with w; € [0, 1] and ZJ';I w; =1

2.2 Entropy and Similarity Measure for IFSs

Introduced by Burillo and Bustince [4], Intuitionistic fuzzy entropy is used to esti-
mate the uncertainty of an IFS. Szmidt and Kacprzyk [13] defined an entropy mea-
sure Eg. for an IFS. Wang and Lei [14] gave an entropy measure Ey,;

1 & max Count(A; N A€)
Eg(A) = - -

n & max Count(A; U A€)’

®)

where A; = {(x;, ps(x,), v4(x;))} is a single element IFS,
A;NAS = {(xminf py (), v ()}, max{py (), vy () 1)}
A, UAI.C = {(x;, max{p,(x;), vy(x)}, min{v,(x,), py(x,)})}. For every IFS A,

i=

max Count(A) = ), (py(x;) + 74 (x;)) is the biggest cardinality of A.
1

£ ay= Ly min {HaG) va) } + m, ()
WE n ‘=7 max {ﬂA(xi), vA(xi)} + ﬂA(xi).

(6)

Wei and Wang [18] proved that E, and Eyy; are equivalent. For convenience, we
use the entropy measure Eyy; in the following.
Based on Eyy; , the entropy measure for an intuitionistic fuzzy value a = (u,, v,)

can be given as
min{u,,v,} + 7,

E(a) = )

max{u,,v,} + 7,

Similarity measure [10], another important topic in the theory of intuitionistic
fuzzy sets, is to describe the similar degree between two IFSs. Wei and Tang [17]
constructed a new similarity measure Sy, for IFSs based on entropy measure Ey; .
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S,y (A B) = % i 1 —min{|p, (x;) — ug(x)l, [va(x;) — vpx)l} )

=1+ max { |y (x;) — g, [va () = vp)l}

Now we give a similarity measure between two IFVs a = (p4,,v,) and f = (u > vﬂ)
based on Sy;:
1 — min{|u, — llﬁ|, [vg — Vﬁl}

T max{ [, — Hyl, v = vyl }

S(a, p) = )

3 IFDOWA Operator and Its Properties

In [22], Xu pointed out that the IFOWA weights can be determined similarly to the
OWA weights. For example, we can use the normal distribution-based method. How-
ever, those methods belong to the category of argument-independent approaches.
Here we develop an argument-dependent approach to determine the IFOWA weights
based on intuitionistic fuzzy entropy and similarity measure.

We suppose «; = (llaf,\/af)(]' =1,2,...,n) is a collection of IFVs, (a,(), 50),

-5 Ug(y) 1 @ permutation of (ay, @, ..., &,) such that ay;) > a;) forall i <j. The
weighting vector of [IFOWA operator w = (w;, w,, ..., wn)T is to be determined, such
that w; € [0, 1] and Z]','zl w; = 1.

During the information aggregating process, we usually expect that the uncer-
tainty degrees of arguments are as small as possible. Thus, the smaller uncertainty
degree of argument «,;, the bigger the weight w;. Conversely, the bigger uncertainty
degree of argument ), the smaller the weight w;. The uncertainty degrees of argu-
ments can be measured by Formula (7). Thus, the weighting vector of the IFOWA
operator can be defined as:

I—E(ag(]-)) )
W=—---——— j=12,...,n (10)

j T n
Z[l - E(ag(j))]
j=1

In the following, we define the weighting vector of the IFOWA operator from
another viewpoint. In real-life situation, the arguments ag(,»)(j =1,2,...,n) usually
take the form of a collection of n preference values provided by n different indi-
viduals. Some individuals may assign unduly high or unduly low preference values
to their preferred or repugnant objects. In such a case, we shall assign very small
weights to these “false” or “biased” opinions, that is to say, the more similar an
argument a,; is to others, the bigger the weight w;. Conversely, the less similar an
argument a,; is to others, the smaller the weights w;. The similar degree between
two arguments can be calculated by Formula (9).
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Definition 3.1 Leta; = (4, v, )i = 1,2,...,n)beacollection of IFVs, (a,y), &)

.o Ugy) 18 @ permutation of (ay,a,, ..., a,) such that a,; > a, for all i <.
Then, the overall similarity degree between a,(; and other arguments a,((/ =
1,2,...,n,1 # j)is defined as

S(@y) = 2 Sy p)s J= 1,2, (11)

l#/
So, we define the weighting vector w = (W, wy, ..., wn)T of the IFOWA operator

as following:
S(a, )
wj’:n—“, i=12...n (12)
Z; S(ag))
J=

According to the above analysis, the weighting vector of the IFOWA operator
associates not only with w*, but also with w?. Thus, we use the linear weighting
method to derive the combined weighting vector of the IFOWA operator

wj=/1w]‘?+(1—ﬂ)w;’, where 1 € [0,1], j=1,2,...,n. (13)

Since Z;’:l[l — E(a,;)] = 2}1:][1 — E(a;)] and ZJ’;I S(a, ) = Z]'.l:l S(a;), For-
mulas (10), (12) and (13) can be rewritten as:

1 -Eay)
W=, j=12,...,n (14)
2[1 — E(a)]
=
Sa.;
W= M i=1,2....n (15)
Zs(aj)
j=1
y - /1’51 ~ By A)S(ag(,)) 6

Y[l - E@)] Z S(@)

J=1
where A € [0,1] j=1,2,...,n

Definition 3.2 Let o; = (Ma , Vg )(l =1,2,...,n) be a collection of IFVs. An intu-
itionistic fuzzy dependent OWA (IFDOWA) operator is a mapping: ©" — 0, such
that
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IFDOWA(a;, ay, ..., @) = W &) @ Was0) @ -+ © w,a,,

= <1 = ISR | mqu)) (17)
=1

j=1
where (a1, 5 2)s -+ Ay(yy) 18 @ permutation of (ay, a, ..., @,) such that a,;) > a,;)
foralli <j,w=w,w,,... ,wn)T is the associated weighting vector which can be

calculated by Formula (16).
By Formulas (16) and (17), we obtain

n Ml = E(a,5)] (1= DS(a;)
IFDOWA(«a,, ay, ..., @,) = @ a5 — + —

=1

! Sl - E(a))] > S(a)
‘ P

J=1

n A[1 = E(a))] (1= A)S(e)
= 6_9 ; +

J=1

(18)

n

YIl-E@)] Y S@)
j=1

Jj=1

Yager [27] pointed that an OWA operator is called neat if the aggregated value is
independent of the ordering. Therefore, the IFDOWA operator is a neat operator. By
Formulas (16) and (17), we can get the following properties.

Theorem 3.1 Leta; = (ﬂa,» vai)(i =1,2,...,n) be a collection of IFVs, (%a)a U2
- Ug(n)) be a permutation of (ay, ay, ..., @) such that a,;, > a,; foralli < j. Sup-

pose E(a,())) is the entropy of a,(j) and S(a,(})) is the similarity degree between a,.(j)

and other arguments. If E(a,(i)) < E(a,(j)) and S(a,(i)) > S(a, (7)), then w; > wj.

Theorem 3.2 Let a; = (Ma," va’)(i =1,2,...,n) be a collection of IFVs. If a; = aj,

foralli, j, then w; = ﬁfor allj.

Yager [26] further introduced two characterizing measures called dispersion mea-
sure and orness measure, respectively, associated with the weighting vector w of the
OWA operator, where the dispersion measure of the aggregation is defined as

disp(w) = — Y w;Inw;, (19)
j=1

which measures the degree to which w takes into account the information in the
arguments during the aggregation. Particularly, if w; = 0 for any j, disp(w) = 0 if

w= (}l, %, o i)T, disp(w) = Inn.
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The second one, the orness measure of the aggregation, is defined as
1 % .
orness(w) = — jzzl(n —])Wj, (20)

which lies in the unit interval [0, 1] and characterizes the degree to which the aggre-
gation is like an or operation. Particularly, if w = (1,0, ...,0)7, orness(w) = 1; if
w= (i, %, e, %), disp(w) = 0.5;if w = (0, ...,0, D7, orness(w) = 0.

From Formulas (16), (19) and (20), it follows that

" Al - E(a,; 1 —AS(a,;
PR ) LT IR O,

=1 Z[l _E(aj)] ;S(aj)
j=

2n

J=1

AL = Eagp)] (1= DS(arg)

n

Z [1- E(aj)] 21 S(aj)
j=

j=1

- Al = E(a,; 1= DS(a_:
orness(w) = ﬁ 2 =) - E (5] N ( i )S(a)
- [1 - E(a)] Y S(a))

J

(22)

Example 3.1 Leta;=(0.2,0.5), a,=(0.4,0.2), a3=(0.5,04), a,=(0.3,0.5), as=
(0.7,0.1) be a collection of IFVs. The re-ordered argument aj(j =1,2,3,4,5) in
descending order are a,(;) = (0.7,0.1), a,,) =(0.4,0.2), a,3, =(0.5,0.4), a,4) =
(0.3,0.5), Up(s) = (0.2,0.5). Suppose 4 = 0.5, by (14), (15) and (16), we obtain
w?=(0.3823,0.1433,0.0956, 0.1638,0.2150), w? =(0.1632,0.2101, 0.2145,0.2123,
0.1999).

Thus, w = (0.27275,0.17670, 0.15505, 0.18805, 0.20745). By (19) and (20), we

have
5

disp(w) = — Y w;Inw; = 1.5902.
j=1

5
orness(w) = 5+1 Z(S —j)wj = 0.3609.
j=1
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By (17) and (18), we have IFDOWA(«,, ay, a3, a4, a5) = (0.4724,0.2648). There-
fore, the collective argument is (0.4724,0.2648).

4 The Application of IFDOWA Operator in Multi-attribute
Group Decision

In this section, we apply the IFDOWA operator to multi-attribute group decision-
making problem which can be described as follows.

We suppose X = {xl,xz, ....X,; 1s a set of evaluation alternatives,
D= {dl, d,, ... ,ds} is a set of decision makers, U = {ul, Uy, ..., um} is an attribute
set, and v = (v, v,, ... ,vm)T is a weighting vector of attributes such that v, € [0,1]
and Y v, = 1. Let R® = (r(]k)> _(k=1.2,....5) be inwitionistic fuzzy deci-

N nxm
sion matrices, where r?‘) = (ygj.k), vg‘)) is an IFV and provided by the decision maker
d, € D for the alternative x; € X with respect to the attribute u; € U.

Based on the IFWA operator and the IFDOWA operator, we rank the alternatives
x;(i=1,2,...,n) by the following steps:

Step 1. Utilize the IFWA operator to derive the individual overall aggregated values
ng)(i =1,2,....,n, k=1,2,...,5) of the alternatives x;(i = 1,2, ...,n) by decision
makers d,(k = 1,2, ...,s), where

k o (k k k k k
zl(. ) = IFWAv(rfl), rfz), s rfm)) = Vlr,(~1) (&) vzrfz) DD vmrﬁm), 23)
where v = (v, V,,...,V, T is the weighting vector of the attributes of uj(j =1,2,

...,m), withv; € [0, 1] and ZJ";I v =1
Step 2. Utilize the IFDOWA operator to derive the overall aggregated values z;(i =
1,2,...,n) of the alternatives x;,(i = 1,2, ..., n), where

z = IFDOWA,,(2", 2", 2%, ...z = w7V @ w2 @ @ . @ w07V, (24)

where w\) = (w(li), w(zi), W) (i =1,2,...,n) are calculated by Formula (16).
Step 3. Utilize the Definition2.2 to compare the overall aggregated values
z;(i=1,2,...,n) and rank the alternatives x;(i = 1,2, ..., n).

We adopt the example used in [11, 19] to illustrate the proposed approach.

Example 4.1 The information management steering committee of Midwest Ameri-
can Manufacturing Corp. must prioritize for development and implementation a set
of six information technology improvement projects x;(i = 1,2, ...,6), which have
been proposed by area managers. The committee is concerned that the projects are
prioritized from highest to lowest potential contribution to the firm’s strategic goal of
gaining competitive advantages in the industry. In assessing the potential contribu-
tion of each project, three factors are considered, u,: productivity, u,: differentiation,
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and u;: management, whose weight vector is v = (0.35,0.35,0.30). Suppose that
there are four decision makers d;(k = 1, 2, 3, 4). They provided their preferences with
.,6,j=1,2,3) over the projects x;(i = 1,2, ...,

IFVs r(k)

(ﬂ<k> (k))(z ~1.2..

C. Wei and X. Tang

with respect to the factors U; (] = 1 2,3), which are listed as follows:

RO =

RO —

Step 1. Utilize the IFWA operator to derive the individual overall aggregated val-

ueszl(.k)(i =1,2,...,6, k=1,2,3,4) of the alternatives x;(i = 1,2, ...

(0.3,0.2) (0.6,0.1) (0.5,0.2)
(0.5,0.1) (0.3,0.2) (0.4,0.2)
(0.4,0.3) (0.5,0.2) (0.3,0.1)
(0.3,0.1) (0.5,0.3) (0.3,0.2)
(0.4,0.3) (0.5,0.3) (0.4,0.2)
(0.5,0.4) (0.2,0.1) (0.3,0.2)

(0.4,0.2) (0.5,0.1) (0.5,0.3)
(0.4,0.1) (0.6,0.3) (0.5,0.2)
(0.2,0.2) (0.3,0.1) (0.5,0.3)
(0.5,0.4) (0.6,0.2) (0.3,0.1)
(0.6,0.3) (0.5,0.2) (0.6,0.2)
(0.4,0.2) (0.3,0.1) (0.5,0.1)

makers d,(k = 1,2,3,4):

(1)

(1)

(2)

(2)

(3)

(3)

(4)

(4)

Step 2. Utilize the IFDOWA operator to derive the overall aggregated values

z;(i=1,2,...,6) of the alternatives x;(i = 1,2, ...,

R® —

R —

(0.5,0.3) (0.2,0.1) (0.3,0.3)
(0.3,0.1) (0.5,0.3) (0.4,0.2)
(0.3,0.4) (0.4,0.3) (0.3,0.1)
(0.5,0.3) (0.6,0.3) (0.5,0.2)
(0.5,0.3) (0.3,0.2) (0.3,0.2)
(0.5,0.3) (0.4,0.3) (0.2,0.1)

(0.3,0.1) (0.5,0.4) (0.4,0.3)
(0.5,0.2) (0.4,0.3) (0.7,0.1)
(0.6,0.1) (0.4,0.2) (0.2,0.1)
(0.3,0.2) (0.5,0.3) (0.3,0.2)
(0.4,0.3) (0.3,0.1) (0.2,0.2)
(0.3,0.1) (0.5,0.2) (0.4,0.3)

, 6) by decision

= (0.4798,0.1569), 2" =

= (0.3778,0.1808), z

= (0.3480,0.2042), 7

= (0.5376,0.2656), z

= (0.4671,0.1772), z

= (0.4884,0.2071), 7

= (0.4059,0.2259), z

= (0.3778,0.2305), z

(1)

(2)

(2)

(3)

(3)

(4)

(4)

= (0.4059,0.1569), z\" =

= (0.4371,0.2656), z

= (0.4059,0.1808), 7

= (0.3778,0.2305), z

= (0.5071,0.1808), z

= (0.5675,0.2305), 7

= (0.5428,0.1872), z

= (0.3097,0.1808), z

(1)

(2)

(2)

(3)

(3)

(4)

“4)

= (0.4104,0.1872),

= (0.3480,0.2000),

= (0.3368,0.2386),

= (0.3864,0.2158),

= (0.3369,0.1772),

= (0.4004,0.1275),

= (0.4325,0.1275),

zg = (0.4059,0.1772).

6), where A = 0.5:
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2, = IFDOWA, ., (2", 2. &Y. 1") = (0.4352,0.1859),
2 = IFDOWA, (2}, 257,25, 25") = (0.4747,0.1767),
23 = IFDOWA (2}, 25,25, 2") = (0.3877,0.1722),
2y = IFDOWA (2}, 27, 25, 27) = (0.4581,0.2202),
25 = IFDOWA 5,25, 27, 25, 287) = (0.4513,0.2273),

2 = IFDOWA, 0 (2", 27,2, 2Y) = (0.3876,0.1737).

Step 3. Utilize the score function to calculate the scores s(z;)(i = 1,2, ..., 6) of over-
all aggregated values z;,(i = 1,2, ..., 6) of the alternatives x;(i = 1,2, ..., 6):

s(z,) = 0.2493, 5(z,) = 0.2980, s(z5) = 0.2155,
s(z,) = 0.2379, s(z5) = 0.2240, s(z5) = 0.2139.

Use the scores s(z;)(i = 1,2, ..., 6) to rank the alternatives x;(i = 1,2, ...,6), we
obtain
Xy > X| > Xy > X5 > X3 > X

S Concluding Remarks

In this paper, we proposed a new argument-dependent approach, based on entropy
and similarity measure, to determine the weights of IFOWA operator. The approach
could relieve the influence of unfair arguments on the aggregated results and reduce
the uncertainty degrees of aggregated results. We then defined an IFDOWA operator
and applied the operator to solving multi-attribute group decision making problems.
It is worth noting that the results in this paper can be further extended to interval-
valued intuitionistic fuzzy environment.
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Conceptualizing an User-Centric Approach
for Context-Aware Business Applications
in the Future Internet Environment

Emilian Pascalau and Grzegorz J. Nalepa

Abstract The obvious move toward a Future Internet environment that is distributed,
mobile, cloud-based, semantically rich has raised and emphasized the need for dif-
ferent types of applications. The focus of this new type of application can no longer
be on the software itself but directly on the relevant needs and goals of end-users.
We argue that because these applications are strongly end-user oriented, context and
context-awareness play an important role in their design and development. Hence,
in this paper, we introduce and discuss a user-centric approach for building context-
aware business applications. This approach proposes a new programming model
through a composite system where a human user and an intelligent system are inter-
acting with each other. The interaction is via environment and is according to a pre-
defined plan.

Keywords Context-awareness * Business applications * User centrism
Requirements engineering

1 Introduction

We are witnessing an obvious trend toward the Future Internet environment which
is essentially cloud-based and which comes with a new set of characteristics and
challenges. In this new environment that is generative and fosters innovation [36]
business models and customer relationships are changing, it is about software on
demand, simple to use, software that takes into account users’ needs, it is mobile,
runs everywhere, including web browsers.
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A series of new challenges emerge from this new environment. To name just a
few: how to design software that is highly end-user oriented and social, so it involves
the end-user in the development process. Then how to take advantage of the end-
user’s knowledge, acquire and then share it. Finally how to design software that can
be easily adapted either automatically or by other end-users.

We believe and assert that in this environment which is fundamentally oriented
toward end-users, context will play an important role as context greatly influences
the way humans or machines act, the way they report themselves to situations and
things; furthermore, any change in context causes a transformation in the experience
that is going to be lived and sensed [5].

The original contribution of this paper is the conceptualization of an user-centric
approach that we consider to be required in order to design and build software sys-
tems that tackle context-aware business applications. This approach proposes a new
programming model through a composite system where a human user and an intel-
ligent system are interacting with each other. The interaction is via environment and
is according to a predefined plan.

This paper is an enhanced version of the paper presented at the KICSS 2013 con-
ference [26]. The rest of the paper is organized as follows. Section 2 presents direc-
tions and approaches related to business applications. Section 3 depicts Slice.com a
motivating use case, end-user oriented. Section4 is dedicated discussing and pre-
senting our approach. We conclude in Sect. 5.

2 Approaches for Tackling Complexity in Business
Applications

Although not explicitly stated, a business application or business software is any set
or combination of tools, programs, and paradigms that are used by business users
to perform various business tasks to innovate, to increase productivity, to measure
productivity, to monitor, perform business functions accurately and so forth. If we
look for instance at Google’s business apps web site! we have an immediate confir-
mation of our statement. Moreover we see that even email is considered a business
application, and even an important one, since for some business activities, receiving
an email is a triggering event for starting a business process (see for instance [6]).

The move to the Internet as a platform and the shift from transaction-based Web
pages to interaction-based ones opened the way to a whole new environment. Future
Internet is a generative environment that fosters innovation, through an advance of
technologies and a shift in how people perceive, use and interact with it [36]. Future
Internet is by and for the people, it is about services and things, it is about knowledge
and contents. This process included both consumers, businesses as well as govern-
ments around the world.

Thttp://www.google.com/enterprise/apps/business/, accessed 29 September 2014.
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According to a survey by the Economist [32] from 2007, 31 % of participating
companies think that the usage of the web as platform will affect all parts of their
business and 38 % of companies expect to use Web 2.0 tools and methods to boost
revenue through customer acquisition. Corporate winners and losers will be desig-
nated simply by who figures out how to use the network [32].

Unlike traditional technologies such as ERP and CRM where users mostly process
information in the form of reports or execute transactions, Web 2.0 technologies are
interactive and require users to generate new information and content or to edit the
work of other participants [7].

This new ecosystem requires more intelligent tools and means to tackle: huge
amount of information; data coming from different sources; users with a low level
of technological background but who have a lot of ideas, and who have to resolve
by themselves different business tasks, see [19, 33]. Business Intelligence (BI) for
the new economy requires people to take active part and do by themselves BI devel-
opment tasks from within their browsers [19]. In terms of research, the main direc-
tions dealt with business rules [20, 24], business processes, web services, semantic
web services and service oriented architectures (SOA),> [17]. In the last 15 years
business rules were employed to declaratively describe policies, business processes
and practices of an enterprise. Applications in domains such as insurance, finan-
cial services, government, telecom, and e-commerce benefit greatly from using rule
engines. Moreover, rules are becoming increasingly important in business modeling
and requirements engineering, as well as in Semantic Web applications. Over time
several rule languages have been defined as well as techniques to perform interchange
between them [13].

A lot of work and effort has been put also in the topic of workflows, workflow man-
agement, business processes and business process management (BPM). As stated
in [35] a “business process consists of a set of activities that are performed in coor-
dination in an organizational and technical environment”. Their all together scope
is the fulfillment of a business goal. BPMN is the de facto standard for modeling
business processes. Some of the most important directions of research in terms of
business processes comprise management of process variants [15] and workflow
mining with the purpose of discovering process models from event logs [1]. There
are also approaches that tackle the natural combination between business rules and
business processes, e.g., [18].

Service Oriented Architecture (SOA) is a flexible, standardized architecture that
facilitates the combination of various applications into inter-operable services.

A Web service can be defined as a loosely coupled, reusable software component
that encapsulates discrete functionality, which may be distributed and programmati-
cally accessed. A web service is a service that is accessed using standard Internet and
XML-based protocols. A more general definition given by Lovelock [21] “a service
is an act or performance offered by one party to another.” Although the process may
be tied to a physical product, the performance is essentially intangible and does not
normally result in ownership of any of the factors of production.

Zhttps://www.oasis-open.org/committees/soa-rm/, accessed 29 September 2014.
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However, in reality Web services have hardly been adopted beyond the bound-
aries of enterprises [10]. Hence, companies and institutions started to realize that
allowing people to use the data they hold could unveil additional value with very
little investment. Therefore companies started to open and allow usage of their data
by mere customers which gave birth to what is called the Web of Data or Linked
Data [4]. Linked Data as stated in [4] refers to a set of best practices for publishing
and connecting structured data on the Web. Nowadays the Web has evolved from a
global space of linked documents to one where both documents and data are linked
together. The Semantic Web [3] or the web of Linked Data adds formal knowledge
representation such that intelligent software could reason with the information.

To sum up, what we find out is that enterprise software is the glue that ties
together teams and business processes [23], and that enterprise systems are Sim-
plifying, webifying, mobilizing, and getting a lot more social. These changes bring
in, both, challenges and benefits. For the context-aware community users have been
the fundamental motivation (see for instance [9, 16, 34] etc.). Context greatly influ-
ences the way humans or machines act, the way they report themselves to situations
and things; furthermore any change in context, causes a transformation in the expe-
rience that is going to be lived, sensed [5]. As argued in the previous paragraphs
the future business applications are also changing into being strongly user-centric.
Therefore the binding link, the gluing agent, between business applications on one
side and context-awareness on the other side, are the users and a switch to a more
social business environment.

In addition, the concept of a business user changes. The massive adoption of cloud
computing as a platform for business applications, that fosters online collaboration,
crowd sourcing, wisdom of the crowds and other social aspects of using business
apps, has absorbed in the business processes also the customers and simple users.
They are part of the processes and their knowledge and input is important. In addition
web-based business apps become accessible to a ever growing user base of entrepre-
neurs, startups companies. These require flexibility and a rapid adaptation of appli-
cations to user’s needs. As such the step toward context-aware business applications
is a natural one.

3 Motivating Example

Forbes enumerates in “10 Brilliant Apps Small Businesses Should Use™ a list of
ten applications that have emerged from the Future Internet generative environment.
The fundamental characteristic of this applications is that they are user-centric. In
the sense that they focus on resolving a particular problem that is of interest for the
end users.

3http://www.forbes.com/sites/ilyapozin/2012/05/29/10-brilliant-apps-small-businesses- should-
use/, accessed 29 September 2014.
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Slice.com is such a Future Internet specific project that uses emails to tackle a very
specific end-user related problem. Slice is an online purchase management tool that
gets hooked into user email account. Whenever a new email is received Slice auto-
matically analyzes the content of the email. If the email contains order information
from one of user’s online shops, then Slice via pattern-based recognition techniques
extracts order related contextual information and organizes this information for the
user. Hence all of user’s purchases will be gathered in one place, the user will be
able to keep track of his shopping history, amount of money that he/she spends, type
of products, time related information i.e. when a shipment is about to arrive and so
forth.

We analyze from an end-user perspective what this use case is about.

o Problem faced by users: keeping track of the purchases made online.

» Applications involved, Services: Email as a legacy system; Services: online shops
(Amazon, EBay), shipment services (FedEx, UPS); Geolocation services (Google
Maps); other type of services i.e. topic extraction

» Concepts: shop, service, user, invoice, email, time and date, amount of money,
product, type of product, location, address, tracking number. The list of concepts
is not exhaustive, and is up to the user.

Concepts are all those entities that are used in taking decisions and / or involved
in any way in the process of resolving the end-user’s problem.

» Context: For example, one context from the perspective of an end-user in the Slice
use case, could comprise: a specific service such as FedEx; concepts associated
with it, i.e., shipment, location, and address. Further more interaction related to
this specific context could be provided, as what to do with this information and so
forth.

Figure 1 depicts a general interaction process with respect to this use case.
As we have already argued in [27] applications tackling similar use case, and
which are user-centric are required to provide at least the following capabilities:

 provide the means and allow the end-user to model and represent context;

« allow the modeling of relationships between context elements;

« allow the modeling of interactions between different contexts, this implies both in
the form of conditions and sequences of events and actions (more precise business
rules and business processes)

« based on the provided models have the capabilities to discover in the environment
the modeled context(s)

@ (e o sm L ® Leo
services

Fig. 1 Interaction process to solve the problem of keeping track of online purchases
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« sense events and actions that are performed in the system
 perform actions according to models defined.

We believe that this example supports our statements from Sect. 1 and that it
underlines the challenges and characteristics of business applications for the Future
Internet environment. Moreover, it also emphasizes the need for context and context-
awareness. On the other hand it also confirms that the notion of context is a vague
notion and that the context notion is actually strongly connected to each user and to
a specific problem.

4 User-Centric Conceptual Approach for Context-Aware
Business Applications

So far we have discussed and underlined aspects, research directions and technolo-
gies related to business applications. We have further addressed a Future Internet
specific example. We introduce in this section a user-centric conceptual approach for
context-aware business applications that takes into account the assertions that ended
the preceding section. We argue that using such an approach applications similar to
the use case we discussed could be built by end-users.

Thus, such systems should be end-user oriented. Such systems should allow a new
programming model for composite systems (humans + services). We argue that such
systems are intelligent systems being able to interact with the end-user according
with an agreed beforehand plan, supporting evolution, sharing and distribution. In
consequence these systems are two layer systems: one high level layer, that deals
with the problem at a conceptual and semantic level (the agreed on plan) and one
low level layer that deals with the internals of the system and low level technologies
i.e. direct access to services, etc. The low level layer should be hidden as much as
possible from the end-user.

Therefore the aspects (also depicted in Fig. 2) that drive the development of our
approach are: end-user oriented or user-centric; human user and intelligent sys-
tem interaction; plan; two-layer system; intelligent system. These aspects have been
previously discussed in the research literature, however almost always in a dis-
connect manner with almost no interaction with each other. In addition different

End-user / user-centric Two layer system

Intelligent system

Our Approach

Plan Human user and intelligent system interaction

Fig.2 Aspects that drive our approach
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terminology, according to the research directions where it has been studied, has been
used to identify actually the same concept.

The end-users whom we want to support, are most of them, not professional devel-
opers, who lack technical skills, and don’t have the necessary knowledge to write
software programs, according to technical specifications (specifications for Web Ser-
vices, APIs, REST etc.). End-users have a variety of goals. These goals are achieved
by creating new applications, via mashing up existing applications, or software arti-
facts, by modifying or adapting existing applications.

Now in order to allow end-users, who are not professional programmers to pro-
gram, adapt existing applications or software artefacts according to their needs the
technical layer needs to be hidden as much as possible, otherwise they will not be
able to do it.

To achieve this separation of concerns and thus hiding the technical layer we argue
that a rwo layer system is required. The high level layer should provide the means to
allow both human users and the system to understand each other using a common
set of concepts and following a beforehand agreed on plan. The low level layer on
the other hand should be hidden from the end-user and should be accessed directly
by the system according to what has been agreed upon in the plan. A professional
developer should also be allowed access to this layer.

Software Engineering (SE) is the field of study that is concerned with all the
aspect related to the design and development of software systems. Two of these
aspects: Requirements engineering and system design are of interest for our approach
because system design targets the internal behavior of the system while requirements
are external, concerning the world.

The phase of gathering requirements precedes system design. Unfortunately in
most of the situations the final product does not actually comply with the end-user
expectations for various reasons: i.e., bad communication, different understanding
of concepts, and situations, etc. [25, 31]. An end-user perceives and understands a
software system through the user interface (UI). Based on the UI, which is supposed
to be an accurate and complete representation of the system, the end-user builds
its own understanding of the environment consisting of concepts, with which it is
working, and associated behavior [8]. Haplessly in many situations the end-user’s
understanding is very different than the understanding and the message, developers
actually tried to convey [31].

A requirement in Requirements Engineering (RE), as stated in [30], “defines both
needs and goals of users, and conditions and properties of the system to be developed,
that result for example, from organizational needs, laws, or standards.”

In RE a goal is a stakeholder’s intention with regard to the objectives, properties
or use of the system [30]. Requirements are said to define what should be developed
while system design defines how the system should be developed [30].

In consequence, we debate that RE stands for the high level layer and system
design stands for the low level layer. And therefore, we believe that both RE and
system design need to be unified when dealing with proper intelligent user-centric
systems (see Fig. 3).
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what plan (visible)
Requirements engineering What needs to be done to fulfill goal
Software development
how (hidden)
System design How should the system be implemented

Fig. 3 Software development aspects

Requirements Engineering approaches propose also the use of scenarios, which
are concrete positive or negative examples of satisfying or failing to satisfy a goal or a
set of goals [30]. Such scenarios for our approach are the plans that end-users create.
Software requirements are usually expressed in natural language. However, natural
language can not be an option here. We need a structured and well defined set of
concepts to express end-user plans, such that an intelligent system can understand,
reason and use that plan, in its interaction with the environment and the end-user.
Because this plan needs to be from the perspective of end-user we looked first to
research domains such as Human Computer Interaction (HCI), conceptual design
and cognitive psychology.

In these domains, such a user defined plan is assimilated to the notion of a mental
model [8]. Such plans, in cognitive psychology have been conceptualized as “repre-
sentations in episodic memory of situations, acts or events spoken or thought about,
observed or participated in by human actors” [11]. According to [22] such a plan
consist of several parts:

o an image: if the mental model refers to a physical object then the model should
contain a simplified image of the object;

« a script: if the mental model refers to a process, it should contain a description of
that process;

* a set of related mental models: mental models can be composed of other mental
models;

« a controlled vocabulary: each mental models has a set of key definitions and vari-
ants;

* a set of assumptions: allow users to predict behavior.

Translating this description into our context, an end-user plan contains a set of
concepts, with which the end-user works with in order to fulfill a goal, their rela-
tionship with each other, the context; and means to express behavior in the forms
of processes and rules. Hence, for our approach, the user has a plan of what needs
to be done in order to achieve a goal. Needs to be done here means the interaction
(behavior) that a user needs to exhibit with the application (applications) in order to
fulfill the goal. Moreover the user is expecting a particular answer from the system
as a response to the actions he/she, the user, performs. User behavior is imposed
(influenced) by the context (environment).

Traditionally, context has been perceived in computer science community as a
matter of location and identity, see for instance [2]. However, interaction and prob-
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lems concerning interaction require more than just the environmental context (loca-
tion, identity) used traditionally in context-aware systems [14]. As such lately the
notion of context has been considered not simply as state but as part of a process in
which users are to be involved [9]. Fischer, however gives a definition that takes into
account the human-centered computational environments. Context is defined in [12]
as being the ‘right’ information, at the ‘right’ time, in the ‘right’ place, in the ‘right’
way to the ‘right’ person.

Context greatly influences the way humans or machines act, the way they report
themselves to situations and things; furthermore any change in context, causes a
transformation in the experience that is going to be lived, sensed [5]. Many psy-
chological studies have shown that when humans act, and especially when humans
interact, they consciously and unconsciously attend to context of many types as
stated in [14]. Nardi underlines this aspect clearly in [25] stating that “we have only
scratched the surface of what would be possible if end users could freely program
their own applications... As has been shown time and again, no matter how much
designers and programmers try to anticipate and provide for what users will need,
the effort always falls short because it is impossible to know in advance what may
be needed... End users should have the ability to create customizations, extensions
and applications...”

For the approach that we envision and design in this paper, the user creates a
plan that is shared (given) to the system. This plan contains a description of the
context(s) and the behavior that both the human user and the system need to perform
in relationship with the context(s) as we introduced it in [28]. The plan explains how
should the system react in response to the actions that the human user performs, or
how the system should react in response to changes that appear in the environment
(context(s)). In this way, both the human user and the system will follow and will
share the same understanding, the same plan. Petrelli et al. emphasize this [29] by
stating that the main objective of context should be to make technology invisible
for the user, hence the focus will not be anymore on how to use the technology in a
proper way but the focus will be once again on resolving our activities and achieving
our goals in daily business activities and not only. To achieve this objective will
require a completely and reliable world representation; a shared understanding of
concepts [29]. For our design we adhere to the ideas discussed in [5] and we argue
that the world representation needs to be from an individual’s perspective. Such an
individual representation of the world needs to be a subset of the entire world that a
system can understand.

The shared plan needs to be represented in a way such that both the human user
and the system be able to use it and reason about it, and then reasoning techniques are
required to reason about it. Hence, to represent the plan we subscribe to the current
approaches for semantic web, by means of ontologies.

The last two aspects that we identified concerning our approach are: intelligent
system able to interact with the human user according to the agreed plan.

We link together the aspects we just discussed and we resume our approach in
Fig. 4. The approach we have introduced in this section proposes a new programming
model through a composite system where human user and system interacting with
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Context(s) = environment;

perceives

| pcheives
imposed (influenced)
Plan
created by... (same understanding)
uses N uses
acco'rdiné to via
77777777777777777777777777 R A System according

to our approach

Fig. 4 Our approach

each other. The interaction is via environment and is according to a predefined plan.
This plan is created by the human user, hence the human is the coordinator of how
the system works. Both the intelligent system and the human user follow the same
plan. Such a plan serves to achieve a particular goal and it has been created taken
into account the context(s). Interaction is perceived via changes that appear in the
environment.

5 Conclusions

In the Future Internet environment business applications are different and they need
to comply with different challenges than legacy systems. For this new type of appli-
cations an end-user orientation is an essential characteristic.

We have introduced and discussed in this paper a new user-centric conceptual
approach for building context-aware business applications. This approach proposes
a new programming model through a composite system where a human user and an
intelligent system are interacting with each other. The interaction is done via envi-
ronment and is according to a predefined plan. This plan is user defined and contains
a description of context(s) and behavior associated with this context. Later on such
a plan is used both by the human user and the intelligent system in order to achieve
a user goal by interacting with each other.

This paper presents results of research that is work in progress toward achieving a
unified modeling and methodological approach for context-aware business applica-
tions, and (2) a unified execution framework of context-aware business applications.
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Preprocessing Large Data Sets by the Use
of Quick Sort Algorithm

Marcin Wozniak, Zbigniew Marszalek, Marcin Gabryel
and Robert K. Nowicki

Abstract Sorting algorithms help to organize large amounts of data. However,
sometimes it is not easy to determine the correct order in large data sets, especially
if there are special poses on the input. It often complicates sorting, results in time
prolongation or even unable sorting. In such situations, the most common method is
to perform sorting process to reshuffled input data or change the algorithm. In this
paper, the authors examined quick sort algorithm in two versions for large data sets.
The algorithms have been examined in performance tests and the results helped to
compare them.

Keywords Computer algorithm + Data sorting * Data mining * Analysis of
computer algorithms

1 Introduction

Quick sort algorithm is known from [1] or [6]. In classic method, described also
in [3, 18, 20-22], we sort elements indexed iy, ljofi—1> ---s Lrigni—1> Lyign- All the
elements are placed according to the order on both sides of the one reference element,
chosen to divide them. A reference element index is an arithmetic average of indexes
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in the form of lower minimum total value, for more details please see [1, 6, 18,
22]. Unfortunately, the cost of calculating this element index is determined by the
number of elements in the sequence. This slows down sorting of large data sets. An
additional complication is the fact, that in practice there are often sequences merely
sortable for classic version. Therefore one may often face some complications. These
difficulties encourage looking for an optimal solution. Authors of [4, 10, 16, 20]
describe specific features of quick sort. Moreover, the authors of [5, 7, 8, 11, 12, 21]
or [20, 23] pay attention to impact on memory management or practical application
of sorting algorithms. At the same time the authors of [16, 19-21] present results
of research on increasing efficiency. Authors of this paper present some important
research on quick sort performance for large data sets, more details can be found in
[24, 26]. In Sect. 2 we have examined the quick sort to make it faster and more stable
for large data sets. The results, presented in Sect. 2.2, suggest that there are some
aspects of this method that may help to make it more stable and faster. For special
poses of big data collections classic version may be interfered. It is also possible to
face time prolongation or stack overflow, which will result in unexpected breaks.

1.1 Killers—Special Poses on the Input

Quick sort algorithm, in classic form described in [3, 6, 22], may behave erratically
or overflows stack for adverse poses of the input elements when adapted to large
data sets. The authors of this study present some special poses that may slow down
sorting, some other aspects of “killing” poses are also described in [10, 26]. Let us
consider the case of some possible arrangements of elements for quick sort, that in
practice come very often (for more details see [26]). Some very interesting, exam-
ined in this paper examples are presented in Fig. 1. Classic version of quick sort
is very often unable to sort a large sequence, if it is in one of killing poses, as con-
firmed studies described in Sect. 2.2, for more details see also [26]. Most unfavorable
arrangement of elements can be described in the form of formulas.

Series {ai}, wherei = 0,1, ..., n of odd number of n elements is in unfavorable
pose, when:

1. Middle element and the following ones up to the last one have even values, what

means that a % =k,k=2,4,6,...,nandi=0,1,2,3,...,%.

2. Elements from first to middle one have odd values, what means that a [i] = k,

k= 1,3,5,7,...,nandi=0,1,2,3,...,g.

Series {ai}, wherei =0, 1, ..., n of even number of n elements is in unfavorable
pose, when:
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Fig. 1 Example of examined “killing” poses for quick sort

1. Middle element is a [%] =1
2. Elements after middle one a [g] have following even values starting from 2, what

means that a [g +i] =k, wherek=2,4,6,...,nandi=0,1,2,3,..., 2

First element has a value n — 1, what means that a [0] = n — 1.
4. Elements ranging from first to middle have odd values starting from 3, what
means that a [i] = k, where k = 3,5,7,...,n—1andi=0,1,2,3,.

W

. 2
Presented unfavorable poses cause flipping so many elements, that for large data
sets sorting may be even not possible. Research showed that above 100,000 ele-
ments stack overflow may occur and sorting is stopped. The practice shows that
such situation comes frequently. Discussed in [3, 6, 22] or [24, 26] classic version
of the algorithm may be unable to perform the sorting in case of one of presented
in Fig. 1 arrangements of elements. However in [4, 10, 16] or [20] are shown an
interesting quick sort optimizations. Authors of [2, 9, 14-16, 23] present opportu-
nity to improve the algorithm for the adverse poses of input. Moreover the authors
of [4, 16, 20, 23] indicate the possibility of using multi-threading. Authors of [13,
19] show the possibility to apply special selection strategy. Therefore, the authors of
the present study examined described changes to accelerate the quick sort algorithm,
regardless of the content of the input data or incoming pose, for more details see also
[24, 26]. Here, the algorithm was examined in classic version and in changed one, so
that in each iteration a reference element was chosen at random. This change reduces
possibility of any complication or time prolongation. At the same time possibility of
stack overflow and crash practically is reduced to minimum.
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2 Research and Examination

Let us first describe modified quick sort algorithm. If the reference element is taken
randomly, we do not deal with the cost of calculating reference element index. This
makes quick sort algorithm more stable, as shown performed studies and tests see
[24, 26] or [27]. This makes it applicable in NoSQL database systems what was
presented in [12]. Stability of the algorithm, we understand it as a repetition of per-
formance (sorting time or CPU usage) in performed experiments. In the research,
we used modified quick sort shown in Algorithm 1. Some other quick sort versions
dedicated for large data sets are also presented in [24, 26].

Start
Load data
Pass a pointer to an array
Calculate index of left element
Calculate index of right element
if left < right then
Set index ¢ as drawn number from the scope from left to right
Set temp as a[t]
Set element a[?] as a[right]
Set last as right
Set index i as right — 1
while index i > left do

if element a[i] > temp then

Decrease index last — 1
Swap element a[last] with a[i]

end

Decrease index i =i — 1
end
Set element a[right] as a[last]
Set element al[last] as temp element
Proceed algorithm with index left and index last — 1
Proceed algorithm with index last + 1 and index right
Stop

else
‘ Return
end
Algorithm 1: Quick sort with random reference element

2.1 Quick Sort Algorithm with Random Reference Element
Selection—Time Complexity Discussion

Theorem 1 Examined algorithm sorts n element sequences in T,,, (n) average time

9 (n -log, n) . (1



Preprocessing Large Data Sets by the Use of Quick Sort Algorithm 115

Proof Atthe beginning let us assume that for a constance B, itis 7,,,,, (0) = T,,,,, (1) =
B. We take randomly element i from table with sorted string. Then average sort time

is T, (i — 1)and T, (n — i). Index i can be taken with equal probability and sorting

takes C - n for a constance C of basic computing operation time. Therefore, we have
formula

T, (1) = Cn+— Z[avg — 1)+ T (n— )], forn > 2. )

Reducing elements of the sum in (2) we have

i=0
T ()= C - n+— Z T (), for n > 2. 3)

Then applying mathematical induction to n, for n > 2 we have formula
avg (I’l) <K-n- 10g2 n, (4)

where K is K = 2B 4+ 2C. For n = 2 we have

(n)<2C+2B=2(C+B)-logyn=K-log,n. 5)

avg

Using inductive assumption and formula (4) we can estimate average sort time
T (1) < C- n+—+— ZK i-log,i. (6)
Next, we can evaluate sum from formula (6) as
2 2
lnz . . K . .
ZK i-log,i=K- Z 1n2 1n2 /n_]l'lnldlﬁ E/n i-Inidi. (7)
In formula (7), we can replace integral

2. 2
1 1“”—”Z—z-lnzﬂ. (8)

2 2 2
. . g n 1 2 2 1 2
-1 di=—-1 - = — = .In2+4 -2 ==
/n I-ln1 di 2 nn 4n ) n +4 )

Therefore formula (8) is

2 2 2

. .,._n--lnn n
-Inidi < - —. 9
/nz nidi<— 1 &)
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Formula (7) is then

n?-lnn n?
ZK i 10g21_1 5 < > _Z>' (10)
Placing formula (10) into (6), we have
(m<C-n- +4—B 2 K (w2 (11
Targ n 1 2 4 )

From formula (11), we have

2 2
(n)<Cn+4_B+g.£.ﬂ_g.£.”_. (12)

Targ n Ilnn 2 n Inn 4

We can group elements of (12)

4B K-n-lnn K n
< o Kennn K0 1
M<Con-+-m+ /0 n2 2 (13

avg

Then, using logarithmic function in (13) we have

T ()< Con- +47B+1£ ’%+K n - log, n. (14)
We evaluate C-n-+22 +ﬁ zusmg assumption that for n > 2 we have K = 2C+2B
4B K n 4B n n

Cn+—=-_=2.cn.+2_p.—_c.—. 15

T T 2O n2  ~ In2 (1)

In formula (15), we can group elements C-n-<1—$>+B-<§—l—> Moreover
fornZZwecanwritedown<1——> 0and< F)zo
4B K n n 4 n

Com-+ 22— D=Con- (1= 25 ) +B- (-2 0. (16

Tt Tm2 2" m2/) 7% G T2 .

Placing formula (16) in (13) we finally have
Tpg (n) <K -n-log,n. 17

d

Similar theoretical complexity represents other versions of quick sort algorithm ded-
icated for large data sets, for details please see [26].
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2.2 Results of Examinations

Let us now present results of examinations. The algorithms were tested to evaluate
performance for unfavorable poses of large data sets. The examined methods were
implemented in CLR C++ in MS Visual Studio 2010 Ultimate. To test were taken
random samples of 100 series in each class of frequencies, including unfavorable
positioning presented in Fig. 1. Tests were performed on a quad core amd opteron
processor 8356 8p. During the tests there were no difficulties associated with sort-
ing special collections described in Sect. 1.1. At the beginning let us compare the-
oretical time complexity. In Figs.2 and 3 charts are showing time complexity on
basis of Theorem 1 for the general arrangement of elements in a sorted set and for
the arrangement of elements impossible to sort described in Sect. 1.1. Comparison
of complexity in Figs.2 and 3 shows that unfavorable positioning does not signif-
icantly increase complexity of examined method. However, the classic form of the
algorithm is not able to organize such collection, if it is more numerous than 100,000

Comparison of time complexity

1000000 4 T 100000000
=== corrrron data
100000 4 SR 10000000
i + 1000000
oy
g 10000 1 4 100000
[&]
o 1000 < 10000
+ 1000
100 4
+ 100
10 T T T 10
10 100 1000 10000
elements
Fig. 2 Comparing theoretical time complexity
Comparison of time complexity
10000000000 e T 1E+16
1000000000 {  SPecialexan. 116414
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S 4 1E+10
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1000000 4 1508
100000 : - : 10000
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elements

Fig. 3 Comparing theoretical time complexity
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Table 1 Table of CPU clock cycles of the examined quick sort algorithm

CPU tics [ti] Number of sorted elements

100 1000 10,000 100,000 1000,000
Avg 1439 7143,2 210889, 4 19607490,4 | 1936698906
Std deviation 51,67 231,88 18888 80952, 85 15481790, 82
Avg deviation 44,8 180,96 16268,72 65988, 88 11949578,72
Coef. of variation 0,035 0,033 0,089 0,004 0,008
Var. area upper end | 1387,33 6911,32 192001, 4 19526537,55| 1921217116
Var. area lower end | 1490, 672043 | 7375,081867 | 229777,4005 | 19688443,25 | 1952180697

elements. Table 1 presents statistical study of CPU clock cycles. Comparison of CPU
clock cycles is shown in Fig. 4. Analyzing Fig. 4 we see that classic version can be
less processor loading. Unfortunately it is not able to manage unfavorable collection
of data, including specific layouts of the elements as described in Sect. 1.1. Figure 5
shows comparison of standard deviation for CPU clock cycles. The changes increase
stability and allow to sort any arrangement of input elements. This property is impor-
tant when strings are longer than 100,000 elements. Analysis and comparison charts
of standard deviation presented in Fig. 5 shows that for sorting sets of less than 1000
elements classic version is faster. Sorting collection of over 100,000 elements can be
more stable using method examined and discussed in Sect. 2. Comparison of coeffi-
cient of variation is shown in Fig. 6. Table 2 shows comparison of aggregate volatil-
ity of CPU clock cycles. The values of variability of CPU clock cycles are shown
in Fig. 6. Classic version may be more volatile than examined algorithm. This con-
firms thesis formulated in previous sections. At the same time, analyzing the chart,
we see that examined method remains stable for large collections and unfavorable
input poses.

Fig.4 Comparing the cputicks
values of the characteristics 10000000000 -
of CPU clock cycles 1000000000 PR
——— mod random
100000000
10000000
= 1000000
100000
10000
1000
100 1000 10000 100 000 1 000 000

elements
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Fig.5 Comparing the values of standard deviation of CPU clock cycles
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Fig. 6 Comparing the values of expected variability of CPU clock cycles

Table 2 Comparative table of CPU clock cycles variations of the classic and the examined
algorithm

CPU tics [ti] Number of sorted elements

100 1000 10,000 100,000 1000,000
Classic 0,3 0,27 0,3 0,23 0,24
Mod random | 0,035 0,033 0,09 0,004 0,008

3 Final Remarks

In conclusion, examined modified method allows to sort large data sets and increases
stability of the algorithm. It also allows to sort unfavorable input sequences without
complications. As a result, sorting is stable for large data sets and work is more
efficient. Thus, the examined algorithm appears to be appropriate for large data
sets, even these described in Sect. 1.1. As presented in [12, 26, 27] these kind of
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algorithms can efficiently work in NoSQL database systems. Therefore, the authors
consider increasing efficiency of sorting algorithm for large data sets in further
research and development.
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ST Method-Based Algorithm for the Supply
Routes for Multilocation Companies Problem

Lidia Dutkiewicz, Edyta Kucharska, Krzysztof Raczka
and Katarzyna Grobler-De¢bska

Abstract This paper presents an optimization algorithm, based on the substitution
tasks method (ST method). It is designed for the supply routes for multilocation
companies problem. This problem is NP-hard and belongs to the class of problems
for which it is impossible to establish all values and parameters a priori. The sub-
stitution tasks method uses a mathematical model of multistage decision process
named algebraic-logical meta-model (ALMM). This method allows one to create
many algorithms, also automatically. A formal algebraic-logical model of the prob-
lem and an algorithm based on ST method are introduced in this paper. Results of
computer experiments are presented as well.

Keywords Substitution tasks method (ST method) « Algebraic-logical meta-model
(ALMM) - Multistage decision process * S