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Abstract. Most of the feature point matching techniques considers only the 
number of matches. The higher number of matches is, the better results are. 
However, reliability and quality of the matching is addressed in a few tech-
niques. So, finding the good matches of the pairs of points from the two given 
point sets is one of the main issue of feature point matching. This paper presents 
new approach to obtain reliable and good matches.  The high quality of match-
ing can be achieved when the matches are spread all over the entire point set. 
Therefore, we proposed to use the distribution of the matches to verify the qual-
ity of the matching. The preliminary results show that our proposed algorithm 
significantly outperform SIFT even when the results of SIFT are enhanced us-
ing RANSAC. 
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1 Introduction 

Feature point matching is a very important process for applications that need to locate 
objects in images or databases such as robot navigation, tele-surgery, and image re-
trieval [1, 2, 3]. The feature points are derived from the images, called the reference 
and input image, of the same scene which may have been acquired at different times, 
from different viewpoints, and by different sensors. The goal of feature point match-
ing is to geometrically align these two point sets. Automatic feature point matching 
algorithms are now used to initiate the better input for various complex tasks such as 
navigating robot, finding stereo correspondences, motion tracking, and recognizing 
object and scene. 

There are many techniques to match feature points. All of them rely on location of 
points and/or other information. For instance, the techniques based on SIFT [4] or 
SIFT-based techniques such as SURF [5], ORB, BRIEF, and FREAK [6] use de-
scriptor, a vector describes the distinctiveness of each feature computed by using 
neighborhood intensities of that feature points, to match the feature points. However, 
the distinctiveness of SIFT-based descriptors might not be distinct enough in some 
cases and results in ambiguous match. That is, one feature point can be matched with 
more than one feature points. Moreover, the geometric structures are used in more 
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recent techniques. The geometric structures are used to select a subset of points and 
match them to get better results. Additionally, a subset of matches can be selected 
according to some conditions, such as angular [7] and pairwise constraints [8], to get 
better matching results. A random selection can also be applied to improve the results 
[9]. Unfortunately, this approach cannot provide good matching results since the same 
pattern geometric structure might be found in any part of the images. It is hard to find 
the correct match of the same structure especially in the cases that the images are 
partially overlapped or do not have overlapped regions. 

In this paper, we proposed a new algorithm to solve feature point matching prob-
lem. We treat feature point matching problem as a searching for the closet pair of 
points. The one-to-one relationship is used to find a reliable match by considering a 
distance between the pair of points. Moreover, we take distribution of the matches 
into account in order to make sure that the number of overall matches is reliable. 

2 Literature Reviews 

From the literatures, the techniques to tackle feature point matching can be classified 
into three groups [10]. The first category is to use only location of the points to find 
the best correspondences. The techniques in this group are simple but take high com-
putational time since it needs exhaustive search throughout the search space to find 
the solution. However, they are sensitive to noise and cannot provide good results in 
some cases. The second group is to incorporate neighborhood information of each 
point to get the best correspondence. The techniques in this group seem to have more 
robust to noises than those of the first group since they use more information to find 
the solution. The state of the art technique in this category is SIFT. Although SIFT 
variations are also widely used with the comparable performance to SIFT, but they 
cannot outperform SIFT in every aspect [11]. However, their results are comparable. 
Some techniques get rid wrong match still need to be used in post processing to im-
prove the solution. The techniques in third group are usually based on graph matching 
algorithms and use structural information of the point set to find the correspondences 
between the two point sets. These techniques seem to be better than those of the first 
two categories, but they require the most similar structure of the two point set for the 
best results [12].The principles of the techniques in each category are presented in the 
following section. 

2.1 Location Information 

The techniques in this group use only one piece of information that is location of the 
points. After the feature points are extracted from the images, the location of each 
point is used to determine the correspondences with the other point set. The frame-
work is divided into four sub-tasks, namely, feature extraction, transformation space, 
search strategy, and similarity measure [13] as can be seen from the block diagram 
shown in Fig. 1. 
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Fig. 1. Image Registration Block Diagram 

A pair or a set of images is input to Feature Extraction sub-process. This sub-
process will extract feature points from each image. These feature points represent the 
image itself with much smaller information, to cut off unnecessary computation and 
speed up the whole registration process, and are invariant to a specific class of trans-
formation. Then, we decide which class of transformation is used to transform the 
input image. This assumption is set up in the Transformation Space sub-process. Also, 
we set up transformation width or range of transformation that the optimal transfor-
mation is in. Next, we search for or estimate the transformation within that range. 
There are several strategies for searching or estimation such as geometric branch and 
bound framework as proposed by [13]. So, we call this sub-process as Search Strate-
gy. Finally, we can check whether the transformation is optimal by measuring the 
similarity between the reference and input image, after applying that transformation. 
The transformation that gives the best similarity will then be optimal transformation. 
This will be measured in the Similarity Measure sub-process using distance function 
such as Partial Hausdorff Distance. 

Moreover, there is several works that apply optimization algorithm with the basic 
search.  That is, searching for the best combination of transformation parameters such 
as rotation, scaling, and translation under the specific transformation. The optimiza-
tion algorithm will then be applied to accelerate the search. For instance, Genetic 
algorithm and PSO are applied in [14, 15, 16]. 

Simplicity is the main advantage of the techniques in this group. Although it is 
computational intensive, any optimization algorithms could be used to accelerate the 
search. However, it may not robust to noises according to the definition of matched 
point. 

2.2 Neighborhood Information 

The techniques in this group are based on SIFT [4]. The framework of the techniques 
in this group is quite similar to that shown in Fig. 1 except the feature extraction and 
search strategy processes. In the feature extraction process, the feature points are ex-
tracted and their neighborhood information are used to build descriptor for each fea-
ture point. The details of how to extract feature point and create descriptor can be 
found in [4]. 
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In the search strategy process, the matching of descriptors is performed instead of 
searching for the best transformation. The output of the descriptors matching is a set 
of corresponding feature points called correspondences. The correspondences are 
used to compute the optimal transformation between reference and input images. The 
techniques in this group have big advantage over those of the first group since they 
rely on local characteristics of feature points. They are more robust to noises which 
will result in more accurate mapping. Although using the local characteristics of fea-
ture points can sometimes lead to lots of false match, there are several algorithms to 
clear up these false matches such as RANSAC [17]. RANSAC was used in [9, 18] to 
improve the performance of SIFT-based feature point matching and the results are 
impressive.  

Moreover, the feature points extracted by SIFT-based detector are high redundancy 
meaning that there are multiple features at the same location but not scale. The SIFT 
descriptors are build regarding to scaled local information of each feature point results 
in distinctive characteristic of each feature. The redundancy allows testing for best 
correlation of points more accurate. Unfortunately, it has a drawback. The redundancy 
makes it computationally intensive especially when there is enormous number of 
features. And the descriptors might lose their distinctiveness since it is based on in-
tensity contrast which cannot be distinct if there are repetitive patterns in the image or 
there are areas that have similar contrast in the local neighborhood in the images. 

2.3 Structural Information 

From different perspective, feature point matching can be formulated in terms of 
graph matching. The feature extraction and search strategy processes in the feature 
point matching framework are also adopted for the techniques in this category. 

After the feature points are extracted, they are treated like nodes in the graph. Then 
the structural information in terms of edges is added to represent the relation between 
each node in a graph. The search strategy can be done by graph matching which how-
ever is an NP-hard problem. The exact solution may not be found in reasonable time 
so approximation solution has to be found.  Conventional graph matching approaches 
[19, 20] mainly focus on pairwise similarity between two correspondences such as 
distances among feature points. Most of them use Iterative Closet Point to minimize 
distance of set of points. Pairwise relations, however, are not enough to incorporate 
the information about the entire geometrical structure of features. To overcome the 
limitation of pairwise similarity, several researchers proposed techniques that applied 
graph theory, called graph matching, [21, 22] to get good matching results. However, 
graph matching still has two main issues. The first issue is that geometric constraints 
are required. Therefore, simulation of connection between edges and nodes must be 
tested iteratively to meet geometric constraints. Moreover, many techniques do not 
robust to outlier nodes. The second issue is that optimizing graph matching is difficult 
due to the nature of non-convex objective function of feature matching problem. 
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In summary, the main differences among the three groups are geometric constraints 
and local to global matching. In terms of overall performance, the SIFT-based tech-
niques outperform the others because its density in both feature point and distinctive 
local descriptor. However, the local descriptors may lead to uncertain matching. On 
the other hand, if we can introduce local to global matching methods to the simplest 
group of feature matching, we can therefore get a low complexity technique that ro-
bust to noises and outlier so that it results in good feature matching performance.  

3 Proposed Method 

Considering a point set that has enormous number of points, the typical matching 
algorithm will be inefficient. The chances of mismatching results are high because 
there are too many ambiguous points to match. Not only ambiguity is introduced 
with algorithms in point matching but matching with neighborhood or structural 
information also ineffective in this case because there will be a lot of similar neigh-
borhood or structural information if there are too many points.  Moreover, in the case 
of symmetry object, the existing search strategy might not be able to tell the differ-
ence between the object under 0 and 180 degree of rotation. Therefore, we proposed 
another search algorithm that takes the distribution of the matches into account to 
tackle the aforementioned problem. This can be done by visualizing specific zone in 
the point set. The idea is that each point in the point set will be assigned to a zone or 
cluster, which is a quadrant in this work. The algorithm will do a search in quadrant-
to-quadrant manner. Therefore, there will be 16 combination pairs of subset to be 
considered.  

Considering the particular pair of cluster to be search, all the points from two point 
sets will be paired up and set as a center of transformation. Then the search aiming to 
get the maximum matching value will be processed by applying combinations of 
transformation parameters within the search interval. Matching value can be deter-
mined from the number of match pairs and the number of cluster that has at least one 
match as stated in the following equations. 
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Where C = {1,2,3, …, n}, n is number of cluster which equals to 4 in this work. 

matchc means number of matches in cluster c. wc is a match coefficient of each clus-
ter. The flowchart of this algorithm is shown in Fig. 2. 
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Fig. 2. The Flowchart of the Proposed Search Algorithm 
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4 Experiments and Discussions 

We investigate the performance of our algorithm in terms of accuracy. The experi-
ment is done using simple images representing geometric shapes. The following sub-
sections give details of the preliminary experiment. 

4.1 Point Sets 

The point sets used in our experiments are derived from the images having geomet-
rical objects. The input images are the reference images that are transformed by 
known similar transformation.  The reference and input images are shown in Table 1 
and 2. 

Table 1 showed the synthesis images that have only one object and multiple ob-
jects in the image. These images represent simple case of feature point matching 
problem. The transformations applied to the images are to simulate various ranges of 
similar transformation. 

Table 1. Single Object Synthesis Images with the Transformation Applied 

Case Reference Input Transfor-

mation 

([Rotation, 

Scale]) 

Case Reference Input Transfor-

mation 

([Rotation, 

Scale]) 

A1 
  

[-90, 1.0] B1 [18, 1.0] 

A2 
  

[180, 1.0] B2

 

[0, 0.8] 

S1 
  

[180, 1.0] B3 [0, 1.5] 

S2 
 

 

[-45, 0.7] O1

 

[-90, 1.0] 

S3 
 

 

[-45, 1.0] O2

 

[180, 1.0] 
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4.2 Experimental Settings and Measurements 

In this work, we assumed similarity transformation and represent it by a 4-element 
vector, whose entries are the rotation r, the translation vector (tx,ty), and the scaling 
factor s. However, the translation vector can be omitted since our approaches have 
already cancelled this vector. Also, we assumed that the feature points are provided. 
In this paper, we compare our proposed algorithm with SIFT so the SIFT detector is 
used extract features to be fair comparison. 

To measure which set of transformation parameters is the best, we use Euclidean 
distance to measure shortest distance among neighbor pairs and sum up to get an 
overall distance. On the other hand, we can compare the transformation parameters 
directly since we know the exact solution or ground truth. Moreover, we can use other 
similarity measure tool such as normal correlation to measure similarity of the point 
sets. For preliminary study, we simply measure the distance of the match pairs. The 
extensive review of performance evaluation for feature point matching based on local 
descriptors is presented in [11]. In this paper, we compare our proposed algorithm 
with SIFT since SIFT provides better performance in terms of matching feature point 
and robustness to transformations. 

Considering high redundancy property of SIFT, there are high chances that there 
will be a lot of false matches. That is, many matched pairs of points are actually mis-
matched. The reliable match should have one-to-one relationship meaning that any 
particular point in one set should be matched to exactly one point from the other set. 
Therefore, RANSAC would be used to select the best reliable matches for SIFT. We 
called it SIFT+RANSAC. Moreover, the distance between a matched pair of points 
directly relates to the quality of that match. The longer distance the poorer match. 
Therefore, in this paper, we did not measure only number of reliable matches but also 
the distance of each match. The particular match will be considered as mismatch and 
will not be counted if the pair of points is far from each other more than a tolerance 
distance, which is set to 3 pixels. That is, we measure only the matches that are good 
and reliable. 

4.3 Results on the Proposed Algorithm Search 

The results are shown in Table 3. It shows that both techniques can find the matches 
in all cases. However, the number of reliable matches, the number of good matches, 
and the matching precision, of the solutions obtained from each technique are also 
presented. 

From Table 3, it is obviously seen that the number of reliable match or one-to-one 
relationship of points obtained from both techniques are not much different exclude 
the last two cases, “O1” and “O2”. It is a nature of SIFT that has high redundancy of 
feature so the higher number of reliable match could be possible. Although the num-
ber of reliable matches obtained from both techniques are quite equal it can be obvi-
ously seen that the number of good matches are different. The proposed algorithm 
provides more good matches than SIFT+RANSAC. Additionally, our proposed algo-
rithm has higher matching precision than SIFT+RANSAC. The value of matching 
precision also implies that SIFT+RANSAC has more false positive matches than our 
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proposed algorithm. The higher number false positive matches the more ineffective 
performance to the applications that require feature point matching. 

Table 2. The matching accuracy results of the preliminary experiments 

Case 

Number of 
Reliable Match Pairs 

Number of 
Good Matches 

Matching Precision 

SIFT+ 
RANSAC 

Proposed 
Algorithm 

SIFT+ 
RANSAC 

Proposed 
Algorithm 

SIFT+ 
RANSAC 

Proposed 
Algorithm 

A1 26 19 6 11 23.08% 57.89% 
A2 13 19 6 13 46.15% 68.42% 
S1 22 19 7 17 31.82% 89.47% 
S2 9 21 1 14 11.11% 66.67% 
S3 12 21 3 12 25.00% 57.14% 
B1 18 35 1 16 5.56% 45.71% 
B2 28 35 5 14 17.86% 40.00% 
B3 27 35 3 6 11.11% 17.14% 
O1 131 43 39 31 29.77% 72.09% 
O2 111 36 4 28 3.60% 77.78% 

5 Conclusions 

We have proposed feature point matching algorithm with three different perspectives 
from the most of the existing feature point matching algorithms. First, we omitted 
translation parameter from the search by setting a pair of points in consideration as 
origin points. Second, we not only measured the number of the matches based on 
Euclidean distance but also measured the spread of the matches by dividing the point 
sets into 4 areas and account for the matching distribution. Finally, neither neighbor-
hood nor structural information was needed to provide more accurate mapping in our 
algorithm. We have done the preliminary experiment with synthesis images and com-
pare the performance and accuracy with SIFT+RANSAC. The experimental results 
shows that the proposed algorithm outperform SIFT+RANSAC in terms of precision. 
In addition to investigate the performance of the proposed algorithm, we plan to test 
our algorithm with standard benchmark image data in the near future. 
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