
Advances in Intelligent Systems and Computing 361

Herwig Unger
Phayung Meesad
Sirapat Boonkrong    Editors 

Recent Advances 
in Information and 
Communication 
Technology 2015



Advances in Intelligent Systems and Computing

Volume 361

Series editor

Janusz Kacprzyk, Polish Academy of Sciences, Warsaw, Poland
e-mail: kacprzyk@ibspan.waw.pl



About this Series

The series “Advances in Intelligent Systems and Computing” contains publications on theory,
applications, and design methods of Intelligent Systems and Intelligent Computing. Virtually all
disciplines such as engineering, natural sciences, computer and information science, ICT, eco-
nomics, business, e-commerce, environment, healthcare, life science are covered. The list of top-
ics spans all the areas of modern intelligent systems and computing.

The publications within “Advances in Intelligent Systems and Computing” are primarily
textbooks and proceedings of important conferences, symposia and congresses. They cover sig-
nificant recent developments in the field, both of a foundational and applicable character. An
important characteristic feature of the series is the short publication time and world-wide distri-
bution. This permits a rapid and broad dissemination of research results.

Advisory Board

Chairman

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India
e-mail: nikhil@isical.ac.in

Members

Rafael Bello, Universidad Central “Marta Abreu” de Las Villas, Santa Clara, Cuba
e-mail: rbellop@uclv.edu.cu

Emilio S. Corchado, University of Salamanca, Salamanca, Spain
e-mail: escorchado@usal.es

Hani Hagras, University of Essex, Colchester, UK
e-mail: hani@essex.ac.uk

László T. Kóczy, Széchenyi István University, Győr, Hungary
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Preface

Communication and data mining are the two major, rapidly developing areas of com-
puter science in our today’s networked society. A manifold set of devices starting from
mobile phones and computers until sensors and usual household appliances are able to
run programs as well as send and receive data to satisfy the needs of their owners in
an efficient manner. More and more, the network becomes an intelligent and context
sensitive environment, which can meet own decisions in a limited area and adapt itself
to permanently changing conditions.

Our published book is a try to present some recent research work and results in the
area of communication and information technologies. For the eleventh time, researchers
from over twenty countries contribute with their chapters to the success of this book,
well guided from seventy members of our program and editorial board, which asked the
thirty-two authors to present their view on current developments.

Definitely, determining the focus of this book is not an easy task over the years.
Although data mining, machine learning and data networking have been attracting in-
terests in the research community for decades, there are still many aspects that need to
be explored. Many researchers, research students and the people on the streets and in
the shops are waiting to see what new technologies and applications can bring to the
society. On the one hand, new services, the latest hardware as well as software are sold
in large quantities. On the other hand, also some fear may arise to live in a world of
permanent monitoring and control by even unknown third authorities.

To present all aspects of the described developments, the book is divided into two
main parts. The first is dedicated to Data Mining and Machine Learning. The second is
related to topics from Data Network and Communications. After discussing new algo-
rithms and methods of data mining, the reader will be curious to get to know about their
innovative applications in the second section of our volume. Security is the topic of our
third chapter, which is related to all aspects of secure data processing also including
ethical guidelines for data mining as well as safety and fault tolerance of data storage
and transfers in our today’s computer systems. Hereby, the user and the respective per-
son’s behaviour stand in the center of interests: humans decide which solution will be
accepted and applied in their daily life, but on the other hand, the exploration of the
users and their habits are in the focus of most companies, governments and therefore



VI Preface

applications. The ’unknown’ user plays such an important role, that we dedicated an-
other section of our book to this topical field. Last but not least, we will give a view on
today’s and next generation Internet platforms and systems, which are the fundamental
for all developments cited before.

Going through this book, we hope that readers, especially researchers, will be able to
see state-of-the-art technologies on data mining, machine learning and data networking.
Beginners or research students should be able to grasp basic ideas, background knowl-
edge and related theories to their interests. We hope to inspire all our readers to generate
a plenty of new ideas but also think about their impact on our societies.

The actual process of publishing this book took months. It all started from gathering
ideas and papers from researchers and research students that have been evaluated by
experts in the areas. We are thankful to Springer for their support and for agreeing to
publish this book.

We would also like to thank all authors for their submissions. A lot of technical and
organisational work has been done by the staff of the Information Technology Faculty
at King Mongkut’s University of Technology North Bangkok. Without the meticulous
work of Ms. Watchareewan Jitsakul and Ms. Areena Ruangprach, the book could not
have been completed on time.

March 24, 2015 Herwig Unger
Bangkok Phayung Meesad

Sirapat Boonkrong
(Editors)
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An Uncomfortable Change: Shifting Perceptions  
to Establish Pragmatic Cyber Security  

Andrew Woodward and Patricia A.H. Williams 

School of Computer and Security Science, Edith Cowan University, Western Australia 
{a.woodward,trish.williams@ecu.edu.au} 

Abstract. The challenges that a lack of conventionally conceptualized borders 
in Cyberspace create are increasing in scale and form. This position paper eval-
uates through the myriad of reasons for this situation, from the absence of cyber 
security standards, an industry which values training over education for short 
term gains, resulting in a long term de-skilled workforce, to a solutions space 
that has an excessive focus on technological control. This demands a necessary 
change in approach to cyber security to meet the increasingly intelligent and di-
verse threats. As a specialist field, cyber security requires a collective proactive 
approach incorporating technology, government support, policy and education. 
Indeed, it is possible that a reversal of currently accepted perceptions, where 
organizations manage their security in isolation, will result in a paradigm shift. 
This will demand acceptance of a shift in power and influence as nation states, 
crime and hacktivist groups with high levels of motivation, attempt to control 
and exploit Cyberspace. 

Keywords:  Cyber security, cyberspace, security, standards, education. 

1 Introduction 

We are approaching a rapidly uncontrollable Cyberspace environment, one in which 
traditional boundaries no longer apply. The challenges revolve around a lack of con-
ventional borders. With cyber security a specialist field, and not a mere extension of 
network and information security, it requires a cooperative and uncommon approach 
of collaboration between desperate and sometimes competing stakeholders. To be 
effective against cyber threats it also requires government support, policy and educa-
tion. The unbounded Cyberspace environment will drive this paradigm shift in securi-
ty practice.  

Evidence shows that most organizations, irrespective of their size and resource 
availability, are simply not prepared for the breadth and depth of the threats they face. 
Statistics on breaches provide some insight into the significance of the problem. For 
example, the majority of data breaches are discovered by a third party (Figure 1), and 
in some instances, a significant period of time will pass before a data breach is even 
discovered [1]. Conversely, the time it takes to penetrate an information system is 
usually measured in hours, not days. This situation is affirmed by the anti-virus (AV) 
industry, which have effectively admitted defeat, and is confirmed by research which 
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shows that rate of creation of new malware exceeds the ability of AV software to deal 
with the threat [2]. Malicious activity caused through online attack includes denial of 
service, cyber terrorism, hacking, credential theft, distribution of malware, and phish-
ing to name but a few [3]. In an industry that is costing Australia $1.65b per annum 
and affecting over 5 million people [4], there is no doubt as to the breadth and depth 
of the protection issues. This is also reflected in the increasing number of cyber secu-
rity incidents of a significant magnitude will that require response by entities such 
government based cyber security response centers. 

 

Fig. 1. A longitudinal representation of the number of compromises and discovery of compro-
mises, where time to compromise or discover was less than one day. Source: [1]. 

This position paper evaluates the myriad of reasons for these challenges, the driv-
ers for necessary change to meet the increasingly intelligent and diverse threats, and 
provides a discourse on the potential solutions. The result is a possible reversal of 
currently accepted perceptions, where organizations will be the lesser influential par-
ty. This will also demand acceptance of a shift in power and influence as nation states, 
crime and hacktivist groups with high levels of motivation, attempt to control and 
exploit Cyberspace. The impact of this discourse will be in opening up new conversa-
tions and perspectives on the conflict space of the future, and why there is a need to 
shift conceptual understanding if pragmatic cyber security is to be achieved. 

2 Drivers for Change 

2.1 Legislation 

There can be little argument that legislation drives change in whichever sector or market 
that legislation is targeted at. Whilst some countries, such as the United States, have 
mandatory data breach notification, and others like Australia are in the process of legisla-
tion, many do not have such a requirement. In addition to data breach notification, there  
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is also legislation and guidelines in Australia and other countries in relation to privacy 
requirements and minimum standards. The European Union is currently drafting its 
own data breach framework which will likely form the basis of any legislation [5]. It 
can be argued that in the absence of legislation, and in the absence of any other ad-
verse consequence e.g. human lives or reputational damage, there is little incentive to 
make organizational change. Such legislation is vital in addressing the cyber security 
challenge, as it brings cyber security to the attention of corporate executives, and it 
will then form an integral part of a consequence framework in an organizations risk 
management process. Without such regulatory drivers, the organizational resources 
allocated to cyber security initiatives will likely not be sufficient to address the 
threats, as currently there are limited consequences for an adverse cyber security out-
come. One recent report suggests that the actual financial loss from high profile 
breaches of Sony, Target and other institutions were so small that they are not suffi-
cient to drive cyber security change [6]. However, the legislation is clearly having an 
effect in the US, with reports that chief financial officers are increasing their organi-
zational spend on cyber security [7]. Additionally, a recent Gartner report stated that 
global information security spending would increase by 8.2% in 2015 to 76.9 billion 
dollars annually [8]. This suggests that until such legislation becomes widespread 
internationally, we are not likely to see significant change in the risk profile of most 
organizations in relation to cyber security. 

2.2 Lack of Targeted Standards 

Few standards apply specifically to cyber security. It is unfortunate that in an area but 
lacks standardization the word ’standard’ is used to describe certification and best 
practice, rather than established international standardization. Similarly, there is con-
fusion between the definitions of certification versus education, which is discussed 
below. 

Whilst there exist standards and guidelines related to risk assessment and infor-
mation security management, which can be applied to cyber security, until 2012 there 
was no specific cyber security standard. The ISO/IEC 27000 Information technology -
- Security techniques – Information security management systems series comprises a 
suite of 37 Standards ranging from information security management, governance, 
specific controls and applications such as health. Similarly, ISO 31000 Risk Manage-
ment – Principles and guidelines, and ISO/IEC31010 Risk management – Risk  
assessment techniques provide a framework and associated processes for risk assess-
ment and management. Whilst application of these standards to cyber security may be 
extrapolated from the content, they do not view the increasingly complex environ-
ment of Cyberspace as a distinct problem space. In 2012, this issue was recognized 
with the publication of ISO/IEC 27032:2012 Information technology -- Security tech-
niques -- Guidelines for cybersecurity.  

ISO/IEC 27032 is the first standard to distinguish that the complex and difficult  
to delineate environment of Cyberspace, needed a unique approach to fill the gaps 
between the traditional security domains such as networks security, information secu-
rity, Internet security and so on. Interestingly, this standard also identifies the frag-
mentation of security that exists between organizations in Cyberspace [9]. In this 
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respect, it is a bridging standard in that it focuses on the techniques and controls to 
protect against threats that do not fall within the scope of more traditional security 
standards, such as social engineering, hacking, and malware [10]. Further, the Stand-
ard discusses how collaboration between desperate entities should occur for effective 
incident handling. This is the first standard to navigate the logical rather than physical 
boundaries of competing regulatory jurisdictions. The significance of the standard is 
in the perspective taken which is not solely technical but includes a framework for 
developing trust between entities. It is a necessarily high-level standard, yet it estab-
lishes the groundwork for further development of context specific detailed specifica-
tions.  As with most standards, it also provides an educational component on 
Cybersecurity and its relationship to other types of security.   

There are also numerous guides and frameworks produced by the US National In-
stitute of Standards and Technology (NIST), with a recently released Cyber Security 
Framework. Although targeted at critical infrastructure, this framework could be ap-
plied to cyber security in general.  Organizations rely on such frameworks in attempt-
ing to address the cyber security threat, as they seek some kind of reassurance that 
what they are doing aligns with best practice. Conversely, these same organizations 
are also averse to undertaking or engaging any process, practice or device, which does 
not seem to conform to a standard, guideline, or established best practice. This is not 
to necessarily suggest that there should be one, but rather, to start a discussion about 
the role of standards, and how they are used as part of a cyber-security strategy, or 
whether the lack of a specific standard for cyber security is even an issue. 

2.3 Technical Issues 

For many organizations, there is an over reliance on technical solutions to the cyber 
security threat. Many vendors of technical solutions will readily inform customers 
that their device is the magic bullet, and will address their cyber security challenges. 
The reality is that whilst technical controls have a role to play in protecting organiza-
tions information assets, technical controls alone are not able to fill the entire role. 
The reason for this is that the problem is multi-faceted, and ultimately, people are 
involved in many parts of the process of using, protecting and disseminating infor-
mation, both internally and externally. As such, people themselves contain vulnerabil-
ities, in that they are human, and can be exploited in the same way that vulnerabilities 
in computer systems can also be exploited. Also, humans form the link between tech-
nical controls and process implementation. Many of those occupying the role of in-
formation security officer or manager in organizations are frequently doing so as part 
of another role, or are simply under resourced to tackle the cyber security threats. As 
such, it is easy to understand why such people would consider such a solution: it 
claims to address the issues, it is usually from a reputable vendor so there is less risk 
involved, and it means that they can address at least some of the threat without having 
to spend time on implementing any further solution. The counterpoint to that is the 
high volume of data breaches which still occur in organizations, despite the signifi-
cant resources and dedicated information security personnel and mangers that these 
organizations employ [1].  

In Australia, the Australian Signals Directorate produces a Top 35 list of mitigation 
strategies [11]. Whilst these are sound suggestions , and the effectiveness of each is 
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rated, the authors have experienced situations where people are implementing only 
the top four on the list and not implementing any of the other recommendations. The 
issue with this is that there are no recommendations relating to the human factor until 
you reach number 28 on the list. This is problematic in that most cyber security 
breaches involve an element of human failure, with policy, governance, and security 
education awareness and training all having important roles to play.  It is also worth 
noting that these recommendations are based on firstly, what worked, and secondly 
what worked for Australian Government agencies and departments.  As such, it is 
reflective of the past, and may not necessarily deal with the medium to long-term 
threat horizon. 

2.4 Education Issues 

The IT industry has traditionally relied upon certifications, both vendor and profes-
sional body based, to up-skill workers to undertake IT work. Whilst this has a place, 
and is relevant to train workers to operate particular software and hardware, these 
skills are often not transferrable. It can be argued that the knowledge and expertise 
required to adequately defend an organizations’ data from cyber threats goes beyond 
that which can be offered through certifications. Further exacerbating the problem is 
that these certifications are usually well marketed and understood by the market, and 
as such organizations seeking to address their cyber security issues will often engage 
organizations who have people certified in particular skills. A case in point is certifi-
cation based on penetration testing. People with this certification may have at least the 
knowledge required to undertake a penetration test, but unfortunately, penetration 
testing is intended to address only a particular small subset of cyber security, namely 
that of testing the configuration of specific systems. It is not a substitute for a thor-
ough vulnerability analysis or risk assessment.   

The discrepancy between education and certification is caused by a lack of under-
standing, brought about through lack of education, about the difference of the two, 
what they offer, and what the common causes of cyber security vulnerabilities are. 
Another example of an education gap is related to the concept of defense in depth, 
which is often quoted as being vital in cyber security, and yet is poorly understood by 
practitioners. This is borrowed from the physical security domain, and when imple-
mented as intended refers to a security strategy which incorporates all elements of 
deter, detect, delay and respond, known as 3DR. However, reference to any IT based 
information about defense in depth only talks about delaying an attacker, through 
layering network defenses which do nothing more than delay an attack. For example, 
Lippman et al write “Defense in depth is a common strategy that uses layers of fire-
walls …” [12]. This should be more correctly referred to as delay in depth, not de-
fense in depth, as firewalls are consistent with a delay tactic. This was published by a 
reputable journal, and has since been cited in excess of 100 times. This highlights an 
education gap and a failure to implement a strategy incorporating all elements of 
3DR, and as such will result in a flawed solution. 

This lack of education in those managing an organization’s information security 
will likely initiate a penetration test using an external consultant. This decision is 
driven by limited knowledge or inaccurate advice by those underneath them who are 
aware of these testing through promotion of certifications in this area.  
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This discourse does not suggests that certifications do not have their place. They  
are useful to address a skills gap in an organization at short notice. The reality is that 
whilst a Higher Education qualification provides greater benefit to an individual and 
their adaptability in an organization, it demands significantly greater time and  
resources to acquire this education. Used more correctly, certifications would be a 
valuable addition for an employee who holds a computer science or information tech-
nology degree, as they would have the fundamental underpinnings and knowledge to 
better utilize the specific training outcomes. 

Another aspect of the certification vs. education argument is concerned with the 
lack of coherence or consistency within the profession itself. The IT security sector 
has such a varied employment market, that as such, it can be challenging to define a 
cyber-security role, and the corresponding qualifications or experience that is re-
quired. There have been attempts to address this issue, through schemes such as the 
skills framework for the information age (SFIA) [13]. However, the reality is that 
whilst a security guard outside of a pharmacy is required to be licensed and meet  
certain minimum standards, those proclaiming themselves as information security 
professionals do not have to substantiate their claim. Frequently, their evidence to 
support such a claim is a selection of industry and vendor certifications. From an edu-
cational perspective, these equate to Certificate or Diploma level qualifications, and at 
best are equivalent to the first year of a university Bachelor degree when viewed from 
a learning outcomes perspective. Similar professions such as Accounting and Engi-
neering do not allow such activity to occur, and even professions which were tradi-
tionally vocational, such as Nursing, now require a tertiary education qualification.  

3 Demand for a New Paradigm 

The paper to this point has discussed some of the many issues and challenges that 
make up the current cyber security landscape. Further, the discussion substantiated 
these with examples of what constitute the problem. This section will highlight some 
key areas that we believe need to be implemented if the current issues are to be ad-
dressed. 

3.1 Legislation 

The need for the legal fraternity to understand better, and enact legislation which has 
adverse consequences for those failing to maintain adequate cyber security in their 
organization is required. Legislation to enforce cyber security would be counterpro-
ductive, as it would likely lead to an environment where every organization had the 
same level of security, and with the same potential vulnerabilities. Currently, data 
breach notification legislation is one part and this should be coupled with  financial 
penalties for organizations that experience a data breach over and above that of the 
actual loss. It seems that having to notify those affected by a breach, which is meant 
to be a form of reputational consequence, is not adequate, as breaches are still too 
frequent.  
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3.2 Standards 

Adherence to, and guidance from relevant standards is crucial in the gamut of cyber 
security protection. Standards provide requirements and specifications that can be 
used over and over again, consistently and across organisations. Standards are pro-
duced and published by globally recognized entities (Standards Development Organi-
sations SDOs) to ensure reliable, quality, balanced, consensus driven expert advice, 
“to meet technical, safety regulatory, societal and market needs” [14]. The purpose of 
using standards is to guarantee fit-for-purpose whilst not constraining innovation nor 
limiting market potential. In this space however, more input is required from experts 
in the field to contribute to the development of security in Cyberspace and to provide 
guidance in an absence of regulatory compliance mechanisms.  

3.3 Education 

There are several vectors which need to be addressed under the banner of education. 
Firstly, a universally agreed upon and available set of established skills and founda-
tion knowledge that would need to be demonstrated by anyone claiming to be a cyber 
security professional. By extension, any program, degree or course offered by an in-
stitution would need to be measured against this cyber security core body of 
knowledge. This could also include specializations at a later point, but an initial level 
of agreed upon knowledge is essential to begin to tackle the problem. Furthermore, 
industry itself needs to have a very clear understanding about the role of training and 
that of education in tackling cyber security 

In addition, education of the Executive and ‘C’ Level Officers in organizations 
about the real level of risk and threat presented by cyber security, or a lack thereof is 
important. Critical to this is a thorough explanation of what tools and processes are 
valuable in increasing cyber security, and which offer very little value. Such educa-
tion alongside privacy and data breach legislation would increase the visibility of the 
problem within the governance structure of an organization. 

4 Conclusion 

It is clear that the current approach to cyber security is not working, and this new 
conflict space needs a new approach to tackling security. The media is littered with 
daily attacks against individuals, small business, and major multinational corpora-
tions. The problem space is complex, multifaceted, and it will take considerable com-
bined will to enact change. Legislation clearly has a role to play as a driving factor to 
ensure that cyber security is taken seriously by anyone collecting, analyzing, storing 
or transacting data. However, without cohesion from the IT profession around cyber 
security, and clear standardization of minimum requirements, this will be challenging. 
It will take considerable effort to create change in this space, and until such time as 
this occurs, the number of adverse cyber security incidents is only likely to increase. 
Therefore, as a specialist field, cyber security requires a collective proactive approach  
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incorporating technology, government support, policy and education. This will intro-
duce a reversal of currently accepted perceptions, where organizations manage their 
security in isolation, and will result in a paradigm shift. This will demand acceptance 
of a shift in power and influence as nation states, crime and hacktivist groups with 
high levels of motivation, attempt to control and exploit Cyberspace. Unless organisa-
tions embrace this shift they will be left more and more vulnerable. 
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Abstract. Most of the feature point matching techniques considers only the 
number of matches. The higher number of matches is, the better results are. 
However, reliability and quality of the matching is addressed in a few tech-
niques. So, finding the good matches of the pairs of points from the two given 
point sets is one of the main issue of feature point matching. This paper presents 
new approach to obtain reliable and good matches.  The high quality of match-
ing can be achieved when the matches are spread all over the entire point set. 
Therefore, we proposed to use the distribution of the matches to verify the qual-
ity of the matching. The preliminary results show that our proposed algorithm 
significantly outperform SIFT even when the results of SIFT are enhanced us-
ing RANSAC. 

Keywords: Feature Point Matching, Image Registration, Image Retrieval, 
SIFT, RANSAC. 

1 Introduction 

Feature point matching is a very important process for applications that need to locate 
objects in images or databases such as robot navigation, tele-surgery, and image re-
trieval [1, 2, 3]. The feature points are derived from the images, called the reference 
and input image, of the same scene which may have been acquired at different times, 
from different viewpoints, and by different sensors. The goal of feature point match-
ing is to geometrically align these two point sets. Automatic feature point matching 
algorithms are now used to initiate the better input for various complex tasks such as 
navigating robot, finding stereo correspondences, motion tracking, and recognizing 
object and scene. 

There are many techniques to match feature points. All of them rely on location of 
points and/or other information. For instance, the techniques based on SIFT [4] or 
SIFT-based techniques such as SURF [5], ORB, BRIEF, and FREAK [6] use de-
scriptor, a vector describes the distinctiveness of each feature computed by using 
neighborhood intensities of that feature points, to match the feature points. However, 
the distinctiveness of SIFT-based descriptors might not be distinct enough in some 
cases and results in ambiguous match. That is, one feature point can be matched with 
more than one feature points. Moreover, the geometric structures are used in more 



10 S. Ratanasanya, J. Polvichai, and B. Sirinaovakul 

recent techniques. The geometric structures are used to select a subset of points and 
match them to get better results. Additionally, a subset of matches can be selected 
according to some conditions, such as angular [7] and pairwise constraints [8], to get 
better matching results. A random selection can also be applied to improve the results 
[9]. Unfortunately, this approach cannot provide good matching results since the same 
pattern geometric structure might be found in any part of the images. It is hard to find 
the correct match of the same structure especially in the cases that the images are 
partially overlapped or do not have overlapped regions. 

In this paper, we proposed a new algorithm to solve feature point matching prob-
lem. We treat feature point matching problem as a searching for the closet pair of 
points. The one-to-one relationship is used to find a reliable match by considering a 
distance between the pair of points. Moreover, we take distribution of the matches 
into account in order to make sure that the number of overall matches is reliable. 

2 Literature Reviews 

From the literatures, the techniques to tackle feature point matching can be classified 
into three groups [10]. The first category is to use only location of the points to find 
the best correspondences. The techniques in this group are simple but take high com-
putational time since it needs exhaustive search throughout the search space to find 
the solution. However, they are sensitive to noise and cannot provide good results in 
some cases. The second group is to incorporate neighborhood information of each 
point to get the best correspondence. The techniques in this group seem to have more 
robust to noises than those of the first group since they use more information to find 
the solution. The state of the art technique in this category is SIFT. Although SIFT 
variations are also widely used with the comparable performance to SIFT, but they 
cannot outperform SIFT in every aspect [11]. However, their results are comparable. 
Some techniques get rid wrong match still need to be used in post processing to im-
prove the solution. The techniques in third group are usually based on graph matching 
algorithms and use structural information of the point set to find the correspondences 
between the two point sets. These techniques seem to be better than those of the first 
two categories, but they require the most similar structure of the two point set for the 
best results [12].The principles of the techniques in each category are presented in the 
following section. 

2.1 Location Information 

The techniques in this group use only one piece of information that is location of the 
points. After the feature points are extracted from the images, the location of each 
point is used to determine the correspondences with the other point set. The frame-
work is divided into four sub-tasks, namely, feature extraction, transformation space, 
search strategy, and similarity measure [13] as can be seen from the block diagram 
shown in Fig. 1. 
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Fig. 1. Image Registration Block Diagram 

A pair or a set of images is input to Feature Extraction sub-process. This sub-
process will extract feature points from each image. These feature points represent the 
image itself with much smaller information, to cut off unnecessary computation and 
speed up the whole registration process, and are invariant to a specific class of trans-
formation. Then, we decide which class of transformation is used to transform the 
input image. This assumption is set up in the Transformation Space sub-process. Also, 
we set up transformation width or range of transformation that the optimal transfor-
mation is in. Next, we search for or estimate the transformation within that range. 
There are several strategies for searching or estimation such as geometric branch and 
bound framework as proposed by [13]. So, we call this sub-process as Search Strate-
gy. Finally, we can check whether the transformation is optimal by measuring the 
similarity between the reference and input image, after applying that transformation. 
The transformation that gives the best similarity will then be optimal transformation. 
This will be measured in the Similarity Measure sub-process using distance function 
such as Partial Hausdorff Distance. 

Moreover, there is several works that apply optimization algorithm with the basic 
search.  That is, searching for the best combination of transformation parameters such 
as rotation, scaling, and translation under the specific transformation. The optimiza-
tion algorithm will then be applied to accelerate the search. For instance, Genetic 
algorithm and PSO are applied in [14, 15, 16]. 

Simplicity is the main advantage of the techniques in this group. Although it is 
computational intensive, any optimization algorithms could be used to accelerate the 
search. However, it may not robust to noises according to the definition of matched 
point. 

2.2 Neighborhood Information 

The techniques in this group are based on SIFT [4]. The framework of the techniques 
in this group is quite similar to that shown in Fig. 1 except the feature extraction and 
search strategy processes. In the feature extraction process, the feature points are ex-
tracted and their neighborhood information are used to build descriptor for each fea-
ture point. The details of how to extract feature point and create descriptor can be 
found in [4]. 
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In the search strategy process, the matching of descriptors is performed instead of 
searching for the best transformation. The output of the descriptors matching is a set 
of corresponding feature points called correspondences. The correspondences are 
used to compute the optimal transformation between reference and input images. The 
techniques in this group have big advantage over those of the first group since they 
rely on local characteristics of feature points. They are more robust to noises which 
will result in more accurate mapping. Although using the local characteristics of fea-
ture points can sometimes lead to lots of false match, there are several algorithms to 
clear up these false matches such as RANSAC [17]. RANSAC was used in [9, 18] to 
improve the performance of SIFT-based feature point matching and the results are 
impressive.  

Moreover, the feature points extracted by SIFT-based detector are high redundancy 
meaning that there are multiple features at the same location but not scale. The SIFT 
descriptors are build regarding to scaled local information of each feature point results 
in distinctive characteristic of each feature. The redundancy allows testing for best 
correlation of points more accurate. Unfortunately, it has a drawback. The redundancy 
makes it computationally intensive especially when there is enormous number of 
features. And the descriptors might lose their distinctiveness since it is based on in-
tensity contrast which cannot be distinct if there are repetitive patterns in the image or 
there are areas that have similar contrast in the local neighborhood in the images. 

2.3 Structural Information 

From different perspective, feature point matching can be formulated in terms of 
graph matching. The feature extraction and search strategy processes in the feature 
point matching framework are also adopted for the techniques in this category. 

After the feature points are extracted, they are treated like nodes in the graph. Then 
the structural information in terms of edges is added to represent the relation between 
each node in a graph. The search strategy can be done by graph matching which how-
ever is an NP-hard problem. The exact solution may not be found in reasonable time 
so approximation solution has to be found.  Conventional graph matching approaches 
[19, 20] mainly focus on pairwise similarity between two correspondences such as 
distances among feature points. Most of them use Iterative Closet Point to minimize 
distance of set of points. Pairwise relations, however, are not enough to incorporate 
the information about the entire geometrical structure of features. To overcome the 
limitation of pairwise similarity, several researchers proposed techniques that applied 
graph theory, called graph matching, [21, 22] to get good matching results. However, 
graph matching still has two main issues. The first issue is that geometric constraints 
are required. Therefore, simulation of connection between edges and nodes must be 
tested iteratively to meet geometric constraints. Moreover, many techniques do not 
robust to outlier nodes. The second issue is that optimizing graph matching is difficult 
due to the nature of non-convex objective function of feature matching problem. 
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In summary, the main differences among the three groups are geometric constraints 
and local to global matching. In terms of overall performance, the SIFT-based tech-
niques outperform the others because its density in both feature point and distinctive 
local descriptor. However, the local descriptors may lead to uncertain matching. On 
the other hand, if we can introduce local to global matching methods to the simplest 
group of feature matching, we can therefore get a low complexity technique that ro-
bust to noises and outlier so that it results in good feature matching performance.  

3 Proposed Method 

Considering a point set that has enormous number of points, the typical matching 
algorithm will be inefficient. The chances of mismatching results are high because 
there are too many ambiguous points to match. Not only ambiguity is introduced 
with algorithms in point matching but matching with neighborhood or structural 
information also ineffective in this case because there will be a lot of similar neigh-
borhood or structural information if there are too many points.  Moreover, in the case 
of symmetry object, the existing search strategy might not be able to tell the differ-
ence between the object under 0 and 180 degree of rotation. Therefore, we proposed 
another search algorithm that takes the distribution of the matches into account to 
tackle the aforementioned problem. This can be done by visualizing specific zone in 
the point set. The idea is that each point in the point set will be assigned to a zone or 
cluster, which is a quadrant in this work. The algorithm will do a search in quadrant-
to-quadrant manner. Therefore, there will be 16 combination pairs of subset to be 
considered.  

Considering the particular pair of cluster to be search, all the points from two point 
sets will be paired up and set as a center of transformation. Then the search aiming to 
get the maximum matching value will be processed by applying combinations of 
transformation parameters within the search interval. Matching value can be deter-
mined from the number of match pairs and the number of cluster that has at least one 
match as stated in the following equations. 
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Where C = {1,2,3, …, n}, n is number of cluster which equals to 4 in this work. 

matchc means number of matches in cluster c. wc is a match coefficient of each clus-
ter. The flowchart of this algorithm is shown in Fig. 2. 
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Fig. 2. The Flowchart of the Proposed Search Algorithm 
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4 Experiments and Discussions 

We investigate the performance of our algorithm in terms of accuracy. The experi-
ment is done using simple images representing geometric shapes. The following sub-
sections give details of the preliminary experiment. 

4.1 Point Sets 

The point sets used in our experiments are derived from the images having geomet-
rical objects. The input images are the reference images that are transformed by 
known similar transformation.  The reference and input images are shown in Table 1 
and 2. 

Table 1 showed the synthesis images that have only one object and multiple ob-
jects in the image. These images represent simple case of feature point matching 
problem. The transformations applied to the images are to simulate various ranges of 
similar transformation. 

Table 1. Single Object Synthesis Images with the Transformation Applied 

Case Reference Input Transfor-

mation 

([Rotation, 

Scale]) 

Case Reference Input Transfor-

mation 

([Rotation, 

Scale]) 

A1 
  

[-90, 1.0] B1 [18, 1.0] 

A2 
  

[180, 1.0] B2

 

[0, 0.8] 

S1 
  

[180, 1.0] B3 [0, 1.5] 

S2 
 

 

[-45, 0.7] O1

 

[-90, 1.0] 

S3 
 

 

[-45, 1.0] O2

 

[180, 1.0] 
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4.2 Experimental Settings and Measurements 

In this work, we assumed similarity transformation and represent it by a 4-element 
vector, whose entries are the rotation r, the translation vector (tx,ty), and the scaling 
factor s. However, the translation vector can be omitted since our approaches have 
already cancelled this vector. Also, we assumed that the feature points are provided. 
In this paper, we compare our proposed algorithm with SIFT so the SIFT detector is 
used extract features to be fair comparison. 

To measure which set of transformation parameters is the best, we use Euclidean 
distance to measure shortest distance among neighbor pairs and sum up to get an 
overall distance. On the other hand, we can compare the transformation parameters 
directly since we know the exact solution or ground truth. Moreover, we can use other 
similarity measure tool such as normal correlation to measure similarity of the point 
sets. For preliminary study, we simply measure the distance of the match pairs. The 
extensive review of performance evaluation for feature point matching based on local 
descriptors is presented in [11]. In this paper, we compare our proposed algorithm 
with SIFT since SIFT provides better performance in terms of matching feature point 
and robustness to transformations. 

Considering high redundancy property of SIFT, there are high chances that there 
will be a lot of false matches. That is, many matched pairs of points are actually mis-
matched. The reliable match should have one-to-one relationship meaning that any 
particular point in one set should be matched to exactly one point from the other set. 
Therefore, RANSAC would be used to select the best reliable matches for SIFT. We 
called it SIFT+RANSAC. Moreover, the distance between a matched pair of points 
directly relates to the quality of that match. The longer distance the poorer match. 
Therefore, in this paper, we did not measure only number of reliable matches but also 
the distance of each match. The particular match will be considered as mismatch and 
will not be counted if the pair of points is far from each other more than a tolerance 
distance, which is set to 3 pixels. That is, we measure only the matches that are good 
and reliable. 

4.3 Results on the Proposed Algorithm Search 

The results are shown in Table 3. It shows that both techniques can find the matches 
in all cases. However, the number of reliable matches, the number of good matches, 
and the matching precision, of the solutions obtained from each technique are also 
presented. 

From Table 3, it is obviously seen that the number of reliable match or one-to-one 
relationship of points obtained from both techniques are not much different exclude 
the last two cases, “O1” and “O2”. It is a nature of SIFT that has high redundancy of 
feature so the higher number of reliable match could be possible. Although the num-
ber of reliable matches obtained from both techniques are quite equal it can be obvi-
ously seen that the number of good matches are different. The proposed algorithm 
provides more good matches than SIFT+RANSAC. Additionally, our proposed algo-
rithm has higher matching precision than SIFT+RANSAC. The value of matching 
precision also implies that SIFT+RANSAC has more false positive matches than our 
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proposed algorithm. The higher number false positive matches the more ineffective 
performance to the applications that require feature point matching. 

Table 2. The matching accuracy results of the preliminary experiments 

Case 

Number of 
Reliable Match Pairs 

Number of 
Good Matches 

Matching Precision 

SIFT+ 
RANSAC 

Proposed 
Algorithm 

SIFT+ 
RANSAC 

Proposed 
Algorithm 

SIFT+ 
RANSAC 

Proposed 
Algorithm 

A1 26 19 6 11 23.08% 57.89% 
A2 13 19 6 13 46.15% 68.42% 
S1 22 19 7 17 31.82% 89.47% 
S2 9 21 1 14 11.11% 66.67% 
S3 12 21 3 12 25.00% 57.14% 
B1 18 35 1 16 5.56% 45.71% 
B2 28 35 5 14 17.86% 40.00% 
B3 27 35 3 6 11.11% 17.14% 
O1 131 43 39 31 29.77% 72.09% 
O2 111 36 4 28 3.60% 77.78% 

5 Conclusions 

We have proposed feature point matching algorithm with three different perspectives 
from the most of the existing feature point matching algorithms. First, we omitted 
translation parameter from the search by setting a pair of points in consideration as 
origin points. Second, we not only measured the number of the matches based on 
Euclidean distance but also measured the spread of the matches by dividing the point 
sets into 4 areas and account for the matching distribution. Finally, neither neighbor-
hood nor structural information was needed to provide more accurate mapping in our 
algorithm. We have done the preliminary experiment with synthesis images and com-
pare the performance and accuracy with SIFT+RANSAC. The experimental results 
shows that the proposed algorithm outperform SIFT+RANSAC in terms of precision. 
In addition to investigate the performance of the proposed algorithm, we plan to test 
our algorithm with standard benchmark image data in the near future. 
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Abstract. It is often desirable to find markets or sale channels where an object,
e.g., a product, person or service, can be recommended efficiently. Since the ob-
ject may not be highly ranked in the global property space, PromoRank algorithm
promotes a given object by discovering promotive subspace in which the target
is top rank. However, the computation complexity of PromoRank is exponential
to the dimension of the space. This paper studies the impact of dimensionality
reduction algorithms, such as PCA or FA, in order to reduce the dimension size
and, as a consequence, improve the performance of PromoRank. This paper eval-
uate multiple dimensionality reduction algorithms to obtains the understanding
about the relationship between properties of data sets and algorithms such that an
appropriate algorithm can be selected for a particular data set. The evaluation re-
sults show that dimensionality reduction algorithms can improve the performance
of PromoRank while maintain an acceptable ranking accuracy.

1 Introduction

Online marketing becomes an important tool for business and organization [7]. Google1

and Amazon2, for instances, relies heavily on online marketing operations, e.g., online
advertisement, recommendation and fraud detection. For example, when a user search
for a specific term, Google will shows related products in GoogleAds. This can promote
the sell of the products because it reflects user’s interest [9]. This technique has been
used widely not only in business but also public sectors. For instance, when a client
borrows a book from a library, the library might want to suggest another related books to
them based on their interest. This approach can help boost service satisfiable of clients.

Ranking is a technique to carry out recommendation. It is used widely, for instance,
in many bookstores, where top selling books are shown on the front of the stores. This
can increase those books selling because people are tend to believe that, because so
many other customers already bought these books, they should be good. This is also
applied to many other fields in business as well, e.g., American Top Forty, Fortune 500,
or NASDAQ-100. Because the number of top ranking is limited, only those who are
the best on every dimensions can be in the list. Nevertheless, there are many cases that
when consider only a subset of the dimensions, some interesting objects can be found.
Consider the following example:

1 http://www.google.com
2 http://www.amazon.com
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Table 1. Example of multidimensional data

Genre Year Object Score

Science 2012 O1 0.9

Fiction 2012 O1 0.2

Fiction 2012 O2 0.8

Fiction 2011 O2 0.7

Science 2011 O2 0.5

Science 2012 O3 0.4

Fiction 2012 O3 0.8

Table 2. Target object O1’s subspaces and its ranks

Subspace Rank Object Count

{*} 3 3

{Genre=Science} 1 3

{Genre=Fiction} 3 3

{Year=2012} 2 3

{Genre=Science, Year=2012} 1 2

{Genre=Fiction, Year=2012} 3 3

Example 1. (Product Recommendation) It is impossible that Donald Knuth’s The Art
of Computer Programming series can be in the top list of all books in Amazon store.
However, when consider only computer science books with readership toward college
students, this book will be ranked on the top list. So, this book series should be recom-
mended only in that particular category and readership.

Example 2. (Online Advertisement) a company wants to promote its product through
online advertisement channel, e.g., Google’s AdSense. However, the company does not
have enough budget to promote the product in all market. However, when consider the
sale statistics, the company observe that such product is well accepted by New England
market.Therefore, the company can buy advertisement specifically to such market.

From the example, the data space is breakdown into subspaces, e.g., instead of all
categories, only New York is considered; hence, the target object, e.g, the salesman,
can be the top rank, i.e., top-R, in only some of the subspace. This subspace where the
target object is the top rank is called promotive subspace.

Table 1 shows a concrete example of a multi-dimensional data set. From the table,
there are one object dimension, Object, with three target objects, O1,O2,O3. There are
two subspace dimensions, Genre and Year, and a score dimension, Score. Consider O1

as the target object to promote, Table 2 lists O1’s 6 subspaces and the corresponding
rank and object count in each subspace. The rank is derived from the sum-aggregate
score of all objects in the subspace. For example, in {Science, 2012}, O1 ranks 1st
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because the score of O1 : 0.9>O2 : 0.5>O3 : 0.4. Object count is the number of objects
in that subspace. Thus {Science, 2012} is a promotive subspace of O1.

Thus, given a target object, the goal is to find subspace with large promotiveness,
i.e., subspace where the target object is top-R. For example, observe that O1, which is
ranked third in all dimensions ({*}), should be promote in subspace {Science} because it
is the first rank. In other words, {Science} is a promotive subspace of O1. The problem
of finding large promotiveness subspace is formally defined in section 2.

PromoRank [10] proposes to use subspace ranking for promoting a target object by
finding a subspace where the target object is in Top-R ranking. Section 3 discusses
PromoRank in detail. However, the computation complexity of PromoRank is expo-
nential to the dimension size, this paper proposes to use dimensionality reduction algo-
rithms, such as principal component analysis (PCA) and factor analysis (FA), to reduce
the number of dimensions before performing PromoRank. This approach is explained
in Section 4. Dimensionality reduction in recommendation system, in generally, has
been studied for many years, e.g., in [1, 5, 8]. In particular, a dimensionality reduc-
tion algorithm, i.e., PCA, is used successfully to reduce the subspace ranking used in
PromoRank [6]. This paper further investigate this approach by comparing the impact
of three well known dimensionality reduction algorithms on the performance of Pro-
moRank on different datasets. The evaluation in Section 5 shows that different algo-
rithms are suitable to different datasets, based on the datasets’ properties.

2 Problem Definition

Consider a d-dimensional data set D with the size of n, each tuple in D has d sub-
space dimension A = {A1,A2, ...,Ad}, object dimension Io and score dimension Is.
Let dom(Io) =O is the complete set of objects and dom(Is) =R+. Let S = {a1,a2, ...,ad},
where ai ∈ Ai or ai = ∗ (∗ refers to any value) is a subspace of A. In Table 1, O =
{O1,O2,O3},A = {Agenre,Ayear}. An example of S is {Genre=Science, Year=2012}

As a consequence, S induces a projection ofDS ⊆D and a subspace of object OS ⊆
O. For example, when S = {Genre = S cience,Year = 2012}, OS = {O1,O3}.

For a d-dimensional data, all subspaces can be group into 2d cuboids. Thus, S be-
longs to a d′-dimensional cuboidA′ denoted by A′1A′2...A

′
d′ , iff S has non-star values in

these d′ dimensions and star values in the other d−d′ dimensions.
Then, for a given target object tq ∈ O, Sq = {S q|tq ∈ OS q } is the set of target sub-

space where tq occurs. For example, O1 in Table 2 has 6 target subspaces, as in Table
1, subspace {2011} is not a target subspace because O1 does not occur in it.

There are many ways to measure the promotiveness of objects in each subspace.
One way to measure the promotiveness is percentile-rank, calculated from inverse of
the rank of the target object in the subspace times distinct object count, i.e.,

P = Rank−1 ·Ob jCount. (1)

For example, in Table 2, promotiveness of subspace {Genre=Fiction} is 1
3 ·3= 1 while

the promotiveness of subspace {Genre=Science, Year=2012} is 1
1 ·2 = 2.

Finally, the definition of the promotion query problem is, given data set D, target
object tq, and promotiveness measure P, find the top-R subspaces with the largest pro-
motiveness values.
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This promotion query is a challenging problem because it has a combinatorial na-
ture, the number of combination of subspace with multiple dimensions can increase
exponentially. The brute-force approach that enumerates all subspaces and compute the
promotiveness in each subspace is prohibitive.

3 PromoRank Algorithm

To address the aforementioned challenge, promotion analysis through ranking (Pro-
moRank) [10] utilizes the concept of subspace ranking, i.e., ranking in only selected
dimensions. PromoRank consists of two phases: aggregation and partition. Algorithm
1, shows the pseudo-code of PromoRank [10].

Algorithm 1. PromoRank(tq,S ,D,OS,d0)

Input: target object tq, subspace S , data set D, object set in current

subspace OS, current partition dimension d0
Output: Top-R promotive subspaces Results
1: Results ←∅
2: if |D| <minsup∨ tq � O then
3: return
4: end if

5: Compute Rank and P
6: Enqueue (S , P) to Results
7: for d′ ← d0 +1 to d do

8: Sort D based on d′-th dimension

9: for all value v in d′-th dimension do
10: S ′ ← S ∪{d′ : v}
11: PromoRank(S ′, DS ′, OS ′, d′)
12: end for
13: end for

In aggregation phase, if the size of data set is not less than a threshold (minsup) and
tq is in the given current subspace, then, promotiveness P of a subspace S is computed
and kept in Results priority queue. From Algorithm 1, Rank and P of the target object
are computed for the input subspace S (Line 5). In particular, Rank can be measured
from the rank of the target object in the subspace and P is calculated using Equation 1.
Then, S and P are inserted into the priority queue, where P is the key (Line 6). This
priority queue maintains the top-R results.

In partition phase, the input data is iteratively processed for an addition dimension
(d′). Then, for each distinct value on the d′-th dimension, a new subspace is defined
and processed recursively. In particular, the input data D is sorted according to the d′-
dimension (Line 8). Then,D can be projected into multiple partition, corresponding to
the distinct values on the d′-t dimension. A new subspace S ′ is defined for each partition
(Line 10). Then, PromoRank recursively computes over subspace S ′ (Line 9).
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At each recursion, the aggregation phase runs in O(|D|+ |O|) and the partition phase
runs in O(|D|). Given that there are d dimension, the number of recursion will be 2d.
Thus, the computational complexity of this algorithm is O(2d(|D|+ |O|)).

4 Dimensionality Reduction for PromoRank

In order to further improve PromoRank, this paper proposes to reduce the number of
dimensions (d) of the data set. From the computational complexity of PromoRank, re-
duce dimensions should impact the performance greatly [2,3]. Moreover, this approach
can be performed as a pre-processing for PromoRank; thus, it can be combined with the
pruning approaches. However, not all reduction algorithms can be applied to all data
set, this paper further investigate this approach by comparing multiple algorithms to
find suitable algorithm for a data set with particular parameters.

Given a d-dimensional data set D with subspace dimension A, a dimensionality
reduction algorithm, such as PCA and FA, reduces the number of dimension to d∗,
such that d∗ < d, and a reduced data set D∗ is produced with subspace dimension A∗.
Please note that, it does not necessary thatA∗ ⊂A because the dimensionality reduction
algorithm might generate a new dimension forA∗. In other words, there might exists a
subspace S ∗ = {a∗1,a∗2, ...,a∗d∗} fromA∗ where a∗i � A j for any A j ∈ A.

Thus, the top-R promotive subspace from PromoRank with original data set might
differ from the top-R promotive subspace with reduced data set. As a consequence,
they cannot be compared directly. In order to handle this, a simple mapping scheme
is proposed based on the relationship between the original dimensions and reduced
dimensions. Suppose that two original subspace dimensions, Ai and A j, are reduced
to a new subspace dimension A∗k. Consequently, for a top-R promotive subspace con-
tains a∗k ∈ A∗k , it will be compared with a subspace that has ai ∈ Ai and/or a j ∈ Ai;
together with the common other subspace dimensions. For example, let’s assume that
the original dimensions are {City, Country, Year}; then, after a dimensional reduction
algorithm is performed on the data set, the new dimensions are {Location, Year} where
Location is reduced from City and Country. Thus, if PromoRank considers a subspace
{location=Lanna} where Lanna is reduced from Chiang Mai and Thailand, then, the
subspace {location=Lanna} will be compared with the subspace {City=Chaing Mai},
{Country=Thailand} and {City=Chiang Mai, Country=Thailand}.

Nevertheless, performing dimensionality reduction algorithms incurs extra compu-
tational cost.However, dimensionality reduction algorithms such as PCA and FA have
lower computational complexity than PromoRank. For instance, PCA that use Cyclic
Jacobi’s method has complexity of O(d3+d2n) [4]. The polynomial complexity of PCA
is much lower than the exponential complexity of PromoRank. The experimental results
in Section 5.5 confirms that the extra computational cost from a dimensionality reduc-
tion algorithm is lower than the performance gain from reducing dimensions.



24 M. Kavilkrue and P. Boonma

5 Experimental Evaluation

To investigate the impact of dimensionality reduction algorithm on data sets, an ex-
perimental evaluation with four data sets, namely, Top US private collage3, NBA4,
Amazon affiliate income5 and Market analysis6, was carried out.

A Java version of PromoRank was developed and tested on a computer with an Intel
Core2 Duo 3GHz processor and 4GB of memory. The pruning optimization of Pro-
moRank was disabled in the evaluation to remove the impact on the result.

This evaluation investigates three well-known dimensionality reduction algorithms,
namely, principal component analysis (PCA), factor analysis (FA) and linear discrimi-
nant analysis (LDA). They reduces the number of variables, i.e., dimensions, by measur-
ing the correlation among them. Then, the variables that highly correlate with the others
are removed or combined into new variables. The differences among them are mainly
the method that each of them use for correlate data, e.g., LDA does not order correlated
dimensions by their variance, as in PCA, but instead focuses on class separability. The
evaluation was performed on two parts; first part compares the Top-R promotive sub-
space of dimensional-reduced data sets and original data sets with PromoRank. For all
data set, only top-5 promotive subspaces of each target object are considered. The re-
sult of this part is presented in Section 5.1, 5.2, 5.3 and 5.4 for Top US private college,
NBA, Market Analysis data set and Amazon affiliate income, respectively. This part
compares the performance of each algorithms for reducing dimensions of the data set.
The second part, presented in Section 5.5, investigates the performance improvement
from the dimensionality reduction.

5.1 Top US Private College Data Set

This data set consists of 100 tuples with 8 subspace dimensions, namely State, Enroll-
ment, Admission Rate, Admission Ratio, Student/faculty Ratio, 4yrs Graduated Rate,
6yrs Graduated Rate and Quality Rank. This data set contains quantitative data, e.g.,
6yrs Graduation Rate, which cannot be used in PromoRank directly because, from
Section 2, a subspace dimension has to be a set. Thus, quantitative data have to be
converted to categorical data first. In this paper, the number of categories is set to ten.
Each quantitative data will be linearly assigned to a category based on its value.

The result of PCA shows that there are two new principle components, i.e., dimen-
sions, that represents four original dimensions, namely, Grad Rate and Ratio. Grad Rate
strongly correlates, i.e., has low variance, with 4yrs Grad Rate and 6yrs Grad Rate. Ra-
tio, on the other hand, strongly correlates with Admission Ratio and Admission Rate.
For FA, there is a strong collation between 4yrs Graduation Rate and 6yrs Graduation
Rate, so the former one is removed. Finally, LDA reduces the number of dimensions
from ten to six.

3 http://mathforum.org/workshops/sum96/data.collections/
datalibrary/data.set6.html

4 http://www.basketballreference.com
5 http://wps.prenhall.com/esm mcclave statsbe 9/18/4850/
1241836.cw/index.html

6 http://www.stata.com

http://mathforum.org/workshops/sum96/data.collections/datalibrary/data.set6.html
http://mathforum.org/workshops/sum96/data.collections/datalibrary/data.set6.html
http://www.basketballreference.com
http://wps.prenhall.com/esm_mcclave_statsbe_9/18/4850/1241836.cw/index.html
http://wps.prenhall.com/esm_mcclave_statsbe_9/18/4850/1241836.cw/index.html
http://www.stata.com
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Table 3. Subspace ranking of Top US private college data set

Target Original Data Set FA PCA LDA

Object Subspaces Ranks Subspaces Ranks Subspaces Ranks Subspaces Ranks

{*} 1 {*} 1 {*} 1 {*} 1

CalTech {State=CA} 1 {State=CA} 1 {State=CA 1 {State=CA} 1

{4yrs Grad R.=70%} 1 {4yrs Grad R.=70%} - {Grad R.=85%} 1 {Grad R.=85%} 1

{6yrs Grad R.=90%} 1 {6yrs Grad R.=90%} 1 {Grad R.=85%} 1 {Grad R.=85%} 1

{*} 2 {*} 2 {*} 2 {*} 2

Rice {Enrollment=2} 1 {Enrollment=2} 1 {Enrollment=2} 1 {Enrollment=2} 1

Uni. {Enrollment=2, 1 {Enrollment=2, 1 {Enrollment=2, 1 {Enrollment=2,

6yrs Grad R.=90%} 6yrs Grad R.=90%} Grad R.=85%} Grad R.=85%} 1

{6yrs Grad R.=90%} 2 {6yrs Grad R.=90%} 2 {Grad R.=85%} 2 {Grad R.=85%} 1�

{*} 3 {*} 3 {*} 3 {*} 3

William {State=MA} 1 {State=MA} 1 {State=MA} 1 {State=MA} 1

College {Student/Fac. Rt.=80%} 1 {Student/Fac. Rt.=80%} 1 {Student/Fac. Rt.=80%} 1 {Ratio=40%} 1

{4yrs Grad R.=90%, 1 {6yrs Grad R.=100%} 1 {Grad R.=95%} 1 {Grad R.=95%} 2 �

6yrs Grad R.=100%}

Table 3 compares ranks (marked as Ranks) of Top-5 promotive subspaces (marked
as Subspaces) from the original US private college data set and reduced data sets
of three target objects. With Williams College as the target object, when the Top-5
promotive subspace of original data are {4yrs Graduation Rate=90%, 6yrs Gradua-
tion Rate=100% }. In the PCA reduced data, the comparable subspace is {Graduation
Rate=95%} . First of all, these two subspaces are compared because Graduation Rate
is the principle component of 4yrs Graduation Rate and 6yrs Graduation Rate. Then,
to map these two subspaces, the average of the original data set categories, i.e. 95, is
assigned to the reduced data set category. As a consequence, it is possible that , when
compared with the other object in O, the rank of the target object in the reduced sub-
space can be different from the original subspace. The differences are marked by a star
symbol. However, this mismatch is infrequently happened. Therefore, the result shows
that the ranking of Top-5 promotive subspace is mostly maintained even after the di-
mensionality reduction is performed on the data. The results show that LDA, which can
reduce the number of dimension (from ten to six) the most, maintains an acceptable
ranking result compared with the original one. Thus, LDA is the most preferred for this
data set.

5.2 NBA Data Set

This data set consists of 4,051 tuples with 12 subspace dimensions, namely First Name,
Last Name, Year, Career Stage, Position, Team, Games, Minutes, Assists, Block,
Turnover and Coach. The result from PCA and FA dictates that 6 dimensions, Game,
Minutes, Assists, Block, TurnOver and Coach can be removed. Thus, after dimensional
reduction, the reduced data set contains only six subspace dimensions, namely, First
Name, Last Name, Year, Career Stage, Position and Team. On the other hand, LDA can-
not be applied to this data set because the classification criterion cannot be met. In other
words, LDA cannot distinguish between independent and dependent variables.

Table 4 shows results from NBA data set. After six dimensions are removed, the
Top-5 promotive subspaces are hardly change in this data set. In particular, the result of
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Table 4. Subspace ranking of NBA data set

Target Original Data Set FA PCA LDA

Object Subspaces Ranks Subspaces Ranks Subspaces Ranks Subspaces Ranks

{*} 1 {*} 1 {*} 1

Kareem {Pos.=Center} 1 {Pos.=Center} 1 {Pos.=Center} 1

Abdul- {League=N} 1 {League=N} 1 {League=N} 1 N/A

Jabbar {Team=LA Lakers, 1 {Team=LA Lakers, 1 {Team=LA Lakers, 1

Year=1978} Year=1978} Year=1978}
{*} 2 {*} 2 {*} 2

Michael {Pos.=Forward} 1 {Pos.=Forward} 1 {Pos.=Forward} 1

Jordan {League=N} 2 {League=N} 2 {League=N} 2 N/A

{Team=Utah Jazz} 1 {Team=Utah Jazz} 1 {Team=Utah Jazz} 1

{*} 251 {*} 251 {*} 251

LeBorn {Car. Stg.=Young, 4 {Car. Stg.=Young, 4 {Car. Stg.=Young, 8�

James Pos.=Guard} Pos.=Guard} Pos.=Guard} N/A

{Car. Stg.=Young} 14 {Car. Stg.=Young} 14 {Car. Stg.=Young} 14

{League=N} 233 {League=N} 233 {League=N} 258�

FA does not change at all. This result show that, there are some data set that cannot be
improved by LDA. So, FA and PCA are the only available choices for such data set.

5.3 Stock Market Data Set

This data set consists of 5,891 tuples with 23 subspace dimensions, namely Company
Name, Industry Name, Ticket Symbol, SIC Code, Exchange Code, Size Class, Stock
Price, Price/Piece, Trading Volume, Market Price, Market Cap, Total Debt, Cash, FYE
Date, Current PE, Trailing PE, Firm Value, Enterprise Value, PEG Ratio, PS Ratio,
Outstanding, Revenues and Payout Ratio. Similar to the previous data set, this data set
is converted to categorical data with ten categories for each subspace dimension.

The result from PCA dictates that a subspace dimension, Price/Piece can be re-
moved, and there are two new principle components, namely, Price and Forward PE.
Price strongly correlates with Stock Price and Market Price. Forward PE, on the other
hand, strongly correlates with Current PE and Trailing PE. FA, on the other hand, can
reduce only one dimension. Stock Price and Market Price are highly correlated, so the
later is removed. Similar to the previous data set, LDA cannot improve this data set.

Table 5 shows results from Stock market data set. From the table, there is only few
differences between original and reduced data set, marked by a star in the table. Even
though, PCA incurs more changes than FA but they are small and acceptable. On the
contrarily, PCA can reduces three dimensions, compared with one of FA, so it should
perform more efficient. As a conclusion, in some data set, FA can reduce only a few
dimension, so, PCA performs better for such data set.

5.4 Amazon Affiliate Income Data Set

To verify the previous observation, the three algorithms was applied to another data
set, namely, Amazon affiliate income data set. This data set has 1,384 tuples and 12
dimensions, namely, Product Line, ASIN, Seller, Date Shipped, Prices, Real Prices,
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Table 5. Subspace ranking of Stock market data set

Target Original Data Set FA PCA LDA

Object Subspaces Ranks Subspaces Ranks Subspaces Ranks Subspaces Ranks

{*} 1 {*} 1 {*} 1

{Stock Price=$6, 1 {Stock Price=$6} 1 {Price=$6} 1

Bank of Mkt. Price=$6}
America {Size Class=10, 1 {Size Class=10, 1 {Size Class10, 1 N/A

FYE=31/12/2010} FYE=31/12/2010} FYE=31/12/2010}
{Current PE=20, 1 {Current PE=20, 1 {Current PE=20, 1

Trailling PE=12}, Trailling PE=12}, Trailling PE=12},
{*} 2 {*} 2 {*} 2

{Stock Price=$1, 1 {Stock Price=$1} 1 {Price=$1} 1

Greenshift Mkt. Price=$1} N/A

Corp {SIC Code=4953} 1 {SIC Code=4953} 1 {SIC Code=4953} 1

{Size Class=8, 2 {Size Class=8, 2 {Size Class=8, 2

FSE=31/12/2010} FSE=31/12/2010} FSE=31/12/2010}
{*} 3 {*} 3 {*} 3

AppTech {Stock Price=$0, 5 {Stock Price=$0} 1� {Price=$0} 1�

Corp Mkt. Price=$0} N/A

{Size Class=4} 1 {Size Class=4} 1 {Size Class=4} 1

{Ind. Nm.=Softw., 1 {Ind. Nm.=Softw., 1 {Ind. Nm.=Softw., 2�

Stock Price=$0} Stock Price=$0} Stock Price=$0}

Table 6. Subspace ranking of Amazon affiliate income data set

Target Original Data Set FA PCA LDA

Object Subspaces Ranks Subspaces Ranks Subspaces Ranks Subspaces Ranks

Mr. {*} 1 {*} 1 {*} 1

Spreads. {Seller=Amazon} 1 {Seller=Amazon} 1 {Seller=Amazon} 1

Excel {Date Shipped=Sep09} 7 {Date Shipped=Sep09} 7 {Date Shipped=Sep09} 7 N/A

2007 {Date Shipped=Nov09, 4 {Date Shipped=Nov09 4 {Date Shipped=Nov09 4

Library Items Shipped=1} Items Shipped=1} Items Shipped=1}
Excel {*} 2 {*} 2 {*} 2

2007 {Ref. Fee Rt.=6}, 3 {Ref. Fee Rt.=6}, 3 {Fee=7} 2 �

Power {Prod. Line=Books, 4 {Prod. Line=Books, 4 {Prod. Line=Books, 1� N/A

Prog. Ref. Fee Rt.=8, Ref. Fee Rt.=8, Ref. Fee Rt.=8,

With VBA Revenue=100} Revenue=100} Revenue=100}
{Seller=3rd Party} 5 {Seller=3rd Party} 5 {Seller=3rd Party} 5

Herman {*} 3 {*} 3 {*} 3

Miller {Seller=3rd Party} 1 {Seller=3rd Party} 1 {Seller=3rd Party} 1

Mirra {Seller=3rd Party, 2 {Seller=3rd Party, 2 {Seller=3rd Party, 1�

Chair; Date Shipped=Feb09, Date Shipped=Feb09, Date Shipped=Feb09,

Fully Items Shipped=1, Items Shipped=1, Items Shipped=1, N/A

Loaded; Ref. Fee Rt.=8} Ref. Fee Rt.=8} Fee=10}
Color; {Item Shipped=1, 2 {Item Shipped=1, 2 {Item Shipped=1, 1�

Graphite Ref. Fee Rt.=8, Ref. Fee Rt.=8, Fee=10,

Revenue=120} Revenue=120} Revenue=120}

Referral Fee Rate, Item Shipped, Revenue, Referral Fees and URL, Again, LDA cannot
be used to improve this data set because the classification criterion cannot be met. FA
can be used with this data set but it can remove only one dimension, i.e., Real Price.
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Table 7. Performance comparison

Date Set
Execution Time

Original Data Set with FA with PCA with LDA

Top Private College 2 seconds 1 second 1 second 1 second

NBA 20.5 minutes 16 minutes 15.2 minutes -

Stock Market 124 minutes 108 minutes 99 minutes -

Amazon Affiliate Income 36.5 minutes 29.3 minutes 21.1 minutes -

PCA indicates two new component, Prices and Fee. Prices is strongly correlated with
Prices and Real Prices in the original data set while Fee is strongly correlated with
Referral Fee Rate and Referral Fees.

Even though, PCA incurs more changes in Top-5 promotive subspace ranking that
FA, but the changes are small and acceptable. Therefore, PCA is preferred for this data
set because it can reduce more dimensions thatn FA.

5.5 Performance Improvement

This section shows the performance of PromoRank. Table 7 shows the comparison be-
tween the execution time of PromoRank on the original data set and the execution time
of PCA, FA and LDA to produce reduced data sets plus the execution time of Pro-
moRank on the reduced data sets. The result shows that the dimensionality reduction
algorithm can improve performance of PromoRank, for about 25% on a large data set.

6 Conclusion

Dimensionality reduction algorithms are introduced to reduce the dimensions of data set
in order to improve the performance of PromoRank algorithm. The results confirm that
the dimensionality reduction algorithm can reduce the execution time of PromoRank up
to 25% while mostly maintains the ranking result. In particular, when a data set can met
the classification criterion of LDA, then LDA is the best choices in terms of the number
of reduced dimensions. However, if LDA is not eligible, FA should be evaluated next
to see the number of dimensions it can reduce. If it can reduce many, then it is the next
best choices. Finally, if FA can reduce only one or two dimensions, PCA should be the
best choice because, in general, PCA can reduce more dimensions than FA.
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Abstract. Accurate estimation of attributes such as effort, quality and
risk is of major concern in software life cycle. Majority of the approaches
available in literature for estimation are based on regression analysis and
neural network techniques. In this study, Chidamber and Kemerer soft-
ware metrics suite has been considered to provide requisite input data
to train the artificial intelligence models. Two artificial intelligence (AI)
techniques have been used for predicting maintainability viz., neural net-
work and neuro-genetic algorithm (a hybrid approach of neural network
and genetic algorithm). These techniques are applied for predicting main-
tainability on a case study i.e., Quality Evaluation System (QUES) and
User Interface System (UIMS). The performance was evaluated based
on the different performance parameters available in literature such as:
Mean Absolute Relative Error (MARE), Mean absolute error (MAE),
Root Mean Square Error (RMSE), and Standard Error of the Mean
(SEM) etc. It is observed that the hybrid approach utilizing Neuro-GA
achieved better result for predicting maintainability when compared with
that of neural network.

Keywords: Artificial neural network, CK metrics suite, Maintainabil-
ity, Genetic algorithm.

1 Introduction

Software quality is considered as one of the most important parameter of soft-
ware development process. Software quality attributes that have been identified
by ISO/IEC 9126 [7] are efficiency, functionality, maintainability, portability,
reliability and usability. In recent years, maintainability plays a high priority
role for achieving considerable success in software system and it is considered as
essential quality parameter. The ISO/IEC 9126 [7] standard defines maintain-
ability as the capability of the software product to be modified, including adap-
tation or improvements, corrections of the software to changes in environment
and in requirements and functional specifications. In this paper, Maintainability
is considered as the number of source of lines changed per class. A line change
can be an ‘addition’ or ‘deletion’ of lines of code in a class [9].
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Some of the Object-Oriented software metrics available in literature are as
follows: Abreu MOOD metrics suite [1], Briand et al. [8], Halstead [6], Li and
Henry [9], McCabe [11], Lorenz and Kidd [10] and CK metrics [4] suite etc. In
this paper, CK metrics suite has been considered to provide requisite input data
to design the models for predicting maintainability using ANN with Gradient
descent learning method [2] and hybrid approach of ANN and genetic algorithm
i.e., Neuro-genetic (Neuro-GA) [3]. CK metrics suite is a six metrics set. The
important aspect of CK metrics suite is that it covers most of the feature of the
Object-Oriented software i.e, size, cohesion, coupling and inheritance. WMC
show size or complexity of class, DIT and NOC show the class hierarchy, CBO
and RFC show class coupling and LCOM show cohesion.

The remainder of the paper is organized as follows: Section 2 shows the re-
lated work in the field of software maintainability and Object-Oriented metrics.
Section 3 briefs about the methodologies used to predicting maintainability. Sec-
tion 4 emphasizes on mining of CK metrics values from data repository. Section
5 highlights on the results for effort estimation, achieved by applying ANN and
Neuro-GA techniques. Section 6 gives a note (comparison) on the performance of
the designed models based on the performance parameters. Section 8 concludes
the paper with scope for future work.

2 Related Work

It is observed in literature that software metrics are used in design of prediction
models which serve the purpose of computing the prediction rate in terms of
accuracy such as fault, effort, re-work and maintainability. In this paper, em-
phasis is given on work done on the use of software metrics for maintainability
prediction. Table 1 shows the summary of literature review done on Maintain-
ability, where it describes the applicability of numerous software metrics used
by various researchers and practitioners in designing their respective prediction
models. From table 1, it can be interpreted that many of the authors have used
statistical methods such as regression based analysis and their forms in predict-
ing the maintainability. But keen observation reveals that very less work has
been carried out on using neural network models for designing their respective
prediction models. Neural network models act as efficient predictors of depen-
dent and independent variables due to sophisticated modeling technique where
in they posses the ability to model complex functions. In this paper, two ar-
tificial intelligence techniques are applied to design the model to estimate the
maintainability of the software product using CK metrics suite.

3 Proposed Work for Predicting Maintainability

This section highlight on the use of artificial intelligence techniques (AI) such
as Artificial neural network (ANN) with Gradient descent learning method [2],
hybrid approach of Artificial neural network (ANN) and genetic algorithm i.e.,
Neuro-genetic (Neuro-GA) [3] for predicting maintainability.
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Table 1. Summary of Empirical Literature on Maintainability

Author Prediction technique

Li and Henry (1993) [9] Regression based models

Paul Oman (1994) et al. [13] Regression based models

Don Coleman (1994) et al.
[5]

Aggregate complexity measure, Factor analysis, Hier-
archical multidimensional assessment model, polyno-
mial regression models , principal components analy-
sis.

Scott L. Schneberger (1997)
[14]

Regression based models

Van Koten et al. (2006) [15] Bayesian Network, Backward Elimination and Step-
wise Selection, Regression Tree.

Yuming Zhou and Hareton
Leung (2007) [16]

Artificial neural network, Multivariate linear regres-
sion, Multivariate adaptive regression splines, Regres-
sion tree and Support vector regression

3.1 Artificial Neural Network (ANN) Model

ANN is used for solving problems such as classification and estimation [12]. In
this study, ANN is being used for predicting maintainability using CK metrics.

Input layer Hidden layer

Output layer

Fig. 1. Artificial neural network

Figure 1 shows the architecture of ANN, which contains three layers i.e., input
layer, hidden layer and output layer. Here, for input layer, linear activation
function is used and for hidden layer and output layer, sigmoidal function or
squashed-S function is used.

A neural network can be represented as:

Y ′ = f(W,X) (1)

where X is the input vector, Y
′
is the output vector, and W is the weight

vector.

Gradient Descent Learning Method. Gradient descent learning method is
one of the methods for updating the weights during learning phase [2]. It uses
first-order derivative of total error to find the minima in error space. Normally
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Gradient vector G is defined as the 1st order derivative of error function Ek, and
the error function is represented as:

G =
d

dW

(
Ek

)
=

d

dW

(1
2
(y′k − yk)

2
)

(2)

After obtaining the value of gradient vector G in each iteration, weighted
vector W is updated as:

Wk+1 = Wk − αGk (3)

where Wk+1 is the updated weight, Wk is the current weights, Gk is gradient
vector, α is the learning constant, y and y

′
are the actual and expected output

respectively.

3.2 Neuro-Genetic (Neuro-GA) Approach

Neuro-genetic (Neuro-GA) is a hybrid approach of ANN and genetic algorithm.
In Neuro-GA, genetic algorithm is used for updating the weight during learning
phase. A neural network with a configuration of ‘l-m-n’ is considered for estima-
tion. The number of weights N required for this network can be computed using
the following equation:

N = (l + n) ∗m (4)

with each weight (gene) being a real number and assuming the number of
digits (gene length) in weights to be d. The length of the chromosome L is
computed using the following equation:

L = N ∗ d = (l + n) ∗m ∗ d (5)

For determining the fitness value of each chromosome, weights are extracted
from each chromosome using the following equation:

Wk =

{
−xkd+2∗10d−2+xkd+3∗10d−3+....+x(k+1)d

10d−2 if 0 <= xkd+1 < 5

+
xkd+2∗10d−2+xkd+3∗10d−3+....+x(k+1)d

10d−2 if 5 <= xkd+1 <= 9
(6)

The fitness value of each chromosome is computed using following equation:

Fi =
1

Ei
=

1
√∑j=N

j=1 Ej

N

=
1

√∑j=N
j=1 Tji−Oji

N

(7)

where N is the total number of training data set. Tji and Oji are the estimated
and actual output of input instance j for chromosome i.
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Fig. 2. Flow chart representing Neuro-GA execution

Figure 2 shows the block diagram for Neuro-GA approach. This block diagram
represents the steps followed to design the model using Neuro-GA approach.

4 Metrics Set and Empirical Data Extraction

Metrics suites are defined for different goals such as effort estimation, fault pre-
diction, re-usability and Maintainability. In this paper, CK metrics suite has
been considered for Maintainability estimation i.e., the number of lines changed
per class is considered as a criterion is determining the Maintainability. A line
change can be addition or deletion of code in a class. The CK metrics values
were extracted using Chidamber and Kemerer Java Metrics (CKJM) tool. This
tool extracts Object-Oriented metrics by processing the byte code of compiled
Java classes. Hence in this approach, Maintainability for a class is considered
as a dependent variable and each of the CK metrics is an independent variable.
In this analysis, we disregarded the CBO metric of the CK metrics suite for
computing maintainability as it measures non-inheritance related coupling” [9].
Maintainability is assumed to be a function of WMC, DIT, NOC, RFC and
LCOM. It is represented as:

Maintainability = Change = f(WMC,DIT,NOC,

RFC,LCOM)
(8)

4.1 Case Study

In this paper, to analyze the effectiveness of the proposed approach, two com-
mercial software products were used as case studies. Softwares such as Quality
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Table 2. Descriptive statistics of classes for UIMS and QUES

UIMS QUES

WMC NOC DIT RFC LCOM CHANGE WMC NOC DIT RFC LCOM CHANGE

Max. 69 8 4 101 31 289 83 0 4 156 33 217

Min. 0 0 0 2 1 2 1 0 0 17 3 6

Median 5 0 2 17 6 18 9 NA 2 40 5 52

Mean 2.15 11.38 0.94 23.20 7.48 46.82 14.95 0 1.91 54.38 9.18 62.18

Std Dev. 15.89 2.01 0.90 20.18 6.10 71.89 17.05 0 0.52 32.67 7.30 42.09

Evaluation System (QUES) and User Interface System (UIMS) are chosen for
computing the Maintainability using Neuro-GA and ANN approach. The soft-
wares systems viz., UIMS and QUES had 39 and 71 classes respectively. Table
2 shows the statistical analysis of UIMS and QUES for CK metrics indicating
Max, Min, Median and Standard deviation.

5 Results

In this section, the relationship between value of metrics and the maintainability
of class (changes in class). Six CK metrics are considered as input nodes and the
output is the computed maintainability. The number of hidden nodes vary from
six to thirty three. In this paper, 10-fold and 5-fold cross-validation concept has
been considered in QUES and UIMS for comparing the models i.e., each fold
contain nearly seven number of data samples. True error and estimate of true
error determine the suitable model to be chosen for predicting maintainability.
The most suitable number of hidden node in each fold is chosen on the basis
of minimum deviation between true error and the estimate of true error. The
number of hidden node in final model chosen for predicting maintainability is
based on the median values of the hidden nodes in their respective folds.

The following sub-sections give a brief implementation details of the applied
neural network techniques.

5.1 Artificial Neural Network (ANN) Model

In this paper, three layers of ANN are considered, in which five nodes act as input
nodes, the number of hidden nodes vary from six to thirty three and one node
acts as an output node. The network is trained using Gradient descent learning
method unless and until the neurons achieve the threshold value of ’MSE’ or
reach maximum iteration limit ( of 2000 epochs). Table 3 shows the various
performance parameters which were used to evaluate the best suitable model to
be designed for maintainability estimation. From Table 3 it can be interpreted
that the high value of ‘r’ is indicate the pearson’s correlation between the actual
maintainability and estimated maintainability. Figure 3 shows the variance of
MSE vs Number of iterations.
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Table 3. Performance matrix

r Epochs MRE MARE SEM

UIMS 0.8624 578 0.1820 0. 6931 0.0391

QUES 0.8674 2000 0.1580 0.4384 0.0184
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Fig. 3. MSE Vs No. of Iterations (epoch)

5.2 Neuro-Genetic (Neuro-GA) Approach

In this paper, 5-n-1 configuration of neural network is considered (5 numbers of
input neurons, n numbers of hidden neurons, 1 output neuron). The total number
of weights used in 5-n-1 configuration model are determined using equation 4
i.e., (5+1) ∗n = 6 ∗n (where ‘n’ represents the number of hidden nodes varying
from six to thirty three), each weight is considered as a gene of length 5, so the
length of one chromosome is calculated using equation 5 i.e., L=(5 + 1) * n * 5
= 30 * n.

In this study a population of size 50 is considered i.e., initially 50 chromo-
somes are randomly generated. The input-hidden layer and hidden-output layer
weights of the network are computed using equation 6. Two-point cross-over
operation is performed on the generated population. The execution of the algo-
rithm converges when 95% of the chromosomes achieve same fitness values or
reach maximum iteration limit (of 200 epochs).

Table 4 shows the various performance parameters which were used to evaluate
the best suitable model to be designed for maintainability estimation. From
Table 4 it can be interpreted that the high value of ‘r’ is indicate the pearson’s
correlation between the actual effort and estimated maintainability. Figure 4
shows the variance of number of chromosomes having same fitness value and
generation number of UIMS and QUES.

Table 4. Performance matrix

r Epochs MRE MARE SEM

UIMS 0.8108 76 0.1553 0.5331 0.0258

QUES 0.8227 74 0.1480 0.4180 0.0155
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6 Comparison of Models

Figure 5 shows the Pearson residual boxplots for neural network and Neuro-
GA, allowing a visual comparison. The line in the middle of each box represents
the median of the Pearson residual. Of two analysis, Neuro-GA in both UIMS
and QUES has the narrowest box and the smallest whiskers, as well as the few
number of outliers. Based on these boxplots, it is evident that Neuro-GA gave
best estimation accuracy as compared to neural network with gradient descent
algorithm.
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Fig. 5. Residual boxplot for UIMS and QUES

Apart from the comparative analysis done to find the suitable model which
can predict the best software maintainability, this paper also makes the com-
parison of the proposed work with the work done by Yuming Zhou et al. [16]
and Van Koten et al. [15]. Yuming Zhou et al. [16] and Van Koten et al. [15]
have used same dataset i.e., UIMS and QUES for predicting maintainability
based on different regression and neural network models . They have considered
‘MMRE’ as a performance parameter to compare the models designed for pre-
dicting maintainability of Object-Oriented software systems. Table 5 shows the
MMRE value of the proposed work and the work done by Yuming Zhou et al.
[16] and Van Koten et al. [15]. From Table 5, it can be observed that, in case of
QUES software MMRE value is almost same but in case of UIMS software, the
proposed approach obtained better prediction rate for maintainability.



Neuro – Genetic Approach for Predicting Maintainability 39

Table 5. Performance based on MMRE for UIMS and QUES

MMRE

Author Technique UIMS QUES

Van Koten et al.[15] Bayesian Network 0.972 0.452
Regression Tree 1.538 0.493
Backward Elimination 2.586 0.403
Stepwise Selection 2.473 0.392

Zhou et al. [16] Multivariate linear regression 2.70 0.42
Artificial neural network 1.95 0.59
Regression tree 4.95 0.58
SVR 1.68 0.43
MARS 1.86 0.32

ANN 0.6931 0.4384
Neuro-GA 0.5332 0.4180

7 Threats to Validity

Several issues affect the results of the experiment are:

– Two Object-Oriented systems, i.e., UIMS and QUES used in this study
are design in ADA language. The models design in this study are likely
to be valid for other Object-Oriented programing language, i.e., Java or
C++. further research can extend to design a model for other development
paradigms.

– In this study, only eleven set of software metrics are used to design a models.
Some of the metrics which are widely used for Object-Oriented software are
further considered for predicting maintainability.

– we only consider AI techniques for designing the prediction models to predict
maintainability. Further, we can extend the work to reduce the feature using
feature reduction techniques, i.e., PCA, RST, statistical test etc..

8 Conclusion

In this paper, an attempt has been made to use CK metrics suite in order to
estimate software maintainability using gradient descent and hybrid approach
of neural network and genetic algorithm. These approaches have the ability to
predict the output based on historical data. The CK metrics are considered as
input data to train the network and predicting software maintainability. The
results reveal that the hybrid approach of Neuro-GA prediction model obtained
low values of MAE, MARE, and RMSE when compared with those of gradient
descent prediction model.

Further, work can be replicated by using hybrid approach of neural network
and fuzzy logic. Also feature reduction techniques such as rough set and principal
component analysis can be applied to minimize the computational complexity
of the input data set.
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Abstract. Path testing is strongest code coverage in white box testing tech-
niques. The objective of path testing is design path generating of program under 
test. However, testing all paths does not mean that will find all defects in a pro-
gram especially loop structure program problem. In this paper significantly 
achieved used genetic algorithm for automatic finding the critical path. The GA 
can analyze control flow graphs of program to finding defect path called critical 
path with loop structure. In addition, the approach designs automation of gener-
ating critical paths, which the algorithm can be adopted to find an optimal  
solution in five programs under test. The experimental results shown that can 
generate and recommend a set of critical defect path for five programs in differ-
ent loop structure of program. Our proposed approach is effective to help de-
veloper to find critical paths which means the paths should be improved in a 
program previously.  

Keywords: White Box, Path Testing, Genetic Algorithm. 

1 Introduction 

The software testing processing has spending time and high cost, according with the 
objective of testing the software in order to given the performance and accurate with 
the requirement. In the recently, the several software testing companies where inter-
ested for high accuracy and improved the testing quality to reduce errors in software 
also known as defects. The defect is weak point of the software's source code or the 
software function faults which brought the incorrect for the expectance output. The 
several importance factors for software testing both spend high cost and times. Many 
defects arise because programmers have forgotten to include some processing in their 
code, so there are no paths to execute. Some defects are also related to the order in 
which code segments are executed. Wherever, software testers have effort to decrease 
the times and cost for software testing to improve the performance and reduce in 
spending time. Therefore, the increasing of the automated software testing researches 
was growing which separated for two types: black box and white box techniques. 
Black box technique only is pointed the software input and output. In other hand, 
white box technique represented the testing for software structure which focuses on 
the software's source code. However, the problem is how to adopt this technique to 
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complex source code in order to real program can have both sequence structure and 
loop structure to implement source code completely. When source code is executed, it 
shows only error parameter within a line. Therefore, the basis path testing is used in 
this problem to analyze defects that found on whole paths. We propose an approach to 
generate the priority path of software which applied the genetic algorithm with loop 
structure that is the major contribute in this paper. In addition, we increased the pa-
rameter adjustment for find out the defect to solve loop structure program that is chal-
lenge. For example, population size, crossover, mutation and number of generation by 
using genetic algorithm. The paper is arranged as follows: Section 2 presents the re-
lated work. Section 3 gives definition of basis path testing and how to construct the 
control flow graph. Section 4 presents experiments an approach that uses genetic al-
gorithm applied to path testing with case study. The experimental results and discus-
sion are described in the section 5. Finally, the conclusion present in section 6. 

2 Related Work 

There are many research in software testing with genetic algorithm. Hermadi et al. [1] 
presented using genetic algorithm generate test cases for white box testing of software 
testing which test cases is built by path testing which this paper analyze to control 
parameters affect to performance of genetic algorithm for path testing. The rest of the 
paper shows population size very impact for path coverage, in order is allele range 
while number of generation and mutation rate is low impact in term of number of 
paths found. The paper showed only the experimental results with parameters adjust-
ment. Mansour and Salame [2] presented generate test cases for execute specified 
paths in program by using two algorithms are simulated annealing algorithm and ge-
netic algorithm. These algorithms are based on the formulation optimization of the 
path testing problem which includes integer and real value. This paper compare three 
algorithms are simulated annealing algorithm, genetic algorithm and Korel's algo-
rithm with eight subject programs. The rest of paper shows simulated annealing algo-
rithm and genetic algorithm are efficient than Korel's Algorithm in term number of 
executed path, simulated annealing algorithm tends to executed better than genetic 
algorithm in term number of executed path and genetic algorithm faster than simulat-
ed annealing algorithm. They focused on comparison of three algorithms with gener-
ated test cases for programs. However, the algorithm does not specify critical paths to 
suggest how to fix it. Srivastava and Kim [3] presented method for optimizing soft-
ware testing efficiency by identifying the most critical path clusters in a program by 
developed variable length of genetic algorithm in order to optimize and select soft-
ware path, moreover, they tried to use weight to control path generation. The problem 
is genetic algorithm generated many paths and redundant when occurred the same 
fitness values and also not likely cause of error. Nirpal and Kale [4] presented apply 
genetic algorithm to generate test cases to test selected path. The genetic algorithm is 
used to selected path a target and executes sequence of operator iteratively for test 
cases. This research experiment triangle classification program and used genetic  
algorithm to automatic generate test cases for path testing and compare with method 
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generate test case produced by random. The experimental result shows genetic algo-
rithm according to test data more effectively and quality of test cases by genetic algo-
rithm is higher than test cases by produced by random. Ghiduk [5] presented genetic 
algorithm for generating test path and presented new technique for automatically gen-
erating a set of basis test paths. In this research, the basic structure of the software 
analyzes and design in form of control-flow graph (CFG) then converts CFG in form 
of dd-graph (DDG) to begin process of genetic algorithm a new technique was pre-
sented. This research aims to generated basis paths of each program which research 
was presented 10 programs. The experimental result shows their technique that can 
find path around 80% of actual basis paths of all subject programs which can be used 
testing paths in various parts of the technique in path testing and shows genetic algo-
rithm of this paper effective in test path generation. Ngo and Tan [6] presented based 
approach to infeasible path detection for dynamic test data generation which is a 
method finding for infeasible path which can be apply with other dynamic path-
oriented test data generation technique to increase efficiency the many techniques to 
finding infeasible path. This paper used control flow graph is representative structure 
software. The example software of paper is compute_grade and presented test data 
generation using infeasible path detection algorithm. This research was experiment to 
compare Bueno approach using 4 java system in experiment are PMD, JMathLib, 
GFP, SOOT. The experimental result shows the proposed method is very effective in 
finding infeasible paths with average precision of 96.02% และ recall of 100% in all the 
cases. The most papers solved with programs do not focus on loop structure. In 
difference, this paper showed how to solved the program with collected loop structure 
that is our challenge work. 

3 Basis Path Testing 

3.1 Path Testing 

The path testing meaning the white box testing for assisted the tester who design the 
test case which measure by the cyclometic complexity of program graph. In addition, 
the cyclometic complexity measure could define the set of data for performing flow 
graph called directed graph and consists the node which including statement and edg-
es represent the flow of control. For example, node i and j where the directed graph 
link between from i to j after i node is executed and j is computed immediately. Path 
testing is an approach to testing where you ensure that every path through a program 
has been executed at least once. The program graph is written from programming 
language which is transform to a directed graph called control flow graph (CFG). 
CFG represented the structure of program similar with the flowchart without the con-
dition. The node of each control flow represented directed control flow graph includ-
ing either assignment nodes or decision nodes. The statement defined by the line of 
code which the execution related with the path from started node to sequence node, 
which linkage between nodes are executed. For example a reserve number program 
performed by C language. The line of code i will be translated to node i of CFG as 
show in Fig 1. Between node i and j called edge and represented by en where n is  
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Fig. 2. Genetic algorithms process 

 

Fig. 3. Initial population generation 

4.2 Fitness Function  

The Fitness function is measure the fitness of chromosome of each chromosome 
where possible solution design. Each chromosome in population gives a fitness val-
ues. If the chromosome gives highest fitness value which means critical path. The 
fitness functions are represented follow as Eq.1 

∑
=

=
Edges#

1i
(i)Defect FunctionFitness ,                          (1) 

where edge i has linked with edge i+1 
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As Figure 1 reserve number program is drawn to CFG flow and stored defects into 
defect table (i.e., Fig. 4). The number of defect in each edge gets from the program 
executed on complier between lines of code that appeared error. And the table is col-
lected defected into defect table. Therefore, a chromosome can be computed by fit-
ness function in equation (1). For example, fitness value of chomosome1, 
chomosome2 and chomosome3 gives 3, 2 and 1 respectively. Let us look 
chomosome1 calculation; edge 10 no has linked with edge 5 from Fig. 4 that gives 0 
from edge10 to edge 5, therefore, defect gives value 0. Next defect is calculated edge 
5 that only has linked to edge 6; the fitness function is worked given 1. Therefore, the 
total of fitness value of chomosome1 gives 3. 

 

Fig. 4. Defect table of reserve number program 

4.3 Crossover 

Crossover process needs to choose two chromosomes by selection process as parents 
to sharing a part of genes and produce two offspring. For example, chomosome2 and 
3 as parent crossover between them if position of crossover randomly is 5. The off-
spring1 is obtained from gene 1 to 5 of parent1 and from 6 to 10 of parent2. In addi-
tion, the offspring2 is obtained from 1 to 5 of parent2 and from 6 to 10 of parent1 in 
Fig. 5. However, for the algorithm will define a crossover rate. If the crossover is not 
greater than the rate, the parents will crossover process.    

 

Fig. 5. Crossover process 
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Fig. 8. CFG of Even number pyramid 

9. CFG of Insert an element in an array 
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Fig. 10. CFG of Insertion sort 
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(c) 

 
(d) 
 

Fig. 11. (continued) 

We set up optimal set of parameters for algorithm running as bellows, 

Table 1. Parameter setup 

Programs Population 
size 

Crossover 
rate 

Mutation 
rate 

Number of 
generation 

Reverse a number 2000 0.8 0.08 100 
Check prime number 20000 0.8 0.08 100 
Even number pyramid 2000 0.8 0.08 100 

Insert an element in an array 2000 0.8 0.08 100 
Insertion sort 20000 0.8 0.08 100 



 Finding the Critical Path with Loop Structure for a Basis Path Testing 51 

 

Table 2. Critical Paths of 5 programs in different structure 

Programs Path generation Critical path Fitness 
value 

Reverse a number e2-e4-e1- e3-e10- e5- e6- e7- 
e8-e9 

e5- e6- e7- e8- 
e9 

4 

Check prime number e4-e11- e14- e13- e12- e1- e5- 
e6- e7- e8- e9- e10- e3- e2 

e5- e6- e7- e8- 
e9- e10 

5 

Even number pyra-
mid 

e3- e11- e2- e10- e1- e5- e6- 
e7- e8- e9- e4 

e5- e6- e7- e8- 
e9 

4 

Insert an element in 
an array 

e11- e3- e8- e17- e2- e1- e16-
e12- e13- e14- e15- e20- e10- 
e18- e4- e5- e9- e7- e6- e19 

e12- e13- e14- 
e15 

3 

Insertion sort e6- e9- e10- e20- e2- e12- 
e13- e14- e15- e16- e4- e11- 
e19- e3- e8- e1- e17- e7- e22- 

e21- e18- e5 

e12- e13- e14- 
e15- e16 

4 

In Table 2 presented the algorithm runs to solve finding critical path in five pro-
grams under test. For example, reverse a number program defect path is generated e2-
e4-e1- e3- e10- e5-e6-e7-e8-e9, which expressed path defect e5- e6- e7- e8- e9 was 
generated represents the number of edge of program to analyze the critical path from 
reverse a number program. For example, number inputs 12345 for the reverse number 
program testing and expected result 54321 which difference with 29614540. There-
fore, should consider solving this critical path in Fig. 12. The source code in line 6 is 
revised from num=num*10 to num=num/10, in line 7 is revised from r=num/10 to 
r=num%10 and in line 8 is revised from reverse*10-r to reverse*10+r 

.  

Fig. 12. Example of revision reverse a number program by GA recommends 

In addition, the programs of Check prime number, Even number pyramid, Insert an 
element in an array and Insertion sort program are generated to the critical path. The 
path e4-e11- e14- e13- e12- e1- e5- e6- e7- e8- e9- e10- e3- e2 of check prime number 
program gives the edge of defect in program that is e5- e6- e7- e8- e9- e10. The anal-
ysis of defect output when input 5 expected result is 5 is prime number but defect 
output 5 is not a prime number. However, developer will revise line 6-8 following 
path recommendation. The even number pyramid program is generated critical path as 
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e3- e11- e2- e10- e1- e5- e6- e7- e8- e9- e4 defect analysis is revised as line 6-8. The 
Insert an element in an array program is generated critical path as e11- e3- e8- e17- 
e2- e1- e16-e12- e13- e14- e15- e20- e10- e18- e4- e5- e9- e7- e6- e19 defect analysis 
is revised as line 12 and 13. And The Insertion sort program is generated critical path 
as e6- e9- e10- e20- e2- e12- e13- e14- e15- e16- e4- e11- e19- e3- e8- e1- e17- e7- 
e22- e21- e18- e5 defect analysis is revised as line 12-14. 

6 Conclusion 

The result of finding the critical path for software testing using genetic algorithm in 
that can supports the developer to analyze defects. Specifically, in this paper focused 
on the software including the loop structure which the most software was often found 
defect in loops structure. The newly found that successful how to apply genetic algo-
rithm repository complex source code which adjustment of some parameter in the 
process as population size, crossover, mutation and number of generation. The fitness 
function is very robustness to loop structure due to the mainly finding critical path is 
to solve a continuous difficult finding critical path. Moreover, our approach helps to 
solve the path design problem in a complex program in different structure. 
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Abstract. A fractal dimension (FD) is an effective feature, which characterizes 
roughness and self-similarity of complex objects. However, the FD in nature 
scene requires the effective method for estimation. The existing methods focus 
on the improvement of selecting the suitable height of box-counts. This cannot 
overcome the overcounting problem, which is a key factor to have an impact on 
the accuracy of the FD estimation. This paper proposes a more accurate FD es-
timation, an improved triangle box-counting method, to increase the precision 
of box-counts associated with box sizes. The triangle-box-partition technique 
provides the double precision for box-counts, thus it can solve the overcounting 
issue and enhance the accuracy of the FD estimation. The proposed method is 
evaluated its performance in terms of fitting error. The experimental results 
show that the proposed method outperforms the existing methods, including 
differential box-counting (DBC), improved DBC (IDBC), and box-counting 
with adaptable box height (ADBC) methods. 

Keywords: Fractal Dimension, Fractal Dimension Estimation, Box Counting, 
Triangle Box-Counting, Improved Triangle Box-Counting. 

1 Introduction 

A fractal dimension (FD) is an effective measure for complex objects found in nature, 
such as coastlines, mountains, and clouds. The FD has been broadly applied in many 
applications such as pattern recognition, texture analysis, segmentation, and medical 
signal analysis [1]. Although the achievement in applying FD to broad research areas 
was reported, the accurate FD estimation is still a grand challenge. 

Box counting (BC) is one of the most successful methods to estimate FD. Yu, L.  
et al. [2] and Bruno, O. et al. [3] applied the BC method to estimate FD for automatic 
coarse classification of iris images, and for plan identification, respectively. However, 
this method cannot apply to gray-scale images. 

Many papers have proposed techniques to improve the FD estimation in various ap-
plications. Sarkar, N. et al. [4] introduced to the differential box-counting (DBC) 
method for gray-scale images. This method partitions an image into grids with size 
s×s. On each grid, there is a column of boxes representing intensity levels. The heart of 
this method is box-counting, which determines from the difference of the maximum 
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and minimum intensity levels on an s×s grid. The DBC method commonly increases 
estimation errors, since it covers the maximum and minimum intensity levels in a box 
when the difference between intensity levels is less than the scale s. This phenomenon 
is called undercounting. 

The improved DBC (IDBC) method was introduced by Li, J. [5]. This method was 
improved by modifying the conventional methods in three factors, (i) box-height se-
lection, (ii) box-number calculation, and (iii) image intensity surface partition. These 
modifications can increase the accuracy of the FD estimation by reducing the error of 
box-counts.  

A box-counting method with adaptable box-height [6] was proposed for applying 
to arbitrary size images. This method allows the height of a box at the top of each grid 
to be locally adaptable to the maximum and minimum gray-scales. The ratio tech-
nique is used to partition an image into grid sizes, so that common rectangle images 
are also supported. A drawback of this method is that in the large box size the differ-
ence of the maximum and minimum intensity levels is high. This leads to the inaccu-
rate FD estimation.  

Most of these approaches focus on the improvement of selecting the suitable height 
of box-counts to overcome the undercounting problem, but none of these approaches 
attempt to overcome the overcounting problem. Therefore, this paper proposes a more 
accurate FD estimation by using an improved triangle box-counting method to in-
crease the precision of box-counts associated with box sizes. The triangle-box-
partition technique is able to double the precision of box-counts, thus it can enhance 
the accuracy of the FD estimation. 

The rest of this paper is organized as follows. Section 2 reviews and identifies 
problems of related works. The improved method is proposed in section 3. In section 
4, the experimental results are reported and discussed. Finally, the conclusions are 
presented in section 5.  

2 Related Works 

Although many approaches have been proposed to improve the accuracy of FD esti-
mation, some limitations have been unsolved. The following subsections describe 
existing methods and identify their drawbacks. 

2.1 Box-Counting Method 

A box-counting method defined by Russel et al. in 1980 [7] is a classical technique to 
estimate the FD for binary images with a box size of length s. A binary image is parti-
tioned into grids with size s×s and is counted objects N(s) on each grid size that varies 
from larger to smaller scales. The FD is approximate as 
 

              (1) 
 
where N(s) is the number of boxes in the scale s needed to completely cover the im-
age. The steps to estimate the FD of binary images can be briefly described as  

( )( )
( )s

sN

/1log

log
FD ≈
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follows. First, the image is repeatedly partitioned into different grid sizes that vary 
from larger to smaller scales. On each scale of grid size, s, the objects are counted and 
recorded the number of box-counts N(s). Subsequently, a graph of log(N(s)) versus 
log(1/s) is plotted. Finally, a least-square regression line through the data points on 
the graph is calculated. The slop of a regression line represents the estimated FD. 
Nonetheless, this method does not achieve the precision of box-counts as proved by 
[7]. 

2.2 Triangle Box-Counting Method 

The triangle box-counting (TBC) method [7] was proposed to improve traditional 
box-counting (BC). This method simply divides square boxes provided by a grid into 
two equally triangle boxes to increase the precision of box-counts associated with box 
sizes and to fit the requirements of the minimum box covering. The TBC greatly im-
proves the estimation accuracy. However, it only works well with binary images.  

2.3 Differential Box-Counting Method 

Sarkar et al. [4] proposed a differential box-counting (DBC) to estimate the FD of 
gray-scale images. In this method, a gray-scale image is represented with a three-
dimensional (x,y,z) coordinate system, such that the (x,y) coordinate denotes an image 
plane and z denotes a gray scale. With this system, a square image M×M can be parti-
tioned into s×s grids. Each grid contains a column of boxes whose size is s×s×h, 
where h is the height of a single box and is equal to s×G/M, such that G is the total 
number of gray levels. Let maximum and minimum intensity values in (i, j)th grid 
locate at the box number lth and kth, respectively, the box-count nd(i, j) can be calcu-
lated by using (2) and the total number of box-counts Nd is determined by using (3). 

 
nd(i, j) = l – k + 1 (2) 

 
 

  (3) 
 

 
The FD of an image can be estimated by the linear least square fit of log(Ns) against 
log(1/s).  

However, the DBC method still has a drawback. The box height h is proportional 
to the grid size s; the larger grid size, the higher box-height. This has a direct impact 
on the small difference of the maximum and minimum intensities; it leads to a low 
precision of counting nd.  

2.4 Improved Differential Box-Counting Method 

Li, J. et al. [5] proposed an IDBC method by modifying the conventional method in 
three factors, (i) box-height selection, (ii) box-number calculation, and (iii) image 
intensity surface partition. These modifications can be briefly summarized as follows. 

( )jinN
ji dd ,

,∑=
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(i) Box height selection: Let a standard deviation of an image be σ and a constant 
be a. A new scale of box height is determined by using (4). The box height of the 
IDBC method is much smaller at different scale h. 

 
(4) 

 
(ii) Box-number calculation: Let maximum and minimum intensity levels of the 

(i,j)th block be l and k, respectively, the number of boxes is calculated as in (5). 
 
 

(5) 
 
 
(iii) Image intensity surface partition: The following two partition schemes are re-

quired to ensure that the image intensity is covered. 
• Partition an M×M image into grids with s×s pixels, and allow a grid boundary 

overlapping with an adjacent row and column.  
• Give a new scale r = s–1 of a block with s×s pixels, and represent the maxi-

mum distance between two pixels in a block. 
This method helps improve accuracy of FD estimation by reducing the error caused 

by an undercounting problem.   

2.5 Box-Counting Method with Adaptable Box Height 

A box-counting method with adaptable box height [6] was introduced to estimate FD 
of images whose size is not a square. It uses the ratio-based box-counting method. For 
instance, by given an image I with M×N pixels, a ratio r, such that r≥2, is used to 
calculate a grid size m×n, where m = M/r and n = N/r. The new grid size m×n can be 
categorized into four cases as summarized in Table 1.  

Table 1. Four possible patterns of grid partitions based on a ratio r 

Case m×n m × (N–n×r) (M – m×r) × n (M – m×r) × (N – n×r) 

M = m×r, N = n×r r × r - - - 

M = m×r, N > n×r r × r r × 1 - - 

M > m×r, N = n×r r × r - 1 × r - 

M > m×r, N > n×r r × r r × 1 1 × r 1 

 
After partitioning an image into grids, the box size is equal to m×n×h

 ״where h ,״
represents a box height. To count the number of boxes in each column, the box height 
is calculated by h״=G/r. The number of boxes in the (i,j)th grid has to be real numbers 
instead of integers. The box-counts are calculated by using equation (6). 
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  (6) 

 
where S(i,j) is the area of the (i,j)th grid. In above equation, it does not perform ceiling 
function to allow nd

-to be a real number. The total number of boxes of an entire im ״
age with ratio r is Nd

Σi,jnd=״
-In addition, the upper limit H of the box size is de .(i,j)״

fined as in (7). 
 

(7) 
 

where m and n denote the grid sizes. The range of the box size is 2 ≤ r ≤ H.  
As mentioned in [4-6], most of them mainly attempt to overcome the box height 

calculation to eliminate the undercounting problem, but none of these approaches 
attempt to improve the precision of box-counts to eliminate the overcounting prob-
lem. Therefore, this paper proposes the improved triangle box-counting method to 
increase the precision of box-counts, so that the overcounting problem is solved and 
accuracy of FD estimation is improved. 

3 Proposed Method 

In this section, the square box partition is analyzed in order to point out the key factor 
affecting to the accuracy of FD estimation. Then the improved triangle box-counting 
algorithm is described in the last subsection.  

3.1 Square Box Partition Analysis 

Most of FD estimation methods use a square box partition technique, which is simple 
and practical. However, this technique does not provide the precision for box-counts 
as proved by [7]. Furthermore, for the large grid in size, the box-count in (2) fails to 
overcounting situation, when the maximum and minimum intensity levels fall into 
the same grid. This is a key factor that directly affects to the estimation accuracy. 
Fig. 1 is an example to explain this phenomenon. It shows a square box whose size is 
4×4 pixels. The maximum and minimum intensity values, 189 and 28, are located at 
the upper and lower of that grid. Suppose that the box height is 4, the box-count nd 
calculated by using (2) is 42, where l and k are equal to 48, ceiling(189/4)), and 7, 
ceiling(28/4), respectively. The greater difference of maximum and minimum inten-
sity levels on each grid leads to the higher error of FD estimation. This problem  
can be solved by using a triangle partition technique as described in the following 
subsection. 
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Fig. 1. An example of a grid with 4×4 pixels containing the great difference of maximum and 
minimum intensity values 

3.2 Improved Triangle Box-Counting Algorithm 

In this subsection, an improved triangle box-counting method is proposed in order to 
increase the accuracy of fractal dimension estimation. The algorithm is as follows.  
 
Step 1. Partition an image with M×M pixels into square grids with box size s varying 

from 2 to M/2.  
Step 2. Calculate box height h = s×G/M, where G is the total number of gray levels. 

Each box size can be computed by s×s×h.  
Step 3. Apply triangle box partition technique to each box in Step 2. The results are 

shown in Fig. 2. There are two patterns, p1 and p2, such that p1 is composed 
of upper and lower right diagonals while p2 is composed of upper and lower 
left diagonals.  

Step 4. Determine the box-count nd of each pattern in Fig. 2 using (1), such that l and 
k can be computed by IMax/h and IMin/h, where IMax and IMin are the maximum 
and minimum intensities of each grid. 

Step 5. Compute p1 by averaging the box-counts of upper and lower right diagonals, 
whereas compute p2 by averaging the box-counts of the upper and lower left di-
agonals.  

Step 6.  Obtain each box-count nd (i ,j) by using (8). 
 

nd (i ,j) = max{p1, p2} (8) 
 
Step 7. Use (3) to calculate the total number of box-counts Nd.  
 
As mentioned to the drawback of the square box partition in previous subsection, the 
great difference of maximum and minimum intensity levels on each grid can be re-
duced by dividing a square box into two equally triangle boxes as shown in Fig. 2. 
This example can be viewed as two patterns, upper and lower right diagonals, p1, and 
upper and lower left diagonals, p2. In the upper right diagonal, the maximum and 
minimum intensity values are 189 and 44, respectively. Suppose that the box height h 

Maximum intensity value, 189 

Minimum intensity value, 28 
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where m, xi, yi, and n denote a slop of graph, a value of log(1/s), a value of log(Nd), and 
a number of samples, respectively.  

The triangle box partition is applied to baseline algorithms, including DBC, IDBC, 
and ADBC, and is implemented with simulation programming. Therefore, there are 
three improved triangle box-counting algorithms. That is, the DBC with triangle box 
partition (TDBC), IDBC with triangle box partition (TIDBC), and ADBC with triangle 
box partition (TADBC) algorithms. As illustrated in Table 2, the experimental results 
reveal that all proposed algorithms outperform the conventional DBC, IDBC, and 
ADBC algorithms. A comparison of accuracy illustrates that the TDBC, TIDBC, and 
TADBC methods can estimate fractal dimension with much smaller fitting error when 
compared to DBC, IDBC, and ADBC methods, respectively.  

 

 

 

Fig. 3. Brodatz texture test images 

Table 2. A comparison of FD estimations and fitting errors of the proposed and baseline methods 

 Test 
Images 

DBC [4] TDBC IDBC [5] TIDBC ADBC [6] TADBC 

FD     Fit. Err. FD    Fit. Err. FD Fit. Err. FD Fit. Err. FD Fit. Err. FD  Fit. Err. 

d08 2.43 0.00894 2.44 0.00870 2.55 0.00820 2.55 0.00742 2.52 0.00104 2.51 0.00097 

d11 2.65 0.01111 2.64 0.01047 2.74 0.01104 2.73 0.01037 2.80 0.00075 2.78 0.00074 

d23 2.50 0.01657 2.50 0.01635 2.60 0.01561 2.60 0.01506 2.68 0.00118 2.66 0.00119 

d38 2.64 0.01131 2.63 0.01056 2.72 0.00998 2.72 0.00929 2.77 0.00086 2.75 0.00083 

d55 2.64 0.01268 2.63 0.01204 2.73 0.01270 2.72 0.01199 2.83 0.00084 2.81 0.00081 

d56 2.52 0.01559 2.51 0.01491 2.62 0.01503 2.61 0.01424 2.69 0.00121 2.68 0.00118 

d62 2.46 0.01887 2.46 0.01836 2.55 0.01649 2.55 0.01617 2.63 0.00118 2.62 0.00121 

d69 2.55 0.01099 2.55 0.01076 2.64 0.00990 2.64 0.00915 2.67 0.00073 2.65 0.00072 

d71 2.60 0.01116 2.59 0.01036 2.65 0.00809 2.65 0.00720 2.66 0.00071 2.65 0.00071 

d89 2.47 0.01707 2.47 0.01667 2.55 0.01443 2.55 0.01357 2.59 0.00123 2.57 0.00117 

d90 2.43 0.01639 2.42 0.01527 2.52 0.01356 2.51 0.01241 2.55 0.00109 2.53 0.00103 

d91 2.29 0.01504 2.28 0.01403 2.38 0.01053 2.38 0.00939 2.33 0.00127 2.32 0.00120 

d93 2.67 0.00839 2.67 0.00808 2.76 0.00805 2.75 0.00768 2.79 0.00092 2.78 0.00090 

d98 2.42 0.01516 2.41 0.01403 2.54 0.01447 2.53 0.01332 2.58 0.00128 2.56 0.00121 

d99 2.45 0.01689 2.44 0.01588 2.52 0.01341 2.52 0.01258 2.54 0.00121 2.53 0.00115 

d100 2.66 0.01139 2.66 0.01121 2.75 0.01152 2.75 0.01117 2.83 0.00081 2.82 0.00077 

D11 D23 D38

D55 D56 D62 D69

D71 D89 D90 D91

D93 D98 D99 D100

D08 
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5 Conclusions 

In this paper, an improved triangle box-counting approach has been proposed to in-
crease the accuracy of fractal dimension estimation for gray-scale images. This meth-
od provides the double precision for box counts by simply dividing square boxes into 
two equally triangle boxes. Thus, it can solve the overcounting issue and enhance the 
accuracy of the FD estimation. The proposed method is evaluated its performance in 
terms of fitting error. Based on the experimental results, the proposed method outper-
forms the existing methods, including differential box-counting (DBC), improved 
DBC (IDBC), and box-counting with adaptable box height (ADBC) methods.  
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Abstract. This paper proposes and evaluates a novel evolutionary se-
lection called waterfall selection in a multi-objective optimization evolu-
tionary algorithm for a priority-based wireless sensor nodes redeployment
problem. Since, there are a variety of sensor node types in a target area.
Each sensor node may have different objectives (E.g., network lifetime,
data transmission, and success rate). Practically, the objectives of sensor
nodes are prioritized after the deployment process. This paper focuses
on the redeployment process of wireless sensor nodes to achieve their
prioritized objectives simultaneously. Simulation results show that the
proposed novel waterfall selection in multi-objective optimization evolu-
tionary algorithm seeks to the solutions that conform to the prioritized
objectives in timely manner and outperforms a NSGA-II evolutionary
algorithm for multi-objective optimization.

Keywords: WSN, Redeployment, Multi-objective optimization, Prior-
itized Objective.

1 Introduction

A Wireless sensor network (WSN) contains a group of small sensor nodes. These
sensor nodes can communicate and transmit sensing data to each other. Wireless
sensor nodes can be deployed on a disaster risk area to serve as the intermediate
nodes. Mostly, the initial deployment of sensor nodes is processed in random
fashion. For example, into a disaster management application, a group of small
sensor nodes can be dropped from a helicopter in the desired area [3]. After the
deployment process, each sensor node starts exchanging some information with
its neighbors and send its information to a base station (BS). The data transmis-
sion route can be generated by the BS using a routing protocol in the wireless
sensor network (WSN) [1,2]. Then, the sensing data from the sensor node auto-
matically transmit to the BS via intermediate nodes on the data transmission
route.

However, the random fashion deployment leads to several problems such as
short network lifetime and low data transmission success rate. A data transmis-
sion route may happen to be a bottleneck route; shortly, the intermediate nodes
will run out of battery energy. The network lifetime is short [1]. Also; some sen-
sor nodes may not be used and cannot transmit data to the base station because

c© Springer International Publishing Switzerland 2015 63
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they are isolated in the unwanted area [10]. Moreover, in heterogeneous wireless
sensor network, sensor nodes sense and transmit variety sensor data types. Each
sensor node requires specific set of objectives. The set of objectives are different
among sensor nodes. The objectives can be ordered by their priority due to the
importance of their sensing data. Some of sensing data must be guaranteed to be
arrived at the BS because it is a critical data. On the other hand, some of sensing
data are delivered without haste. Thus, the prioritized multi-objective optimiza-
tion problem will be considered. These problems can be solved by a redeployment
process when some nodes are moved to the new locations in order to create more
data transmission routes and eliminate the isolated networks. Finding the new
optimal locations of redeployment process, this problem is proven to be an NP-
complete problem [7]. To overcome this issue, an evolutionary algorithm(EA)
with the redeployment process will be applied. An evolutionary algorithm is one
of heuristic techniques that can be used to solve a NP-complete problem [11]
and also can be used to seek a set of optimal solutions in the multi-objective
problems [5].

This research proposes to apply a novel selection mechanism in an evolution-
ary algorithm to address the WSN priority-based redeployment problem. A novel
selection mechanism , called waterfall selection, is proposed to apply in the wire-
less sensor node redeployment process. It heuristically seeks the Pareto optimal
sensor node new locations. The waterfall selection is designed to improve the off-
spring creation process by considering objective priority of the sensor nodes. Its
performance is evaluated through simulations. Simulation results show the com-
parison of the result from waterfall selection and the results from a well-known
existing evolutionary algorithm for multi-objective optimization, NSGA-II [4].

2 The Problems in WSN Priority-Based Deployment

The objectives in this research are considered in three aspects: the network life-
time(NT), the data transmission success rate(SC) and the moving cost(MC).
The network lifetime is a time that the sensor nodes can send their sensing data
to the BS. The moving cost is a cost when some sensors move to new locations
and the data transmission success rate is a ratio of send and receive sensing
data. The sensor node stations (T1, T2, T3) in the Fig 1 have the same for all
three above objectives and each objective have different priority number. The
objectives in this station are prioritized by the importance of their sensing data.
For example, in flash flood monitoring WSN [8], the water level data is a critical
data. This sensing water level data must be guaranteed to be arrived at the BS
to investigate an occurrence of a flash flood. Thus, the highest priority of this
water level sensor is the data transmission success rate; the network lifetime is
considered as the second order priority. On the other hand, the weather mon-
itoring sensor stations which sense temperature, humidity, and rain fall level
can be deployed in the same WSN but in the different region. Normally, these
weather monitoring stations are deployed in an area that are difficult to reach.
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Fig. 1. An Example of WSN Priority-Based Deployment Problem

It is hard to replace the batteries. The weather sensing data is not critical. Thus,
the highest priority of this weather monitoring station is the network lifetime; the
data transmission success rate is considered as the second order priority. Thus,
the priority number of objectives in sensor nodes are different. This research
emphasize about priority-based in each objective.

In Fig 1, this is a normal WSN for environmental data sensing. Three sen-
sor node stations(T1, T2, T3) are considered to send the data to the BS. The
other sensor nodes are the intermediate node. The sensor node stations (T1)
is a weather monitoring station, (T2) and (T3) are the flash flood monitoring
station. The sensor node stations have the same objectives as network lifetime,
the data transmission success rate and moving cost and each objective have dif-
ferent priority number as shown in the Table 1. After random deployment, the
sensor nodes are crowded in the areas A1 and A2 and the sensor node stations
used the same data transmission route in order to send their sensing data to the
BS. An isolated problem and bottleneck route will be occurred. These problem
can be solved by redeployment process. The redeployment process must improve
not only the overall network performance but also the objective priority of each
sensor node.

Table 1. Priority Number of Each Objective for Sensor Node Stations in Fig 1

Sensor Node Station

Priority Number T1 T2 T3

1 (HighestPriority) NT SC MC

2 SC MC SC

3 MC NT NT
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Fig. 2. The Structure of an Individual

However, an important issue of the redeployment process is the moving cost.
If the goal of the redeployment process is only focus on minimizing the moving
cost, all of the sensor nodes are not moved. Thus, the network lifetime is not
lasting long. In contrast, if the objective of the redeployment process is only
focus on maximizing the network lifetime, all sensor nodes will be moved to the
new locations in order to increase the number of data transmission routes. In this
case, the moving cost must be very high. Consequently, if the objective of the
redeployment process is only focus on maximizing the network lifetime. All sensor
node stations (T1, T2, T3) will rarely sent their sensing data because this sensing
node station want to save their energy. The data transmission success rate is
very low. To overcome for all above issue, this research proposes an algorithm
that considers the network lifetime, the data transmission success rate and the
moving cost as the prioritized objectives simultaneously.

3 Waterfall Selection for WSN Priority-Based
Redeployment

In order to improve the network lifetime, the data transmission success rate
and minimize the moving cost as the prioritized objectives simultaneously, the
multi-objective optimization approach is considered. For an example, assume
that there are 10× 10 grids represent as disaster area and there are 10 sensor
nodes in the WSN. There are 100 positions which can be deployed for each sensor
node. Therefore, the node placement combination is huge (10× 10)10. So, the
brute-force technique may not be suitable for node placement of a WSN. An
evolutionary algorithm (EA) is one of heuristic techniques that can be used to
solve a NP-complete problem [11] and also can be used to seek a set of optimal
solutions in the multi-objective problems [5]. After EA is finished, the set of node
properties (i.e., the set of solutions) are provided to the decision makers. The
decision maker will select one of the solutions to develop the node redeployment
process. This section describes the design of the study selection operators in a
multi-objective optimization evolutionary algorithm.

3.1 Individuals

Each individual represents a set of nodes’ positions in (x,y) coordinate. It con-
sists of multiple segments, each of which represents a sensor node in the WSN.
Therefore, the number of segments in each individual is equal to the total num-
ber of sensor nodes in the WSN. Fig 2 visualizes the structure of an individual.
S1 to Sn represent the first to nth sensor nodes.
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3.2 Optimization Objectives

This research considers prioritized multi-objective optimization in WSN rede-
ployment problem. The objectives consist of three objectives as follow:

Network Lifetime (Fnt): The network lifetime(NT) in this research is defined
as the time that each sensor node station starts to send their sensing data to the
BS until the time that the sensing data cannot reach to the BS. This research
seeks to maximize the network lifetime. The network lifetime can be calculated
as Equation 1.

Fnt = T imelast − T imefirst (1)

Moving Cost (Fmc): The moving cost(MC) in this research is defined as the
total cost when some of sensor nodes have to move to the new locations. This
research seeks to minimize the moving cost. The total moving cost is a summation
of each sensor node moving distances as described as Equation 2.

Fmc =

N∑

i=1

√
(xnew − xold)2 + (ynew − yold)2 (2)

where N is the total number of sensor nodes, (xold, yold) is a current sensor
node position and (xnew , ynew) is a new sensor node position.

Data Transmission Success Rate (Fsc): The data transmission success rate
(SC) in this research is defined as the ratio of the number of received packets
at the BS to the number of sent packets from each sensor node station. The
data transmission success rate shows the WSN throughput performance. This
throughput performance can be measured as Equation 3. This research seeks to
maximize the data transmission success rate.

Fsc =

∑
i(PBS)i∑

i(PTotal)i
(3)

where i is the number of sensor node stations, PBS is the number of packets
in each sensor node station received by the BS and PTotal is the total number
of generate packet from each sensor node station in the target area.

3.3 Evolutionary Optimization Process

Waterfall Selection runs on the BS after random deployment.Waterfall Selection
performs its evolutionary optimization process to adjust node properties. After
Waterfall Selection is finished, the set of solutions are provided to the decision
makers. The decision maker will select one of the solutions to develop the node
redeployment process.

Algorithm 1 shows the algorithmic structure of evolutionary optimization in
Waterfall Selection. The initial population (P 0) consists of µ individuals that
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output: the set of solutions (Q)
1 parameter: g=number of each generation;
2 µ=total number of individuals;
3 g ← 0;
4 P 0 ← Randomly generated µ individuals;
5 Q0 ← Null;
6 while g != gmax do
7 while |Qg| != µ do
8 p1 ← WaterfallTournament(P g);
9 p2 ← WaterfallTournament(P g);

10 q1, q2 ← Crossover(p1, p2);
11 Qg ← Qg ∪ {q1, q2};
12 end
13 Qg ← Mutation(Qg);
14 P g+1 ← WaterfallSelection(P g ∪Qg);
15 g ← g++;

16 end

Algorithm 1. Evolutionary Optimization in Waterfall Selection

contain randomly-generated node positions. In each generation (g), a pair of
individuals, called parents (p1 and p2), are chosen from the current population P g

using a waterfall tournament operator (WaterfallTournament()). A waterfall
tournament operator randomly takes two individuals from P g, compares them
based on their fitness values and order by the priority number, and chooses a
superior one (i.e., the one whose fitness is higher) as a parent.

A pair of parents (p1 and p2) reproduce two offspring (q1 and q2) by using a
crossover operator (crossover()). The offspring is mutated with a mutation op-
erator (mutation()). The crossover and mutation operators change the node po-
sitions. The two offspring are created. These operators (WaterfallTournament(),
crossover(), and mutation()) are repeated until the population of offspring
(|Qg|) reaches the population size (µ). Then, theWaterfall Selection is performed
to select µ individuals for the next generation. The |Qg| offspring population is
combined to the parent population P g. Thus, the population size is 2µ (i.e., P g ∪
Qg). Then, the (WaterfallSelection()) operator will be executed and selects
the top µ individuals from P g∪Qg as the next generation population (P g+1). This
selection operator is performed by ordering of the fitness values and the priority
number of each individual. The Waterfall Selection terminates its process when
the number of the generations (g) reaches its predefined value (gmax).

3.4 Waterfall Selection Operation

The waterfall selection is designed to select a good parent or a good offspring
with priority-based in multi-objectives optimization problem. The waterfall se-
lection is divided into two procedures. First is called the waterfall tounament
procedure. Algorithm 2 describes the pseudo code of the waterfall tournament
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input : Population (Q)
output: Parent individual (p)

1 parameter: i =number of sensing nodes station;

2 jth=number of objectives priority;
3 n =total number of sensing node station;
4 r1, r2 ← random selection from Q;
5 j ← 1; // Begin at First Priority

6 while p isNull do
7 for i ← 1 to n do
8 w1 ← PriorityValue(i, j, r1);
9 w2 ← PriorityValue(i, j, r2);

10 i++;

11 end
12 p = DominationRanking(w1 , w2);
13 j++;

14 end

Algorithm 2. Waterfall Tounament Procedure

procedure. The input for this procedure is a population(Q). Two individu-
als (r1, r2) are selected by random technique from a population(Q). In each
priority(j), the objective values(fitness value)(w1, w2) is calculated from each
individual(r1, r2) by operator PriorityValue(). Then, a domination ranking
operator (DominationRanking()) selects the winner (the highest fitness value).
A domination ranking technique is described in [5]. The winner is become a par-
ent in Algorithm 1. Second is called the waterfall selection procedure. The pseudo
code of the waterfall selection procedure is quite similar to the waterfall tourna-
ment. A little difference between the waterfall tournament and the waterfall se-
lection procedure is adding crowding distance procedure(CrowdingDistance())
after line number 12 in Algorithm 2. The crowding distance procedure is used
for select the best individual in the same rank. The crowding distance procedure
is described in [5].

4 Simulation Evaluation

This section shows simulation configurations and a set of simulation results to
evaluate how waterfall selection contributes to search for appropriate node po-
sition that optimize the three objectives and three priority numbers of priority-
based problem.

4.1 Simulation Configurations

The waterfall selection simulations were carried out on the modified jMetal[6].
The WSN simulator has been implemented and use the Gradient-based routing
protocol(GBR)[12] as a WSN routing protocol. The simulator is combined with
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battery energy consumption of wireless sensor nodes and the media loss [13] in
this simulation is set to be 5%. The sensing node station generate sensing data
one packet per second.

The waterfall selection enter a group of individuals to the WSN simulation.
Each individual compounds with a set of sensor node positions (x,y) . Then, the
WSN simulator performs the WSN operations and returns the network lifetime,
the data transmission success rate and the moving cost value to the jMetal. The
simulation terminates its evolutionary optimization process when the number of
the generations reaches its maximum predefined value.

It is assumed that the simulated wireless sensor network is initial randomly
deployed sensor nodes in disaster risk area. The simulated wireless sensor net-
work consists of 29 nodes in maximum. Sensor nodes are placed to the disaster
area size 100 × 100 m2. The physical properties of each wireless sensor node
shows as Table 2, the priority table of the sensing node stations show as Table 1
and the simulation configurations in EA (waterfall selection and NSGA-II used
the same config) show as Table 3

Table 2. Sensor Node Types

Type # Communication Range Sensing Range

BS 1 50(m) -
Sensor Node Station 3 25(m) 10(m)
Intermediate Node 25 25(m) -

Table 3. The EA Simulation Configurations

Configuration EA

# number of independent runs 16
µ 100

gmax 2,000
mutation rate 1/n
crossover rate 0.9

degree of SBX crossover 20
degree of polynomial mutation 20

4.2 Simulation Results

The simulation results are discussed in this section. The results from 16 indepen-
dent runs of waterfall selection and NSGA-II are selected and compared in three
metrics 1) The solution at last generations for all priority number of objectives
2) C-metric which compared the obtained solutions of the algorithms, 3) The
comparison of optimal solutions from each algorithm.

In jMetal[6], the default objectives is set to find minimum value. Thus, this
research have to adjust the NT and the SC objectives. The NT and the SC
objectives are re-formulated to 100 − NT and 1/SC respectively. Thus, if any
algorithm which can find near the minimum value is better than the others.
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Fig. 3. Waterfall Selection versus NSGA-II in priority number 1 and 2

Fig 3 and Fig 4, the solutions from waterfall selection is near minimum value
(the bottom right conner is a minimum value) than the solutions from NSGA-II
for all priority number.

Table 4. C-metric

Priority Number C(Waterfall,NSGA-II) C(NSGA-II,Waterfall)

1 0.98 0.00

2 0.47 0.00

3 0.78 0.00

C-metric [14] represents how the individuals of an algorithm outperform the
individuals of the other algorithm. Table 4 shows the C(Waterfall,NSGA-II)
and C(NSGA-II,Waterfall) at generation 2,000. The result shows that at final
generation C(Waterfall,NSGA-II) is greater than C(NSGA-II,Waterfall) for all
priority number of objectives. This result means that the solutions from Wa-
terfall dominate 98% of solutions from NSGA-II in priority number 1, 47% in
priority number 2, 78% in priority number 3, and the solutions from NSGA-II
cannot dominate any solutions of Waterfall in all priority number of objectives.
Thus, the combination of genetic operations in Waterfall contribute to better
solutions compared to the NSGA-II algorithm.

Table 4.2 shows average number of percentage which solutions from waterfall
selection are superior than the solutions from NSGA-II and prioritized for all
objectives. The priority number is the same as Table 1. The first order priority
of sensor node station(T1) is a NT. The solutions from waterfall selection can
increase the NT to 52.8% from initial random deployment while the solutions
from NSGA-II can increase the NT only 9.3%. The second order of sensor node
station(T1) is a SC. The waterfall selection can increase to 11.2% but the NSGA-
II is decrease -6.5%. In sensor node station(T1), the first order(NT) is increased
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Fig. 4. Waterfall Selection versus NSGA-II in priority number 3

Table 5. Comparison of priorities

T1 T2 T3

Initial NSGA-II waterfall Initial NSGA-II waterfall Initial NSGA-II waterfall

P1
NT NT % NT % SC SC % SC % MC MC % MC %
57 62.3 9.3 87.1 52.8 0.65 0.52 -20 0.75 15.3 0 503.8 - 18.3 -

P2
SC SC % SC % MC MC % MC % SC SC % SC %
0.62 0.58 -6.5 0.69 11.2 0 503.8 - 18.3 - 0.46 0.48 4.3 0.70 52.1

P3
MC MC % MC % NT NT % NT % NT NT % NT %
0 503.8 - 18.3 - 58 51.1 -11.9 65.9 13.6 58 57.5 -0.8 59.9 3.32

Note: T is a sensor nodes station, P is a priority number

up to 52.8% and the second order is increased up to 11.2%. This is ordered
by priority number. It can be seen that the waterfall selection emphasize in
order number of priority. Similarly with the sensor node stations(T2, T3), the
waterfall selection can improve not only each of objectives versus initial random
deployment but also achieve prioritized objective.

Fig 5 shows how the redeployment process improves the objectives of WSN.
Fig 1 represents the initial nodes’ positions from the random deployment pro-
cess. Fig 5(left) represents one of the solutions after 2,000 generation evolution of
NSGA-II and Fig 5(right) represents one of the solutions after 2,000 generation
evolution of waterfall selection. Obviously, in Fig 5(right), there are more date
transmission routes than that of the initial deployment and solution from NSGA-
II. Since the data transmission load is distributed among the sensor nodes, the
network lifetime of WSN is increased. Also, the data transmission rate is en-
larged. However, only a few of the sensor nodes are moved to the new locations,
which means the moving cost is small.
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Fig. 5. An Example Solution from NSGA-II (Left) versus Waterfall Selection(Right)

5 Related Work

In [9], this paper investigates the proposed evolutionary algorithm to find appro-
priate sets of node locations for wireless sensor node redeployment. Simulation
results show that the genetic operators in FBEA work properly and are able to
find an appropriate set of node locations while handle the moving cost and data
transmission success rate. The number of individuals that violate the constraints
reduce faster than NSGA-II does. However, sensing node station in this research
has only one station and does not take into account in prioritized multi-objective
optimization problem.

6 Conclusion

This research investigates the proposed a novel waterfall selection operation in
the evolutionary algorithm to find appropriate sets of node positions for priori-
tized multi-objective optimization problem. This selection mechanism selects a
good offspring and evolve them via genetic operator in evolutionary algorithm.
Simulation results show that the waterfall selection work properly and are able
to find an appropriate set of node positions while corresponds with maximum the
network lifetime, minimum the moving cost and maximum the data transmission
success rate. The solutions from waterfall selection outperforms NSGA-II in all
priority number of objectives while waterfall selection and NSGA-II take on the
same execution time.
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Abstract. Ancient coins classification has attracted increasing attention for the 
benefits which it brings to numismatic community. However, high between-
class similarity and, in the meantime, high within-class variability make the 
problem a particular challenge. This issue highlights the importance of 
extracting discriminative features for ancient coins classification. Therefore, in 
this paper, the capability of statistical feature fusion was examined. First, a 
representation of the coin image based on the phase of the 2-D Fourier 
transform of the image is using so that the adverse effect of illumination was 
eliminated. The phase of the Fourier transform preserves the locations of the 
edges of a given coin image. The problem of unwrapping is avoided by 
considering two functions of the phase spectrum rather than the phase directly. 
Then, BDPCA approach which can reduce the dimension of the phase spectrum 
in both column and row directions is used and an entry-wise matrix norm 
calculates the distance between two feature matrices so as to classify coins. 
Extensive experiments are conducted on a database of Sassanian coins in order 
to compare the performance of proposed method with the other feature 
extraction method which are used in other works. The results show the 
proposed method is promising. 

Keywords: Ancient coins classification, BDPCA, Cultural Heritage, Entry-
wise matrix norm, phase representation. 

1 Introduction 

Nowadays, applications of machine vision can be found in every aspect of life [12-
16]. Ancient coins classification is one of the most important activities in the fields of 
cultural heritage and numismatics which can be benefited by machine vision, pattern 
recognition and other related fields. More precisely, an accurate automated coins clas-
sification system significantly improves the classification accuracy, speeds the  
process, and reduces the processing time. In addition, such a system can be used for 
classifying and documenting large collections of unclassified coins which are being 
kept in the museums. Furthermore, illegal trade of stolen coins can be detected and 
prevented as the great majority of them are being sold through the Internet and, there-
fore, manual tracking of the trade is almost impossible. 
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For instance, Huber et al. [5] utilize Eigen analysis in order to construct a discrimina-
tive model which has the capability of classifying coins from their diameter and 
thickness. Another identification system for matching EURO coins is presented by 
Khashman et al. [6] in which a neural network is trained with images relate to the 
both side of EURO in different rotated positions. In [7], angular and distance infor-
mation of coin’s edge image are encoded in histograms; then, a 3-nearest neighbor 
approach is utilized on two sides of the coin to construct a classification pilot so-
called COIN-O-MATIC.  

In this paper, we explored the effectiveness of the dimensional reduction approach 
in a phase of the 2-D Fourier transform representation of the coin image. Bi-
Directional Principal Component Analysis (BDPCA) approach [8] is used because its 
power in reducing the dimension of the phase spectrum in both column and row direc-
tions. Finally, entry-wise matrix norm calculates the distance between two feature 
matrices so as to classify coins. In order to compare the features comprehensively, 
extensive experiments are conducted on a database of Sasanian coins. The experi-
ments include performance of each group while considering obverse and reverse sides 
of coins, and capability of each one in making distinction between samples of each 
class and other classes. 

The organization of this paper is as follows. Section 2 briefly describes the pro-
posed method. Experimental results are illustrated in Section 3. Finally, in section 4, 
results are discussed and a conclusion is drawn. 

2 Proposed Method 

Feature extraction is a key step in any pattern recognition problem. In particular, per-
formance of a method is directly dependent on how discriminative the extracted fea-
tures are. An appropriate feature extraction method has to minimize the overlap or 
similarity between classes while maximizing the similarity within each class. This is a 
particular challenge especially in cases in which the nature of the problem itself leads 
to a large overlap between classes like ancient coins classification as foreshadowed. 
Therefore, exploring discriminative feature extraction methods for the purpose of 
ancient coins classification is of great importance. 

2.1 Preprocessing and Region Extraction 

The areas of the coins under study have to be extracted from cluttered background 
images. In fact, backgrounds of images under this study have been cluttered with 
some 4-digit numbers, as is shown in Fig.1, indicating the coins’ record IDs. These 
numbers have to be removed from the backgrounds as they can introduce correlation 
and similarities between images and therefore will affect the classification rate. To do 
this, Sobel operator is firstly applied to create a binary gradient mask which repre-
sents lines of high contrast; i.e. edges; in the image. This mask is later enhanced by 
being dilated as well as filling holes and removing small undesired objects. Finally, 
the binary mask is applied to the image and the coin’s region is extracted. This pro-
cess is illustrated in Fig. 2. 
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an entry-wise matrix distance metric is used to calculate the distance of two feature 
matrices. BDPCA directly extracts feature matrix Y from image matrix D by, 

 ܻ = ௖ܹ௢௟் ܦ ௥ܹ௢௪  (4) 

where ௥ܹ௢௪ and ௥ܹ௢௪ are the column and row projectors. In order to calculate these 
projectors, given a training set {D1, ..., DN} where N is the number of samples and 
each sample is m×n, we must first define total scatter matrix for rows and columns of 
the data matrix as follows: 

 ௧ܵ௥௢௪ = ଵே௠ ∑ ௜ܦ) − ഥ)்ே௜ୀଵܦ ௜ܦ) − (ഥܦ (5) 

 ௧ܵ௖௢௟ = ଵே௡ ∑ ௜ܦ) − ௜ܦ)(ഥܦ − ഥ)்ே௜ୀଵܦ (6) 

where ܦഥ is the mean matrix of all training images. We choose the row and columns 
eigenvectors corresponding to the first krow and kcol largest eigenvalues of ௧ܵ௥௢௪ and ௧ܵ௖௢௟ to construct the row (Wrow) and column (Wcol) projectors, respectively. Finally we 
use Eq. 4 to extract feature matrix Y from image D. BDPCA just produces a feature 
matrix, with which doing a classification task needs to define a matrix distance. 
Therefore, we use a sort of entry-wise matrix norm so as to increase the recognition 
rate. This distance is defined as follows and its efficiency is subjected to several ex-
periments: 

,ܣ)݀  (ܤ =  ቆ∑ ൫∑ ൫ܽ௜௝ − ܾ௜௝൯௣௞೎೚೗௜ୀଵ ൯௤ ௣ൗ௞ೝ೚ೢ௝ୀଵ ቇଵ ௤ൗ
(7) 

It is worth mentioning ܣ = (ܽ௜௝)௞೎೚೗×௞ೝ೚ೢ  and ܤ = (ܾ௜௝)௞೎೚೗×௞ೝ೚ೢare two feature 
matrixes. A matrix norm on ℝ௞೎೚೗×௞ೝ೚ೢ  is a function ݂: ℝ௞೎೚೗×௞ೝ೚ೢ → ℝ with the fol-
lowing properties [6]: 

(ܣ)݂ .1 ≥ 0, ܣ ∈  ℝ௞೎೚೗×௞ೝ೚ೢ(݂(ܣ) = 0 ⇔ ܣ = 0)  
ܣ)݂ .2 + (ܤ ≤ (ܣ)݂ + ,(ܤ)݂ ,ܣ ܤ ∈  ℝ௞೎೚೗×௞ೝ೚ೢ  
(ܣߙ)݂ .3 ≤ ,(ܣ)݂|ߙ| ߙ ∈ ℝ, ܣ ∈  ℝ௞೎೚೗×௞ೝ೚ೢ  

Theorem 1: ԡݔԡ௣ = (∑ ௜|௣௜ݔ| )ଵ ௣ൗ is a vector norm. The proof is discussed in [6]. 

Theorem 2: The ԡܣԡ௣,௤ =  ቆ∑ ൫∑ ൫หܽ௜௝ห൯௣௞೎೚೗௜ୀଵ ൯௤ ௣ൗ௞ೝ೚ೢ௝ୀଵ ቇଵ ௤ൗ
function is a matrix norm. 

Proof: It can be easily shown that 

─ ||A||p, q ≥ 0, 
─ ||A||p, q = 0  A = 0, 
─ ||αA||p, q = |α|.||A||p, q. 
Now, we prove ||A+B||p, q ≤ ||A||p, q + ||B||p, q.  

ԡܣ + ԡ௣,௤ܤ =  ൮ ෍ ቌ෍൫ܽ௜௝ + ܾ௜௝൯௣௞೎೚೗
௜ୀଵ ቍ௤ ௣ൗ௞ೝ೚ೢ

௝ୀଵ ൲ଵ ௤ൗ ≤ ቌ ෍ ቀฮܽ(௝)ฮ௣ + ฮܾ(௝)ฮ௣ቁ௤௞ೝ೚ೢ
௝ୀଵ ቍଵ ௤ൗ
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where ܽ(௝) and ܾ(௝) denote the jth column vectors of A and B, respectively. From The-

orem 1, we know ቀ∑ ቀฮܽ(௝)ฮ௣ቁ௤௞ೝ೚ೢ௝ୀଵ ቁଵ ௤ൗ
and ቀ∑ ቀฮܾ(௝)ฮ௣ቁ௤௞ೝ೚ೢ௝ୀଵ ቁଵ ௤ൗ

are vector norms 

for a and b, respectively. Therefore, the following property is reasonable: 
 

ቌ ෍ ቀฮܽ(௝)ฮ௣ + ฮܾ(௝)ฮ௣ቁ௤௞ೝ೚ೢ
௝ୀଵ ቍଵ ௤ൗ ≤ ቌ ෍ ቀฮܽ(௝)ฮ௣ቁ௤௞ೝ೚ೢ

௝ୀଵ ቍଵ ௤ൗ + ቌ ෍ ቀฮܾ(௝)ฮ௣ቁ௤௞ೝ೚ೢ
௝ୀଵ ቍଵ ௤ൗ

 

=   ൮ ෍ ቌ෍൫ܽ௜௝൯௣௞೎೚೗
௜ୀଵ ቍ௤ ௣ൗ௞ೝ೚ೢ

௝ୀଵ ൲ଵ ௤ൗ +  ൮ ෍ ቌ෍൫ܾ௜௝൯௣௞೎೚೗
௜ୀଵ ቍ௤ ௣ൗ௞ೝ೚ೢ

௝ୀଵ ൲ଵ ௤ൗ = ԡܣԡ௣,௤ + ԡܤԡ௣,௤  

 
Consequently, ||A||p, q is a matrix norm and can be used to find out an input image 

belongs to which class.  

2.4 Eigenanalysis Using Fourier Phase 

We only used the non-redundant coefficients (the shaded region in Fig. 4) of the co-
sine and sine functions of the phase spectrum in the Eigenanalysis. Let શ௖ ∈ ℝே×௠ =ሾ߰ଵ௖, … , ߰௠௖ ሿ and શ௦ ∈ ℝே×௠ = ሾ߰ଵ௦, … , ߰௠௦ ሿbe the eigenvectors corresponding to the 
m, where m = min{krow, kcol}, largest eigenvalues derived from Wrow and Wrow of the 
given training images, respectively. Here, N = (row × col/2) + 2. The eigenvectors are 
used to represent the image approximately in cosine and sine domain with respect to 
Eq. 4. These new representations are used for matching in a coin recognition task. The 
effect of noise is reduced as only the first m (m ≤ N) coefficients are considered for 
matching. The proposed representations have another advantage in the context of 
Eigenanalysis, as the size of resulting scatter matrixes is approximately one fourth as 
compared to the scatter matrixes [(row × col) × (row × col)] obtained using gray level 
values of the coin images. Thus, the estimation of the eigenvectors may be more accu-
rate for same number of training images. 

3 Experiments 

This section describes experiments with the proposed method. The extracted cosine and 
sine features are investigated in the Bi-Directional PCA algorithm so as to find the right 
classes. In addition, the classification rate of the system is compared with classification 
rates obtained from applying different feature extraction and classification methods. It is 
worth mentioning that in these experiments, both sides of coins were considered. 

3.1 Database 

The experiments are conducted on a database with 570 coins images in JPEG format 
with resolution 1014×1014 pixels. The images are equally distributed in three classes. In 
other words, there are 95 coins, i.e. 190 images, in each class. Each class corresponds to a 



82 S.-S. Parsa, M. Rastg

Sasanian king namely, Khos
allocated to training set and
sample coin images of each 
 

Fig. 5. Database samples. Obv
IV. 

3.2 Significance of DFT

The spacing of the edges w
of the Fourier transform. A
to events/edges separated b
for events/edges separated 
cients can be seen in the ph

Matching true class coin
ages can be improved by re
advantage because noise a
Experiments were conducte
both the axes of the Xc[k1, k
image. Only non-redundan
performance is improved by

In general the performan
mance reaches a maximum
moving some high frequen
from 79.31% to 87.35% us
and decreasing the size of 
p1= 0.25.  

Performance comparison
that the proposed method pe

garpour, and M.M. Dehshibi 

srow I, Khosrow II and Hormizd IV. Two third of the data
d the remaining part is considered as test set. Fig. 5 dep
class in the database. 

 

verse and reverses of (a) Khosrow I; (b) Khosrow II; (c) Horm

T Coefficients and BDPCA Features 

will be inversely proportional to the frequency in the ph
As a result, the low frequency DFT coefficients correspo
by large spacing, and the high frequency DFT coefficie
by small spacing. The effect of the different DFT coe
ase-only synthesis of the image. 

n images having some variation with respect to training 
emoving some high frequency DFT coefficients. This is
and events with small spacing are given less importan
ed by considering only the first k DFT coefficients alo
k2] and Xs [k1, k2] representations of the given training c

nt coefficients are used for Eigenanalysis. The recognit
y removing some high frequency DFT coefficients. 
nce increases with m, but after some value of m the perf
m value. The performance can be improved further by 
ncy DFT coefficients. In fact the performance impro
sing k 128 for choosing the number of DFT coefficie
feature vector to krow = 4, kcol = 18, and setting p1=2 

n with other methods is given in Table 1. The results sh
erforms better than the existing methods.  

a are 
picts 

mozd 

hase 
ond 
ents 
effi-

im-
s an 
nce. 
ong 
coin 
tion 

for-
re-

oves 
ents 
and 

how 



 Statistical Feature Fusion for Sassanian Coin Classification 83 

Table 1. Average recognition rate in % 

Methods Set of reference coin images 
 Khosrow I Khosrow I Hormozd IV 

Principal Component Analysis (PCA) 68.96 82.75 44.82 
2D PCA 79.31 82.75 65.51 
Bi-Directional PCA 79.31 93.10 86.20 
Indipent Component Analysis (ICA) 62.06 82.75 62.06 
Discrete Cosine Transform + SVM 79.31 93.10 65.51 
Wavelet + SVM 65.51 93.10 79.31 
Proposed 82.75 93.10 86.20 

4 Conclusion 

Ancient coins classification is one of the most important activities in the fields of 
cultural heritage and numismatics which can be benefited by machine vision, pattern 
recognition and other related fields. This paper presented an efficient ancient coins 
classification method. This method utilizes a representation of the coin image based 
on the phase of the 2-D Fourier Transform (FT) of the image so that the adverse effect 
of illumination was eliminated. The phase of the Fourier transform preserves the loca-
tions of the edges of a given coin image. The problem of unwrapping is avoided by 
considering two functions of the phase spectrum rather than the phase directly. Then, 
BDPCA approach which can reduce the dimension of the phase spectrum in both 
column and row directions is used and an entry-wise matrix norm calculates the dis-
tance between two feature matrices so as to classify coins. 

Effect of different number of FT as well as BDPCA coefficients was examined in 
order to find the best choice. The highest classification rate of 87.35 % was obtained 
with 128 DFT coefficients and 4×18 Eigenvectors where were extracted from row and 
column scatter matrixes, respectively. In addition, we have compared performance of 
the system with 6 other cases. It was observed in the course of experiment that the 
proposed method outperformed others in spite of the smaller feature vector. 
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Abstract. Although there have been a few approaches to achieve the
goal of fault tolerance by diversifying redundancy of the individual net-
works that make up a neural network ensemble, some of which include
ensembles of neural networks of different sizes, and ensembles of different
models of neural networks such as Radial Basis Function Networks and
Multilayer Perceptron, there is yet to be an empirical study on hybrid
neural networks that makes use of a diverse set of transfer functions,
which we would expect to be able to exhibit diverse network architec-
tures, and thus possibly more diverse error patterns. In this paper, we
present an approach that uses transfer function diversity to achieve sig-
nificant results on ensembles. The results show that even with relatively
small networks having 5 hidden nodes, and a relatively small ensemble
size of just 10 members, the ensemble is able to get competitive re-
sults on the Iris data set. It also capable of obtaining competitive results
with 20 ensemble members of relatively small networks on other popular
data sets such as the Diabetes, Sonar, Hepatitis, and Australian Credit
Card problems. In addition to that, it is shown that these results can
be achieved with a simple sorting and selection of the Top N solutions
of the population, in contrast to other methods of selecting ensemble
members that can be computationally expensive, such as selection of the
Pareto-front, or hill climbing methods of selection.

Keywords: Hybrid Neural Networks, Artificial Neural Networks, Trans-
fer function Optimization, Pattern Recognition.

1 Introduction

Fault tolerance through redundancy is a concept that is used in many fields, for
example in software engineering where one of the methods for achieving relia-
bility is through redundant diverse implementations[19]. The aim is to minimize
the failure of a system by combining several redundant, but diverse components
designed for a single task in such a way that they are unlikely to all fail at
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once. This concept has also gained interest in the field of Artificial Neural Net-
works as Ensembles of Artificial Neural networks, where Neural Networks have
diverse designs resulting in an improved generalization ability when combined.
The research findings from earlier studies [6,19,14,20,10,15,18] show that neural
networks combined as ensembles exhibit an improved generalization ability pro-
vided there is diversity in the bias of its members. In other words, if there are
differences in the limitations of the learners, then an ensemble of such learners
should result in increased learning accuracy. In addition to these empirical find-
ings, it is also proven [6] that the error of an ensemble is guaranteed to be the
same or better than the average error of its components.

The importance of diversity in ensembles is quite intuitive. If the individual
solutions in an ensemble were all identical, the performance of the ensemble
would not differ from any of the members of the ensemble. However, if all the
members of the ensemble were different from each other such that the decision
boundaries that they project onto the input-space are varied yet accurate, then
one can expect that the averaged decision boundary of the learners is likely to be
significantly more accurate, or at the very least the same. The significance also
depends on some other factors such as the method used to combine the outputs
of the members, the number of members in the ensemble, and the accuracy of
the members in the ensemble.

Generally, most of the promising methods for creating diversity in ensem-
bles could be categorized into three according to their area of focus [6]: data
set, model, and training algorithm. In the first case, some approaches found in
the literature use re-sampling and pattern distortion methods to achieve some
variations in the training data set. These variations then implicitly cause be-
havioral differences in members of the ensemble. Popular re-sampling methods
include bagging and boosting. In bagging, random samples of the data set are
used to train each member. Boosting is similar to bagging, however it considers
the distribution of the subsets while sampling. Another method used by some
studies that was highlighted by Brown et. al. [6] is to re-sample the features
of each pattern in the training data set. On the other hand, distortion meth-
ods used include the addition of Gaussian noise, or non-linear transformations
of the training patterns in the data set. One of the non-linear transformation
approaches found [6,19] to be effective was to stimulate a randomly generated
neural network with the training pattern and then use its output as the distorted
pattern. Gaussian noise was also found to be helpful [6,19]. In the case of diversity
creation methods focusing on models [6], some methods use a mixture of models.
The most popular includes the use of homogeneous models with varied parame-
ters [6], such as neural networks of different sizes within the ensemble, or neural
networks with different types of architectures such as Multilayer Perceptrons
and Radial Basis Function networks [6]. Other methods [6] use heterogeneous
models such as the use of decision trees and neural network within an ensemble.
In the final category are methods which focus on the training algorithm, some of
which include the use of different training algorithms [19], and the introduction
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of an additional term in the objective function [15,18], such as in neural network
ensembles trained by evolutionary algorithms [6].

There are some areas that have been deficient with regards to experiments.
One such area is the topic of model diversification approaches for neural network
ensembles. Intuitively, it makes sense that if we are aiming for error diversity
within our neural network ensemble, an equally likely approach to the others
that could yield significant diversity is an approach that is explicit. By explicit,
we mean an approach that takes a direct method, such as the combination of
diverse architectural models of neural networks. According to our knowledge,
there has yet to be experiments with ensembles using hybrid artificial neural
networks implementing a diverse transfer functions set; which we would expect
to increase error diversity in ensembles. This was also highlighted in the thorough
survey of ensembles by Brown [6]. The only partially related work done so far
was by Partridge who used pure models of Multilayer Perceptron’s (MLP) and
Radial Basis Functions (RBF) in an ensemble to achieve diversity. However, even
that work was suggested to be a preliminary study by [6].

In this paper, we experiment with hybrid neural network ensembles imple-
menting a diverse transfer function set, also known as Neural Diversity Machine
Ensembles (NeuDiME). This is unlike other approaches found in the literature
which have used a mixture of pure models as reported by Brown et. al [6]. We
explore the performance of this approach in different circumstances; specifically,
we test it on popular pattern classification problems such as the Iris, Sonar,
Hepatitis, Diabetes, and the Australian credit card problem, which have been
used as benchmarks of choice in most literature. We also compare this approach
with other approaches found in the literature, and also analyze two accurate yet
different strategies evolved for some of the problems (i.e. diabetes and Iris).

The contributions of this paper are as follows: firstly, the paper presents the
application of hybrid neural networks in ensembles and provides a study on
some of the effects of transfer function diversity in neural network ensembles.
Secondly, it shows that this neural network framework is able to develop different
strategies for a problem that can be used in ensembles without explicit diversity
maintenance that can be expensive, such as selection of the Pareto front for use
as ensembles, or fitness sharing. It also shows that this approach can evolve a
relatively smaller ensemble of compact networks that has a competitive perfor-
mance. Finally, it shows how neural diversity can result in diverse classifiers by
analyzing two computational strategies evolved for the diabetes problem.

It should be noted that the term “weight function” is used interchangeably
with the term “input combination function”and activation function. Likewise,
the term, “node function” is used interchangeably with the term “output func-
tion”. Additionally, the term “node” is used interchangeably with the term “neu-
ron” and “unit”.
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2 Neural Diversity Machines

In this section, the Neural Diversity Machines approach proposed by Maul [16] is
explained, starting from transfer function diversity - the core of the framework,
then followed by weight and architectural evolution.

2.1 Transfer Function Diversity

A transfer function of a neural network is composed of the input combination
function and an output function; the input combination function computes the
input values being transferred into a neuron by other neurons in the network
connected to it using weighted connections, while the output function can be
considered as a mathematical model of its biological counterpart, which deter-
mines the output value of the neuron.

Traditional and well established Artificial Neural Networks such as Radial
Basis Functions (RBF) and Multilayer Perceptrons (MLP) use predetermined
transfer functions for the nodes of each layer as part of their distinct architec-
tural properties. Often, the nodes of each layer are homogeneous in their trans-
fer function. A Radial Basis Function uses a combination of a distance-based
input combination function (e.g. Euclidean distance) and a radial basis output
function, which is typically a Gaussian, Multiquadratic, thin-plate-spline, or in-
verse Multiquadratic. In the case of a Multilayer Perceptron, its typically an
inner-product input combination function accompanied with a sigmoid output
function. Though it’s proven that both RBF networks (RBFN) and Multilayer
Perceptrons are able to approximate any function, provided that the complexity
of the network’s model is matched with the complexity of the problem [4,8],
it’s not proven that the model will be optimal or practical. By optimal, we are
specifically emphasizing the use of a minimal number of hidden units to learn a
problem.

There is no one-size-fits-all in the choice of transfer functions [9,13,16]. A
certain problem might be more suited for an MLP unit, whereas another may
require RBF units. Thus, there is a need for adapting the choice of transfer
function.

Several studies have approached this problem using hybrid models [16,9,13]
which implement different basis functions, either as a single hybrid layer, or as
several pure layers and have been found to perform better than their canonical
models (i.e. RBF or MLP).

This work differs because it is particularly motivated from the biological stand-
point of the benefits of neural diversity found in biological neural networks,
which includes increased representational capacity that contributes significantly
to their efficiency [5]. This was replicated by having different classes of functions
in the transfer functions pool, such as radial-basis units, projection-basis units
and higher-order units. However, due to the flexibility allowed in the combination
of activation and output functions during optimization, other unconventional
transfer functions were also evolved.
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Table 1. List of some input combination and output functions used by Neural Diversity
Machines and their visualization color codes

Input Combination Functions Color Code

Inner-Product (api =
∑n

i=0 wiii + wbias) Red Solid Edge
Higher-Order Product (api =

∏n
i=0 cwi ∗ ii) Yellow Solid Edge

Higher-Order Subtractive (api =
∑n

i=1 |x0 − xi|) Yellow Dashed Edge

Euclidean Distance (api =
√∑n

i=0 (wi − ii)
2) Magenta Dashed Edge

Standard Deviation (api = stdDev(wiii, wi+1ii+1...wnin)) Blue Solid Edge
Min (api = min(wiii, wi+1ii+1...wnin)) Gray Dashed Edge
Max (api = max(wiii, wi+1ii+1...wnin)) Black Dashed Edge

Table 2. List of Output functions for Neural Diversity Machines and their visualization
color codes

Output functions Color Codes

Linear (Oi = α ∗ api) Yellow Node Outline

Hyperbolic tangent (Oi =
1−e−α∗api

1+e−α∗api
) Cyan Node Outline

Sigmoid (Oi =
c

1+e−α∗api
) Red Node Outline

Gaussian (Oi = e
−(ap)2

width ) Blue Node Outline

Gaussian II (Oi = e
−(ap)2

width if Oi > θ then Oi = 1.0 ) Dark-Blue Node Outline

3 Neural Diversity Machine Ensembles (NeuDiME)

Neural Diversity Machine Ensembles is an ensemble made up of Neural Net-
works that conforms to the framework of Neural Diversity Machines [16]. It uses
a set of diverse input combination functions (see input combination set in ta-
ble 1) and output functions (see output function set in table 2) which enables
the optimization algorithm to find near optimal transfer functions for each node
from the transfer function set, thus increasing the likelihood of having accurate
ensemble members. In addition to that, the diverse transfer function set should
result in relatively more diverse computational strategies [6] for a problem as
compared to an approach using pure models. Subsequently, this is expected to
result in the desired balance between bias and variance. After all, it is intuitive
that an ensemble made up of different yet accurate models will likely yield more
useful diversity. By useful, we are referring to the diversity that results in sig-
nificant improvements in the generalization ability of the ensemble. This differs
from other approaches which have attempted the use of neural networks of dif-
ferent sizes within an ensemble or a mixture of pure models [6]. The stages for
the optimization algorithm are as follows:

1. Solutions (of various hidden node sizes) are created.
2. Solutions are evaluated.
3. Differential Evolution is applied.
4. Other Evolutionary Operators are applied (i.e. Mutation and Cross-over).
5. Finally, ensemble members are selected from the population.
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6. Ensemble is evaluated.
7. Weak solutions are eliminated.
8. Stopping condition is checked.
9. If the stopping condition is met, the ensemble is evaluated on the test set

and the error is used as its generalization performance.

3.1 Ensemble Member Selection

In this study, we use the Top N solutions for convenience. It lacks the relatively
higher computational cost of other selection methods such as the use of the
Pareto-front [2], or selection of members using a hill climbing approach while
maintaining diversity with fitness sharing [7,12]. In addition to that, it’s rela-
tively simple and has been used in later works by Opitz & Shavlik [17].

The method of selection selects the Top N solutions from the population after
sorting by fitness, where N is the desired size of the ensemble. The sorting prior
to selection helps in improving the chances of picking the N solutions with the
most generalization ability.

However, this selection method assumes there is already diversity in the pop-
ulation such that the top N solutions are diverse after sorting by accuracy. In
the case of NeuDiME, there is already diversity introduced by using a diverse
set of transfer function combinations to pick from for all the neural networks. In
addition to that, there is also the added diversity of neural networks of different
sizes.

4 Experiments

In this section of the report, we present the benchmarks, performance measures,
and finally the experimental setup.

4.1 Experimental Setup

The benchmarks used consisted of some problems commonly used in the en-
semble literature: Iris, Sonar, Australian credit card, Hepatitis and Diabetes
retrieved from the machine learning repository [3]. In order to conform to the
common measure of generalization ability found in the literature [8,14,10], 10
fold cross-validation was used.

The optimization parameters for the Global Stochastic Optimization (GSO)
algorithm used to optimize the neural network ensembles is given as in Table 5.

5 Results and Discussion

In this section we present the results of the neural network ensembles, NeuDiME,
on the popular data sets and a comparison with various other methods that in-
clude: Memetic Pareto Artificial Neural Networks(MPANN), Cooperative Neu-
ral Network Ensemble(CNNE), Ensemble with Negative Correlation Learning
(EENCL), Diverse and Accurate Ensembles(DIVACE).
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Table 3. List of some of the benchmarks retrieved from the UCI Machine Learning
Repository[3]

Benchmarks Features Classes Examples

Iris 4 3 150

Sonar 60 2 208

Card (Australian) 51 2 690

Diabetes 8 2 768

Hepatitis 19 2 155

Table 4. Experimental setup for the data sets showing the maximum number of hidden
units allowed per ensemble member, the number of members in the ensemble and the
number of folds used for K-fold cross-validation

Benchmarks Max Hidden units Members(Ensemble) Folds (K-fold CV)

Iris 5 10 10

Sonar 5 10 10

Diabetes 5 20 10

Hepatitis 5 20 10

Card (Australian) 5 20 12

5.1 Performance on Some Popular Benchmarks

The results produced by the Neural Diversity Machine Ensemble were compet-
itive. It achieved the best performance in 3 out of 5 of the benchmarks when
compared with the 5 other methods. However, it did not perform as well in the
Australian Credit Card data set. This could be for a variety of reasons, which
include the relatively higher dimensionality of the Australian Credit Card Data
set (i.e input space being {x}51, and sample size being 690). Typically, prob-
lems of higher dimensionality in terms of their input space require relatively
complex solutions. As the dimensions of the problem increases, solutions have
to account for these new dimensions by making the decision of which tuple of
dimensions have more information gain over others, and form decision bound-
aries through these dimensions that separate the classes accurately. As one can
imagine, as the dimensionality increases, this problems gets consistently harder.
In the case of NeuDiME, its increased access to a wider variety of solutions can
be mixed news. The advantage is that it increases its chances of finding com-
putational strategies with creative hypotheses that describes the problem with
simplicity and usually better generalization [8][13]. The disadvantage is that this
can present more local minima. In the case of these results for the Australian
Credit card and Sonar, the dimensionality of the benchmarks played some role
in the slight performance difference; while the Card benchmark had 51 inputs,
the Sonar had 60. In addition to having relatively more local minima, one can
also expect that convergence might also be relatively slower as a result of the
increased computational capacity.
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Table 5. The optimization parameters used for the neuroevolution of the ensemble
members

Optimization Parameter(s) Value(s)

Max Iterations 100

Population size 30

Percent to eliminate 0.3

Min cost (elimination) 0.66

Min age (elimination) 3

Cross Over True

Probability of Cross Over 0.2

Differential Evolution (DE) Iterations 3

DE alpha 0.2

Gene range [-0.9, 0.9]

Probability of Mutation 0.2

Gaussian Mutation (Mean,Std) (0.0, 0.2)

Table 6. Comparison of test error with other learning methods - Results of MPANN,
EENCL, CNNE, DIVACE and Optiz and Shavlik as reported in their findings. In the
case of Opitz et. al the best results of the five techniques experimented with were used.
The Testing Error of EENCL was used as reported in [11]. As for MPANN, the best of
the three results as reported in [2], while results of CNNE and DIVACE were retrieved
as reported in [12,7], respectively.

Australian Credit Card Iris Sonar Diabetes Hepatitis

MPANN 0.135 - - 0.23 -

EENCL 0.138 - - 0.221 -

CNNE 0.092 - - 0.198 -

DIVACE 0.138 - - 0.226 -

Opitz & Maclin [17] 0.137 0.039 0.129 0.233 0.178

NeuDiME 0.221 0.027 0.181 0.174 0.115

5.2 Interesting Computational Strategies Evolved for Prediction

In this subsection of the results and discussion, we present statistics of transfer
function use for some of the data sets used in the experiments. These include
the probabilities of combining the possible input combination functions with
the possible output functions in the fittest members of the ensemble, and the
associated error with each combination. In addition to that, we also reveal some
of the diverse strategies used by the members of the ensemble towards solving
the diabetes problem by looking at their choice of transfer function, connectivity
and weights.

Diabetes. The diabetes problem showed an emphasis on strategies that relied
on using standard deviation and output function such as the identity function,
and hyperbolic tangent. The least error was associated with the combination of
Euclidean distance and Gaussian II, which is essentially a variant of a radial
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Fig. 1. Results on the popular data sets of NeuDiME - Test error averaged over 10-fold
cross-validation,except in the case of Australian credit card problem which was set to
12-fold cross-validation for the sake of comparability with published results

basis function unit. Higher-order product combined with identity function also
showed a relatively lower associated error. However, considering these were some
of the least likely to be evolved for the problem, they should be expected to have
lower errors. The tables below present the statistics.

In the following discussion, we will present a study of two diverse strate-
gies evolved for NeuDiME on the diabetes problem. This reveals the ability of
NeuDiME to exhibit diverse neural computation strategies that are accurate.
One of the most accurate strategies evolved for the diabetes problem was a fully
connected network consisting of four hidden units, implementing the following
transfer functions found in Figure 2.

It seems that the range of the feature values (min and max) is somehow im-
portant in this strategy. This probably explains why min and max functions were
transferring information to the projection unit (i.e. the perceptron output unit).
In an effort to understand why this is essential for this strategy, we compared the
min and max of the raw data set: most of the time, the max value corresponds
to the 2nd feature of the data set, i.e. glucose concentration reading. While the
min value usually corresponded to either the 4th or the 5th feature, i.e. skin
fold thickness and serum insulin reading, respectively. Based on the connection
weights of these features to the hidden layers using min and max as a relay; the
4th feature (skin fold thickness) was given more weight as compared to the rest.
The 2nd feature (glucose concentration) and 5th feature (serum insulin reading)
were both given a medium weight, perhaps to normalize its values with the rest
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Table 7. Likelihood(%) of using combinations of input combination and output func-
tions for the Diabetes problem - The most likely combination was standard deviation
and identity, and standard deviation and hyperbolic tangent

Identity Sigmoid Gaussian Hyperbolic Tangent Gaussian II

Inner Product 0 0 0 3.57143 3.57143

Euclidean Distance 0 0 0 0.0 3.57143

Higher Order Product 3.57143 3.57143 0 0.0 3.57143

Higher Order Subtractive 0 0 0 0.0 7.14286

Standard Deviation 17.85714 0 0 14.28572 3.57143

Min 3.57143 7.14286 0 7.14286 0.0

Max 3.57143 7.14286 3.57143 3.57143 0.0

Table 8. Associated error of using combinations of input combination and output
functions for the Diabetes problem

Identity Sigmoid Gaussian Hyperbolic Tangent Gaussian II

Inner Product - - - 0.01709 0.01161

Euclidean Distance - - - - 0.00125

Higher Order Product 0.00210 0.00644 - - 0.01319

Higher Order Subtractive - - - - 0.02434

Standard Deviation 0.03476 - - 0.05334 0.00405

Min 0.01357 0.00539 - 0.01066 -

Max 0.00500 0.02989 0.02224 0.00543 -

of the features, as they usually have the highest values. The most important
feature relayed by these relay units based on their weights to them was age.

Interestingly, age and skin fold thickness are actually regarded as highly cor-
related to diabetes. The American Diabetes Association for example regards age
as one of the leading contributing factors that increases the risk of a person
having type-2 diabetes[1].

In general, this strategy seems to be taking advantage of the variety of input
combination function and output functions to extract important features using
unusual combinations of transfer functions such as the minimum feature value,
weighted variance of between features, proximity of the feature vector to the
centre of the RBF unit, and maximum feature value, and finally used these
features for training a simple perceptron in the output layer. In other words, its
using the hidden layer for feature selection, then taking advantage of the reduced
dimensionality to train a simple hyperbolic-tangent perceptron.

Another strategy evolved was a fully connected network with two hidden units
where one adopted a min input combination function and a sigmoid output
function, while the other adopted a standard deviation output function with
a hyperbolic tangent output function. The output unit differed from the other
strategy, consisting of a max input combination which has a winner-take-all
effect on the hidden nodes. Its hyperbolic tangent output function has another
norming effect.
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(a) (b)

Fig. 2. Visualizations of two models that evolved different strategies for the Diabetes
problem

Once again, this strategy uses the min input combination function, however in
this case, it is coupled with a sigmoid output function, which has a normalizing
effect on the output value - restricting it between 0.0 and 1.0. In addition to
that, in this case it seems to act as a threshold for the other hidden node using
the weighted variance. This is because of the choice of using max as the input
combination function by the output unit.

In general, the normalizing effect of the output functions of both hidden nodes
allows the hidden node using the min input combination to essentially resemble
the role of a bias node that is dependent on the features.

6 Conclusion

In conclusion, this paper has presented the application of hybrid neural networks
in the field of ensembles and has shown that neural diversity in an artificial neural
network framework is able to exhibit different computational strategies for a
problem that can be used in ensembles without the need of other explicit, and
usually computationally expensive diversity maintenance. This is shown by the
two different strategies for the diabetes problem. It has also been shown that this
approach can evolve relatively small ensembles of compact networks that have a
competitive performance. The limitations include the increased local minima, as
a result of the increased access to the search space. In addition, relatively slower
convergence is also a concern. However, considering the increased possibility
for gain of generalization and efficiency, it is arguable that these properties are
significant motivations for further research.
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Abstract. Activity Recognition (AR) research is growing and plays a major 
role in various fields. The approach of using wearable sensors for AR is well-
accepted, as it compensates the need to install cameras in image processing ap-
proach which can lead to privacy violation. Using wearable sensors can suffer 
from one disadvantage – sensor displacement. There have been a number of re-
search which studies sensor displacement problem. However, the conclusion 
cannot be made as which classifier is better than another in recognizing dis-
placement data, as the prior experiments were performed under different condi-
tions and focused on different parts of the body. This work aims to evaluate 
recognition performance of different algorithms – SVM, C4.5, and Naïve Bayes 
– on ideal-placement and displacement data on whole body activities, by adopt-
ing REALDISP dataset to make such evaluation. The accuracy of all algorithms 
on ideal placement data was above 90%, where SVM yielded the highest accu-
racy. Displacement data were tested against classification models constructed 
from ideal-placement data. The results shows that there was a dramatic drop in 
recognition performance. The accuracy of all algorithms on displacement data 
was between 50-60%, and C4.5 could handle displacement data the best. 

Keywords: Activity Recognition, Sensor Displacement, Naïve Bayes, SVM, 
C4.5. 

1 Introduction 

Activity Recognition (AR) is an active research area in recent years. It plays a major 
role in diverse applications. In pervasive healthcare, AR supports preventive or chron-
ic healthcare, cognitive assistance, and elderly monitoring [1, 2]. In security, AR sup-
ports the identification of terrorist actions and threats, or monitoring individual’s  
activities in security sensitive areas, such as hospitals, and banks [3]. On mobile de-
vices, AR supports user’s activities monitoring, and enabling screen rotation [4]. 

According to Ugulino et. al, there are two approaches commonly used for activity 
recognition: image processing and the use of wearable sensors [1]. Image processing 
approach does not require users to put an equipment on their bodies; however,  
this approach encounters some limitations, including the requirement to install camer-
as, and image quality which can be affected by environmental conditions, such as 
lighting [1]. The installation of cameras may controversially violate user’s privacy 
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[1]. The second approach for AR is the use of wearable sensors. This approach com-
pensates the limitations of image processing approach [1]. Even though this approach 
requires users to wear the equipment through a period of time, general public is more 
likely to accept it [1], as the equipment can be easily turned-off or removed [2]. 
Wearable sensors also offer real-time activity information for AR [2].  

Despite having many strengths, using wearable sensors for activity recognition can 
suffer from one major disadvantage – sensor displacement. The implementation of 
wearable sensors requires the equipment to be attached at predefined positions, and 
the classification model is built by assuming constant sensor positions [5]. However, 
this can hardly be maintained in real-life condition. As a result, the model may fail to 
classify the activities from the sensor data. Misclassification may lead to unwanted 
consequence; for instance, it could be very dangerous in elderly pervasive healthcare 
system if the classifier failed to recognize elderly falling. Displacement of sensors can 
be caused by either sensor loose fitting or displacing by the users themselves [5].  

There have been a number of research which studies the sensor displacement; some 
of them proposes heuristics to improve classifier’s robustness. The research may, 
however, focus on different parts of the body or a different set of activities. For in-
stance, Chavarriaga et. al [6] study the effects of sensor displacement and propose an 
unsupervised adaptive classifier to tackle the problem. The experiment in this study 
focused on three activity scenarios: HCI gestures, fitness, and daily living scenarios. 
The sensors were installed on an participant’s arm in HCI gesture scenario, on a leg in 
fitness scenario, and on both arms and the back in daily living scenario [6]. Kunze and 
Lukowicz investigate the effect of displacement on onbody activity recognition sys-
tems [7]. They presented a set of heuristics which increase the robustness of the 
recognition with the respect of sensor displacement [7]. In the experiment, they fo-
cused on locomotion activities (e.g. walking, running, walking up hill, biking, etc) 
and gym exercise activities (e.g. shoulder press, arm extension, arm curl, etc). The 
sensors were installed participant’s legs in locomotive activity experiment, and the 
sensors were installed on the arms in gym exercise experiment [7]. 

Regarding the previous studies, the conclusion cannot be made as which classifier 
is better than others for recognizing sensor displacement data, as the experiments 
were performed under different conditions and were focusing on different parts of the 
body or different sets of activities. In addition, none of the studies has explicitly de-
scribed performance degradation of the classifier on ideal-placement and displace-
ment data. Therefore, this current work aims to examine performance of three popular 
recognition algorithms – SVM, C4.5, and Naïve Bayes – on ideal-placement and dis-
placement data on whole body activities, by adopting REALDISP dataset to make 
such evaluation. The main objective is to evaluate which of the algorithms would 
outperform others on the displacement problem. 

2 Related Works  

2.1 REALDISP Dataset 

REALDISP (REAListic sensor DISPlacement) dataset lends itself as a benchmark 
dataset for activity recognition, whether in ideal, real-life, or extreme displacement 
conditions.  
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The dataset was collected to investigate the effects of sensor displacement in ac-
tivity recognition [8], which can be either caused by loose fitting of sensors or dis-
placement by users themselves. This dataset was created by Banos et. al [5, 9]. The 
dataset was built upon three scenarios: ideal-placement, self-placement, and induced-
displacement [8]. The dataset covers a wide range of physical activities and locations 
of wearable sensors [9]. 

Ideal-Placement data was generated when the sensors were positioned to prede-
fined locations by the instructor (i.e. research team). The data from ideal-placement 
can be considered as the training set for the recognition model [10]. Self-Placement 
data was induced when the users place the sensors on their body parts specified by the 
research team. Data from self-placement may slightly differ from the ideal-placement 
one; however, the difference is considered to be too trivial [10]. Induced-
Displacement occurred when the sensors were misplaced by rotations or translations 
with respect to the ideal setups. In REALDISP dataset, the induced-displacement data 
was generated by intentionally displacement of sensors by the research team [10].  

Activity data were collected from 17 subjects. Thirty-three physical activities were 
included in the dataset, as listed in table 1. 

Table 1. Activity Set 

# Activity # Activity # Activity 

1 Walking 12 Waist rotation 23 Shoulders high  

amplitude rotation 

2 Jogging 13 Waist bends 24 Shoulders low ampli-

tude rotation 

3 Running 14 Reach heels backwards 25 Arms inner rotation 

4 Jump Up 15 Lateral bend 26 Knees to the breast 

5 Jump Front & Back 16 Lateral bend arm up 27 Heels to the back side 

6 Jump Sideways 17 Repetitive forward stretching 28 Knees bending 

7 Jump legs/arms 

opened/closed 

18 Upper trunk and lower body 

opposite twist 

29 Knees bend forward 

8 Jump rope 19 Arms lateral elevation 30 Rotation on the knees 

9 Trunk twist (arms out-

stretched) 

20 Arms frontal elevation 31 Rowing 

10 Trunk twist   (elbows 

bended) 

21 Frontal hand claps 32 Elliptic bike 

11 Waist bends forward 22 Arms frontal crossing 33 Cycling  

 
The measurement of the whole body was measured in activities 1 – 3, 5 – 8, and 31 

– 33 [10]. Activities focused on trunk were measured in activity 9 – 18, upper extrem-
ities in 19 – 25, and lower extremities in activity 26 – 29 [10]. All activities were 
measured by 9 sensors; each of which measured four sensor modalities: acceleration, 
rate of turn (gyroscope), magnetic field, and orientation [9]. Each sensor provided tri-
directional measurements; except for orientation that was measured in quaternion 
format [10]. The sensors were installed on nine different parts of the subject’s body: 
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1) left calf, 2) left thigh, 3) right calf, 4) right thigh, 5) back, 6) left lower arm, 7) left 
upper arm, 8) right lower arm, and 9) right upper arm [9]. Altogether, this makes up 
117 attributes. 

2.2 Recognition Algorithms 

This section gives an overview of algorithms used for the comparison in this paper. 
The algorithms are selected based on the survey of activity recognition algorithms 
conducted by Ugulino et. al [1]. They are three algorithms which are commonly used 
for recognition tasks: SVM, C4.5, and Naïve Bayes. 

SVM 
SVM (Support Vector Machines) is a supervised learning algorithm used for binary 
classification of both linear and non-linear data [11]. When data are linearly separa-
ble, SVM would search for maximum marginal hyperplane, or a decision boundary 
that best separate the tuples of one class from another. Hyperplane with larger margin 
is expected to be more accurate in classification [11]. When data are not linearly sepa-
rable, SVM uses a nonlinear mapping to transform the original data into a higher di-
mension feature space. Then, SVM searches for a linear separating hyperplane in the 
new feature space [11].  

C4.5 
C4.5 is an algorithm for decision tree induction, presented in the year 1993 [12]. C4.5 
uses top-down approach to construct a classification model. It starts with all training 
tuples at the root node of the tree, then an attribute would be selected to partition the 
tuples [13]. The process would be repeated as the tree is being built [11].  

An attribute selection measure is required to select the attribute that best split the 
tuples [11]. Attribute selection measure is a heuristic for selecting the splitting criteri-
on that best separate the tuples of class-labeled training tuples into individual classes 
[11]. Specifically, the attribute that yields ‘pure’ partitions would be selected. A pure 
partition means that all tuples in that particular partition belong to the same class [11]. 
In other words, the selected attribute minimizes an information entropy applied to 
tuple partition [13]. For C4.5, it uses gain ratio as splitting criteria; the splitting would 
stop when the number of instances to be split is below the threshold.  

Naïve Bayes 
Naïve Bayes classification, or simple Bayesian Classifier, is in the family of Bayes 
Classification methods [11]. Classifiers in this family are statistical classifiers; mean-
ing that they can predict membership probabilistic [11]. Naïve Bayes, like other 
Bayesian Classifiers, is based on Bayes’ Theorem [11].  

Naïve Bayes presumes conditionally independence of the classes. It determines the 
probability that an instance would belong to a particular class - posterior probability 
(i.e. P(Ci|X)). Posterior probability is calculated from another three prior probability 
values: P(Ci), P(X), and P(X|Ci). P(Ci) is the probability that an instance belongs to 
class Ci, regardless of X. P(X) is the probability that an instance has attribute values 
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X, regardless of Ci. P(X|Ci) is the probability that an instance has attribute values X, 
given an instance belongs to class Ci [11]. P(Ci|X) is calculated by the following  
equation: 

                                                  P(Ci|X)=
P(X|Ci)P(Ci)

P(X)
                                           (1) 

3 Comparative Experiments 

3.1 Methodology 

Although REALDISP contains activity data from 17 subjects, only some subjects had 
the data on both ideal-placement scenario and displacement scenario. In this paper, 
data from subject number 2 were selected for the analysis, as the data on both scenar-
ios of this subject were available.  

In this paper, only whole body activities were selected for the analysis. There were 
altogether 10 activities, including: 1) Walking, 2) Jogging, 3) Running, 4) Jump front 
and back (jump 1), 5) Jump Sideways (jump 2), 6) Jump legs/arms open/closed (jump 
3), 7) Jump rope (jump 4), 8) Rowing, 9) Elliptic bike, and 10) Cycling. 

Ideal-placement data were used to construct classification models by using classifi-
cation algorithms described in section 2.2. Ten-fold cross validation was employed  
in every model construction. Sensor displacement dataset was used to test against  
the constructed models, to examine the effect of sensor displacement on activity 
recognition.  

3.2 Results 

This section describes the recognition performance of SVM, C4.5, and Naïve Bayes 
algorithms on ideal-placement data and displacement data. Confusion matrices for 
recognition performance under each condition for each algorithm are also provided. 

Ideal Placement  
The recognition performance of each algorithm on ideal-placement data was highly 
accurate. There were some differences; however, they were very small. 

Table 2. Ideal-Placement Recognition Accuracy  

SVM C4.5 Naïve Bayes 
99.95% 99.61% 91.73% 

 
The accuracy of SVM is the highest among the three algorithms (99.95%). Accura-

cy of C4.5 is slightly lower than that of SVM (99.61%). The accuracy of Naïve Bayes 
is the lowest, compared to the other two algorithms (91.73%). Confusion matrix of 
each algorithm is elaborated as follows: 
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Table 3. Confusion Matrix (SVM) 

Walking Jogging Running Jump 1  Jump 2 Jump 3 Jump 4 Rowing E. Bike Cycling  

15976 0 0 0 0 0 0 0 0 0 Walking 
0 15124 7 0 0 0 0 0 0 0 Jogging 
0 13 11656 0 0 0 0 0 0 0 Running 

0 0 0 3603 6 0 0 0 0 0 Jump 1 
0 0 0 12 3644 0 0 0 0 0 Jump 2 
0 0 0 0 0 3785 1 0 0 0 Jump 3 
0 0 0 0 0 1 2022 0 0 0 Jump 4 
0 0 0 0 0 0 0 8203 0 0 Rowing 
0 0 0 0 0 0 0 0 10040 0 E. Bike 
0 0 0 0 0 0 0 0 0 11111 Cycling 

 
 
Table 3 describes the confusion matrix of classification results of SVM on ideal-

placement data. Recognition accuracy on walking, rowing, elliptic bike, and cycling 
was 100% accurate. There was some instances in running and jogging activities that 
were misclassified as one another, and some particular jumping activities that were 
classified as other types of jumping. 

Table 4. Confusion Matrix (C4.5) 

Walking Jogging Running Jump 1  Jump 2 Jump 3 Jump 4 Rowing E. Bike Cycling  

15975 0 1 0 0 0 0 0 0 0 Walking 
2 15003 125 0 0 0 0 0 0 0 Jogging 
0 131 11538 0 0 0 0 0 0 0 Running 

0 0 0 3594 7 7 1 0 0 0 Jump 1 
0 0 2 16 3636 2 0 0 0 0 Jump 2 
0 0 1 8 4 3763 10 0 0 0 Jump 3 
0 0 0 2 1 9 2011 0 0 0 Jump 4 
0 0 0 0 0 0 0 8203 0 0 Rowing 
0 0 0 0 0 0 0 0 10040 0 E. Bike 
0 0 0 0 0 0 0 0 0 11111 Cycling 

 
 
Table 4 describes the confusion matrix of classification results of C4.5 on ideal-

placement data. Recognition accuracy on rowing, elliptic bike, and cycling was 100% 
accurate. In walking activity, only one instance was misclassified as running. Similar 
to the results of SVM, some instances of jogging were classified as running, while 
some instances of running were classified as jogging. Some instances in a particular 
jumping activity was misclassified for other jumping activities. 
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Table 5. Confusion Matrix (Naïve Bayes) 

Walking Jogging Running Jump 1  Jump 2 Jump 3 Jump 4 Rowing E. Bike Cycling  

15840 136 0 0 0 0 0 0 0 0 Walking 
2 11612 3519 0 0 0 0 0 0 0 Jogging 
0 3191 8477 0 1 0 0 0 0 0 Running 

0 0 0 3541 65 0 3 0 0 0 Jump 1 
0 0 0 62 3588 6 0 0 0 0 Jump 2 
8 0 0 24 7 3747 0 0 0 0 Jump 3 
0 0 0 0 9 8 2006 0 0 0 Jump 4 
0 0 0 0 0 0 0 8194 9 0 Rowing 
0 0 0 0 0 0 0 0 10040 0 E. Bike 
0 0 0 0 0 0 0 0 0 11111 Cycling 

 
 
Table 5 describes the confusion matrix of classification results of Naïve Bayes on 

ideal-placement data. Recognition accuracy on elliptic bike, and cycling was 100% 
accurate. In walking activity, 136 instances were misclassified as running. In Naïve 
Bayes, many instances of jogging were classified as running, while many instances of 
running were classified as jogging. Similar to the results from the other two algo-
rithms, some instances in a particular jumping activity was misclassified for other 
jumping activity. Misclassification in jogging, running, and all jumping activities was 
similar to that of C4.5.   

Displacement 
The recognition performance on displacement data dramatically dropped on every 
algorithm. The recognition accuracy is described in table 6. 

Table 6. Sonsor Displacement Recognition Accuracy  

SVM C4.5 Naïve Bayes 
52.10% 60.78% 56.43% 

 

When the constructed models were tested against sensor displacement data, C4.5 
was most accurate (60.78%). The accuracy of Naïve Bayes was at 56.43%. The accu-
racy of SVM was the lowest (52.10%), even it was the highest when recognizing the 
ideal-placement one. 

Table 7 describes the confusion matrix of classification results of SVM on dis-
placement data. There was no 100% recognition accuracy on any of the activities. 
Although the misclassification percentage was high, the misclassified instances were 
not widely spread.  

Table 8 describes the confusion matrix of classification results of C4.5 on dis-
placement data. There was no 100% recognition accuracy on any of the activities. 
Misclassification was very disperse on every activities; except for rowing, which was 
misclassified for only another two activities. 
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Table 7. Confusion Matrix (SVM) 

Walking Jogging Running Jump 1  Jump 2 Jump 3 Jump 4 Rowing E. Bike Cycling  

15999 0 0 0 3190 2263 3858 2672 31 4 Walking 
0 15126 5 0 2945 1670 5203 3082 0 0 Jogging 
0 12 11699 58 2870 2621 6438 1390 9 0 Running 

2 70 165 3613 266 578 1849 536 0 256 Jump 1 
73 46 494 9 3968 196 1942 329 0 457 Jump 2 
0 0 517 6 255 4509 1778 885 0 5 Jump 3 
0 0 0 0 0 953 2586 443 0 0 Jump 4 
0 0 0 0 0 1721 0 13405 0 0 Rowing 
0 0 27 77 4236 63 4533 6426 10040 0 E. Bike 
0 40 0 1263 200 0 5090 10604 0 11111 Cycling 

Table 8. Confusion Matrix (C4.5) 

Walking Jogging Running Jump 1  Jump 2 Jump 3 Jump 4 Rowing E. Bike Cycling  

18388 149 1757 963 287 5657 0 7 481 328 Walking 
14 15281 3014 0 1318 7947 213 0 244 0 Jogging 
9 599 18012 0 1198 4481 46 87 579 86 Running 

287 451 40 3757 38 224 1282 13 804 439 Jump 1 
293 396 19 4776 3660 353 1198 24 977 117 Jump 2 
128 288 731 238 492 5206 726 39 0 77 Jump 3 
598 11 33 89 0 555 2412 10 267 7 Jump 4 

0 0 0 0 0 0 0 8246 4790 2090 Rowing 
226 700 1169 0 29 3720 0 68 19064 426 E. Bike 
3184 190 5832 0 3 50 5 823 4824 13397 Cycling 
 

Table 9. Confusion Matrix (Naive Bayes) 

Walking Jogging Running Jump 1  Jump 2 Jump 3 Jump 4 Rowing E. Bike Cycling  

16225 3839 958 0 0 0 0 91 6904 0 Walking 
0 14249 9820 0 4 189 8 12 3749 0 Jogging 
0 4072 17299 0 9 1049 16 17 2635 0 Running 

0 251 1457 3553 79 596 2 4 1393 0 Jump 1 
0 332 1518 74 3640 598 0 1 1351 0 Jump 2 
8 47 2927 23 15 4709 0 12 184 0 Jump 3 
0 67 613 1 47 697 2009 1 547 0 Jump 4 
0 181 2457 0 0 0 0 11546 941 1 Rowing 
0 2857 7154 0 0 0 0 7 15384 0 E. Bike 
0 864 7328 0 0 3 0 2726 6275 11112 Cycling 
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Table 9 describes the confusion matrix of classification results of Naïve Bayes on 
displacement data. There was no 100% recognition accuracy on any of the activities. 
Misclassification was very disperse on every activities. 

4 Conclusion and Future Works 

4.1 Conclusions 

Activity Recognition (AR) plays a major role in various fields; for instance, pervasive 
health care, security, and wearable and mobile devices. The approach of using weara-
ble sensors for AR is well-accepted, as it compensates the need to install cameras in 
image processing approach which can lead to privacy violation. Using wearable sen-
sors for activity recognition can suffer from one disadvantage – sensor displacement. 
There have been a number of research that studies sensor displacement problem. 
However, the conclusion cannot be made as which classifier is better than another in 
recognizing displacement data, as the prior experiments were performed under differ-
ent conditions and focused on different part of the body. This paper showed the 
recognition performance evaluation of SVM, C4.5, and Naïve Bayes – on ideal-
placement and displacement data on whole body activities, by adopting REALDISP 
dataset to make such comparison.   

Ideal placement data were employed to construct classification models. Displace-
ment data were tested against the models, to examine the effects of sensor displace-
ment on classification accuracy of each algorithm. 

Recognition performance of all algorithms on ideal placement data was highly ac-
curate. The accuracy of SVM on this dataset was at 99.95%, which was the highest 
among the three algorithms. Recognition accuracy of C4.5 was at 99.61%, while that 
of Naïve Bayes was at 91.73%. On ideal placement dataset, some misclassification 
patterns can be spotted. On jogging and running data, these two activities were mis-
classified for one another. There were also some misclassification occurred among the 
four jumping activities. 

When the classification models constructed from ideal placement data were tested 
against displacement data, recognition performance dropped dramatically. Accuracy 
of SVM, C4.5, and Naïve Bayes decreased to 52.10%, 60.78%, and 56.43%, respec-
tively. Although the accuracy of SVM was the lowest, the misclassified instances 
were not widely spread like C4.5 and Naïve Bayes. 

In sum, the results of the current work illustrates how recognition accuracy can suf-
fer from sensor displacement, and also which algorithm is the most robust one in han-
dling displacement data. The results can lead to further improvement on recognition 
algorithm in dealing with sensor displacement data. 

4.2 Future Works 

Some future works may include the investigation on activities related to specific parts 
of the body (e.g. trunk, upper extremities, and lower extremities), as this work fo-
cused only on whole-body activities. Some other recognition algorithms can be em-
ployed to examine the effect of sensor displacement on recognition accuracy. Further 
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investigation can also be made on the activities that were likely to be classified for 
one another (e.g. jogging and running, and the set of jumping activities). 

References 

1. Ugulino, W., Cardador, D., Vega, K., Velloso, E., Milidiú, R., Fuks, H.: Wearable Computing: 
Accelerometers’ Data Classification of Body Postures and Movements. In: Barros, L.N.,  
Finger, M., Pozo, A.T., Gimenénez-Lugo, G.A., Castilho, M. (eds.) SBIA 2012. LNCS 
(LNAI), vol. 7589, pp. 52–61. Springer, Heidelberg (2012) 

2. Choudhury, T., Consolvo, S., Harrison, B., Hightower, J., LaMarca, A., LeGrand, L., 
Rahimi, A., Rea, A., Borriello, G., Hemingway, B., Klasnja, P., Koscher, K., Landay, J.A., 
Lester, J., Wyatt, D., Haehnel, D.: The Mobile Sensing Platform: An Embedded Activity 
Recognition System. Journal of IEEE Pervasive Computing 7(2), 32–41 (2008) 

3. Muncaster, J., Ma, Y.: Activity Recognition using Dynamic Bayesian Networks with Au-
tomatic State Selection. In: IEEE Workshop on Motion and Video Computing, pp. 30–37. 
IEEE Computer Society, Washington, D.C. (2007) 

4. Kwapisz, J.R., Weiss, G.M., Moore, S.A.: Activity Recognition using Cell Phone Accel-
erometers. In: Sensor KDD 2010, pp. 74–82. ACM, New York (2011) 

5. Banos, O., Damas, M., Pomares, H., Rojas, I., Toth, M.A., Amft, O.: A Benchmark Da-
taset to Evaluate Sensor Displacement in Activity Recognition. In: Proceeding of the 14th 
International Conference on Ubiquitous Computing, pp. 1026–1035. ACM, New York 
(2012) 

6. Chavarriaga, R., Bayati, H., Millan, J.R.: Unsupervised Adaptation for Acceleration-Based 
Activity Recognition: Robustness to Sensor Displacement and Rotation. Pers. Ubiquit. 
Comput. 17, 479–490 (2014) 

7. Kunze, K., Lukowicz, P.: Dealing with Sensor Displacement in Motion-Based Onbody 
Activity Recognition Systems. In: Proceeding of the 10th International Conference on 
Ubiquitous Computing, pp. 20–29. ACM, New York (2008) 

8. Banos, O., Tóth, M.A., Amft, O.: REALDISP Activity Recognition Dataset,  
http://archive.ics.uci.edu/ml/datasets/ 
REALDISP+Activity+Recognition+Dataset 

9. Banos, O., Tóth, M.A., Damas, M., Pomares, H., Rojas, I.: Dealing with the Effects of 
Sensor Displacement in Wearable Activity Recognition. Sensors 14(6), 9995–10023 
(2014) 

10. Banos, O., Toth, M.A.: Realistic Sensor Displacement Benchmark Dataset. Dataset Manu-
al (2014) 

11. Han, J., Kamber, M., Pei, J.: Data Ming – Concepts and Techniques. Morgan Kaufmann, 
Massachusetts (2012) 

12. Rokach, L., Maimon, O.: Data Mining with Decision Trees – Theory and Applications. 
World Scientific, Singapore (2008) 

13. Kantardzic, M.: Data Mining – Concepts, Models, Methods, and Algorithms. IEEE Press, 
US (2003) 



 

© Springer International Publishing Switzerland 2015 
H. Unger et al. (eds.), Recent Advances in Information and Communication Technology 2015, 

107

Advances in Intelligent Systems and Computing 361, DOI: 10.1007/978-3-319-19024-2_11 
 

Flood Warning and Management Schemes with Drone 
Emulator Using Ultrasonic and Image Processing 

Boonchoo Srikudkao1, Thanakit Khundate1, Chakchai So-In1, Paramate Horkaew2, 
Comdet Phaudphut1, and Kanokmon Rujirakul1 

1 Applied Network Technology (ANT) Laboratory 
Department of Computer Science, Faculty of Science, Khon Kaen University, Thailand 

{Sr.boon,thana.date,comdet.p}@kkumail.com,  
chakso@kku.ac.th, kanokmon.r@glive.kku.ac.th 

2 School of Computer Engineering, Suranaree University of Technology, Thailand 
phorkeaw@sut.ac.th 

Abstract. The objective of this paper is to assess the feasibility of an alternative 
approach to collect water information relating to flooding crisis by means of a 
small drone. This information includes aerial images, their geographic loca-
tions, water flow velocity and its direction, all of which are normally difficult to 
obtain and in fact expensive should a conventional helicopter or buoyancy are 
opted. With a drone, however, these acquisitions can be done by a minimally 
trained operator and under controlled budget. This paper presents the breakout 
configuration and integration of various sensors and their data management 
scheme based on a series of image processing techniques, emulating the tasks 
required to estimate the key flood related parameters. The experimental results 
reported herein could provide a basis for determining its potential applications 
in flood warning and predicting systems, as well as concerns that need to be  
addressed. 

Keywords: Drone, Flooding, Image Processing, Ultrasonic. 

1  Introduction 

Natural disasters have increasingly carried ever more devastation each year. Flood 
and inundation, in particular, have immensely disrupted our society and caused dam-
aging consequences, which in many occasions include casualties [1]. Issues involving 
the disaster arise in many aspects, e.g., rescuing the victims, restoring public ameni-
ties and transportation, etc. To remedy these issues require devising a systematic plan, 
taking into account flood related information. Currently, gathering such information 
remains a challenging task. Despite employing modern data acquisition technologies, 
most available schemes rely on expensive and relatively constrained technology. Tak-
ing aerial images from a helicopter or a satellites for instance involves impedingly 
high operational and maintenance costs. Moreover, maneuvering helicopter required 
experienced and highly trained pilots. On collecting water flow parameters by using 
buoyancies, installations and data acquisition are also complicated and financially 



108 B. Srikudkao et al. 

 

demanding, while their area coverage is too limited to be practical in a real-world 
scale. 

The need for simpler and more economical alternative means for acquiring suffi-
cient data for a rapid and effective preparation of flood warning and management 
measures has thus been the main motivation of this study. Drones have attracted much 
broader interests in many applications in the recent years, due to its mobility and eco-
nomic advantages [2]. Depending on problems at hand, a variety of sensors are at-
tached with this automobile acquiring information underneath for further processing 
and analysis. To date however, there has not been any implementation of the idea on 
flood warning and managements. Thus, this paper presents a preliminary drone emu-
lation system to assess the feasibility of its use in gathering information related to 
flood and inundation, i.e., water level, its flow velocity and direction, by applying 
image analysis on photographic, ultrasonic and GPS (Global Positioning System) 
sensors attached to a moving drone. Specifically, mosaic and stitching methods, 
among others [3], were used to registered unaligned spatial data and related infor-
mation during the air mobile. 

This paper is organized as follows: Section 2 briefly provides an overview of relat-
ed work on drone implementation and image mosaic. Then, section 3 presents our 
material and methodology including detailed description. The experimental design 
including results and discussions will be illustrated in sections 4 and 5, respectively. 
Finally, section 6 contains our conclusion and possible future work. 

2 Related Literatures 

2.1 Implementations Based on Drones 

Currently there have been a large number of techniques and applications implemented 
using drones. Mevlana, G. and Yuandong, Z, for instance, proposed automatic face 
detection system based on skin color and human tracking using an AR. Drone [4]. 
Pierre-Jean. B., et. al. proposed airborne control system of an AR. Drone by using the 
AR. Drone SDK [5]. Michael, C. K., et. al. also constructed another automatic AR. 
Drone controlling system based on motion capture system [6]. Thanks to these im-
plementations, AR. Drone has been proven to be effective in many areas. Zongjian, L. 
employed drone in taking aerial photographs and used them for building a model map 
based on automatic aerial triangulation [7]. Olivares-Mendez, M. A. et. al. build a 
drone which could automatically avoid obstacle objects based on the Miguel Olivares' 
Fuzzy Software (MOFS) [8]. Nick, D. used a drone incorporated with ultrasonic sen-
sors to capture aerial photographs with corresponding elevations, from which 3D 
terrain of the respective area were built [9]. Similar fusion from various sensors was 
also proposed in the work by Abigail, S. R. where a drone equipped with GPS could 
be deployed to a specific coordinate based on the Coordinated Universal Time [10]. 

2.2 Image Mosaics 

In our design, a drone would follow the flood flow, and as a result images taken along 
the way would differ as the drone proceeds but fortunately overlapped. To stitch these 
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images to produce the entire coverage, mosaic techniques were considered. Richard, 
S. compared two misaligned images and merged them using image stitching algo-
rithms [11]. Patrik, N. adopted namely graph cut and watershed in stitching 2 over-
lapped images [12]. Yingen, X. and Kari, P. also adopted image stitching algorithm in 
creating a panorama image in a mobile phone by using optimal seam finding and 
transition smoothing processes [13]. Tejasha, P., et. al. proposed an image stitching 
technique using Scale Invariant Feature Transform (SIFT) [14]. 

3 Materials and Methods 

3.1 Hardware and Components 

A drone employed in this study was AR. Drone 2.0 as illustrated in Fig. 1. The drone 
was equipped with 2 cameras. According to its specification, the frontal one is a HD 
(1280×720 pixels) with viewing angles of 84.1º×53.8º (92º diagonal viewing angle) 
while the one attached underneath has a lower resolution of only 480×240 pixels. 
Both camera can capture a series of images at the rate of 15–30 Hz. The drone has 9 
Degrees of Freedom (DoF), where 6 and 3 of which are controlled respectively by 
gyroscopic and magnetization sensors. In order to measure terrain elevation and water 
level, an ultrasonic sensor was used. The geographical locations of the taken pictures 
and heights were annotated by means of integrated GPS. The AR. Drone SDK was 
adopted to write controlling software for the drone, which communications with the 
based station over a WiFi connection [2]. 

 

Fig. 1. A Parrot AR. Drone 2.0 equipped with 2 cameras and 9 DOF sensors (Source: ref. [2]) 

More specifically, the drone in this study was controlled by an Arduino Microcon-
troller, i.e., the Arduino nano 3.0, which has 14 input/ output channels, a USB port for 
connecting with a host and a reset button [15]. The GPS and WiFi modules integrated 
with the drone were, respectively, the Ublox NEO-6M GPS 3.1.4 and the NRF24L01 
Wireless. Both modules were relatively low cost and powered by 3–5 volt DC supply. 
The GPS module could transmit the location information with the rate of 9600 baud 
while the wireless module had the strength of +20dBm, equating approximately 520 
meters transmission range. Fig. 2 depicts our system integration including the micro-
controller and equipped modules. 
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Fig. 2. Overview of System Integration using Arduino nano 3.0, Ublox NEO-6M GPS 3.1.4, 
and NRF24L01 Wireless 

3.2 Overview of the System Integration 

Fig. 3 shows the diagram of the proposed system, where the user controls the drone 
while acquiring the related information, which were published via Google Map API. 

The procedures regarding the acquisition of relevant data will be explained in 
greater detail in the subsequence sections. 

 

Fig. 3. The diagram showing the overview of the system integration 

3.2.1   Image Mosaic and Stitching 
As an image sequence taken from the AR, Drone was not yet readily usable since it 
was nearly impossible if not impractical to ensure steady trajectory of the drone, due 
to the wind conditions and other environmental factors. The resultant images are thus 
distorted due to camera perspective and often misaligned. Therefore, to be able to 
determine flooding condition over the large coverage from this mosaic images, they 
needed to be firstly registered along overlapping regions, where they were stitched  
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together [14]. Since all of the pictures were taken from nearly the same lighting con-
ditions, the Euclidean distance between pixel intensities were thus sufficiently able to 
measure the similarity of any pair of registered images, as given in equation (1). 

௙݀,௧ଶ (ܯ) = ෍ ,ݔ)݂ൣ (ݕ − ,ݔ)ܯ൫ݐ ൯൧ଶ(௫,௬)∈Ω(ݕ  (1) 

It should be noted that in this equation, M denotes as coordinate transformation and 
Ω is the overlapping areas of both images. 

3.2.2   Determining Water Levels 
Integrated with each image taken along its route were underneath water levels, which 
were measured by an ultrasonic sensor attached with the drone. An ultrasonic sensor 
exploits sound waves whose frequencies are higher than those audible by human [16]. 
Depending on health, gender and age of an individual, these values may vary but most 
ultrasonic sensors use the ones ranging from 20 kHz up to several GHz, called ultra-
sonic waves. The sensor relies on sending an ultrasonic wave to material (in this case 
was water) surface, where parts of the incidental wave may propagate through, leav-
ing the other reflect or “echo” back to its origin. The distance between the ultrasonic 
source and this surface was calculated from the time echo needed to travel back to the 
source and its velocity. The water levels can then be determined by subtracting this 
distance from the absolute ceiling of the drone at the respective time.  

3.2.3   Moving Object Tracking 
On determining the water flow direction and velocity, a plain color object were first 
dropped onto the water and left afloat. From the first frame in the sequence acquired 
from the AR. Drone camera, where the object was present, the user marked the object 
by its color. A Euclidean filter with predefined Euclidean Color (EC) range was then 
applied to that image and subsequent frames to extract the floating object (shown to 
the user as a bounding rectangle) at the rate of 25 fps. The centroid (x, y) coordinate 
of the extracted object together with the location of the drone, given by its GPS, were 
then used to compute their relative positions and then to control the direction of the 
drone. This step was implemented using Aforge.Net video processing library. 

3.2.4   Determining the Location, Direction, and Respective Velocity 
During the flight, the Arduino microcontroller integrated to the drone was fed contin-
uously with latitude (lat) and longitude (lon) coordinates by the attached GPS. The 
difference between these consecutives geographical coordinates would be used to 
compute the displacement and subsequently the drone velocity, while the direction of 
the drone was obtained from the gyroscope sensor [18], using these formulae.  

݀௟௔௧ = ଶݐ݈ܽ  − ;ଵݐ݈ܽ ݀௟௢௡ = ଶ݊݋݈ −  ଵ (2)݊݋݈
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ܽ = ݊݅ݏ) ݀௟௔௧2 )ଶ + cos ଵݐ݈ܽ × cos ଶݐ݈ܽ × ݊݅ݏ) ݀௟௢௡2 )ଶ (3) 

ܿ = 2 × ଶ݊ܽݐܽ ൫√ܽ൯(√1 − ܽ) (4) 

݀ = ܴ × ܿ (where R is the radius of the Earth) (5) 

It is worth noting that this information will be transmitted from the Arduino con-
troller back to an emulating computer at the base station over the WiFi connection for 
further processing.  

3.2.5   Connecting with Google Map API 
The stitched images associated with their locations and flood related parameters (such 
as water level, velocity and direction) were then sent to a database and then uploaded 
to the Google map API per user request. A web application that queried the stored 
images and relevant information and then displayed them on the Google map API was 
implemented [19].  

4 Experiments 

This section describes the method used in our main experiments, namely image stitch-
ing, determining water level, object tracking, determining velocity and direction and 
Google map interface. The first experiment will be the comparison between image 
stitching and merging algorithms, in terms of their speeds. In this experiment, a medi-
um image size of 480×240 pixels was assumed (as an example shown in Fig. 4 left).  

The second experiment was on comparing water level uncertainty between those 
acquired within the closed and open environment stations (Fig. 5, left and middle). In 
both environments, their actual water levels, measured form bed to surface, were 40 
and 25 centimeters, respectively. The ultrasonic sensor was used to determine the 
distances twice, i.e., the distance between the drone and the water bed and that be-
tween the drone and an obstructing plate floating on the water surface. The water 
level was subsequently estimated by subtracting these two distances (Fig 5 right). 

The third experiment involved finding the appropriate Euclidean range (EC) for 
object tracking. It was carried out in four places, i.e., a room, a corridor, an open 
space and a swimming pool as an example shown in Fig. 4 (right). The fourth experi-
ment was to determine the accuracy of direction and velocity by recording the coordi-
nates 3 times at each of the 4 distances, i.e., 30, 50, 70, and 100 meters. The final 
experiment was to demonstrate the potential use of the emulator by displaying the 
processed information on a unified Google map web service. 
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Fig. 4. Examples: image stitching (left) and drone tracking (right) 

 

Fig. 5. Closed (left) and open (middle) stations and the water level estimation (right) 

5 Results and Discussions 

This section reports the results obtained from our experiments and respective discus-
sions. Table 1 compares the computation times required for registering two images 
using stitching and merging, respectively. By averaging the registration speeds from 5 
trials, the image stitching clearly outperformed the image merging, i.e., 2.08 vs. 2.68 
seconds. In addition, Table 2 shows the estimated water level obtained from closed 
and open environments, whose actual values were 40 and 25 centemeters, 
respectively. 

Table 1. Computation Times Required for Stitching and Merging of Images 

 Image Stitching Image Merging 
No. 1 2 3 4 5 1 2 3 4 5 
Time 2.10 1.90 2.20 2.10 2.10 2.70 2.80 2.60 2.70 2.60 
Avg. 2.08 2.68 
Std. 0.10 0.08 
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Table 2. Estimated Water Level from Closed and Open Enviroments 

 Closed Environment (0.4 m) Open Environment (0.25 m) 
No. 1st Data 2nd Data Level (m) 1st Data 2nd Data Level (m) 
1 1.283 0.912 0.371 0.723 0.535 0.188 
2 1.257 0.921 0.336 0.745 0.541 0.204 
3 1.265 0.901 0.364 0.761 0.542 0.219 
4 1.274 0.911 0.363 0.789 0.560 0.229 
5 1.277 0.935 0.342 0.752 0.525 0.227 
6 1.276 0.925 0.351 0.733 0.567 0.166 
7 1.262 0.911 0.351 0.729 0.577 0.152 
8 1.276 0.928 0.348 0.740 0.561 0.179 
9 1.284 0.923 0.361 0.718 0.541 0.177 
10 1.273 0.928 0.345 0.736 0.538 0.198 
Avg.  0.353 0.194 

Std. 0.011 0.026 

 
Estimates from boths enviroments resulted in about 5 and 6 cm. errors, 

respectively. This implies that estimating the water level in controlled environment 
where less error prone factors, such as wind and water ripple, etc., are present yielded 
better accuracy. Furthermore, Table 3 lists the object tracking results in four different 
areas, namely, in a room, along a corridor, in an open space, and at a swimming pool. 

Table 3. Objects Tracking Success Rate in Four Different Areas at varying E.C. Range 

Areas EC Success Avg. Std. Areas EC Success Avg. Std 
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It can be concluded that the drone can track the object very well at 100% certainty 

in the outdoor conditions, where the object is sufficiently lit. The result also implies 
that our framework can be potentially applied in flood warning and managment 
system, where almost all flood events happend outside. Nontheless, room and corridor 
results suggest that the drone might as well be succesfully applied under 
compromised lighting conditions (such as evening or overcast sky) should the EC. 
ranges are properly tuned. In order to assess the accuracy in terms of direction and  
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the perfect continuous tracking results were achieved outdoor, where lighting condi-
tions ensured reliable object extraction. Nonetheless, under more challenging circum-
stances, care should be taken in fine tuning the Euclidean parameters for reliable 
tracking. In our low cost implementation, a commercial grade GPS were used, there-
fore and error of approximately 2–3 meters are to be expected when determining the 
drone location and computing its velocity. This flood related information was then 
ported onto a web based Geographical Information System (GIS) so that it may be 
used to support flood warning and managements.  
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Abstract. This work presents the concept-based text classification for organiz-
ing of traditional Thai medicine recipes. These recipes were translated from the 
Northeastern Thai palm leaf manuscripts. It is noted that each medicine recipe 
is presented with the ancient Isan language. The proposed method is called 
‘concept-based text classification’, because we utilize ‘concepts’ as document 
features, where a concept is a surrogate of a word group having a same mean-
ing. The main mechanisms in the method are the k-Nearest Neighbor algorithm 
and an ancient Isan dictionary, called Isan-Thai Markup Language (ITML). The 
objective of this work is to assign the Thai medicine recipes into predefined 5 
groups. They are the groups of medicine recipe for headache and fever, stom-
achache and abdomen, skin, abscess, and faint and vertigo, respectively. After 
testing by recall, precision, and F-measure, it returns the satisfactory results of 
automatic text classification. 

Keywords: Thai Medicine Recipe, Palm leaf Manuscript, Text classification, 
Ancient Isan dictionary, Isan-Thai Markup Language. 

1 Introduction 

Palm leaf manuscript (PLM) is an ancient document form that comprises a significant 
documentary heritage of the Isan people of Northeastern Thailand [1-2]. The alterna-
tive name in a local language is called ‘Bailan’. These materials may contain a vast 
amount of knowledge, such as traditional Thai medicine recipe. The UNESCO con-
siders the PLMs as a literary heritage that should be preserved [2]. To preserve the 
PLMs, they are transformed into digital images in order to decrease the problem of 
PLM damage. Therefore, when an expert wants to read a PLM to obtain the relevant 
knowledge, the expert can search and read the PLMs in the form of digital images. To 
do this, the expert can access to the PLMs without directly touching [3].  

With a large amount of knowledge contained in the PLMs, over the last few dec-
ades, the experts would access and read the ancient documents in order to translate the 
ancient characters to the present characters. Especially, the knowledge involves to the 
traditional Thai medicine recipe.  

Unfortunately, there is a huge amount of  the traditional Thai medicine recipes. 
So, it is very hard to organize the traditional Thai medicine recipes. As this, text clas-
sification is required for handling and organizing the collection of traditional Thai 
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medicine recipes, where text classification can assign free text documents to one or 
more predefined classes based on their content. However, it has a problem for Thai 
medicine recipes classification. This is because, all of these recipes are represented 
with the ancient Isan language. Therefore, a dictionary of ancient Isan words is also 
developed, because the developed dictionary will be used for verification and identifi-
cation the ancient Isan words containing in the Thai medicine recipes. 

2 The Northeastern Thai Palm Leaf Manuscript  

Palm leaf manuscript (PLM) is an ancient document form that comprises a significant 
documentary heritage of the Isan people of Northeastern Thailand [1-2]. PLMs con-
tain a vast amount of knowledge that can be classified into eight categories: Bud-
dhism, tradition and beliefs, customary law, economics, traditional medicine, science, 
liberal arts, and history.  

Northeastern Thai PLMs can vary in size. The Isan people used the various sizes in 
different ways. The longer palm leaf manuscripts are used to record Buddhist stories 
and doctrine, while the shorter ones are used to record local wisdom related to daily 
life. In general, the languages written can be Pali, ThaiIsan (dialect Isan), Pali-
ThaiIsan, Old Thai, and Khmer. In addition, manuscripts are written in four archaic 
orthographies (ThamIsan, ThaiNoi, Khmer, and Old Thai). 

In order to preserve both knowledge and the manuscripts themselves, there are 
some projects exploring the most suitable method to digitize and organize the palm 
leaf manuscripts. For example, the manuscripts are transformed into digital images in 
order to decrease the problem of PLM damage. Therefore, when an expert wants to 
read a PLM to obtain the relevant knowledge, the expert can search and read the 
PLMs in the form of digital images. To do this, the expert can access to the PLMs 
without directly touching [3].  

Furthermore, the some experts would access and read the ancient documents in or-
der to translate the ancient characters to the present characters. To do this, people can 
have a better understanding for the PLM content. For an example work, some experts 
of the Conservation Project for Northeastern Palm leaf Manuscript (Mahasarakham 
University, Thailand) have translated the content of the palm leaf manuscripts in a 
form that is easier to understand. An example of the original PLM and its result of 
translation can be presented as Fig.1. The content in PLM is a Thai medicine recipe. 

 

Fig. 1. An example of the original palm leaf manuscript and the result of translation 

 
 

 
 
 

แบงนัÊนให้ถากเอาเพียงปุ่มนัÊนมาแซ่นํÊ าให้กินดีแลฯ ผิวา่ยาลองดูก ให้เอา นางขาม อนั ๑ +ออ้ยดาํ  ๕ ท่อน มาผา่แซ่นํÊ าให้กิน ผวิา่
ยาแกค้นัคาย ให้เอา โคยตาล มาฝนใส่ นํÊ าเหลา้เด็ด ผวิดีฯ ผิวา่ยาลองแกว ให้เอา ดู่ท่ง กบัไฟ อาวา ตม้ดีแล ฮากซาซู กบัมดแด 
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3 A Dictionary of Ancient Isan Words 

The ancient Isan language found in the palm leaf manuscripts is different from the 
current Thai language, especially a difference of words. Also, some words of the an-
cient Isan language are also different from the current Isan language. Therefore, A 
dictionary of ancient Isan words is developed. Consider in Table 1. It shows some of 
the different words between the ancient Isan language, the current Isan language, and 
the current Thai language. It is noted that, some ancient Isan words can be similar to 
the current Isan words. Also, a part of ancient Isan can be illustrated as Fig.2. 

Table 1. Examples of different words between the ancient Isan language, the current Isan 
language, and the current Thai language 

 

Our dictionary, called Isan-Thai Markup Language (ITML) [4], is developed man-
ually. It consists of 1,200 ancient Isan words, which are formatted as XSD [5]. It is 
the controlled vocabulary thesaurus. The words that have similar meaning will be 
grouped together. Each group will have a concept used as the surrogate of the group. 
Simply speaking, a group is viewed as a class.   

For an example, the words ‘ขมิ้น’ (Ka-min), ‘เขามิ้น’ (Kao-min), ‘ข้ีมิ้น’ (Kee-min), and 
‘วานเหลือง’ (Wan-lueng) have the same meaning. These words refer to ‘curcuma’ in 
English. Therefore, they will be grouped into the same class, and ‘เขามิ้น’ (Kao-min) is 
used as the concept of the chis class (See in Fig.2). 

 

 
Fig. 2. An example of the word ‘เขามิ้น (Kao-Min)’ stored in the ITML 

The ancient Isan 
words 

The current Isan 
words 

The current Thai 
words 

In English 

นางขาม (Nang-kham) 
ขาม (Kham) 

หมากขาม (Mark-
kham) 

มะขาม (Ma-kham) Tamarind 

เขา้มิÊน (Kao-Min) 
ขีÊ มิÊน (Kee-Min) 
ว่านเหลือง (Wan-Lueng) 

ขีÊ มิÊน (Kee-Min) 
ขมิÊน (Kha-Min) 

ขมิÊน (Kha-Min) Curcuma 

นาํแน ้(Nam-Nae) นาํแหน่ (Nam-hnae) รางจืด (Rang-Chued) Thunbergia laurifolia 



120 C. Sibunruang and J. Polpinij 

 

4 The Research Method of Thai Medicine Recipe Classification  

The proposed methodology consists of two main processes. The overview of the pro-
posed methodology is shown as Fig. 3.  

 

 

 

Fig. 3. Overview of the Thai Medicine Recipe Classification Methodology 

4.1 Classifier Modelling 

Step 1: Word Segmentation 

In this work, word segmentation is driven by the longest matching algorithm [6]. The 
ITML is used as a dictionary to search and detect words from a sentence. After a word 
is searched and detected by using ITML, the system will provide its concept and uses 
the concept as an index (surrogate) of a document. Simply speaking, we use the con-
cepts as indexes of each document. It is noted that a document can have many surro-
gates. Consider a recipe shown as follows.  
 

 “บีงัวใสเหลากิน ๓ ทีหายดีฯ ฮากจันทรฝน เอานํ้าทา กะนาน ๑ นํ้าเครือเขาฮอ กะนาน ๑ นํ้าหมากนาว  กะนาน ๑ เข่ียว 
     ข้ีมิ้น ๑ แงง ใหขูดปนเปนแทงลูกกอน บาหมูหาย” 

 
After segmenting words by the longest matching algorithm and ITML, all index-

es of this recipe can be presented as Table 2. 

Table 2. The results of word segmentation and transforming them as concepts 

 

 

 

Words found บีงวั เหลา้ ฮาก
จนัทร์ 

เครือ
เขาฮอ 

นํÊาหมาก
นาว 

ขีÊ มิÊน ลูก
กอน 

บา้หมู 

Concept transformation  บีงวั เหลา้ ฮาก
จนัทร์ 

เครือ
เขาฮอ 

นํÊาหมาก
นาว 

เขา้มิÊน ลูก
กอน 

บา้หมู 
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Consider Table 2. After obtaining all significant words, these words will be 
searched for their concepts through the use of ITML. Finally, these concepts will be 
used as the surrogate of the medicine recipe. Clearly demonstrated example, after 
segmenting word, an original word ‘ข้ีมิ้น (Kee-min)’ is resulted, but this word is trans-
formed to the word ‘เขามิ้น (Kao-min)’. This is because the word ‘เขามิ้น (Kao-min)’ is 
the concept of ‘เขามิ้น (Kao-min)’. 

Step 2: Medicine Recipe Representation 

Traditional medicine recipes are represented by words (features). To transform a text 
document to a new form that is suitable for text mining, a well-known technique is 
called vector space model (VSM) [7]). It is also known as a bag of words (BOW). 
The VSM model is one of information retrieval models (IR model) [7]. It has been 
developed to retrieve information. This vector representation does not consider the 
ordering of words in a text. This vector represents the relationship between text doc-
uments and words by the number of occurrences of each word in each text document. 

Each document can be represented in a vector space, ,1 ,2 ,{ , ,..., }i i i td w w w= called 

‘bag of words’ (BOW) [8]. An example of bag of words can be shown as Fig. 3. 
Also, tf-idf is applied. This is a weighting technique often used in the areas of  in-

formation retrieval and text mining [9-10]. The background of this technique is the 
statistical measure, that is used to evaluate how important a word is to a document in 
a collection.  

 

Fig. 4. A Vector Space Model (also known as Bag of Words) 

The term frequency tft, d of term t in document d is defined as the number of times 
that t occurs in d. Relevance does not proportionally increase with term frequency, 
while the score is 0 if none of the query terms are present in the document. However, 
the estimate of tfi,j can be calculated by: 

tfi,j =  1+ log (frequency of term) 
(1) 

Meanwhile, idf can be calculated from the document frequency df, which is the 
number of documents in which term t occurs. It is described as follows.  

Idft =  1+ log (|D|/dft) (2) 
where |D| is the number of documents in the database.  
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The tf-idf weight of a term is the product of its tf weight and its idf weight and tf - 
idf is defined as follows. 

                                 tf  - idf = tf × idf (3) 

In this work, tf-idf is modified a bit. However, we concentrate on ‘concept’, not 
‘term’ or ‘word’. Therefore, tf will be changed to concept frequency (cf). Afterwards, 
each cf value should be greater than or equal to 1. The number of indexes exists in 
may be equal to the number of unique words in that entire document. 

Step 3: Recipe Classifier Modelling  

To classify documents into several groups, text classification is applied, where text 
classification is the process of classifying text documents into one or more predefined 
categories based on their content. However, by using ‘concepts’ as document surro-
gate, our methodology can be called as the concept-based text classification.   

This work applies k-Nearest Neighbor (k-NN) to model the traditional medicine 
recipe classifiers. This is because the k-NN algorithm is one of the most popular algo-
rithms for text classification [11]. It has found that the k-NN algorithm achieves very 
good performance in their experiments on different data sets [12-14]. The k-NN clas-
sifier is based on the assumption that the classification of an instance is most similar 
to the classification of other instances that are nearby in the vector space (or bag of 
words obtained from the step of text representation).  

In general, the idea behind the k-NN algorithm is quite straightforward. To classify 
a new document, the system finds the k nearest neighbors (as relevant documents) 
among the training documents, and uses the categories of the k nearest neighbors to 
weight the category candidates [11]. One of the drawbacks of the k - NN algorithm is 
its efficiency, as it needs to compare a test document with all samples in the training 
set. In addition, the performance of this algorithm greatly depends on two factors, that 
is, a suitable similarity function and an appropriate value for the parameter k. 

After k nearest neighbors are found, several strategies could be taken to predict the 
category of a test document based on them. However, a fixed k value is usually used 
for all classes in these methods, regardless of their different distributions. Equation 
(4) and (5) below are two of the widely used strategies of this kind method. 

 
 

( ) arg max ( , )
i

i k j k
x kNN

y d y x c
∈

= ∑  (4) 

( ) arg max ( , ) ( , )
j

i k i j j k
x kNN

y d sim d x y x c
∈

= ∑  
(5) 

 
 



 Concept-Based Text Classification of Thai Medicine Recipes 123 

 

where di is a test document, xj is one of the neighbors in the training set, y(xj, ck) ∈  
{0, 1} indicates whether xj belongs to class ck, and similarity (di, xj) is the similarity  
function for di and xj. Equation (4) means that the predication will be the class that has 
the largest number of members in the k nearest neighbors; whereas equation (5) 
means the class with a maximal sum of similarity will be the winner. The latter is 
thought to be better than the former and used more widely [15]. 

4.2 Model Usage 

After obtaining the traditional medicine recipe classifiers, these text classifiers will be 
used for automatic classification of the traditional medicine recipe documents. All 
documents need to pre-processed with the same process described as processing step 
1 and 2 in Section 4.2.1, and then these documents will be automatically classified 
into predefined categories through the use of the medicine recipe classifiers. 

5 The Experimental Results  

5.1 Dataset 

Our dataset contains over 900 Thai medicine recipes. These recipes are translated 
from the Northeastern Thai palm-leaf manuscripts, done by the staffs of the Conserva-
tion Project for Northeastern Palm leaf Manuscript (Mahasarakham University, Thai-
land). In this study, we have five groups of the Thai medicine recipes: headache and 
fever, stomachache and abdomen, skin, abscess, and faint and vertigo recipes.  

It is noted that this work provides k as 5. To determine the class of a new instance, 
it will calculate the distance between the new instance and all instances in the training 
set. Afterwards, it will find the k closest neighbors to the new instance from the train-
ing data. Finally, the predicted class label will be set as the most common label 
among the k-nearest neighbors.  

For our experiments, we also use 50 documents per group as the test set. It is noted 
that, the training set and the test set are different. 

5.2 The Results and Discussion 

We evaluated the results of the experiments by using precision (P) [7], recall (R) [7], 
and F-measure (F) [7]. The experimental results can be presented in Table 3. 

Consider the results in Table 3. It can be seen that the traditional medicine recipe 
classifiers show the satisfactory results of automatic classification, especially in the 
term of precision. This is because, with the use of ‘concepts’ as document surrogate, 
this is to support for the semantic analysis during text processing, where the inaccura-
cy of text classification can be due to the different words, but with a same meaning.  
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Table 3. The experimental results of the automatic traditional medicine recipe classifiers 

 

Medicine Recipe Classes Recall Precision F-measure 
headache and fever 0.78 0.76 0.77 
stomachache and abdomen 0.76 0.82 0.78 
skin 0.78 0.77 0.77 
abscess 0.70 0.80 0.75 
faint and vertigo 0.72 0.83 0.77 

Average 0.75 0.80 0.77 
 

However, the results of our methodology still show a failure rate. This is because 
some of concepts are used many Thai medicine recipes. For example, the concept of 
‘เขามิ้น (Kao-Min)’ can be found in both of the medicine recipes of heache  and fever, 
skin, abscess, and faint and vertigo. This may lead to poor accuracy of Thai medicine 
recipe classification. 

In addition, by using the k-NN algorithm, k becomes the most important parameter 
in a text classification system based on k-NN. During the classification process, k 
nearest documents to the test one in the training set are determined firstly. Then, the 
predication can be made according to the category distribution among these k nearest 
neighbors. Therefore, the system performance is very sensitive to the choice of the 
parameter k. Moreover, it is very likely that a fixed k value will result in a bias on 
large categories.  

In another problem, the class distribution in the training set can be uneven, where 
some classes contain the recipes that may contain more content than others. As a re-
sult, the class imbalance problem can be occurred [16]. This is because this has a bias 
toward the classes with greater number of words, when one of the minority classes 
can be heavily under-represented in comparison to the other majority class. Finally, it 
leads to misclassifications. 

6 Conclusion 

This work proposes a solution to handle and organize the document of traditional Thai 
medicine recipe translated from the Northeastern Thai palm leaf manuscripts. It is 
noted that each medicine recipe is represented by the ancient Isan language. Our 
method is called ‘concept-based text classification’, because we use ‘concepts’ as 
document features, where a concept is a surrogate of a group of words that have a 
same meaning. The main mechanisms in our method are the k-Nearest Neighbor algo-
rithm and an ancient Isan dictionary (called Isan-Thai Markup Language). The objec-
tive of this work is to assign the Thai medicine recipes into predefined 5 groups. They 
are the groups of medicine recipe for headache and fever, stomachache and abdomen, 
skin, abscess, and faint and vertigo, respectively. After testing by recall, precision, 
and F-measure, they return the satisfactory results of automatic text classification.  

However, this work may be improved in the future. This is because the k-NN 
shows two disadvantages in this work. Firstly, k-NN does not learn anything from the 
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training data. As this, the result of the algorithm may be not well, because it is not 
being robust to noisy data. In addition, changing k can change the resulting predicted 
class label. Therefore, we may have a new experiment with other algorithms. Fur-
thermore, the class distribution in the training set can be uneven, where some classes 
contain the recipes that may contain more content than others. This problem is called 
the class imbalance problem. It should be improved as well, because it can lead to 
misclassifications. 
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Abstract. Head Gimbal Assembly (HGA) is an important feature of read and 
write process in a Hard Disk Drive (HDD). Currently, HGA circuit inspections 
are done using human operators under microscope; the vision processing for in-
spection in automated systems is required.  This research work proposes an al-
gorithm for detection the HGA circuit defect by using the blob detection, and 
then analysis the properties of blob tool. By the measurement properties of the 
blob tool, the K-Means Clustering can specify the data in each group in 95.45% 
accuracy with 110 samples. 

Keywords: Head Gimbal Assembly, Hard Disk Drive, Blob Detection, K-Means 
Clustering.  

1 Introduction 

Currently, image processing is one of the popular choices for inspection process. New 
technologies with high performance are required for HDD manufacturing process [1-4]. 
The HGA circuit defect is one of the key factors that impact the read and write perfor-
mance of HDD. The HGA circuit test has been done by electrical inspection in case of 
open and short circuit only. It still be a problem when the electrical parametric is within 
specification from the HGA variation but the vision image found the abnormal connec-
tion area.  

Nowadays, the image processing has a lot of features for analysis. In HDD manufac-
turing process, the automatic inspection in each defect type is required and the accuracy 
and repeatable results are very important. Fig. 1 shows the diagram of a part of HGA 
process. 

 

Fig. 1. Diagram of a Hard Disk Drive Process 
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The processing will operate in iterations. In each step, the data will move to some 
group and the mean value in each group is recalculated for the new mean value. This     
process will be applied until the mean value in each group is not changed.   Fig. 4 
shows the brief diagram of this technique. 
 

 

Fig. 4. The process step of K-Means Clustering 

K-Means clustering process has the calculation function for clustering data. The 
distance calculation uses the data point and centroid point to define the minimum 
distance value which is the Euclidean distance. The Euclidean distance equation is 
given by (4) when vector x= (x1, x2,….xn) and another vector y = (y1, y2,….yn). [5] 
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The Euclidean distance shows that the relationship between data point and centroid 

on this group is minimized. 

3 Experiment Results  
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in each part is the one thing that impacts the clustering performance. Currently, this error 
is fixed by using the electrical testing process in HGA production line. 

4 Conclusion  

The experiment shows the performance of K-Means Clustering when using the blob 
analysis on the HGA defect type. The results show the accuracy of 95.45% with 110 
samples. In this experiment, the incorrect clustering is the burn and no connect defect 
which is able to be classified by the electrical tool in the process line. The effective 
measurement properties are adequate for clustering and this technique was applied to 
the production line in the HGA manufacturing.  
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Abstract. In this paper, a new method is proposed for finding the suitable 
forced landing sites for UAVs. This approach does not have any limitations of 
the previous few researches done in this area. For finding the suitable landing 
sites, we first segment the aerial images based on classification using both color 
and texture features. Classification is performed based on k-nearest neighbor 
algorithm by incorporation of Gabor filters in HSV color space. Then, a 
geometric test is carried out for finding appropriately sized and shaped landing 
sites. Output images highlight the selected safe landing locations. Experimental 
results show the effectiveness of the proposed method. 

Keywords: Aerial image segmentation, Feature extraction, Surface type 
classification, k-nearest neighbor (KNN), Unmanned Arial Vehicles (UAVs). 

1 Introduction 

Nowadays, applications of machine vision can be found in every aspect of life [10-
20]. Using the unmanned systems in the war is not new, but what will be new in the 
future is how such systems are used in the civilian space. Unmanned Aerial Vehicles 
(UAVs) are going to be used in the civil and commercial applications extensively, and 
are receiving noticeable attention by industry and research community. For 
performing majority of civilian tasks, Unmanned Aerial Vehicles are restricted to 
flying only in distinct spaces, which are commonly not above populated areas [1]. 
Current UAV technologies have not an acceptable level of safety, especially when an 
engine failure happens and so an emergency or forced landing in the civil areas is 
required. 

Piloted aircraft in the same situation have a pilot on board who is able to do a 
complex decision making process for choosing a suitable landing site. If UAVs fly 
usually in civilian airspace, then an important unresolved problem is finding a safe 
landing location for a forced landing which must be dealt with [2]. 

The main purpose of this paper is designing a system for choosing autonomously 
the “safe” landing sites for a UAV by using machine vision and image processing 
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techniques. A “safe” landing site is a place which has three properties including  
(i) Does not cause any injury to a person; (ii) Does not damage the environment; (iii) 
Minimize damage to the UAV [2]. These three properties are listed in order of 
priority. It means minimizing damage to the UAV itself has the lowest priority. For 
example a UAV forced landing system should choose a lake instead of a busy road for 
landing. The criteria of landing site selection for UAVs are based on the criteria that a 
human pilot considers in a forced landing scenario. These include: 

• Size 
• Shape 
• Slope 
• Surface 
• Surroundings 
• S(c)ivilisation 

These factors are known as the six S’ and many of them are still important for 
selecting a landing site in a UAV forced landing situation. To date, there are very few 
publications on landing site selection for UAVs forced landing based on image 
processing and machine vision techniques [3, 4]. One of the best researches has 
tackled the specific problem of a UAV forced landing, has been done by Fitzgerald 
[2]. In [2] based on the “size”, “shape”, “surface” and “slope” criteria, for finding the 
safe landing sites these steps were proposed: (1) Segmenting the image, (2) Finding 
sites with suitable size and shape, (3) Classifying the surface type, (4) Estimating the 
slope. 

In spite of testing different methods, Fitzgerald didn’t get acceptable segmentation 
results. He proposed a simple method for extracting regions from aerial images which 
have similar texture and also are free of obstacles. But he used some assumptions in 
his method which are not valid under every condition. For instance, he used the edge 
detection measure in his algorithm for objects identification in the image based on the 
assumption that distinct edges situate between boundaries of objects. This assumption 
is valid only under the condition that the contrast between objects or regions in the 
image is enough and that the spatial resolution is high sufficient. Another drawback is 
that he used the intensity measure to eliminate some of the manmade objects in the 
image which usually are the white building or roof tops, as these areas are most likely 
to reflect the sun. But on more cloudy days or at soon or late times of the day, it is 
possible that some objects do not be detected. In this paper, by considering the “size”, 
“shape” and “surface” criteria for landing site selection. 

The remainder of the paper is organized as follows. Section 2 describes the 
segmentation step including the feature extraction and the k-nearest neighbor (KNN) 
classification. Then, section 3 explains the method of finding suitably sized and 
shaped landing areas. After that, section 4 represents the final results of landing site 
selection. Finally, conclusions are given in section 5. 

2 Image Segmentation Based on Surface Type Classification 

Image segmentation is one of the most difficult problems in image processing and 
computer vision which has a lot of useful applications. A segmentation algorithm is 
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performed to semantically divide the image into some regions, or objects, to be used 
by the next processing steps for interpretation. The segmentation of different land 
cover regions in aerial images is known as a complicated problem. The natural scene 
typically has many regions including grass, water, tree, building, etc. It is really a 
challenging task to separate these regions correctly [5]. Some of the segmentation 
methods in the literature work well, but they have different parameters which need 
manual accurate tuning for every image to reach the optimal segmentation 
performance and this is not suitable for the purpose of automatic (unsupervised) 
segmentation. In this paper, we use a method for partitioning aerial images into 
different regions based on pixel level classification. 

2.1 Feature Extraction 

The features that we tested for aerial image segmentation include (1) Color features 
and (2) Texture features. We consider the features of RGB, HSV and LAB color 
spaces for the segmentation task. The analysis of texture is an important step for aerial 
image segmentation. However, many existing texture segmentation methods are 
orientation dependent and therefore cannot correctly classify textures after rotation 
[5]. In this research, we use the orientation independent textures. So the algorithms 
are independent from the direction that UAV approaches to the area. 

Gray Level Co-occurrence Matrix 
Gray Level Co-occurrence Matrix (GLCM) features are based on statistical properties 
of the GLCM. The GLCM is a matrix of relative frequencies which describe how 
often two gray level pixels appear in a specific distance and at a certain orientation in 
an image area. 

The features of normalized GLCM at each pixel are computed in a w × w window 
with that pixel in the center. For deriving rotation invariant features, 4 orientations 
(0˚, 45˚, 90˚, and 135˚) are considered. For the distance measure, one of the values of 
1, 2 and 3 and for number of quantization levels, one of the values of 8 and 16 are 
used after comparison. Selecting the suitable size of window is also important. The 
features we consider to extract from GLCM are: “contrast, homogeneity and energy” 
or just “contrast and homogeneity”. Also we test different combination of Haar like 
features. Assume we extract contrast and homogeneity features in 4 orientations and 1 
given distance in every window. As a result, the feature vector length will be 8. 

Wavelet Transform 
Manthalkar et al. in [6] introduced a method for extracting rotation and scale invariant 
texture features different type of wavelet filters. Cao et al in [5] used this method for 
extracting features of aerial images and got the good results. In this method, a multi-
level wavelet decomposition of a small area of the image is computed. Then, by 
calculating the energy of each decomposed image, the rotation invariant features for a 
pixel are derived. If the decomposed image is x(m, n), where 1 ≤ m ≤ M  and 1 ≤ n ≤ 
N, and  i denotes the decomposition level, the energy features are: 
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݁݊௜ = ܰܯ1 ෍ ൭෍|ݔ(݉, ݊)|ே
௡ୀଵ ൱ெ

௠ୀଵ  (1) 

݁݊௜௦௧ௗ = ܰܯ1 ඩ ෍ ൭෍(|ݔ(݉, ݊)| − ݁݊௜)ଶே
௡ୀଵ ൱ெ

௠ୀଵ  (2) 

To get rotation invariant features, the energy features in LH and HL channels in 
each level of decomposition are grouped. The feature vector is a vector of mean and 
standard deviation of all HL and LH channel in the proposed decomposition. This 
feature vector is given as Eq. 3 and 4. 

ENi = 0.5 × [eniHL + eniLH] (3) 

ENistd = 0.5 × [enistdHL + enistdLH] (4) 

In this paper, 3-level wavelet decomposition is used and in every decomposition level, 
both mean and standard deviation features is derived. So the feature vector length will be 
6 ([EN1, EN1std, EN2, EN2std, EN3, EN3std]) and we use it to characterize each class. Note 
that all the features are normalized from 0 to 255. To this end, every elements of feature 
vector for all pixels is mapped to 0-255 range individually and independently of other 
elements. Therefore, maximum and minimum of each element should be calculated 

through the image and then using (
௩௔௟௨௘ ௢௙ ௘௩௘௥௬ ௘௟௘௠௘௡௧ି୫୧୬ (௩௔௟௨௘)୫ୟ୶(௩௔௟௨௘)ି୫୧୬ (௩௔௟௨௘) × 255) formula and 

considering the fix part of answer, normalized value of desired element will be derived. 
To choose the wavelet filter in [6], one Daubechies wavelet (Db4) and three 

Biorthogonal wavelet (Bior5.5, Bior4.4, and Bior3.3) have been tested and compared. 
The best result has been gain by Db4 and Bior4.4. In this paper different type of 
Orthogonal and Biorthogonal wavelet filters including Daubechies, Coiflets, Symlets, 
Discrete Meyer, Biorthogonal and Reverse Biorthogonal for choosing the best one are 
used. For defining the window size, different amounts are tested and the results are 
compared. 

Local Binary Patterns 
One of simple methods to prepare high accurate texture features of an image is Local 
Binary pattern (LBP). We compute the normalized histogram of LBP features at each 
pixel in a w × w window with that pixel in the center. The uniform rotation-invariant 
LBP (ܤܮ ௉ܲ,ோ௥௜௨మ) is computed by selecting (P, R) parameters, once as (8, 1) and at the 
second time as (16, 2) which result the feature vector length of 10 and 18, 
respectively. Selecting the suitable size for the window is also important. We also test 
Local Binary Pattern (normalized) Histogram Fourier Features. In this case, 
considering (8, 1) and (16, 2) as (P, R) parameters, respectively result the feature 
vector length of 38 and 138.  
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Gabor Filters 
Gabor features can be used to infer texture of an image region. There are a large 
number of publications which show that Gabor features can successfully discriminate 
between textures [2]. Chang et al. [7] claimed that Gabor filters are the best textural 
features out of the methods considered. A Gabor filter is a linear and local filter that is 
defined by a certain orientation and spatial frequency. It acts as a band-pass filter with 
optimal joint localization properties in both the spatial domain and the frequency 
domain [8]. Gabor filters are popular because the human vision system uses similar 
banks of directional band-pass filters with similar frequency and orientation 
representations [9]. 

We convolve the gray-scale image with two-dimensional 3×3 Gabor filters with 
various orientations (rotations) and frequencies (scales). Considering different 
orientations cause independency of image rotation. The output is a set of Gabor 
filtered images (one for each filter) that retain spatial information and can therefore be 
used for segmentation purposes. 

2.2 Classification 

There are different regions including water, grass, tree, road and building in aerial 
images; but in different places, the color of waters is different; also the shape of trees 
and their color are different and are affected by season changing; also buildings have 
different shapes, some of them have flat roofs and others sloped ones. Such issues 
affect surface type classification and make the problem more complicated. 

There are different methods for image classification with a number of advantages 
and disadvantages. However, good results are usually obtained by careful selection of 
features and appropriate training practices [2]. In all of the classification methods, the 
features of test samples are extracted and compared with features of training data set. 
Then one of the output classes is assigned to each of the test samples. In pattern 
recognition, the kNN algorithm is a method for classifying objects based on closest 
training examples in the feature space. In this method, an object is assigned to the 
most common class amongst its k nearest neighbors. The neighbors are taken from a 
set of objects for which the correct classification is known. This can be thought of as 
the training set for the algorithm. 

The classification process in kNN method like other classifiers has two steps of 
training phase and classification phase. The training phase of the algorithm consists 
only of storing the feature vectors and class labels of the training samples. In the 
classification phase, k is a user-defined constant, and an unlabeled vector is classified 
by assigning the label which is most frequent among the k training samples nearest to 
that query point. 

Choice of the classification classes is an important component of classifier 
designing. The classes must include the different surface types that may be 
encountered by the classifier. The classifier would have to be able to distinguish 
between these classes correctly, so that the UAV is able to land on the appropriate 
target. These classes are (1) Grass, (2) Tree, (3) Water, (4) Road, and (5) Building. 

Appropriate training data are also important to the operation of any classifier. We 
trained our kNN classifier on 150 sample images for each of the classes of grass, tree, 
water, road and building. For assessing the performance of the kNN classifier (trained 
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on 150 sample images), 280 test images were manually selected and categorized. 
These images were then used as inputs to the kNN classifier. The best kNN 
classification results are obtained by considering one of the values of 1, 2, 3 or 4 for 
parameter k and L1 norm (Sum of absolute differences) or L2 norm (Euclidean 
distance, Sum of square differences) as the distance metric (the distance from the test 
point to each of its k nearest neighbors). We consider parameter k equal to 3 and use 
L2 norm as distance metric in our tests. 

For any classification problem, a suitable set of features must be chosen. Good 
features are ones that allow discrimination between the output classification classes 
[2]. The best results of classification are obtained by combination of HSV color 
feature and Gabor texture feature. So for extracting the features of test samples or the 
features of training data set, we consider the given color image in HSV color space 
and separate it into three H, S, and V channels. Then we filter each channel of the 
image with Gabor filters in different orientations and frequencies. The mean of 
filtered images is calculated in every channel. The result is 3 images for 3 channels, 
that by calculating the average of each of them, we obtain 3 values finally. These 3 
values will be used as feature vectors related to the considered image. This classifier 
performed extremely well on the test sample set, achieving a classification accuracy 
of 97%. 

2.3 Image Segmentation Based on Classification 

Our proposed method for image segmentation consists of identifying the objects 
present in an aerial image given a set of known patterns. In aerial images, the image 
contains several regions of different patterns and we label each pixel with one of the 
given classes based on specified features. Evidently, the labeling process subsumes 
image segmentation but besides segmenting the image to different regions, it assigns 
each region to one of the objects patterns. 

We perform a per-pixel classification task and define the class for each pixel. For 
this purpose, we consider a window around each pixel and classify the area inside it 
using k-nearest neighbors algorithm (kNN). Then we assign the label of classification 
result to the central pixel of window. After computing all pixels in the image we 
obtain a segmented image which surface type of each segment is also defined. 

3 Finding Sites with Suitable Size and Shape 

In the previous step, aerial images have been segmented into a number of 
homogenous areas and simultaneously the surface type of each area has been defined 
by classification. In the final stage, a geometric test for finding appropriately sized 
and shaped landing sites should be performed. All areas that are too small or the 
incorrect geometric shape would be rejected, leaving only areas large enough for a 
UAV landing. 

The algorithm in this phase involves the use of a mask, which is circular in shape 
and also is scalable. We have chosen circular shape for some reasons including 
possibility of approaching to the candidate landing site from different directions, 
wings of UAV and minimizing the processing time.  
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produces consistent results and also it is easy to implement and able to segment aerial 
images automatically without any supervision i.e. without a priori knowledge of 
image content. After segmenting the image into a number of regions, in the final step, 
the algorithm locates areas of a given size and shape suitable for a UAV forced 
landing. 
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Abstract. Despite significant improvements in capacity-distortion performance,
a computationally efficient capacity control is still lacking in the recent water-
marking schemes. In this paper, we propose an efficient capacity control frame-
work to substantiate the notion of watermarking capacity control to be the process
of maintaining “acceptable” distortion and running time, while attaining the re-
quired capacity. The necessary analysis and experimental results on the capacity
control are reported to address practical aspects of the watermarking capacity
problem, in dynamic (size) payload embedding.

Keywords: Capacity control, dynamic payload, embedding capacity, fragile wa-
termarking.

1 Introduction
Digital image watermarking has drawn much attention for improving the embedding
capacity-distortion performance [1–5, 9–18, 25, 27–29]. Particularly, recent fragile wa-
termarking schemes aim at achieving high capacity with the lowest possible distortion.
(Fragile watermarks, by definition, become invalid for any possible modification in a
watermarked image.) In some fragile watermarking applications (e.g., annotation) the
payload size (i.e., watermark plus any side information) significantly varies [21]. We
call such a payload dynamic, which requires varying capacity with a relatively high
upper bound. Achieving this requirement, however, is challenging (specially under the
perceptual constraints of images) and requires capacity control.

Watermarking capacity control is the process to achieve the required capacity while
maintaining a low level of distortion. Ideally the process should minimise the distor-
tion. However, when the payload is dynamic this may lead to an unacceptable running
time and so in this paper we study the notion of capacity control to be the process of
maintaining “acceptable” distortion and running (or computational) time. (The term
“acceptable” means to be minimum, but its level may vary with the applications.) Here,
distortion is the degree of perceptual degradation incurred by the embedding function,
and running time [6] is measured by the number of machine-independent operations
executed.

In watermarking research, the best capacity-distortion performance are shown by
the reversible schemes [1–5, 9–15, 18, 25, 27–29]. These fragile schemes introduce an

c© Springer International Publishing Switzerland 2015 143
H. Unger et al. (eds.), Recent Advances in Information and Communication Technology 2015,
Advances in Intelligent Systems and Computing 361, DOI: 10.1007/978-3-319-19024-2_15



144 H. Nyeem, W. Boles, and C. Boyd

invertible distortion in a watermarked image. Tian [28] pioneered the DE scheme ad-
dressing the low capacity and/or noticeable visual artefact problems of earlier feature
compression based reversible schemes [2, 8, 9]. Tian’s scheme is later generalised by
Alattar [1], and then improved using the sorting of pixel-pairs by Kamstra and Hei-
jmans [12] for higher embedding capacity. Kim et al. [13] improved Tian’s scheme
using the simplified location map to reduce the overhead data.

Additionally, Ni et al. [18] introduced the histogram shifting (HS) scheme, which
does not require any location map (but a pair of peak/zero points in the histogram).
Ni et al.’s scheme is later improved by using the difference-histogram [14], rhombus
predictor and sorting [25], adaptive and multilevel embedding [15, 24] for better per-
ceptual quality and higher embedding capacity. Reversible contrast matching (RCM),
another invertible transform, -based scheme is proposed by Coltuc and Chassery [5] and
extended by Chen et al. [3]. Thodi and Rodrı́guez [27] combined the HS and DE tech-
niques and introduced the prediction error expansion (PEE) scheme, which was later
improved by Hu et al. [11] for better capacity-distortion performance.

However, the above (and many others) DE-, HS-, RCM- and PEE-based reversible
schemes usually have an inefficient capacity control and thus may not be suitable for
dynamic payload embedding. They often require a recursive (or multi-level) embedding
in support of capacity control. A recursive embedding re-embeds any remaining part of
a payload recursively in a watermarked image until the required capacity is achieved.
The repeated alterations of pixels may not always incur more distortion if the same
bit-plane(s) is used for re-embedding, but they are more likely to significantly grow
the running time of the schemes. To demonstrate the need for an efficient capacity
control, and to thus address a novel aspect of the embedding capacity problem, form
the motivation of the research reported in this paper.

As the main contribution, this paper presents an efficient capacity-control framework.
It is more than challenging to develop a unified capacity control framework for water-
marking due to the variety of its techniques and applications. A case of fragile water-
marking schemes is therefore considered for dynamic payload embedding, where we
often face the dilemma of limiting the size of payloads or sacrificing the performance
of an embedding scheme. In this paper, we determine the impact of the inefficient
(e.g., recursive) capacity control of watermarking schemes on their overall performance.
Thereby, we validate the proposed framework with the asymptotic analysis and neces-
sary experiments of watermarking schemes having different capacity control.

The rest of the paper is organised as follows. A new capacity control framework is
proposed in Sec. 2. In Sec. 3, asymptotic analysis of capacity control of watermark-
ing schemes are given in light of the proposed framework. Experimental results are
discussed in Sec. 4 followed by the conclusions in Sec. 5.

2 A New Capacity Control Framework
In this section, we present a capacity control framework for efficient embedding of dy-
namic payload. (We adopt necessary notations from [20].) As discussed in Sec. 1 and
shown in Fig. 1 (existing scenario), current capacity control ideally aims at minimizing
the distortion only and thus lacks consideration of the running time. Here, the Hu et al.
scheme [11] (that we will analyse in Sec. 3.2 to validate our framework) is a prominent
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example that fits the existing scenario. Therefore, our proposed framework (incorpo-
rating the extended scenario in Fig. 1) aims to ensure the attainment of the required
capacity with both the least possible distortion and running time simultaneously. For
an input image and payload, the framework seeks a suitable capacity parameter setting
with possible user intervention to update the predefined thresholds (or to reconsider the
inputs/embedding scheme, in a worst case scenario). The general steps are discussed
below.

Let an embedding function, E (·), embeds a watermark, W and side information,
Sin f o, in an input image, I such that Ī ← E(I, payload). Here, Ī is the watermarked
image and the payload is computed by a concatenation function, Concat (·), i.e.,
payload ← Concat

(
W,Sin f o

)
. To find the least possible distortion, Dist and running

time, Et , the set of capacity parameters par and the thresholds (T1,T2) for (Dist, Et)
are initialized with their minimum possible values. With that setting, a capacity esti-
mation function, Est (·) computes the total (available) capacity, Ct . The required ca-
pacity, Cp is determined using Size(·) that returns the bit-length of its input such that
Cp ← Size(payload). Until the Cp is achieved, par, T1 and T2 are updated as shown in
Fig.1.

The influence of increasing Cp on Dist and Et . can be controlled by the capacity
parameter, par, and the thresholds T1 and T2. An efficient updating of par is here crucial
for the capacity control to minimize Et . For example, based on the difference between
Ct and Cp, an adaptive update of par may significantly minimize the time needed to
reach the required capacity level. Bearing this in mind, we define the capacity control
efficacy in Def.1 below. Here, we consider only Cp, since Ct accounts for Cp (possibly
with an increasing Dist and Et for Ct ≥Cp).

Definition 1. (capacity control efficacy). An embedding function, E (·) is said to have
an efficient capacity control, if it ensures the attainment of the required capacity, Cp

with minimum possible distortion, Dist and computation time, Et , where Dist and Et

grow with the minimum possible amount/step as Cp grows.

In order to demonstrate the viability of Def. 1, and thus to determine the capacity
control efficacy of E (·) for dynamic payload embedding, we pose the following ques-
tions: (i) what are the Dist and Et values of E (·) for the lower bound of the dynamic
payload? and (ii) at what rate should Dist and Et of E (·) be changed for the increas-
ing Cp? Analysing watermarking schemes in light of these questions would lead to the
conclusion that the lower the (quantitative) values of the said parameters, the higher the
efficacy of the schemes.

3 Capacity Control Analysis
We analyse and experiment with the Nyeem, Boles, and Boyd (or NBB) scheme [22,23]
and Hu, Lee, and Li (or HLL) scheme [11] below as to determine the performance of
their capacity control for dynamic payload embedding. The choice of the HLL scheme
is made as it is a prominent watermarking scheme having capacity control that closely
represents the existing capacity control scenario, as mentioned in Sec. 2. We presented
the NBB scheme in [22, 23] that follows the capacity control framework proposed in
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input I; W ; Sinfo

initialize : par, (T1, T2) ;
payload ← Concat (W,Sinfo) ;

Cp ← Size (payload)

(
Dist, Et, Ct

)
← Est (I, par)

Ct ≥ Cp?

(Dist, Et) ≤
(T1, T2)?

update
par

update
T1, T2?

invoke
E(·)

recon-
sider
inputs,
E(·)

no

yesno

yes no no

yes

existing
scenario

extended scenario

· · ·

Fig. 1. Flow-chart of the proposed capacity control framework for dynamic payload embed-
ding [19]

this paper. Since, both schemes have capacity control, they can be used for dynamic
payload embedding.

3.1 The NBB Scheme Analysis
NBB scheme [22, 23] is proposed to provide continuous security protection and to
minimize the legal-ethical issues of medical images. That scheme embeds payloads
in the LSB (least significant bit) planes of the border pixels of input images. A
greater capacity control is targeted in terms of NBW and NLSB with their thresholds
TBW and TLSB respectively, as shown in Fig. 2. Here, NBW is the number of pixels
in a given border width, NLSB is the number of LSB-planes, and ct is calculated us-
ing Ctotal = 2NBW × (r+ c− 2NBW )× NLSB. We note that Fig. 2 does not explicitly
show any consideration for Et as shown in the proposed framework in Fig. 1. Be-
cause the NBB scheme does not consider recursive embedding, its running time always
remains in O(n). The capacity control running time of NBB embedding function is
n× (c5+ c6 + c7 + c8), where c5 to c8 are time constants for the steps shown in Fig. 2.

3.2 The HLL Scheme Analysis
The HLL scheme [11], on the other hands, expands the (median) prediction errors (i.e.,
pe = x− x̂) using classical DE rule (i.e., p′e = 2pe+b) and its variant (i.e., p′e = 2pe−b).
(Where, x and x̂ are original and predicted versions of the pixels, pe and p′e are original
and expanded versions of the errors, respectively and b is the watermark bit.) Thereby,
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c6n c7n c8n

initialize
(TBW , TLSB);
NBW ← 1;
NLSB ← 1;
compute Cp

compute Ct

Ct ≥ Cp?
invoke
E (·)

NBW <
TBW ?

NBW =
NBW + 1

update
(TBW , TLSB)

NLSB <
TLSB?

NLSB =
NLSB + 1

update
(TBW , TLSB)

?

reconsider
input

c5 c6 c7 c8

n ∗ (c5 + c6 + c7 + c8)

no no noyes

yes yes no

yes

...

Fig. 2. Capacity control flow-chart of NBB scheme [19]

an interleaving approach (e.g., adding a bin first rightward, then leftward, and so on
or vice-versa for an embeddable region) is introduced for capacity control, considering
a first round embedding. This consideration, however, is also suggestive of possible
successive embedding rounds. To demonstrate the consequences of such embedding,
we perform an asymptotic analysis of the HLL scheme. to determine its rate of growth
of running time.

HLL capacity control has two main parts: OUF (over-/under-flow) map construction
and scanning as shown Fig. 3. For the given I and Cp, the OUF location map, M is
constructed recursively for each pixel—a vector for the current pixel and the f lag—a
flag-bit for HS direction (e.g., 0 for the left). The JBIG (Joint Bi-level Image Experts
Group) compression is then used: M̂ ← JBIG(M), where M̂ is JBIG compressed version
of M. (For more details, see [11].)

The OUF map construction and scanning have the running time of c4n× (c1n+
c2 logn) and c3n, respectively, where n is input size—the total number of pixels, and c1

to c4 are time constants—the fixed time period taken by the set of operations. So, the ca-
pacity control running time becomes c1c4n2+c2c4n logn+c3n leading to an asymptotic
upper bound O(n2) (considering the JBIG running time is O(logn) as being arithmetic
coding based [26]). With the running time of E (·) in O(n), the HLL scheme’s embed-
ding performance depends on its capacity control, leading to an overall upper bound of
O(n2). So, for a k-round embedding, the running time will be in O(n2k), where even
with a small value, k will severely impact on the HLL scheme’s overall performance.

4 Experimental Results and Discussion
We examined the performance of the schemes in question [11,22] with varying payload
size. We performed several experiments using 150 test images (from [7]). An example
of a few test-set images are shown in Fig. 4. As shown in Fig. 5 (1st row), unlike NBB
scheme, where the capacity control running time remains steady and much lower,
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input I; Cp

initialize : pixel, par ;
Ct ← 0 ; M ← 0 ; flag

last
pixel?

conditionally
update M &
Ct; go to
next pixel

M̂ ← JBIG (M)

Ct ≥
Cp?

initialize pixel based
on M ; Ct ← 0

interleavingly
increase par

expan-
dable?

Ct ← Ct + 1

Ct =
Cp?

update pixel
based on M

Q ← pixel
location

invoke E (·)

yes

yes

no

no

no yes

no

yes

c1n

c2 log n

c4n× (c1n+

c2 log n)

c3n

scanning

OUF map-
construction

· · ·

Fig. 3. Capacity control flow-chart of the HLL scheme. (Dotted-blocks indicate their approximate
worst-case running time [19].)

(a) (b) (c) (d)

Fig. 4. Sample test images of size 512×512×8: (a) Aerial, (b) Mandrill, (c) Stream and bridge,
and (d) Man. (Available here [7]).
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it grows almost exponentially for the HLL scheme, with the payload size. This is ex-
pected for the HLL scheme as the number of input image scanning (Fig. 5: 2nd row)
grows exponentially with the payload size. These capacity control times are, however,
implementation dependent, and we used MATLAB (7.14.0.739) and an Intel Core i5
3.2GHz CPU for our experiments.

Additionally, a step pattern in the performance variation is evident for the HLL
scheme (Fig. 5: 2nd & 3rd row) and for the NBB scheme (Fig. 5: 3rd row). This means
that their performance, which is dependent on the payload size, remain unchanged until
the capacity condition (i.e., Ct ≥Cp) is satisfied. Otherwise, respective capacity param-
eters are increased with a step (up/down) pattern in their performance curves. Unlike
the HLL scheme, the equal step-sizes also mean that each increment of capacity pa-
rameters consistently gives a fixed amount of capacity increment for the NBB scheme.
We note that we kept NBW fixed to 25 and varied NLSB from 1 to 5, because we have
shown in [22] that increasing the number of LSBs is more effective for meeting higher
capacity requirements. We also considered the payload size of 1 Kbits to 215 Kbits.

Moreover, Fig. 5 (3rd row) shows Mean Structural SIMilarity (MSSIM) of the wa-
termarked images for the schemes in question. MSSIM, a particularly designed image
quality metric, measures the local similarity of perceptual contents thus it mainly ac-
counts for the changes in perceptually significant information.The general formulation
of MSSIM [30] is given below in (1).

MSSIM(X ,Y) =
1
M

M

∑
j=1

SSIM(x j,y j) (1)

SSIM(x,y) =
(2μxμy + c1)(2σxy + c2)

(μ2
x + μ2

y + c1)(σ2
x +σ2

y + c2)
(2)

where, x j and y j are the image content at j-th local window and their structural similar-
ity index, SSIM(x j,y j) is computed using (2). Here, μx and μy are the average values of
x and y, and σ2

x and σ2
y are the variance of x and y, respectively; σxy is the covariance

of x and y; and c1 = (k1L)2 and c2 = (k2L)2 are two variables to stabilize the division
with weak denominator for the L dynamic range of the pixel values. The default values
of the weight factors, k1 and k2 are set to 0.01 and 0.03, respectively.

This MSSIM curves in Fig. 5 (3rd row) suggest that both schemes would have more
distortion for increasing the payload size further. This would also drastically grow the
running time of HLL scheme demonstrating the possible (severe) impact of multilevel
embedding. This is unlike the NBB scheme, where its running time would remain nearly
steady.

5 Conclusions
We have discussed some practical aspects of watermarking capacity and pointed out that
embedding of increasing size payload would contribute to the exponentially increasing
computational overheads. Thus, a watermarking scheme could eventually be less ef-
ficient for an application. Addressing this problem, we have presented a heuristically
designed framework for efficient capacity control. We examined the efficiency of our
proposed framework by an asymptotic analysis of the HLL scheme and NBB scheme,



Watermarking Capacity Control for Dynamic Payload Embedding 151

where these schemes closely represent the existing and proposed frameworks of capac-
ity control, respectively. We also verified the efficiency of the proposed framework by
analysing the performance variations (resulting from the dynamic payload embedding)
of HLL and NBB schemes.

We argue that the existing capacity control is more interpreted as a trade-off between
capacity and distortion requirements. However, failure to also consider the running time
may render a scheme less practicable for an application, especially if dynamic payload
is a requirement. Therefore, addressing the questions posed in Sec. 2, we have shown
that the capacity control of NBB scheme outperforms that of the HLL scheme. The
asymptotic analysis and experimental results demonstrate further the consequences of
an inefficient capacity control and thus validate the efficiency of the proposed capac-
ity control framework. We note that the given results are implementation dependent,
and possible optimized implementation could give better results than what we found.
However, the trends shown in the graphs (in Fig. 5) will apply for any implementation.

Moreover, since the HS-, DE-, RCM- and PEE-based schemes usually have a similar
capacity control principle like the HLL scheme, they should have more or less similar
effect on the running time, for increasing payload size as well as for recursive embed-
ding. Although different watermarking principles and application requirements make it
a more challenging task, the proposed capacity control framework may be reduced to a
generalized form in future.
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Abstract. It is known from information theory that eavesdropping and
gaining unauthorised access to computers can be prevented by cryptog-
raphy employing one-time keys. Regarding this fact, a practically feasible
data encryption and user authentication scheme is presented, whose two
stages are already information-theoretically secure each on its own. The
first stage generates packet-long one-time keys by a chaos-theoretical
method, and the second one adds redundancy in form of allowing to en-
crypt any plaintext by a randomly selected element out of a large set
of possible ciphertexts. Obliterating the symbol boundaries in transmis-
sion units, this cryptosystem removes a toehold for cryptanalysis not
addressed before.

Keywords: Unbreakable encryption, eavesdropping, secure communi-
cation, authentication, chaos theory.

1 Introduction

In information and communication technology, increasingly datasets of any size
are exchanged between computers in form of streams via data networks. To
guarantee the confidentiality of such messages’ contents, a plentitude of meth-
ods to encrypt the data streams was developed [7]. Currently used encryption
methods usually employ the same keys during longer periods of time, lending
themselves to cryptanalytic attacks. It was shown, for instance, that the rather
widespread asymmetrical RSA-cipher with keys 768 bits long has at least the-
oretically been broken. The symmetrical cryptosystem DES is already regarded
as unsafe, too. Other ciphers such as 3DES or AES are still being considered
safe, but only because the presently available computing power is insufficient to
carry out simple brute-force attacks. In some countries law requires to deposit
the keys used with certain agencies. Thus, these countries’ secret services do not
need any cryptanalysis whatsoever to spy out encrypted data.
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In consequence, only perfectly secure one-time encryption appears to be fea-
sible in the long run. Perfect security is achieved, if encryption of a plaintext
yields with equal probability any possible ciphertext, and if it is absolutely im-
possible to conclude from the ciphertext to the plaintext in a systematic way.
According to the theorem of Shannon [8] fundamental for information theory, a
cryptosystem is regarded as perfectly safe only then, if the number of possible
keys is at least as large as the number of possible messages. Hence, also the
number of keys is at least as large as the one of possible ciphertexts which, in
turn, must be at least as large as the number of possible plaintexts. Based on
these considerations, in the sequel a novel system for data encryption and user
authentication is presented, which works with one-time keys as long as packets
to be stored or transmitted.

The method employed to generate one-time keys is a chaos-theoretical one.
Mathematical chaos [9] is one of the most well-known and potentially useful
classes of non-linear dynamics. The dynamical behaviour of non-linear systems
has gained strong interest in recent decades. As a result, non-linearity has be-
come a major topic in mathematics and engineering sciences. Although chaotic
systems are governed by simple and low-order deterministic rules, their dynamics
are random-like and complex. These characteristics let chaotic systems become
potential candidates for sources of pseudo-randomness such as building blocks in
cryptographical applications. Summaries of various corresponding research activ-
ities and designs can be found in [1,5]. Here, more complicated chaotic systems,
viz. spatiotemporal ones, are utilised as sources of pseudo-randomness due to
their good performance. In particular, coupled map lattices are adopted as such
spatiotemporal systems, which are more complex than other chaotic systems and
can serve as multiple sources of pseudo-randomness [6].

To yield perfectly safe encryption, one-time keys need to be truly random.
Since deterministic methods as the one described in Section 2 are only able
to produce sequences of pseudo-random bits, however, in Section 3 we propose
to make up for this deficiency by adding a second encryption stage. This stage
features ample redundancy by allowing freely selectable plaintext segments to be
encrypted by elements randomly chosen out of large sets of possible ciphertexts,
and it blurs the boundaries between data symbols encrypted together. Thus, it is
made impossible to conclude from boundaries between data items in ciphertexts
to the boundaries of data items in the resulting plaintexts, removing a toehold
for cryptanalysis which has been neglected so far. This paper ends with stating
the two-stage encryption and decryption algorithms and some considerations
pointing to a wide range of options for implementation and for modifications
during communication processes.

2 Spatiotemporal Chaos Yielding Pseudo-random Bits

In order to produce one-time keys for encryption purposes, a novel Multiple
Pseudo-Random Bits Generator (MPRBG) based on spatiotemporal chaos was
proposed and comprehensively studied [6]. By their very nature, spatiotemporal
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chaotic systems are dynamical systems, which are often described by partial
differential equations, coupled ordinary differential equations or Coupled Map
Lattices (CMLs). These dynamical systems exhibit chaotic properties in both
time and space. Among them, the ones described by CMLs are most widely
used, due to their digital nature and favourable combination of computational
complexity and representation of the original systems.

Spatiotemporal chaos is created in CMLs by local non-linear dynamics and
spatial diffusion. By adopting various non-linear mappings for local chaos, and
various discretised diffusion processes, which are also regarded as coupling, dif-
ferent forms of CMLs can be constructed. Commonly used are the logistic map
as local map and nearest-neighbour coupling.

A general nearest-neighbour CML can be described as

xi+1,j = (1 − ε)f(xi,j) +
ε

2
[f(xi,j+1) + f(xi,j−1)], (1)

where i = 1, 2, ... is the time index, j = 1, 2, ..., L with L ≥ 2 is the lattice site
index with a periodic boundary condition, f is a local chaotic map in the interval
I, and ε ∈ (0, 1) is a coupling constant. Here, the logistic map is taken as local
map, which is described by

f(x) = rx(1 − x), (2)

where r ∈ (0, 4] is a constant. An example of the spatiotemporal chaos generated
by Eqs. (1) and (2) is shown on the left side of Fig. 1.
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Fig. 1. Left: pattern of a CML with ε = 0.9, r = 4 and L = 100; right: error function

Thus, a CML with L lattice sites can simultaneously generate L pseudo-
random bit sequences by digitising the chaotic outputs of the lattice sites. The
state variable xi,j of the j-th site can be regarded as a pseudo-random number,
which means that {xi,j}∞i=1 is a Pseudo-Random Number sequence (PRNS), de-
noted by PRNSj. Therefore, L PRNSs can simultaneously be generated from
a CML of size L. Further, by digitising the PRNSs, i.e. by transforming the
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sequence of real numbers to a binary sequence, Pseudo-Random Bit Sequences
(PRBSs) can be obtained. Here, a PRBS is generated by concatenating the
mantissae of the numbers xi,j in a certain floating-point representation [6].

In order to prevent the lattice sites from falling into synchrony, a criterion was
derived by analysing the Lyapunov exponents λj , j = 1, 2, . . . , L, of the CML,
namely that λ2 must be bigger than 0, i.e.

λ1 + ln[1− ε+ ε · cos(2π/L)] > 0, (3)

or

r

[
1− ε

(
1− cos

2π

L

)]
> 2. (4)

When satisfying Condition (4), the CML with r, ε and L can exhibit chaotic
behaviour without its sites falling into a state of synchronisation.
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Fig. 2. Cryptographic properties of a pseudo-random bit sequence: 0:1 ratio, linear
complexity, auto- and cross-correlation

The cryptographic properties of this approach were studied. The first one is a
long period, which is ensured by spatiotemporal chaotic systems, although there
exists a problem of short periods along with the chaotic orbits, when chaotic
maps are realised in computers with finite precision. The period of CMLs with
L lattices is about 10−0.4L · 252×0.47L ≈ 107L, and the period of the PRBSs
generated by CML-MPRBGs is also about 107L. Therefore, when L > 5, the
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period provided by CML-MPRBGs satisfies the basic cryptographic requirement,
since a length of order O(2100) is cryptographically long. The second property is
balance, which means that a PRBS has a uniform distribution, i.e. with about
the same numbers of 0’s and 1’s in the binary sequence. The third one is strong
linear complexity. The forth property, that a PRBS has a cross-correlation close
to zero, can be used to encrypt several plaintexts at one time. The last one is that
a PRBS has a δ-like auto-correlation, which measures the extent of similarity
between the PRBS and a shift of itself by some positions. These five properties
have been investigated numerically by calculations as depicted in Fig. 2. Based
on them, the novel scheme to generate multiple streams of pseudo-random bits
promises to be advantageous for fast and secure encryption.

A one-way cyclically coupled logistic-map lattice with certain parameters has
the best cryptographic properties among the six most simple pseudo-random
bits generators [6]. Based on this, a stream cipher is designed, which carries out
encryption as follows:

f(xi,j , aj) = (3.9 + 0.1aj)xi,j(1− xi,j),
xi+1,j = (1− ε)f(xi,j , aj) + εf(xi,j−1, aj−1),
Ki,j = int[xi,j × 2u] mod 2v,
Ci,j = Mi,j ⊕Ki,j , j = 1, ..., L, i ∈ N

(5)

where the index 0 is to be replaced by L for the cyclic coupling of lattice sites,
u, v ∈ N suitably chosen, Ki,j , Mi,j and Ci,j are keystream, plaintext and ci-
phertext, respectively, and ⊕ denotes bitwise antivalence. Actually, the CML
serves as a PRBG to produce L keystreams by applying the algebraic operations
int and mod on the outputs of the CML. Plaintexts are subjected to bitwise
exclusive or with keystreams to produce ciphertext. Encryption parameters are
assumed as aj ∈ [0, 1], denoted in vector form as a = {a1, a2, ..., aL}.

The configuration and parameters of decryption are the same as those of
encryption, which is described as

f(yi,j , a
′
j) = (3.9 + 0.1a′j)yi,j(1− yi,j),

yi+1,j = (1− ε)f(yi,j , a
′
j) + εf(yi,j−1, a

′
j−1),

K ′
i,j = int[yi,j × 2u] mod 2v,

M ′
i,j = Ci,j ⊕K ′

i,j , j = 1, ..., L, i ∈ N

(6)

where a′j ∈ [0, 1] are decryption parameters, denoted as a′ = {a′1, a′2, ..., a′L}.
When a′ = a and y0,j = x0,j holds for the seed values, these two CMLs are
synchronised, i.e. yi,j = xi,j , i ∈ N, thus producing identical keystreams, K ′

i,j =
Ki,j . As a result, plaintext is decrypted, M ′

i,j = Mi,j .
For the keystreams in this cipher to have proper statistical properties, the

parameters aj , j = 1, 2, ..., L, are set to guarantee that the logistic map’s coeffi-
cient r in Eq. (2) falls into the range [3.9, 4.0], and ε is fixed as 0.95. The quantity
v is assumed as 32 for the following reasons, and u is selected accordingly, e.g.
as 52 when double-precision floating-point arithmetic is used. First, the leading
4 bits are discarded for their bad statistical properties. Then, the smaller v is,
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the harder it is to break the cipher with known-plaintext attacks. Finally, from
the implementation point of view, the larger v is, the more efficient the cipher
will be. Therefore, a trade-off between efficiency and security leads to fix v as
32 by considering that common computers work with numbers 32 bits or 64 bits
wide. When determining L, the following considerations are important. There
is no evident influence of L on the cryptographic properties of the keystream
except for its period equal to about 107L, there is no influence on the encryption
speed either, and the cost of breaking the cipher is about 240L. Therefore, in
investigating a concrete cipher thereafter, L is assumed as 4 in order to let the
keystream’s period be 1028 and the cost of breaking the cipher be up to 2160,
which are suitable choices from the cryptographic point of view.

A keyspace is defined as a set of all possible keys, which should be studied in
depth when designing a cipher. An error function is used here to determine the
size of the cipher’s keyspace. When a′ �= a, the decrypted plaintext, M ′

i,j, can
deviate from the original one, Mi,j. The error function is defined as

e(j,Δat) =
1
T

∑T
i=1 |m′

i,j −mi,j |, j = 1, 2, ..., L,
m′

i,j = 2−32 ·M ′
i,j , mi,j = 2−32 ·Mi,j ,

(7)

where Δat = {Δa1, Δa2, ..., Δat} (Δaj = a′j − aj , j = 1, 2, ..., t, t ≤ L), and T

is the length of encryption. The error function vs. Δa1 with T = 105 is plotted
on the right side of Fig. 1. It is shown that the error function is not equal to zero
but 0.25, even if Δa1 takes on an extremely small value 2−47. In other words,
the parameter a′1 is sensitive to any differences equal to or larger than 2−47.
Similarly, the error functions of Δaj (j = 2, 3, ..., L) were computed, indicating
that the parameters a′j (j = 2, 3, ..., L) are also sensitive to any differences equal

to or larger than 2−47. Therefore, the keyspace is 247L.
Since ciphertext is generated by direct bitwise application of the antivalence

operator between plaintext and keystream, the cryptographic properties of the
keystream have significant effects on the security of the cipher. Owing to the
symmetric configuration of the CML, all keystreams have similar cryptographic
properties. Some cryptographic properties of a keystream among the L ones,
such as probability distribution, auto-correlation and run probability, were in-
vestigated numerically. In summary, L keystreams have satisfactory random-like
statistic properties. Moreover, the security of the cipher was evaluated by inves-
tigating its confusion and diffusion properties and using various typical attacks,
such as the error function attack, the differential attack, the known-plaintext
attack, the brute-force attack and the chosen-plaintext/ciphertext attack.

3 Most General Form of Encrypting Bit Patterns

All known cryptographic methods subject the data elements to be transmit-
ted, may that be bits, alphanumerical characters or bytes containing binary
data, may they be single or in groups, always as unchanged entities to encryp-
tion. Shannon’s [8] information-theoretical model of cryptosystems is founded
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on this restrictive basic assumption as well. Consequently, information such as
the boundaries between data elements and their number perpetuates observably
and not encrypted into the ciphertext: as a rule, to any plaintext symbol there
corresponds exactly one ciphertext symbol. Since even block ciphers seldom work
with data entities exceeding 256 bits, the symbols in plaintexts and in cipher-
texts are ordered in the same sequences or, at least, their positions lie very close
together. Thus, corresponding symbols in plaintext and ciphertext can rather
easily be associated with one another.

As this feature facilitates code-breaking, a counter-acting enhancement for
cryptographic systems was devised [3]. The method’s fundamental idea is based
on the observation that, ultimately, technical realisations represent all symbols
in binary encodings. Correspondingly, for encryption the most general among
all possible forms of replacing one bit pattern by another one is employed. This
allows to blur the boundaries between the plaintext symbols, and to use several,
randomly selected encryptions for a single bit pattern, having more bit positions
in the ciphertext than in the plaintext.

In a state t of a communication process, the number mt of bit positions to be
encrypted according to [3] is determined by an arbitrarily selectable method. It
is decisive that the parameter mt is different from the number of bit positions k
encoding the plaintext alphabet. Thereby the boundaries between the plaintext
symbols are annihilated. Then, for mt bits each in a stream, an encryption with
n bit positions is determined by means of a state-dependent relation

Rt ⊂ {0, 1}mt × {0, 1}n. (8)

Here, the parameter n may not be smaller than mt, as information would get
lost otherwise, and it should not be equal to mt either, in order to prevent the
disadvantages mentioned above. Choosingmt �= k and n > mt inherently ensures
that it is not easily possible anymore to conclude from the boundaries between
the ciphertext symbols on the ones between the plaintext symbols.

Contrary to the conventional cryptographic methods, the relation Rt does not
need to be a mapping: it is even desirable that with any element in {0, 1}mt as
many elements of {0, 1}n as possible are related by Rt, allowing to randomly
select among them one as encryption. For n > mt, the set of possible encryption
elements is embedded in a considerably larger image set, significantly impeding
code analysis for an attacker. Moreover, every element in {0, 1}n should be a
valid cipher of an element in {0, 1}mt, to completely exhaust the encryption
possibilities available. Then, unique decipherability is given, if and only if the
inverse relation is a surjective (onto) mapping:

R−1
t : {0, 1}n −→ {0, 1}mt. (9)

Different from Kerckhoffs’ [4] principle, this decryption function is not known
publicly – and the relation Rt used for encryption is not only publicly unknown,
but no function either. Publicly known is only, that R−1

t is a totally arbitrary
mapping among all possible ones mapping the finite set {0, 1}n onto another
finite set {0, 1}mt.
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The number of all possible relations Rt ⊂ {0, 1}mt ×{0, 1}n, for which R−1
t is

a surjective mapping, amounts to 2n!
(2n−2mt )! . The set of these relations comprises,

among others, all possibilities to permutate bits in their respective positions, to
insert n−mt redundant bits, each of which may have either one of both possible

values 0 or 1, at

(
2n

2n−mt

)
positions in the output bit patterns as well as to link

the bit positions of the encryption elements by the most general computations.

4 Implementation of Two-Stage Data Encryption

A system for encrypting data packets to be transmitted over wired or wireless
communication networks is to be devised now, which should be both information-
theoretically secure and practically feasible. Since the PRBG described in Sec-
tion 2 does not produce truly random bit sequences, we combine it with the
method of Section 3 in defining the following two-stage encryption algorithm.

1. As many iterations of the PRBG in Eq. (5), i.e. recurrent floating-point
calculations, are carried out as required for the concatenated resulting bit
sequences to match or exceed the length of a data packet to be encrypted.
Then, bitwise antivalence is formed between the packet and the bit sequence
serving as one-time key.

2. The bit string resulting from step (1) and having the same length as the
original packet is further processed by the method of Section 3, i.e. the
bit string is partitioned into segments of length mt (cp. Fig. 3), and for
each segment an image is randomly selected among the images the segment
relates to by relation Rt. The concatenation of all images thus determined,
and each being n bits long, constitutes the packet’s final enciphering ready
for transmission.

To decrypt such a data packet, a receiver carries out the inverse operations
expected to be applicable to the packet in the current state of a communication.

1. A packet received is partitioned into n bits long segments, each of which is
subjected to the mapping R−1

t . The results are concatenated.
2. As many iterations of the PRBG in Eq. (6) are carried out as required for

the concatenated resulting bit sequences to match or exceed the length of the
data packet to be decrypted. Bitwise antivalence is finally formed between
the packet and the bit sequence.

Fig. 3. Extracting bit strings from a data packet
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The condition for the above algorithms to work correctly is that a sender’s and
a receiver’s PRBG run in synchrony, i.e. their parameters have the same values
and their iteration counts are equal. Since a communicating device usually acts
in turn as sender and receiver, it needs to maintain both the relation Rt and the
inverse R−1

t for each of its communication partners.
Breaking this cipher were only possible, if an eavesdropper had such an

amount of ciphertexts available as required by pertaining analyses – totally
disregarding the necessary computational power. Among the following – non-
exhaustive – variety of implementation options there are some further measures
preventing sufficiently long encipherings, generated with certain choices of pa-
rameter sets and encryption relations, to arise in the first place.

– The order of the two steps applying one-time keys and the encryption relation
may be reversed in the algorithms above.

– The seed and parameter values of the PRBG running in sender and receiver
may be modified frequently and irregularly. To implement this, one of the
communication partners may serve as master and may employ a physical
phenomenon with truly random behaviour, e.g. measuring white noise. At
randomly determined points in time, either new seed and parameter values
or just array indices may be included into the data packets transmitted. The
latter case resembles the iTAN procedure of on-line banking. The indices
would identify locations in read-only memory modules, whose production,
transport and installation would typically represent a confidential and au-
thentic channel to transfer secret information.

– The selection of images among the ones provided by relation Rt may be
based on a physical phenomenon with truly random behaviour.

– Communicating units may, during operation at randomly selected points in
time, sufficiently often vary the parameter mt between 1 and an installation-
dependent upper bound, thus modifying the relation Rt correspondingly.

– Similarly, communicating units may turn to use a completely different en-
cryption relation Rt provided in real-only memory, which only requires to
transmit its identifier and some parameter values.

– A simplified version of the relation-based encryption may entail the contents
of Rt and other parameters to be supplied in form of pseudo-random bit
sequences as well. A pertaining protocol may co-ordinate that both sender
and receiver proceed, rather frequently at random instants, from one state to
the next. In the course of a state transition, the relationRt and the parameter
mt are re-defined. For co-ordination, as few details as possible should be
transmitted between the communicating units for reasons of confidentiality.

Owing to its high complexity, the encryption procedure lends itself for authenti-
cation purposes in a straightforward way. To authenticate a packet, the receiver
just needs to check for expected values in certain data fields. The bit patterns
found there will be different if the packet does not come from the correct source,
or anything has gone wrong.
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5 Conclusion

Currently applied cryptosystems to secure confidential data transmission have
either already been broken or are expected to be broken soon. Moreover, in
certain countries their keys need to be escrowed with government agencies. In
order to prevent eavesdropping and gaining unauthorised access to computers,
the method of choice is, therefore, information-theoretically secure one-time en-
cryption. Since providing a very large number of rather long one-time keys is
practically infeasible, an efficient chaos-theoretical approach for the continuous
generation of pseudo-random bit strings to be employed as one-time keys was
presented. To compensate for this method’s deficiency, viz. the lack of genuine
randomness, it was combined with encrypting a bit pattern by a longer one
selected truly at random within a larger set of possible ciphers.

To encrypt not by means of a bijective, i.e. invertible, function, but by a rela-
tion with a surjective mapping as inverse, is already known from the patent [2].
There the symbols of a plaintext alphabet are bijectively mapped onto equiva-
lence classes of symbols in an image set of generally higher cardinality. To encrypt
a plaintext symbol, out of the equivalence class corresponding to it in the image
set an image symbol is selected, and that either randomly or so that the en-
ciphering becomes as invulnerable by statistical methods as possible. Whereas
according to [2] plaintext symbols are replaced one-to-one by image symbols in
ciphertexts, the second stage of the method presented here blurs the boundaries
between data items encrypted together, rendering it impossible to conclude from
boundaries between data items in ciphertexts to the boundaries of data items in
plaintexts. Thus, a toehold for cryptanalysis left open by a silent assumption in
Shannon’s communication theory was eliminated.
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Abstract. Business activities are usually based on trust and reputa-
tion of the participating actors. Online social networks present to their
members manifold possibilities to meet new business partners, while an
evaluation of their trustworthiness is still a quite unsafe and risky mat-
ter. Basing on communication activities, a new concept to obtain reliable
trust values for any two users is introduced and its generalisation to a
global, network wide trust system will be proposed. Last but not least,
a fully decentralised processing for those trust values is proposed.

Keywords: trust, social networks, user activity, random walk, pager-
ank.

1 Introduction

In online businesses, security and trust are the most important factors for mer-
chants and customers to protect their goods, money and transaction data from
any unwanted loss. Recently, online social networks (ONS) became a huge mar-
ketplace [1], where people meet, negotiate, buy and sell any kind of products.
Usually, those people never met before and rely on honesty and trustworthiness
of the respective business partners. Of course, those media also attract people
that intend to use them in an unhonest and unlawful manner. Consequently, the
problem of distinguishing honest business partners from others such as cheating
people appears [2]. While the problem of secure communications and transac-
tions is quite well addressed by a series of cryptographic methods and protocols
[3], the problem of giving trust to somebody is still an open problem, especially
if people have never met in real life.

Trust can be understood as the reputation of people, i.e. the overall quality
of character seen or judged by people in general [4]. It becomes clear that it will
be quite hard to measure this by any quantitative values.

In [5] was figured out that a reliable trust estimation can be derived over a
longer observation period, only, i.e. it requires a longer time of mutual commu-
nication and activities involving interactions in the social networks as well as in
reality. Hereby, trust can be mostly understood a the predictability of activities
of the other users in the respective environment. While it is relatively easy to de-
termine the predictability of a limited number of activities of a user and measure
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it by a percentage value over a longer period, it is quite difficult to generate such
a value at the first short term contact merchants and customer usually have.
Recently, most merchants rely on customer evaluation on their web pages or
evaluation activities of third parties, which still presents a lot of possibilities for
manipulations [6]. The evaluation of the customer remains usually hidden and
is done in the form of (secret) black lists of the merchants or groups of them.
Consequently, it is intended to generalise the concept of trust chains such that
from the pairwise trust values and the structure of the whole network a more or
less objective trust value which is also protected against manipulation for each
user can be derived.

In the following sections, a new concept for trust derivation shall be intro-
duced, basing on the frequent use of online social networks. First, the generation
of mutual trust between any two users is described in sec. 2. In sec. 3 shall be
shown, how that pairwise trust estimation can be combined with the estimations
of other users to a global trust value for all participants using a random walker
approach. Last but not least, a concept for an implementation and a simulation
setup is given.

2 Pairwise Trust of OSN-Users

Several psychological and sociological publications deal with the problem of un-
derstanding trust [7] [8][9][10]. It becomes clear that trust is not a fixed value
but a parameter changing over time depending on very subjective rules and also
feelings. Normally, user are carefully in the beginning, slowly gain trust until
they fully believe in each other. Of course, this growth process may be durable
and suddenly disturbed, if one of the partners occurs unreliable, e.g. by a single
lie. From our point of view and following [5], trust might be quantified. Differing
from the human approach of trust building, a technical system must be based
on exact measurements of suitable parameters and algorithms as well as on how
to combine them to a reliable trust value. For the communication of users and
the exchange of contents, users of OSNs may use a limited set of activities. A
user usually can or has to

– register and establish a profile showing his interests (respectively content or
information he offers or is looking for);

– establish, add or eventually remove friends (from the set of other OSN users),
eventually divided into groups (note that the friendship relation is not in all
systems a symmetric one, i.e. in some systems, A can be a friend of B without
B being a friend of A);

– read, write (post) and redistribute content from other users while sometimes
the system adds any new items to this set;

– communicate with other users by like (FaceBook), +1 (Google+) or other
operations, comment their contributions or mail with them;

– establish groups or communities, which are a broadcast possibility for their
members to all other members.
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While it is hard to analyse the content of a OSN, the appearance of com-
munication activities is a strong instrument to evaluate the relation among two
users. Moreover, posting or communicating some content is published with the
expectation to obtain some reward, i.e. like’s of those content, comments, mail
etc. In such a manner, some relations of cause and impact appear with every
activity in a OSN, which can be measured, predicted and evaluated condering
their frequency by real numbers. Those numbers later will be referred to as cu-
mulative trust value between two users, i.e., user ux trusts user uy to a certain
extent, denoted as T (ux, uy). Note at this point that trust is not a symmetric
relation, i.e. T (ux, uy) �= T (uy, ux).

Summarizing our understanding means that the trust T (ux, uy) between any
two users ux and uy mostly depends on:

1. the time the two users know each other,
2. the similarity of their interests,
3. the mutual predictability of their activities and last but not least,
4. some (often initially given) mutual sympathy (which is of course hard to

model).

Being a friend (note that we use the term in business and private matters,
although it is usually called a partner in business) is in both real world and social
networks a special expression of trust and subject to a permanent evaluation.

Trust non-monotonically and dynamically changes and is adapted to the
changing conditions of contexts, in which user activities take place. Of course,
also external, real-world influences effect users’ trust and may result in a rapid
increase or decrease of the trust value among any two users.

In the described approach, (only) the above activities will be used to cause a
(periodical) increase or decrease of trust between any pair of users starting from
an initially given trust T0(ux, uy), which depends on hardly predictable personal
circumstances and preferences.

In detail, the following rules apply to generate a cumulative trust value
T (ux, uy) over the continuous interactions and activities with other users for
a longer period of time.

For the special example of Google+ the following rules were derived.

1. Being liked from a user ux will increase T (ux, uy)
2. Positive comments have a more intense, increasing effect as likes.
3. If uy posts interesting (i.e. usually similar) content, which ux reads, it will

increase T (ux, uy). Frequent, consecutive like activities may increase the trust
value stronger over time.

4. Posting uninteresting, offending content will decrease T (ux, uy), especially
(and therefore in an exponential manner) if it happens in an uninterrupted
series.

5. Reaching a given trust value Tf(ux, uy) will result in adding uy as friend by
ux;

6. In the same manner a much lower value of Tuf (ux, uy) may result in an
’unfriend’-activity.
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7. Finding a triadic closure i.e. recognizing that uy and uz are friends, may
increase the trust T (ux, uz). A differentiation using strong and weak ties may
be also useful.

8. Also, a new friend may be randomly added with a small probability, repre-
senting a new friend from the real world.

Currently, a concrete quantitative analysis of trust alterations of T (ux, uy) is
not given in this article. These values, however, must be later empirically derived
and be confirmed in a simulation process.

From the human psychology it is clear, that the transition between no and full
trust is definitely not a linear function, but more or less a sigmoid dependency, if
few exceptional events resulting in an immediate loss of trust are not considered
at the moment1.

1. In the beginning, the first activities of a users are not adequately recognised.

2. After some time of doubt, positive activities result in a significant increase
of trust.

3. When a time of probation is over, full trust is given.

4. This process, however, is reversible.

5. Some activities may result in an immediate loss of trust, this may be modeled
again with a small probability plie(ux, uy) representing that ux is cheated by
uy such that any trust is destroyed and T (ux, uy) = 0.

6. It must be discussed whether activities shall be considered over all time using
e.g. a (sliding) window approach or for a specific time slice only.

As the linear combination of activities influencing the trust value of user ux for
user uy is aggregated in T (ux, uy), which can vary in a big range, normalisation
should be introduced to map T (ux, uy) to t(ux, uy) with values in an interval of
[0,1] following [11], which preserves the underlying trust semantics. The question
is now how t(ux, uy) can be suitably derived from T (ux, uy)?

A sigmoid function is often used [12] and the suggested solution for our pro-
pose:

t(ux, uy) =
1

2
+

T (ux, uy)− Toff

2
√
1 + (T (ux, uy)− Toff)2

, (1)

whereby Toff describes the user characteristics, i.e. how much initial trust is
given and how much positive activities must be performed in order to obtain an
increased trust value.

Now, the pairwise trust functions must be used to generate a (global) trust
value for each user, which shall not solely depend on a special pairwise business
relation but be an overall trust evaluation of this user in his (complex) network
of relations.

1 Lies are an important strategic possibility of individuals in society to reach their
goals.



A Concept for Trust Derivation from User Activities 167

3 Random Walks-Based Trust Calculation

From the above said, it becomes clear that the (global) trust value of a user
depends on on the trust of all users knowing him as well as the trustworthiness
of those users. E.g. if a user A trust a user B with 100 percent and has an
own trust estimation of 10 percent only, this user probably cannot convince the
community that B is reliable.

By considering those relations, the similarity to the calculation of PageRank
[13] is highly visible. Indeed, the results of [14] show that we can use and specify
the PageRank calculation for our needs. Another advantage is that it is known
that the PageRank of a node can be obtained by a fully decentralised working,
random walker based method.

While PageRank reflects — as intended in the before cited original publication
— only topological aspects of nodes embedded into (web-) graphs, [14] includes
other factors generating graphs with weighted edges in other words continuous-
valued networks, which may influence the role of a node in a system. Originally,
the transition probability of a random walker from a node ux to a node uy

p(vx, vy) = 1
|Nu| is the only parameter influencing the PageRank besides the

topological properties of the underlying graph.
In order to obtain a TrustRank TR, the global trust value for each node in a

complex OSN, the trust values t(ux, uy) can be used, i.e. the trust a user ux has
in another user uy. With this assumption, the transition probability of a random
walker to move from vx to vy can be defined as

p(vx, vy) =
t(ux, uy)∑

∀ua∈|Nux | t(ux, ua)
, (2)

where
∑

ua∈Nux
p(vx, va) = 1. It is easy to see that now the random walker will

prefer links with a higher trust.
The TrustRank is now easy to calculate and can be obtained faster by using

k random walkers.
If k ∈ N random walkers are used, then the TrustRank can be calculated by

TRux(t) =

∑
∀k fuxk

(t)
∑

∀k stepk(t)
, (3)

where fuxk
(t) is the number of all visits of the k-th random walker on ux so

far in all its stepk(t) steps until time t.
It is clear that the counted trust value TR(ux) is still a value, which depends

on the network size, i.e. the bigger the network is, the smaller all values are.
In order to make these values comparable, a normalization must be carried out
using the size of the network. For centralized OSN, this value is known to the
provider.

For any other cases, [14] suggests a small trick using a property of mean values
which helps to cope with this situation, viz. the mean value of a small number of
samples already approximates the real mean value normally quite well. Based on
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the knowledge above and some basic mathematics it is known that the average
TrustRank of all nodes in a community TR is given by

TR =

∑
i TRi

n
=

1

n
. (4)

Hence, to calculate the average TrustRank, n can be estimated from a smaller
number of samples than by considering the entire number of nodes by

n =

∑
i=1(1)K TRi

TR
=

1

TR
, (5)

with K < |V |. In other words, the network size is estimated from a sample of
TR values whose mean value will converge to 1

n . Now, only a good estimation
for K is needed. This can be replaced, however, by considering the deviation of
the calculated mean value. The calculation can be stopped when the deviation
is small enough and/or the mean value is stable enough.

With the above method, a trustworthiness of a node uy can be counted from
the trust, any user ux gives to that node by t(ux, uy). Since this value will be
kept on uy, the question on possibilities of its manipulation comes up. In [5], a
protocol is introduced to check the validity of an (electronic) coin by keeping it
on a set of previous machines and checking those history information.

A similar approach can be used for the trust values. Hereby, a random walker
carries the just counted trust value TR(ux) with him and distributes it on the
s next nodes on his way. After some time, all possible successors will have an
(almost) correct value of TR(ux). This value can therefore be obtained from any
(doubting) node accessing ux by visiting those nodes that are reachable within
s steps from ux. This method works correctly as long as ux cannot allocate and
manipulate a larger number of nodes (how much depends on s and the out-degree
of its successor nodes).

Last but not least, it shall be mentioned that the security mechanism from
[5] may be applied to avoid any manipulation of the trust values by the user. It
is mainly based on the propagation of the trust values along a randomly chosen
trail through the network and the selection of a (smaller) group of nodes as
witnesses for the confirmation of the respective locally stored value.

4 Simulation and Implementation

So far, only a limited, small simulation has been setup to prove the described
concept. It contains the simulation of just 200 nodes in a small-world network
generated by the algorithm introduced by Watts and Strogatz [15].

Since we do not have an ONS to obtain realistic user data in the first version
of simulation, the initialisation has to also include the generation of trust weights
for the edges of the network. Therefore the Richardson technique [16] is applied
to uniformly choose a continuous value for the directed edges between two nodes
ux and uy in scaled intervals [max(γuy − ϕuxuy , 0),min(γuy + ϕuxuy , 1)], while
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the quality parameter γuy was chosen from Gaussian distribution with μ = 0.5
and δ = 0.25; the noise parameter ϕuxuy has been set to 1− γuy .

The first experiments had the goal to prove that

1. random walkers are a suitable tool to calculate the PageRank of nodes in
complex networks and to obtain an idea of the speed of convergence and

2. a realistic distribution of trust values can be obtained.

For both goals, satisfying results could be achieved. Fig. 1 shows once more
that the euclidean distance between the values obtained from PageRank and the
Random walks-based method converges to zero indicating that both algorithms
are quite strongly correlated. If the number of iterations is big enough (i.e. ≥
2.000 iterations), the result reveals an acceptably small distance of around 0.008.
The results, however, still do not cover real-world conditions with a large number
of nodes involved. Also, the number of needed steps to achieve convergence is
quite high such that mechanisms are needed to improve the convergence speed.

Fig. 1. Euclidean distance correlation between Page Rank and Random walks-based
method on binary-valued networks

Good results could also be obtained from the statistics of the obtained trust
rank in Fig. 2. It is worth to point out that the TrustRank values follow a
gaussian distribution. Additionally, the simulation result of TrustRank shows
the mean value of users’ (not normalised) TrustRank TR of 0.0049855 after
10.000 iterations. It also shows that the summation of all values amounts to
TR 0.9971, which is approximately equal to 1, which is fairly suitable according
to the theoretic statements given in the previous section.

In Fig. 3 the intended implementation of the developed trust management
system is shown in the context of any OSN, in our case Google+.

It is to be seen that the suggested system mostly consists of an application
running in parallel to the OSN. It is able to collect data from the social network,
in particular it can access any neighbourhood (friendship) information of a par-
ticular user and record all its activities (since this happens locally on the user’s
computer, no security concerns may arise). From those activities, the respective
pairwise, local trust values can be calculated.

In addition, the application contains a management system for a population of
random walkers, controlled as suggested in the literature by [5], [14]. The random
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Fig. 2. Distribution of TrustRank values of two hundreds of users

Fig. 3. Blockscheme of the intended trust management system

walkers may follow the copied links of the OSN and generate the global trust
values for the users. In addition, those trust values are copied along a random
trail in order to avoid unwanted manipulations as described above.

5 Conclusion and Outlook

A fully decentralised concept to calculate global trust in an OSN was intro-
duced. It is based on the evaluation of the predictability of user activities and
uses random walkers for all communication and calculation processes. After a
short startup time, trust values can be derived for every user, even when the
information available on a particular user (e.g. when the user just joined the
network) is sparse. In such a manner, the concept may contribute to endeavours
to make online trading more safe. First experiments have been conducted to
prove the technical soundness of this concept.
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In future works, larger simulations will be carried out and an implementation
embedded in a real OSN environment along with its test results will be provided
to obtain more detailed information about the dynamics and reliability of the
proposed mechanisms including a study of its practicability in the daily use.
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Abstract. Web services are mostly attacked in various ways directly and indi-
rectly. We calculate the Shannon entropy from web server log files, especially 
access logs, and then estimate the entropy distance to detect intrusions and iden-
tified them by distinct attack word lists as general, cross-site script, and SQL in-
jection attacks. The experiment shows that our proposed chromatography-like 
entropy analysis method can detect and identify these behaviors. 

Keywords: Web Security, Database Security, Anomaly Detection, Entropy 
Analysis. 

1 Introduction 

Many techniques are used to implement anomaly detection systems. Fuzzy logic, 
genetic algorithm, hidden Markov model, Bayesian methodology, artificial neural 
network, self organizing map, support vector machine, principle component analysis, 
singular value decomposition, data mining, and statistical methods [1], [2] are exam-
ples of techniques which are used to discover system profiles and detect anomalies. 

Entropy based detection is the one of interesting techniques that is applied in many 
researches. Entropy analysis is the process which converts data to entropy domain and 
make decision by some specified criteria. This scheme is applied in many research 
topics such as anomaly detection in network applications [3], anomaly detection in 
network traffic [4-7], detecting computer worm using entropy analysis [8], [9], anom-
aly detection in stream [10], in space shuttle engine [11], in computer network behav-
ior [12], and also web attacks [13] and anomaly SQL statement [14] detections. 

In this paper, we propose the chromatography-like entropy analysis method to de-
tect some web attacks. Our approach uses the Shannon entropy analysis to analyze 
data in web server log files by assuming that intrusive requests change the entropy 
and the entropy distance greater than conventional requests. 

Details of each sequence are described in next sections. Section 2 describes princi-
ple of entropy. Section 3 exhibits the variations of entropy calculation. Section 4  
explains the proposed chromatography-like entropy analysis. Section 5 shows our 
experimental results and Section 6 is our conclusion and future works. 
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2 Web Intrusion Techniques 

Log files of services are the sources of any attacking evidences. Most web servers 
collect all details of request information to log files. We focus the open-source 
Apache web server project in our research. Legitimate complicated dynamic requests 
(to call web application code with parameter passing) are usually as follows: 

 

GET /file?var1=value&var2=value&var3=value 

 
However most critical web application attacks [15], e.g. code injection and directo-

ry traversal techniques, will insert too many special characters and/or have unortho-
dox word pattern in the resource strings. These will raise client requests’ complexity 
as follows: 

 

A: GET /../../../../../../some/file 
B: GET /..%%35%63..%%35%63/file.exe?/val1+val2 
C: GET /file.cgi?var=<SCRIPT>bogus()</SCRIPT> 

 
In A, generally intruder tries to traverse beyond proper directory structure to get 

the server’s internal stuff unexpectedly. 
In B, intruder may attempt to launch server’s internal executable command 

(file.exe) with arguments (/var1 var2) and uses evasive character encoding 
(%%35%63) to cross to a target. 

In C, intruder tries to embed client-side script as a bogus routine, a JavaScript 
code, into variable (var). It may be transferred and run on other web client victims 
after all. This is also known as the Cross-Site Scripting (XSS) technique. 

And more sophisticated attacks along with more novel web programming tech-
niques, it is hard to distinguish between natural and unnatural ones responsively such 
as web application programs access information in databases using function calls. 
They set up connections at first then pass commands which mostly are the SQL 
SELECT-statements as those function’s arguments to database services. These are 
also known as the SQL injection attacks. Attacks mostly try to find something (e.g., 
raw information, database schemata, and DBMS configurations) or try to perform 
some negative actions (e.g., data manipulation, privilege escalation, and server-side 
command execution). 

3 Entropy Calculations 

Shannon entropy [16] is the widely used method to measure uncertainty value in the 
system. In principle, the entropy, H(X), of continuous random variable X with proba-
bility density function p(x) is given by equation (1). 
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H(ܺ) = − න p(ݔ) logଶ(p(ݔ))  (1) ݔ݀

 
For discrete domain, the entropy value of discrete variable X with density probabil-

ity p(x) is specified by equation (2). 
 H(ܺ) = − ෍ p(ݔ)log(p(ݔ))௫∈௑  (2) 

 
Entropy method is applied to measure complexity in various areas including text 

data. Entropy text analyzer [12] modifies original Shannon entropy to measure com-
plexity in text data instead of random variables. Entropy of text T are calculated by 
using equation (3) where text T contains λ words with n different ones, and, pi (i = 1 
to n), is number of time that the ith-word happen in the text T. 

 

,ଵ݌)௧ܧ … , (௡݌ = 1
λ

෍ ௜ሾlogଵ଴(λ)݌ − logଵ଴(݌௜)ሿ௡
௜ୀଵ  (3) 

ோ௘௟ܧ = ௠௔௫ܧ௧ܧ × 100 (4) 

௠௔௫ܧ = 1
λ

෍ 1ሾlogଵ଴(λ) − logଵ଴(1)ሿλ

௜ୀଵ = logଵ଴(λ) (5) 

 
The relative entropy (ERel), in equation (4), is formulated to normalize entropy val-

ue. This function calculates the percentage of entropy value by its maximum entropy 
value. The relative entropy value is usually uses to compare the complexity in differ-
ent data domain. 

The maximum entropy (Emax), in equation (5), is the entropy of text with all words 
which occur exactly once. This value is calculated to measure the highest complexity 
in the system. 

4 Chromatography-Like Entropy Analysis 

Chromatography is a scientific method to separate mixture material. In paper chroma-
tography, small dots of samples are place into chromatography papers and put the 
papers into solvent liquid. When the solvent rises through the paper, it carries the 
samples going upward. Different samples are move in different distance.  
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Entropy-based chromatography is the detection technique that applied from paper 
chromatography and text entropy. Separation method in Entropy-based chromatog-
raphy processes by using relation that entropy value of different combined texts 
changes unequally. Following definition of chromatography principle is defined for 
entropy-based chromatography technique. Mobile phase is the relative entropy value 
of examined text. Solute is a group of inspected incident’s words. Solvent is a group 
of words in log record that needs to identify normal or abnormal behavior. And, de-
tector is the entropy distance value.  

Principle behinds entropy-based chromatography method is the difference between 
the entropy value of related texts and entropy value of unrelated texts. To illustrated 
this principle, we define W is text of N words with different M ones and PW is list of 
frequency of each identical word in W 

 ܹ = ,ଵݓ) ,ଶݓ … ,  ே) (6)ݓ

ܹܲ = ,ଵ݌) ,ଶ݌ … ,  ெ) (7)݌

From above definition, entropy of text W equals to  
 

,ଵ݌)௪ܧ … , (ெ݌ = 1ܰ ෍ ௜ሾlogଵ଴(λ)݌ − logଵ଴(݌௜)ሿெ
௜ୀଵ  (8) 

 
While pi (i = 1 to M), is frequency of the ith-word happened in the text W. When an-

other word appends into text W, entropy of new text is vary into one of following cases. 
Case 1: Word x is a single word appending into text W and word x is already hap-

pened in text W. Text WX is text W after appends with word x. And, PWX is list of 
frequency of each word in WX.  

 ܹܺ = ,ଵݓ) ,ଶݓ … , ,ேݓ  (9) (ݔ

ܹܲܺ = ,ଵ݌) ,ଶ݌ … , ெ݌ + 1) (10) 

 
From previous description, entropy of text WX equals to  
 

,ଵ݌)௪௫ܧ … , ெ݌ + 1) = 1ܰ + 1 ෍ ௜ሾlogଵ଴(λ)݌ − logଵ଴(݌௜)ሿெିଵ
௜ୀଵ  

+ ൬݌ெ + 1ܰ + 1 ൰ ሾlogଵ଴ λ − logଵ଴(݌ெ + 1)ሿ 
 

(11) 
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Case 2: Word y is a single word appending into text W and word y is not happened 
in text W. Text WY is text W after appended with word y. And, PWY is list of frequen-
cy of each word in WY. 

 ܹܻ = ,ଵݓ) ,ଶݓ … , ,ேݓ  (12) (ݕ

ܹܻܲ = ,ଵ݌) ,ଶ݌ … , ,ெ݌ 1) (13) 

 
From previous description, entropy of text WY equals to 
 

,ଵ݌)௪௬ܧ … , ,ெ݌ 1) = 1ܰ + 1 ෍ ௜ሾlogଵ଴(λ)݌ − logଵ଴(݌௜)ሿெ
௜ୀଵ+ ൬ 1ܰ + 1൰ ሾlogଵ଴ λ − logଵ଴(1)ሿ (14) 

 
From equations (11) and (14), entropy value of text when append with new word 

(Ewy) is always greater than entropy value of the same text that appends with recurring 
word (Ewx). Consequently, the entropy value of attack signature content appended in 
log text that has related attack content are less than entropy value of attack signature 
appended in log text that does not has related attack content. Entropy-based chroma-
tography technique applies this relation to detect intrusive events. 

Entropy-based chromatography is a process to measure the relation of log records 
with any attack signatures. Following definitions are used for illustrated this tech-
nique. 

 

─ A = intrusion type A word list  
─ B = intrusion type B word list 
─ C = intrusion type C word list 
─ Ref = reference word list 
─ X = word list of log records 

 
Size of word lists A, B, C and Ref must be equal. Each word in word list Ref are 

identical and not appear in A, B and C. While compare with paper chromatography, X 
operates as solvent. A, B, C, and Ref word lists operate as solute. And entropy of 
combined text is mobile phase. 

After identify word lists, following entropy values of combined text are calculated.  

• E(A+X) is a relative entropy of combined text A and X 
• E(Ref+X) is a relative entropy of combined text Ref and X 
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Procedure : Chromatography-like Entropy Analysis 
Notation :  
 [GEN] = General web attack word list 
 [XSS] = Cross site script attack word list 
 [SQL] = SQL injection attack word list 
 [REF] = reference word list 
 [LOG] = log parameters word list 
Algorithm: 

1. Define [GEN], [XSS], [SQL], and [REF] 
2. For each line in www log 
3. Filter the parameters of GET method and decode any  

 encoded URL 
4. Split into [LOG] using specified delimiter 
5. Append [LOG] into [GEN], [XSS], [SQL] and [REF] 
6. Calculate EDGEN, EDXSS, EDSQL and classify anomaly  

 events 

 

1. Specified the general attack, cross site script attack, SQL injection attack, and ref-
erence word lists. Sample of words in each word list are as follows: 

Table 1. Sample of attack word lists 

Type Words 
General attack [‘passwd’, ’htaccess’, ’win.ini’, ’winnt’, 

‘uff0e’, …] 
Cross site 
script attack 

[‘javascript’, ’cookie’, ’documentURI’, 
‘referer’, ’getElementByID’, ‘script’, ‘src’, 
‘embeded’…], 

SQL injection 
attack 

[‘select’, ’from’, ’where’, ’insert’, ‘into’, 
’value’, ’update’, ’delete’, …] 

 

2. Read each line in log file and process following detection method. 
3. Screen only parameter values in a GET method string and decode an encoded URL 

content. For example, a log record of GET method is “/directory /method 
?var1=val1 &var2=val2&var3=val3%20val4”. After screen parameters and change 
‘%20’ to spacebar. We get word list as [‘val1’, ‘val2’, ‘val3 val4’]. 

4. Split each parameter word list using delimiter [/  <>?=]. The previous word list 
become [‘val1’, ’val2’, ’val3’, ’val4’]. 

5. Append all into general attack, cross site script, SQL injection, and reference word 
lists 

6. Calculate the Entropy Distance values of each attack word list (EDGEN, EDXSS, and 
EDSQL) and process detection method as follows: 
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7 Conclusion and Future Works 

As shown, our proposed chromatography-like entropy analysis method can detect 
intrusions because they changed the entropy significantly. And it can identify some 
web attacks which are classified as in distinct attack word lists with likelihood of each 
attack types, because of the entropy distance. In future work, we need to classified 
confident level of identified attacks. 
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Abstract. In this paper, we present a Context Aware Thai Tourism Recom-
mender System (CAT-TOURS) that applies a complex Naïve Bayes Model 
with boundary values, tourism ontology for Thailand and a temporal ontology 
to support decision making in tourism. Promising results are presented in the 
form of precision, recall and F measure for Websites related to Thailand's tour-
ism industry. We compare the results with those gained with Latent Semantic 
Indexing (LSI). 

This research was guided by the following aims: (1) find a simple method to 
classify Thai tourism Web documents that contain information on more than 
one topic, and (2) take into account time constraints in the process of making 
recommendations. 

Keywords: Recommender System, Temporal ontology, Tourism, Naïve Bayes, 
LSI.  

1 Introduction and Related Work 

Currently, a vast number of Web sites provide services for finding travel information. 
However, tourists need to know more about touristic places and areas, e.g. relating 
attractions, hotels, dining, One Tambon One Product (OTOP, a government program 
to stimulate markets for local products) shops, and events. Most tourists search for 
interesting areas with a search engine, but the set of search results is often difficult to 
consume and confusing to understand because of the overload of information, mixed 
unwanted information, and uncategorized incoherent presentation. This leads to waste 
of time when extracting all relevant information and leads to inconvenient infor-
mation gathering, even from a single information source. 

                                                           
* Corresponding author. 
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Automatic document clustering has gained increasing interest in the research 
community, especially in the course of the ever accelerating increase in the amount of 
information presented on Web pages in the World Wide Web. A review of machine 
learning for online document clustering of online news, blogs, e-mail, and digital 
library [1] refers to Rocchio’s Algorithm [2], K-Nearest Neighbor [3], Naïve Bayes 
Algorithm (see, for example, [4]), and Support Vector Machine and states that Naïve 
Bayes is the best for e-mail, numeric and document clustering. Naïve Bayes also 
needs less data for the learning step and is not too complex. An additional advantage 
is that Naïve Bayes is convenient to develop when compared to other algorithms and 
is very fast [5]. 

When tourists seek travel recommendations, appropriate solutions have to take into 
account such contexts as time. An ontology-based recommender system should, there-
fore, support a temporal ontology. There are many representations of temporal  
ontologies, and some are listed in Table 1. 

Table 1. Temporal ontology representations 

Name Specification Source 
SWRL Temporal Ontology OWL GUI  

by Protégé 
http://protege.cim3.net/cgi-
bin/wiki.pl?SWRLTemporalOntology 

W3C Temporal Ontology OWL  http://www.w3.org/TR/owl-time/ 
RETR Based on Al-

len's notation 
of events 

[6] 

CHRONOS Handling of 
temporal on-
tologies with 
Protégé 

[7] 

However, not so many temporal ontologies deal with terms and appellations of 
non-Western calendars used in countries of Southeast Asia, among other regions in 
the world. There are some approaches based on the work of Eade [8], e.g. by 
Brückner [9], which can be applied not only to historic documents but also to con-
temporary events in the tourism market. 

The tourism domain is not only well represented on the World Wide Web but has 
also gained increasing attention by semantic modeling experts. A number of ontolo-
gies have been created and published with different approaches and content (see [7], 
for a recent overview of tourism ontologies and their ranking following an Analytical 
Hierarchy Process). Some of these ontologies can be used to classify Web documents. 
This research was guided by the following aims: (1) to find a simple method to classi-
fy Thai tourism Web documents that contain information on more than one topic, and 
(2) to take into account time constraints in the process of making recommendations. 

In this paper, we reduce the error in Web page clustering and apply sets of words, 
thereby introducing an improvement of the Naïve Bayes algorithm - not only by add-
ing synonyms and related words into the clustering technique but also by allowing the 



 Context-Aware Tourism Recommender System Using Temporal Ontology 185 

 

categorization of a Web page into more than one group by adjusted boundary values 
of the Naïve Bayes algorithm. As an example, a Web page may contain (1) เท่ียว  
(travel), ภู (hill), เขา (mountain) categorized as Attraction; (2) อาหาร (food), รานอาหาร (res-
taurant), ทาน(dine), and กิน (eat) categorized as Dining; and (3) ท่ีพัก (accommodation), 
รีสอรท (resort) , นอน (sleep) categorized as Accommodation. Consequently, this Web 
page should be categorized into three categories: Attraction, Dining and Accommoda-
tion. In the following, we lay out the methodology of this research, report on the test-
ing and results, and finally draw conclusions and indicate some directions of future 
work. 

2 Methodology 

The Context-Aware Thai Tourism Recommender System (CAT-TOURS) is divided 
into four parts: the novel (1) Naïve Bayes algorithm with Boundary values (NBB), (2) 
a tourism ontology focusing on Thailand, (3) a temporal ontology, and (4) the  
Tourism Recommender System. These parts will be elaborated on in the following. 

2.1 Naïve Bayes with Boundary Values (NBB) 

A Naïve Bayes classifier is a simple probabilistic classifier based on applying Bayes’ 
Theorem with strong independence assumptions. These assumptions make the com-
putation of Bayesian classification approach more efficient but this assumption  
severely limits its applicability. Depending on the precise nature of the probability 
model, the Naïve Bayes classifiers can be trained very efficiently by requiring a rela-
tively small amount of training data to estimate the parameters that are necessary for 
classification [10]. 

In this paper, we propose an improvement of the Naïve Bayes algorithm called Na-
ïve Bayes with Boundary values (NBB) for the classification of Web documents. We 
concentrated on touristic Web sites linked from Truehits, a DMOZ-like Web site in 
Thai language, and implemented the system as follows: 

1. Apply Naïve Bayes algorithm for learning with 1,048 tourism Web pages 
from Truehits and six categories including Attraction (233 Web pages),  
Accommodation (200 Web pages), Dining (318 Web pages), Souvenir  
(54 Web pages), OTOP (88 Web pages), and Events (155 Web pages). 

2. Improve the Naïve Bayes algorithm for a Thai tourism Web classification 
with increased efficiency. 

3. Test of the Web document classification by applying 500 Web pages from 
Google search results with the NBB algorithm and measure the efficiency 
using F-Measure. 

4. Apply NBB to CAT-TOURS. 
 

The NBB algorithm is based on Eq. (1).  Since the results of the calculation of the 
NB were negative in all categories and the frequency of queries to the group with the 
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most negative results of calculations, we used the absolute value (positive values) to 
determine the Web category classification in Eq. (2). 
݌ܽ݉ܥ                                   = ݊݅݉݃ݎܽܥ∋ܿ  (ܲ(ܿ) ∑ log (ܲ(݇ݐ|ܿ))݊݇=1 ) (1) 

݌ܽ݉ܥ                                   = ݔܽ݉݃ݎܽܥ∋ܿ  (ܲ(ܿ) ∑ log (ܲ(݇ݐ|ܿ))݊݇=1 )                                  (2) 

 
     CiMax<= threshold >= CiMin,    
     CiMax = max(Cmap) and CiMin = min(Cmap),with 1 <= i => 6    (3) 
 

where Cmap is the Web classification result and means the probability of the mul-
tiplied result by the probability P (c) with P (tk | c) or briefly called probability of 
Naïve Bayes (P(NB)), Ci is probability of Attraction (At), Accommodation (Ac), 
Dining (D), Souvenir (S), OTOP (O) and Events (E). tk is the word frequency, C is a 
category, P(c) is the probability of each of category and i is category counter 1 to 6 
(i.e., Attraction, Accommodation, Dining, Souvenir, OTOP and Event). The improved 
Naïve Bayes algorithm with Boundary values (NBB) can be described as follows: 

1. Initialize algorithm parameters 
2. Used Web pages from test data set 1,048 Web pages from Truehits Web 

directory (by removing HTML Tags and choosing only web contents) 
and divide into six categories (Attractions, Accommodation, Dining, 
Souvenir, OTOP, and Events). 

3. Calculate P (NB) of each category with Naïve Bayes algorithm (equation 
1) using terms from tourism ontology([11], [12]) and many words from 
variation word and dictionary for tourism Web classification.  

4. Define minimum (CiMin) and maximum (CiMax) of P (NB) of each   
category as threshold values using equation 2 and for Web classification 
automatically (Table 2). 

5. Test 500 websites for classification by calculating P(NB)and compare 
P(NB) with CiMin and CiMax in Table 2 of every category using follow-
ing condition: 
If P(NB) is between CiMin and CiMax of each category, then categorize;  
if not, then do not categorize 

6. Repeat for all categories  
 
Terminate after 500 websites and summarize Web classification results. 

The NBB algorithm for Web classification can classify a Web page into more than 
one category, which is more in line with the diverse content on tourism information 
Web documents. This leads to an improvement of efficiency, see Table 3 and Table 4. 
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Table 2. Minimum and maximum boundary values for each category using Naïve Bayes (1,048 
web documents) 

Category Minimum Boundary Value 
(Cmin) 

Maximum Boundary Value 
(Cmax) 

Attraction 0.08 20.06 
Accommodation 0.08 4.35
Dining 0.13 14.97
Souvenir 0.02 0.47
OTOP 0.03 1.17
Events 0.05 4.21

 

2.2 Thai Tourism Ontology 

Touristic spots have many different characteristics and attributes that have to be taken 
into account for the process of tourism recommendation system. For the tourist there 
are such criteria as cost, accommodation, attractions, restaurant, souvenir, traveling 
time or season and facilities that might be important for the purchasing recommenda-
tion. The data on tourism ontology comprise 10 classes including Province, Amphoe, 
Tambon, Event, Accommodation, Attraction, Restaurant, Souvenir, OTOP, and 
Transportation (Figure 1). 

 

Fig. 1. Thai tourism ontology 
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The accommodation subclasses for Thailand that tourists can search for include 
Motel, Lodge, Resort, Guesthouse, Hotel, Hostel, Apartment, Camping, Home stay, 
and Bungalow. The event classes cover architecture, music festival, mountain climb-
ing, sculpture, bird watching, decorative, racing, fashion, exhibition, photography, 
football, traditional festival, golf, design, annual festival, painting, film festival, ten-
nis, boxing, agriculture and bull riding and trekking as sub classes. The attraction 
classes include mountain, waterfall, museum, cave, national park, circus, shopping 
center, barrage, theatre, reservoir, amusement, zoo, castle, nightlife, archaeological 
site,  island, stadium, sea, community, royalty, temple, market, palace, culture center, 
monument and monastery (in Thailand mainly Buddhist temples). 

2.3 Temporal Ontology 

Information for seasons and time as well as important traditional Thai dates is some-
thing that tourists should consider, because they will not miss important events re-
garding their region of interest. Figure 2 shows the design of the Temporal Ontology 
that links the Attraction and Event (festivals) classes with the three main seasons in 
Thailand: summer, rainy season, and winter. When tourists input a travel time, the 
system checks traditional Thai events and attractions that tourists are recommended to 
visit during that time. 

 

Fig. 2. Temporal ontology overview 

There are three types of Thai lunar years:  

1. Pokatimas Pokatiwan year (Pokatimas) which has 354 days   
2. Pokatimas Atikawan year (Atikawan) which has 355days 
3. Atikamas Pokatiwan year (Atikamas) which has 384days 

 
Every year the Thai traditional dates are different from previous years. Rules for 

the calculation of the lunar calendar in the yearbook are based on Ok-Phansa day 
(End of The Buddhist Lent) which is a full moon day and is the 15th day of the 11th 
waxing moon of a Thai lunar calendar. If we know Ok-Phansa day of each year, then  
 



 Context-Aware Tourism Recommender System Using Temporal Ontology 189 

 

we can calculate other Buddhist days of each year as well. Therefore, we have im-
plemented the Thai Lunar Calendar Algorithm to calculate Thai Lunar (Waxing moon 
and Waning moon) dates automatically to get exactly the Thai Buddhist Days de-
scribed in the following. 

The Thai Lunar Calendar algorithm: 

1. Input: Tourist travel date e.g. 25/11/2015 
2. take the year from 1 (2015 in this case) 
3. identify types of the Thai lunar year above (Pokatimas, Atikawan and 

Atikamas) by calculating the number of days in the input year (from tourist) 
using following formula [14].                                                ݀ܽݏݕ =  ∑ ݀݉௜ + ݀௜௡ − ݀௣௥௘ଵଶ௜ୀଵ  (4) 

where days is number of days in the year of input year, dmi is  number of days in 
each month of the input year, i is the number of month. (1-12),din is the number of the 
Ok Phansa (òk pan-săa) day in the  input year, and dpre is the number of the Ok 
Phansa (òk pan-săa) day in the previous year of the input year. For example, the Ok 
Phansa day (15th day of the 11th waxing moon) for input year and previous year are 
27th October 2015 and 8th October 2014 respectively. Thus, the type of Thai lunar 
year is 365+27-8 = 384 which can be identified as Atikamas year using the following 
conditions 

3.1. If days equal to 354, then identify as the Pokatimas year 
3.2. If days equal to 355, then identify as the Atikawan year 
3.3. If days equal to 384, then identify as the Atikamas year 

4. Find other Buddhist days from Ok-Phansa day using following conditions 
4.1. increase number of month of Ok-Phansa day (October, i=10) by 1 (i of 

Ok-Phansa day +1 which is )until i is equal to 12 
4.2. decrease number of month of Ok-Phansa day by 1 (i-1) until i equal to 1 
4.3. find the 15th day of the waxing moon and the 1st day of the waning 

moon 
4.3.1. increase i by 1, we find  Loy Krathong day (15th day of the 12th 

waxing moon)which is 25th November 2015 
4.3.2. decrease  i by 3 we find Asalha Puja day (15th day of the 8th 

waxing moon) which is 30th July 2015 and Buddhist lent day (1st 
day of the 8th waning moon), which is 31th July 2015. 

4.3.3. decrease i by 4 we find Visakha Puja day (15th day of the 7th 
waxing moon), which is  1st June 2015. 

4.3.4. decrease i by 6 we find Makha Puja Day (15th day of the 3th wax-
ing moon) which is 4th March 2015 

5. Display all Thai lunar dates according to Buddhist days. 
6. Compare results from 5 and if the input day and month are exact day and 

month or even close to Buddhist days then recommend tourist for traveling 
7. Display results and terminate. 
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3 Tourism Recommender System Architecture 

Figure 3 shows the architecture of CAT-TOURS (Context-Aware Tourism Recom-
mendation System), which can be described as follows:  

The Temporal Ontology helps find the Thai festivals during the time of the year. 
NBB enables to find more information regarding six categories as accommodation, 
restaurant, attraction, etc. The system can help save time by finding various pieces of 
information and dismissing unwanted data. 

1. Tourists choose travelling dates, and the system checks with temporal ontol-
ogy whether or not the dates match with important Thai lunar dates 

2. Users provide words or a sentence, and the system checks whether they are 
related to a province or other tourist spot, in which case the system crawls 
relevant Web documents from Google related to the tourist information of 
the province/spot and stores them in the database to prepare the Web docu-
ment classification.  

3. Classify those websites using NBB and show the results of classification of 
travel sites in six categories: Attractions, Accommodation, Dining, Souvenir, 
OTOP, and Events. 

4. From 2, if it is not a province the system checks the input data and search for 
more detail of the region concerned for identifying a name of the province 
related to input data and then shows fundamental information of this prov-
ince using tourism ontology pattern that are stored in OWL. 

5. The system recommends tourist information based on the time and season 
applying the temporal ontology. 

 

Fig. 3. CAT-TOURS system architecture 
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4 Testing and Results 

4.1 Classification Results 

The results relating CAT-TOURS are divided into two parts: 

• Tourist websites classification results, and 
• The interface of the system showing results suggesting travel sites based on the 

classification algorithm of NBB, result for travel information by time or season 
(Thai lunar calendar). 

We used 500 tourism Web documents for classification and calculated the F-Measure 
for measuring the efficiency of NBB by Equation 5, for which results are shown in  
Table 3. 

   

(5) 

 
P is True Positive/(True Positive + False Positive) 
R is True Positive/(True Positive + False Negative) 
True Positive is web site in category and system was in that category 
False Positive is web site not in category and system was in that category 
False Negative is web site in category and system was not in that category 

 
Another rather mature approach for automated document classification is the La-

tent Semantic Indexing (LSI), which uses a strictly mathematical method and is, 
therefore, independent of the natural languages involved. 

Table 3 shows a comparison of tourism Web classification using LSI, Naïve Bayes 
(NB) and Naïve Bayes with boundary values (NBB). Precision P, recall R and F-
Measure F have been calculated. LSI and NB algorithms result in 74.37% and 78.25% 
for precision, 62.88% and 70.04% for recall, 67.01% and 72.51% for F-Measure, 
respectively, because LSI and NB algorithms classify the Web documents into one 
category. The LSI algorithm produces some incorrect site classifications, such as 
those in the category Events. (41.83% accuracy), but classifies in the category of tour-
ist or some other category, due to the content of those pages not being consistent with 
the frequency of the actual content. NB algorithm only uses P (NB) value and not so 
much the frequency of the search term in this category, which results the low efficien-
cy of classification, especially in categories of Souvenir (Sou) and Event (Even) with 
accuracy 55.59% and 64.21%, respectively. This may be due to websites with rich 
content on the various categories such as a web site about the attraction but including 
other contents or categories as hotels and restaurants. However, the frequency of 
words appearing in the section of the restaurant is higher than attraction section. As a 
result, the classification does not correspond to the attraction website content rather it 
is classified in the restaurant category. NBB algorithm leads to 100% for precision, 

⎟
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97% approximately for F-Measure, and Web documents can correctly be in more than 
one category (Table 3). Moreover, the F-Measure data show that the NBB algorithm 
is more efficient in classification Web documents for Thailand tourism information. 

Table 3. Performance of the classification algorithms 

Category 
LSI NB NBB 

P R F P R F P R F 

Att 81.82 57.91 67.82 70.42 88.57 78.46 100 95.71 97.81 
Acc 87.76 54.34 67.12 94.76 63.21 75.83 100 100 100 
Res 71.87 96.18 82.27 83.27 91.25 87.08 100 100 100 
Souv 82.58 66.72 73.81 55.62 55.57 55.59 100 82.01 90.12 
OTOP 80.34 63.23 70.77 100 58.61 73.90 100 95.34 97.61 
Even 41.83 38.88 40.30 65.45 63.01 64.21 100 93.54 96.66 

Average 74.37 62.88 67.01 78.25 70.04 72.51 100 94.43 97.03 

4.2 System Testing 

Figure 4 shows the interface of Tourism Recommendation System for Thailand in Eng-
lish. A user types in “travel in Phitsanulok” in English (or in Thai for the Thai Interface) 
and enters a travel date 03-11-2557 (3th November, 2014).The system shows basic in-
formation about Phitsanulok Province on the left screen. On the right screen, six tourist 
information categories ranked by popularity with URL websites are displayed. On the 
bottom of the screen, traveling recommendation based on Thai lunar calendar is shown, 
which mentions correctly the Pakthong Chai tradition, the Loy Krathong Festival and 
Buddha Day on 5th, 6th and 14th November 2014, respectively. 
 

 

Fig. 4. Result example of Tourism Recommendation System in Thailand English version 
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5 Conclusion and Further Work 

This paper introduces the Context Aware Thai Tourism Recommendation System 
(CAT-TOURS) with a Temporal Ontology and a novel Naïve-Bayes Algorithm with 
Boundary values (NBB). The NBB exhibits increased efficiency, which has been 
tested for Thailand tourism Website classification. We used tourism Web pages as a 
learning data set and defined thresholds based on minimum and maximum boundary 
values for probabilities for each of the six categories used in the classification testing 
with LSI, NB, and NBB algorithms. The result shows that NBB algorithm is the most 
efficient resulting in 100% for precision, 94.43% for recall and 97.03% for F-
Measure.  We have implemented the Temporal Ontology which gave additional de-
tails for attractions, events and festivals that tourists should visit during the time of 
their stay. Tourists specify only the province and the travelling dates, which results in 
the system suggesting where and when special and important traditional events are 
located near the destination.  

This research also has some limitations. Due to the location-unaware setting via 
conventional Internet access, we did not consider the user's current location as a pa-
rameter for recommendations. This is planned for one of the next rollouts of CAT-
TOURS, which will be based on a similar road segment ontology as described in [14]. 
Moreover, we will allow users to choose types of tourism, accommodation and foods 
by taking into account gender, age, and the number and duration of travels. Then, the 
system will be able to use the data and compare them with the rules of the tourism 
ontology based on SWRL, which is also stored in the data model. Finally, the system 
calculates the travel recommendation to meet the needs of users with the help of data 
mining techniques. 

Another limitation is the rudimentary usability test of CAT-TOURS. However, we 
plan to set up a similar test suite as has been described by Zins et al. [15]. 
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Abstract. A search engine returns a ranked list of documents for a query. If the 
query is broad then the returned list is usually too long to view fully. Studies 
show that users usually read only the top 10 to 20 results. Also, web search re-
sults can be much improved by using the information contained in the link 
structure between pages. The two best-known algorithms are HITS and Pag-
eRank. In this paper, based on the analysis of links-based and content-based 
sorting algorithm, a new scheme-Topic_ExpertRank for improving the accuracy 
and the efficiency of the search engine is contributed. 

Keywords: Web search, Ranking algorithm, Link analysis, Web graph,  
Topic_ExpertRank. 

1 Introduction 

With the rapid development of the Internet, the vast online information, ordinary In-
ternet users want to find the information they need is difficult needle in a haystack. 
There is an urgent need for an excellent search service which take the online content 
of complicated becomes easy access to information, and search engine is in such a 
background. At present, search engine is in a period of rapid development, and  
according to the latest survey report shows CNNIC [1]: the services in the user fre-
quently used, the use ratio of Search engine has reached 79.3%. In the US, the search 
engine usage has reached 93%. As can be seen, the search engine has become a hot 
spot of the Internet, more and more people's attention. However, the quality of docu-
ments to the retrieval results is good or bad, and high-quality documents in the result 
set can have a better ranking has very important implications for users, these are also 
an important indicator to measure the pros and cons of search engine technology. 
Therefore, to assess the importance of the documents and sorting is one of the key 
technologies to solve of the search engines. 

The importance index of documents include the number of backlinks, the correla-
tion between the query and the distance between documents, etc.[2]. Here, the number 
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of backlinks of documents refers to the index of popularity; the correlation refers to 
the association of the documents with the query topic which to determine whether the 
document that satisfy the query requirements; and the distance of documents are used 
to evaluate the impact of the link. How to use these indicators to measure the im-
portance of a document and excluding the impact of human factors on the search re-
sults, and find the most important and most useful web pages for Internet users is the 
problem of ranking algorithm to solved [3]. 

2 Related Works 

In the Modern Information Retrieval (IR) [4], the system based on the user's query to 
retrieve relevant documents, and IR retrieval algorithms are usually based on the 
matching of words in the document. Web search is one of the important research of 
IR. However, due to the quality of the page is not balanced and constantly changing. 
Therefore, using traditional information retrieval techniques, such as TFIDF, pro-
duced very satisfactory results on the web. On the other hand, the web is composed by 
a large number of unstructured pages and links between them, and Broder showed 
that the web with the "bow-tie" shaped structure [5]. A large number of studies sug-
gest that the information between the link structure of pages can be improved the 
search results. Therefore various link-based ranking strategies have been proposed in 
recent years, and two of the most famous algorithms are PageRank algorithm 
[6][7][8] and HITS algorithms[9][10]. Henzinger’s study showed that the use of the 
links between the pages will produce very good results for sort [11]. 

The PageRank algorithm computes a grade vector in advance for each page to es-
timate the importance of each page on the web. This value is calculated in the offline 
and does not rely on the query. At query time, the sort results depend on the im-
portance of scoring and detailed information retrieval query score, such as TFIDF. 
The advantage of this algorithm is that the generated of PageRank value is calculated 
on the entire web and not a small subset, so that it can improve the quality of search 
results. Moreover, the combined between PageRank values and traditions score takes 
little time during the query. However, since the query-independent, so PageRank 
cannot rely on their own to distinguish the authoritative pages of general sense and 
related to the query, as a result, ignore the relevance between links page and query 
topic and some pages with high PageRank value in itself, thus affecting the relevance 
and accuracy of search results.  

Kleinberg proposed HITS algorithm. When a user enters a query, the HITS algo-
rithm first to get a collection of related web pages which called the root set, then use 
the forward link and backward link of pages in the root set to expand and form a basic 
set, then try to find two types of pages in the basic set, which called hubs and authori-
ties. The former is a set which point to the pages of the authority of the high value, 
and the latter is a set which are authority pages of the high value. Iterative computa-
tion hubs and authorities for each page until convergence, finally, the basic set of 
queries relevant to sort, and returned to the user according to the sorted results. How-
ever, since this algorithm is performed in real time in the query process, so it is not 
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feasible to the search engine which would be processed thousands of queries current  
day. Bharat and Henzinger had discussed the HITS algorithm combines content anal-
ysis can compensate for some of the shortcomings of the algorithm and improve the 
accuracy of the query [10]. 

The studies of Chakrabarti[12] have shown that, the links to the page's subject is 
sensitive, that is, the link to the page usually points to other pages with the same sub-
ject[13]. This property not only explains why PageRank score was not rely on query 
so useful for sorting, but also pointed out the subjects can be used to improve the 
results which based on the calculation of the link. Matthew Richardson and Pedro 
Domingos proposed model of smart surfing [14], which called QD-PageRank. It will 
assigned greater weight of the subject to meeting relevant links in the model for the 
query. Take the content of the pages and analysis of the links for improve the quality 
of search. However, the disadvantage of this method is that for each query needs to be 
calculated in real time and the query response time is too long of the intelligent surf-
ing. Taher H. Haveliwala proposed Topic-Sensitive PageRank [13] algorithm. On the 
basis of PageRank algorithm combine topic pages and query context to improve the 
accuracy of the query results [15][16]. This is a relatively more innovative ideas, it 
addresses a number of key issues of the quality of the search results. However, this 
method also has some problems, such as how to effectively define the categories, and 
how to determine a query condition may correspond to the topics. In order to improve 
the retrieval quality, Bharat and Mihaila proposed HillTop algorithm [17], namely to 
determine the sort weights of search results by quantity and quality of backlinks. The 
algorithm considers that the contribution from the relevant page links with the same 
topics of higher value than links from unrelated topics for weight calculation, and 
only the links from these expert pages to the target documents decided the main part 
of weight score linked pages. HillTop algorithm consists of two distinct phases which 
are calculated the score of expert pages and calculated the score the target pages. 
Therefore, it is combined with the PageRank and able to get more accurate search 
results [18]. 

In this paper, we propose a novel sorting algorithm which called Top-
ic_ExpertRank, on the basis of link analysis, take advantage of the Topic-sensitive 
PageRank and HillTop and to make up for the shortcomings of both algorithms, but 
also take the distance of pages [19][20] as an index of importance. So, make the rank 
of important pages more forward and also further improve the overall accuracy of the 
results. 

3 Program Improvement  

In order to improve the accuracy of search results, the rankings of important docu-
ments are more front, we propose a novel method Topic_ExpertRank to sort the doc-
uments. The algorithm is divided into the following four processes. 
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• Step One: calculate the average distance of each page in the offline 
_Distance Score  as a measure factor of the importance of pages. 

• Step Two: calculate the _Target Score  of target document which associated with 

the query use I-Hilltop algorithm. 
• Step Three: calculate the content similarity score _Match Score of target document 

and query topics. 
• Step Four: combined with the results of _Distance Score , _Target Score and

_Match Score  get the final score of the pages, and take the results _Fina Score  

in descending order and returned to the users.   

( ) ( )_ 0.2 _ 0.5 _ 0.3 _ |
ji

Fina Score Match Score Target Score Distance Score P c q= + + ×  (1) 

3.1 The Distance of Documents 

About web analysis studies assume that the length between two pages is defined the 
number of clicks. However, with intervening clicks to measure the distance between 
two pages and do not reflect the intuitive distance of users [20]. For example, some 
pages having a large number of links, on the contrary, some pages only a few. For 
users, the cost of select a link from page with a lot of links and with fewer links are 
not the same. Its principle is that if a page has many backward links or it linked by 
many pages which have low values of distance, then the value of distance for this 
page is low. The following definitions illustrate this idea. 

Definition 1. If the page i point to the page j, then the weight of link between the two 

pages defined as ( )logn O i , and ( )O i is output degree of page i, that is the number 

forward links of page i. Set n is 7, because usually an average of 7 per page links to 
other pages. 

Definition 2. The shortest distance between pages i and j is the minimum weight of 

path. The logarithmic distance denoted by the ( )min
ij

D . 

Where
jD represents the average value of shortest distance of all pages to the page 

j, and N represents the number of all pages. Instead of the traditional definition of 
distance, we put this definition is called Average-Clicks[20]. In this method, the 

weight for each link is ( )7log O i ; when there is no path between the two pages, Set 

( )min
ij

D  to maximum ( )7
log O N , and N is the number of pages. 

Thus, if the distance between the page i and page j less than page i and page k, then 
the impact of the level of page i to page j must be greater than the impact to the page 
k. Do the issues of overhanging links in the PageRank does not affect the calculation 
of the distance values. Each page of the corresponding distance value stored in the 
distance database, as shown in Figure 1: 
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Fig. 1. The stored of distance values 

3.2 ODP-Biasing 

Open Directory Project(ODP) is the largest and most comprehensive human-edited 
directory in the Internet. It is a largest global directory of community which common 
maintenance and construction by volunteers from around the world, and the data is 
available free of charge. Up to now, it has 89,987 editors and produced over 
1,023,693 categories. Based on ODP classification, according to the similarity with 
various directories and take the crawl pages categorized into directories in offline. 

3.3 Improved Algorithm I-Hilltop of Hilltop 

I-Hilltop was improved algorithm of Hilltop, it ensure quality, easy to make up for the 
noise and the recall rate and other shortcomings. The algorithm can guarantee the 
quality, and make up shortcomings such as prone to noise and the recall rate and 
others to the original algorithm at the same tiem.  

In the select and index expert pages, the I-Hilltop handle pages database of search 
engine and pick out pages set which linked by good source of a particular topic, and 
examine all the pages which degrees above a certain threshold k (k = 5), detect these 
URLs whether or not point to m (m <= k) non-affiliated independent host, each 
qualifying pages are called expert document. After find the expert documents, I-
Hilltop creates an inverted index to storage key phrases appear in the expert 
documents, such as title, heading and anchor etc.The URL was found by key phrases, 
and inverted index organized the match position of the expert document and key 
phrases in accordance with a list, and each of match position corresponding to the 
keywords appear in the expert document. In each match location is also stored the 
unique identifier of the phrase in the document, the code which represent the phrase 
category, such as title, heading or anchor, and offset of words within the phrase. In 
addition, the algorithm also provides a list of internal URL for each expert page, and 
provides identifier of keywords limited role for each URL, as shown in Fig.2. 
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Fig. 2. Expert Documentation Index 

4 Query Process 

4.1 Select Topics 

When a user enters a query q, the system uses native-Bayes algorithm and computing 
the similarity  between top classification topic of ODP and query.  

( ) ( ) ( )
( )

( ) ( )|
| |

j j

j j i j

i

P c P q c
P c q P c P q c

P q

•
= ∞ • ∏                (2) 

Where, 
jc is the j-th classification topics, q is the query entered by the user, iq  is 

the i-th keyword of the query entered in. 
Select three topics which closest query, take all the pages under this topics as a 

candidate set of search results. According to the similarity with the query, and given a 
similarity rating scores for each candidate topic. Based on experience, set 

( )
1

| 1
j

P c q = , ( )
2

| 0.8
j

P c q = , and ( )
3

| 0.6
j

P c q = . 

4.2 I-Hilltop Algorithm Execution 

Selected the pages which marked as an expert documents from the candidate set,and 
if there is no expert document, then according to the traditional information retrieval 
method to combined the distance score, and output the results in descending order. 
Otherwise, found all the expert documents and then find all the target pages by 
linking, merge all the expert documents and remove duplicate documents as the 
candidate set for the output results. 

4.2.1   Calculate the Scores of Expert Documents 
With the same HillTop, in order to reflect the quantity and quality of the key phrases 
of query key contains in the expert documents, and the degree of matching the query 
phrase,I-Hilltop calculate the score of expert documents. 
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Set k is the number of words in the input query q, and 
i

S is calculate the score of 

k i− words contained in the key phrase accurately.  

  ( ) ( )
2

0

,
i

i

S LevelScore p FullnessFactor p q
=

= ∗∑                    (3) 

Where ( )LevelScore p  is the type score of key phrases p (Key phrases p with 

k i−  query terms), the LevelScore of title is 6 in the I-HillTop, heading is 6 and 
anchor text is 1. This score is set based on the topics of the expert pages, the assump-
tion is that title more useful than heading , and heading more useful than anchor text. 

( ),p qFullnessFactor  is the score of terms in the p which appears in the q, set plen is 

the length of p, and m is the number of terms which in the p but not appearing in the 

q, ( ),p qFullnessFactor  is calculated as follows: 

If 2m ≤ , ( ), 1FullnessFactor p q = ; else 2m > , ( ) ( )1, 2p q m plenFullnessFactor = − − . 

The goal of the algorithm is that the expert pages can able to match all query key-
words, and the total expert score is composed of these three parts: 

32 16

0 1 2
_ 2 2Expert Score S S S= + +                                   (4) 

4.2.2   Calculate the Scores of Target Pages 
According to scores of expert pages to rank, then check these pages which they point 
to called the target pages. Calculation the scores of target pages not only reflect both 
the quantity and relevance of expert pages which linked them, but also to reflect the 
relevance of key phrases which they point of. The score of the target page is calculat-
ed by the following three steps: 

• Step One: For every expert pages E, if there is a link from E to the target page T, 

then draw a straight edge ( ),Edge E T . For every keywords w, set ( ),occ w T  is 

the number of key phrases which contain w but restriction it appear ( ),Edge E T  

in the expert page, ( )_ ,Edge Score E T  is calculated as follows: 

( ) ( ) ( )_ , {w} ,Edge Score E T Expert_Score E occ w T= ∑               (5) 

For any query keywords, when ( ),occ w T  is 0, ( )_ ,Edge Score E T  equal to 0. 

• Step Two: check attached properties of expert documents which point to the same 
target, if there are more than two expert documents with subsidiary, then only re-
tain the highest value of _Edge Score . 

• Step Three: Finally, calculation the _Target Score  from sum all _Target Score  

which point to the target page. 



202 P. Lu and X. Cong 

 

TextIndex()

I-HillTop()

Distance()

ODP

Web

Ranked Result

Inverted 
text index

Page→Content

Inverted 
Expert index

Page→Topic，
Expert

Page→Distance

Query processor

Query

Offline

Query-Time

 

Fig. 3. Query process based on Topic-ExpertRank algorithms 

4.3 Sort Results 

1) Step One: If the expert documents are not in the target pages, then take these expert 
documents as part of the result set and the _Expert Score  as Target_Score  of this 

page. This would solve the problems of loss the query results and query results insuf-
ficiency. 

2) Step Two: The use of content analysis method of traditional information retrieval 
for calculate the _Match Score  based on query word and selected out of some ex-

perts and target pages. 

3) Step Three: Combine distance score of offline computed, the final scores for result 
set as shown in Equation. 

( ) ( )_ 0.2 _ 0.5 _ 0.3 _ |
ji

Fina Score Match Score Target Score Distance Score P c q= + + ×  (6)     

Where, ( )|
ji

P c q  is a topic score that matches the query, and select the most rele-

vant three topics to the query1 3i≤ ≤ . 
According the _Fina Score  for each pages to order the result set in descending. 

And when did not find enough the expert pages, then 
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( ) ( )_ 0.2 _ 0.8 |
ji

Fina Score Match Score Distance_Score P c q= + ×          (7) 

Eventually, according to the _Fina Score  of pages of the candidate set in de-

scending order and returns to the user. 

5 Conclusion 

The search engine technology is the hot topic in the field of computer, and level or 
importance of pages has an important impact on the final ranking of search results. 
Although various sorting algorithms have been very rich, but so far, without any kind 
of ranking algorithm is perfect, so the search engines have stopped using only a valu-
able ranking algorithm to determine the results, but to absorb the essence of various 
ranking algorithms, and the proposed method in this paper also based on the idea.  

In order to the results of rank more objective and reasonable, and the ranking algo-
rithm still need to continue to do in-depth research in many aspects, the future we will 
conduct in-depth research on some smart algorithms and the depth of learning. It be-
lieve that there will be more and better research results appear in the near future, can 
help users find the information more quickly and accurately that they really need. 
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Abstract. Today thousands of people in Hong Kong are protesting an election 
reform that would essentially mandate Beijing approval of candidates for Hong 
Kong’s chief executive. Many people such as Hong Kong citizen, government 
staff, journalists and news channels express information and their opinions 
about Hong Kong Revolution over social media. In that event, we don’t know 
whose opinions are strong or credential. Therefore when we take the infor-
mation from opinion content, the identifier of an author may help to determine 
credibility.  The opinions of specialists and recognized experts are more likely 
to be credential and to reflect a significant viewpoint. For that reason, we pro-
pose a new method to define the credibility of sentiment polarity based on their 
expertise or background knowledge and apply on Twitter: social media. Hence 
we identify the credibility of tweets polarity for a particular topic, we add 
weight of authors according to their expert knowledge. We classify tweets sen-
timent polarity using machine learning technique: Support Vector machine 
(SVM) and we combine it with weight of authors’ background knowledge 
based on author’s profile, twitter List feature and their tweets behavior for a 
given topic and then show the result as the percentage of credibility on their 
positive or negative views. 

Keywords: Expert Knowledge, Machine Learning, Opinion Credibility, Senti-
ment Analysis, Social Media, Twitter. 

1 Introduction 

The world is changing with the explosion of social media nowadays. It is increasing 
connecting with each other, fast developing with effects on individual behavior. Using 
social media for information is a way to monitor and identify people opinions. Senti-
ment analysis is the main point of the social media research including Twitter, Face-
book, blogs, and user forums. For example, 2014 Hong Kong Protest, known as 
the Umbrella Movement or Umbrella Revolution, began in September 2014. This 
revolution happened for the China's authorities that would limit who Hong Kongers 
can elect in 2017 elections. In this event social media played as important part. Hong 
Kong citizens post continuous information through the internet using social media. 
There are differences opinions in Hong Kongers who are supporters and skeptics.  
An opinion poll conducted by Chinese University said that 46% did not support this 
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revolution, while 31% backed the civil disobedience movement1. In that event, we 
didn’t know whose opinions are strong or credential. Therefore when we take the 
information from opinion content, the identifier of an author may help to determine 
credibility.  The opinions of specialists and recognized experts are more likely to be 
credential and to reflect a significant viewpoint. Therefore we proposed the method to 
determine credibility of tweets polarity based on authors’ expert or background 
knowledge using one of the famous social media in Twitter. For example: Hong Kong 
Revolution tweets: 

• Dana Ryan: More tourists are flocking to Hong Kong to watch the pro–democracy 
protesters, so business is good here. Merchants are happy. 
 

• RealHKNews: #UmbrellaRevolution people's latest slogan "I want to go shop-
ping". Picture showing disappointed shoppers sitting... http://t.co/VajNuZThnh 

In this case, tweets intent to negatively affect Hong Kong business view for revolution 
issues. There are many issues arise. For example, whose opinion is more credential 
than the other, who represent about this tweet opinion is more credential than the 
other? Who represent about this tweet? Who is the author of these tweets? How much 
does this author know about this topic? What is their background knowledge? How 
many percentage of credibility on their positive or negative view? To achieve this, in 
this paper we calculate the tweet content polarity for a particular topic, first we use 
Support Vector Machine (SVM) to compute tweet polarity and we add the weight of 
authors according to their expert knowledge using the bio, List features and their 
tweets and then we calculate credibility of tweet sentiment polarity with authors’ ex-
pert weight. We discuss our related work in section II. Section III presents our pro-
posed method in details. Section IV shows our preliminary experiment result and 
Section V is our paper conclusion. 

2 Related Work 

Our area of research mainly focuses on sentiment analysis and we combine it with au-
thors’ expert knowledge to show the credibility of sentiment polarity. The previous re-
searches only assumed the number of positive or negative points and they summarized 
the sentiment of tweets for the overall result [1, 3]. Go A. et al. [2] presented sentiment 
classification using machine learning method. They classified the tweets sentiment using 
emoticon for distant supervised learning. Pak A. and Paroubek P. [10] showed how to 
automatically collect a corpus to determine positive, negative and neutral sentiment for a 
document and rely on the multinomial Naïve Bayes classifier that used N-gram and POS-
tags are features. But when they labeled for training dataset based on the emoticon for 
sentiment polarity. Liang P.W. and Dai B.R. [5] extracted the set of messages that  

                                                           
1 http://www.scmp.com/news/hong-kong/article/1597646/ 
 one-five-hongkongers-may-emigrate-over-political- 
 reform-ruling 
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contain opinions and filtered out non-opinion messages and determined their sentiment  
directions. They used unigram Naïve Bayes for extract tweets and determined opinion or 
not and used Mutual Information and X2 feature selection for short text classification to 
discard some useless features. Neethu M. S. and Rajasree R. [7] analyzed sentiment from 
tweets in specific domain (electronic products) using two Machine learning approaches 
(Nave Bayes Classifier and SVM classifier). Pang B. et al. [9] classified documents 
(movie review) is whether positive or negative. They used standard machine learning 
(Naïve Bayes, maximum entropy classification, and support vector machines) to apply 
sentiment classification problem.  

To explore expertise, it has little research area in social media and also it is ambig-
uous to decide characterize of expert. What kinds of background knowledge is impact 
their authority? Weng J. et al. [12] created TwitterRank, to identify influential users of 
Twitter. They utilized Latent Dirichlet Allocation (LDA) to calculate topical distribu-
tion of a user and made weighted user graph that point out topical similarity of users. 
They used PageRank algorithm to identify authorities on each topic. Pal A. and 
Counts S. [8] also proposed to find the most interesting and authoritative authors for 
any given topic in Twitter. They analyzed features such as user’s content and com-
bined it their friends and followers information to be affective to find topical experts. 
They ran Gaussian Ranking Algorithm to cluster users into two clusters over their 
features space for finding the most authoritative users. Sharma N.K. et al. [11] de-
signed who-is-who service to infer characterize of individual Twitter users using 
Twitter List Features which allow a user to make groups of other users who related on 
a topic. List meta-data (names and description) provided to get semantic cues about 
who the users in it. Further it could also infer topical expertise users analyzing the 
meta-data of crowdsourced Lists that contains the user. Liang C. et al [4] designed a 
framework to help identify misinformation with the assessments of experts. They 
proposed a tag-based method extracting extracted the expertise of users from their 
microblog contents and matched the experts with given suspected misinformation. 
With the judgment of experts they defined the credibility of information and confuting 
of misinformation. Namihira Y. et al. [6] proposed to access the credibility of infor-
mation based on topic and opinion classification depending on user’s knowledge (ex-
pertise). They believed if they considered tweet of user knowledge, they handled as a 
more reliable opinion even if it is a minor opinion. Likewise our work is also focus on 
a user expert knowledge but different approach. We desire to assess the credibility of 
tweets opinions. 

3 Proposed Method 

Our system consists of two main components: sentiment analyzer and credibility cal-
culator. Sentiment analyzer is to classify tweets polarity and opinion credibility calcu-
lator is to compute credibility of opinion based on an author’s expert knowledge for a 
given topic. We combine with the results from sentiment analyzing with credibility 
calculation and show credibility of tweet’s polarity result. Figure.1 show overview of 
our proposed system to find the credibility result of tweet polarity. 
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Fig. 1. Overview system of credibility of tweet polarity 

3.1 Sentiment Analyzer  

The task of sentiment analyzer is to achieve classification of tweets’ polarity result. 
We perform sentiment classification to analyze which tweet is positive or negative 
using one of the machine learning approaches: support vector machine (SVM). SVM 
is a supervised learning method used for classification. SVM finds the hyperplane and 
separates two classes’ points with the maximum margin. We use Linear SVM with 
Rapid Miner2 software to classify sentiment polarity of our tweet dataset. ݓ repre-
sents to find maximum hyperplane and separates document from one class or another. ܿ௜ corresponds to positive and negative with class of document ݀௜. ߙ௜ is to solve dual 
optimization problem. Our analyzer define positive for “1” and negative for “-1”. ݓ = ∑ ௜௜ߙ ܿ௜݀௜   , ௜ߙ ≥ 0                                                        (1) 

3.2 Opinion Credibility Calculator 

In this section, we calculate credibility of opinion based on an author’s expert 
knowledge for a given topic. In Twitter, we consider the Twitter features: profile’s 
bio, List feature and author tweets behavior to identify the weight of authors’ expert 
knowledge. In List feature (allow a user to make groups of other users who related on 
a topic): name and description indicate valuable semantic cues about who has users 
included in the Lists are including their topics of expertise [11].  Based on Sharma 
N.K. et al. [11] approach, we use the author’s profile and List name and description to  
 

                                                           
2  www.rapidminer.org 
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infer who they are for a given topic. First we apply common language processing 
approaches: such as remove non-English word (using the WordNet to determine 
whether the word is English or not), remove url, # and @ (prefix, suffix), remove stop 
words, stemming, case folding. We apply N-gram approach (using unigram and bi-
gram) to segment them and extract Noun and Adjective that are useful for characteriz-
ing users using NLP toolkit3.  We used the ontology concept to filter a set of given 
topic to extract conceptual keyword that are related with given topic and calculate the 
ratio of number of related keywords to total number of raw keywords. This strategy 
produces first score wBL (author expert score using bio and List) to define the author’s 
expert knowledge. 

 

஻௅ݓ  = ௡௨௠௕௘௥ ௢௙ ௥௘௟௔௧௘ௗ ௞௘௬௪௢௥ௗ௦ ௙௢௥ ௚௜௩௘௡ ௧௢௣௜௖௧௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ௥௔௪ ௞௘௬௪௢௥ௗ௦    (2) 

 
Next step is to discover the expert score based on an author tweets behavior and 
his/her social network activities. We focus on the following features that reflect the 
impact of user background knowledge (expert knowledge score) for a given topic 
when we calculate the tweet’s credibility. 

• author’s topic related ratio (TR) 
• ratio of author’s tweet retweet by other users (RT) for a given topic 
• ratio of author’s friends and followers who are related with given topic (F1, F2) 
• author’s opinions ratio for given topic (OP) 

We combine these features to make the expert score for a given topic. For author topic 
related ratio, we make the ratio of number of author’s tweet related for specific topic 
to the number of his/her all tweet.  

 

ோ்ݓ  = ௡௨௠௕௘௥ ௢௙௔௨௧௛௢௥ᇱ௦ ௧௪௘௘௧ ௥௘௟௔௧௘ௗ ௙௥௢௠ ௦௣௘௖௜௙௜௖ ௧௢௣௜௖௡௨௠௕௘௥ ௢௙ ௔௨௧௛௢௥ᇲ௦ ௔௟௟ ௧௪௘௘௧      (3) 

 
In Twitter, retweet is a re-posting someone else’s Tweet. Using retweet features we 
compute how much times author’s tweet has been retweeted by others. 
 

= ோ்ݓ  ௡௨௠௕௘௥ ௢௙ ௔௨௧௛௢௥ᇲ௦ ௧௪௘௘௧ ௥௘௧௪௘௘௧ ௕௬ ௢௧௛௘௥௦ ௙௢௥ ௚௜௩௘௡ ௧௢௣௜௖௔௟௟ ௔௨௧௛௢௥ ௧௪௘௘௘௧௦ ௙௢௥ ௚௜௩௡௘ ௧௢௣௜௖    (4) 

 
wF1 and wF2 indicate the ratio of author’s friends and followers who are related with 
given topic. 

 

                                                           
3 www.nltk.org 
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ிଵݓ  = ௡௨௠௕௘௥ ௢௙ ௙௥௜௘௡ௗ௦ ௙௢௥ ௚௜௩௘௡ ௧௢௣௜௖௧௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ௔௨௧௛௢௥ᇲ௦ ௙௥௜௘௡ௗ௦     (5) 

  

ிଶݓ  = ௡௨௠௕௘௥ ௢௙ ௙௢௟௟௢௪௘௥௦ ௙௢௥ ௚௜௩௘௡ ௧௢௣௜௖௧௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ௔௨௧௛௢௥ᇲ௦௙௢௟௟௢௪௘௥௦    (6) 

 

For author’s opinions ratio; we assume how many times author expresses this opin-
ions based on his/her past all opinions for given topic. e.g., given tweet opinion is 
negative, we calculate number of author’s negative tweet based on his/her all past 
tweet opinion. 

ை௉ݓ  = ௡௨௠௕௘௥ ௢௙ ௔௨௧௛௢௥ᇲ௦ ௡௘௚௔௧௜௩௘ ௢௥ ௣௢௦௜௧௜௩௘ ௧௪௘௘௧௦ ௔௟௟ ௣௔௦௧ ௢௣௜௡௜௢௡௦ ௢௙ ௔௨௧௛௢௥ᇲ௦ ௧௪௘௘௧௦     (7) 

 
To produce expert score, we combine all of these features by adding author’s bio, List 
feature and his/her tweet behavior. Finally we compute expert score for given topic by 
adding author’s bio, List features and author’s tweet behavior. 
 
݁ݎ݋ܿݏ ݐݎ݁݌ݔܧ   =   ௪ಳಽା௪೅ೃା௪ೃ೅ା௪ಷభା௪ಷమା௪ೀು଺       (8) 

 
As the final result, we combine that expert score with the result of polarity from sen-
timent analyzer and calculate the credibility tweet polarity result (ݕݐ݅ݎ݈ܽ݋݌)ܥ. 
 

(ݕݐ݅ݎ݈ܽ݋݌)ܥ  = × ݕݐ݅ݎ݈ܽ݋݌ ݏ′ݐ݁݁ݓݐ  (9) ݁ݎ݋ܿݏ ݐݎ݁݌ݔܧ 

4 Preliminary Experiment  

Dataset 

We use Twitter API to collect data. We crawl HK revolution data in the period be-
tween Sep 30, 2014 and Nov 30, 2014 as our training set and testing set. We use 1000 
sample data for training dataset to learn sentiment classification using RapidMiner. 
We run this dataset with sentiment analyzer and show the output result, which labeled 
with tweet’s polarity (positive: 1, negative: -1). We use many set of SVM parameters 
for finding the best result and we apply 10 fold cross validation and the best results 
are shown in Table 2. 
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Table 1. Training Dataset 

Dataset positive negative  

Training Data 500 500 

Test Data 100 100 

In order to evaluate the accuracy of these polarity results, we use Linear SVM and 
calculate precision and recall. The following table shows the calculation results. We 
get precision 84.40% for positive and 96.93% for negative. We think the rest of the 
errors is emoticons. According to the SVM classifier, it can occur more weight and 
reduce accuracy. 

Table 2. Result of Training Classification 

 true positive true negative class precision 

positive 487 90 84.40% 

negative 13 410 96.93% 

class recall 97.40% 82.00%  

The second part of experiment is credibility calculation. We take one sample tweet 
from training set. First, we compute this tweet polarity by using sentiment analyzer. 
Then we calculate weights and corresponding expert score for that tweet according to 
our equation 2 to 8. Finally, we get tweet polarity from sentiment analyzer and expert 
score, then we calculate credibility of tweet polarity. To evaluate the credibility of 
tweet polarity, we calculate accuracy of opinion credibility. To do so we define au-
thor’s expertise level as maximum, medium and minimum trusted levels. We manual-
ly categorizes the author of HK revolution dataset as that three level. Accordingly we 
set the range for the credibility value as highest (h), middle (m) and lowest (l) range. 
The range setting depends on domain and classifier. In our evaluation we assume that 
(h >=70%), (l <=30%), (h<=m >=l) respectively.  

Then we determine the range of our classification result and verify with the au-
thor’s expertise categories. From our proposed method, the opinion credibility of 
author [csn216] and [dw11138375] are 29% and 17%. Likewise, as we can see in 
Table 3, the author [csn126] is in the minimum trusted author group. In addition author 
[Dana_Ryan]: 36%, [lailaoshi]: 33% and [natashkakhanhk]: 68% are in medium trust-
ed group and author [krisic]: 72% is maximum trusted group. From this comparison, 
we can conclude that our proposed method can provide reliable credibility. 
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5 Conclusion 

We proposed a system to measure credibility sentiment polarity based on authors’ 
expert knowledge. To find credibility opinion, our system performed 2 steps: senti-
ment classification and opinion credibility calculation. We did preliminary experi-
mentation using Hong Kong revolution dataset.  Based on our preliminary experiment 
results; our sentiment classification got precision: 84.40% and recall: 97.40% for true 
positive, and precision: 96.93% and recall: 82.0% for true negative. In our future 
work, we will evaluate the accuracy of our credibility opinion results. We will do 
further evaluation with large tweets dataset and compare with other topics. 
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Abstract. Falls are a key cause of significant health problems, especially for el-
derly people who live alone. Falls are a leading cause of accidental injury and 
death. To help assist the elderly, we propose a system to detect daily activities 
and in-house location of a user by means of a smartphone’s sensor and Wi-Fi 
access points. We applied data mining techniques to classify activity detection 
(e.g., sitting, standing, lying down, walking, running, walking up/downstairs, 
and falling) and in-house location detection. Health risk level configurations 
(threshold model) are applied for unhealthy activity detection with an alarm 
sounding and also short messages sent to those who have responsibility such as 
a caregiver or a doctor. Moreover, we provide various forms of easy to under-
stand visualization for monitoring and include health risk level summary, daily 
activity summary, and in-house location summary. 

Keywords: Activity of Daily Living (ADL), Smartphone, Accelerometer, Ac-
cess Point, Wireless Signal, In-house Location, Data Mining, Classification, 
Visualization. 

1 Introduction 

Fall accidents can cause severe health problems and can happen to anybody. The 
World Health Organization (WHO) reported in 2012 that falls were the second lead-
ing cause of accidental injuries and deaths worldwide; 424,000 individuals died from 
falls (1,160 persons/day), and over 80% of such deaths occurred in low and middle 
income countries [1-3].  

Currently, the world is changing toward ageing societies. More elderly people live 
alone rather than with their families. When those people fall during their daily activi-
ties, they cannot help themselves. Without anybody taking notice and providing help, 
their injuries could be fatal. Therefore, timely assistance and care may reduce the 
severity of the injuries.  

We aimed to improve the detection of Activities of Daily Living (ADL) and in-
house location in real-time, using a smartphone’s accelerometer sensor, three in-
home’s Wi-Fi access points (APs), and data mining classification methodology. We 
provided monitoring and warning of health risk levels. Moreover, we created various 
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data visualization tools for generating frequently used in-house locations and provid-
ing summarized health risk level reports. 

2 Related Work 

There are several systems available which detect daily activities and indoor locations. 
However, those systems or methods require rather sophisticated hardware or infra-
structure.  This has motivated our work to overcome their shortcomings. 

In 2013, Jian et al. [4] developed an automatic fall warning system. This system 
used an accelerometer and gyroscope sensors attached to a vest or other garment and 
collected the activities and fall data from elderly people. Daniel et al. [5] proposed a 
methodical algorithm which classified 11 activities and posture transitions (i.e., stand, 
sit, sit to stand, stand to sit, bend down, bend up, walking, lying, lying to sit, sit to 
lying, and bent) using an inertial tri-axial accelerometer located on the waist. The 
support vector machine (SVM) algorithm was used for classifications. Several re-
searchers established elderly people received injuries or in some cases death from 
falling [6-16]. In addition, more recent research has focused on activity or movement 
detection by using smartphones or sensors such as accelerometer or gyroscope. 

In 2014, Stephen et al. [16] developed a system for rehabilitation and diagnoses to 
understand the patients’ activities (e.g., walk or sit) by carrying a phone in different 
positions, including belt, pocket, hand, and bag. The authors used a smartphone’s 
accelerometer and SVM classifier to classify the activities. Guiry et al. [17] proposed 
a method to accurately detect human activities, including sitting, standing, lying, 
walking, running, and cycling using two accelerometers and to compare activity 
recognition classifiers using C4.5, CART, SVM, Multi-Layer Perceptrons and Naïve 
Bayes with accuracies as high as 98%. Quoc et al. [18] developed a wireless sensor 
system and algorithm to identify falls such as forward fall, backward fall, and sideway 
fall (left and right) by using ADXL345 (3-axis digital accelerometer sensor) and 
ITG3200 (3-axis digital gyroscope sensor), MCU LPC17680 (ARM 32-bit cortex 
M3), and Wi-Fi module RN13. Paliyawan et al. [19] developed a prolonged sitting 
detection system for office worker syndrome by using Kinect. 

Liu et al. [20] developed a technique and system for surveying wireless indoor po-
sitioning. Premchaisawatt [21] proposed machine learning techniques for enhancing 
indoor position in an experiment area of 30x10 meter2 with 77.32% accuracy. 
Zhongtang et al. [22] developed an in-house location detection system with an exper-
iment area of 16x29 meter2 and with 5 marked spots. 

3 Methodology 

3.1 System’s Overview 

We propose a system which classifies falls, basic daily movement activities, and  
in-house location detection, and provides health risk feedback with several easy to 
understand visualizations. The system obtains input data from a smartphone’s accel-
erometer sensor and the Wi-Fi signal strength from 3 APs in real-time. Detection of 
the daily activities and in-house locations are done using data mining classification as 
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shown in Fig. 1(a). Knowing the activities and locations, an alarm sounds and SMS is 
sent when a high risk situation or unhealthy condition is detected. The system can  
also provide summary reports on the safety level of the user’s activities and in-house 
locations. 
 

 

Fig. 1. (a) System’s Architecture and (b) Accelerometer’s Sensor Coordinates 

3.2 Daily Activity Detection Algorithm 

We develop an Android application for collecting acceleration data from a 
smartphone sensor and use a Windows application for processing the data. The 
smartphone sends the acceleration data of occurred movements to a server. The data 
are obtained by a tri-axial accelerometer as X, Y, and Z coordinates as shown in Fig. 
1(b). The system supports 7 activities (sitting, standing, lying down, walking, running, 
walking up/downstairs, and falling) and 4 selectable positions for the smartphone (i.e., 
waist, leg, front trouser’s pocket, and arm). It is necessary that the smartphone be 
attached to one of those positions. 

The method we use is based on machine learning. We divide the activity detections 
into two parts. First, in an offline phase, we build a learning system by letting the 
users perform activities and collecting the data when they are performed. After that 
we clean and prepare the data, extract their features, compare the classifiers provided 
by WEKA [23], including decision tree (J48), naïve Bayes, support vector machine 
(SVM) and k-nearest neighbor (KNN), and select the optimal classifier. Second, in a 
real-time phase, we use the program developed for the Android smartphone to classify 
the 7 daily activities. 
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Fig. 2. Sensor’s Velocity of Different Activities 

3.2.1   Offline Training Model of Daily Activities 
The velocity data from the accelerometer’s sensor shows that different activities have 
different signal patterns. For example, the velocity of running is greater than sitting, 
standing, and lying down as shown in Fig. 2.  

We collected the data from 25 human subjects in about 120,000 frames. We re-
quested the subjects to perform 7 activities (i.e., sitting, standing, lying down, walk-
ing, running, walking up/downstairs, and falling) and repeat each activity three times. 
Each time took about 10 seconds, and all of them included four smartphone positions 
(i.e., waist, leg, front trouser’s pocket, and arm). The Euclidian method was used to 
compute a rate of change of velocity. We used it to calculate the slope between two 
points of the accelerometer’s sensor data. We collected the data, cleaned, prepared, 
and then extracted the features using the Euclidian method as shown in Equation (1). 
,݅)ܿܿܣ  ݆) =  ඥ(ܺi − Xj)ଶ +  (ܻ݅ − ܻ݆)ଶ + (Zi − Zj)ଶ  ,              (1) 
 
where Acc(i, j)  represents the accelerometer from the ith and jth records, and X, Y, 
and Z represent the coordinates. 

We trained the data using WEKA with various classifiers such as decision tree 
(J48), naïve Bayes, support vector machine (SVM), and k-nearest neighbor (KNN). 
Then we compared the results and chose the optimal classifier.   

3.2.2   Real-Time Activity Classification 
We applied our optimal classifier, the KNN model (using 3 nearest neighbors for 
classification), on our system for detecting various kinds of activities. The system 
collected the acceleration data (the X, Y and Z coordinates) from the smartphone in 
real-time every 0.2 second. The data were processed as the input of the KNN model, 
and then the system predicted the activities. 

3.2.3   Noise Filtering 
Acceleration of movement data from the accelerometer’s sensor can be adversely 
affected by the abrupt transitions in activity detection and interference. We used the 
following method to prevent this problem. For example, when the user changed an 
activity immediately from one activity to another, such as from sitting to standing, the 
system would accept the state change from sitting to standing only when the activity 
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transition state had been continuously changed for more than 5 frames (~1 second). 
Otherwise, the state change would be rejected and it remained as the previous activity. 

3.3 In-house Location Detection Algorithm 

Our in-house location detection algorithm used the Wi-Fi signal strength to position 
the user’s whereabouts. We developed an Android’s application for collecting the Wi-
Fi signal strength levels from 3 APs. APs were set up on the same side of the house 
because we could reduce interferences and consider only one side of the Wi-Fi signal 
coverage as shown in Fig. 3(a). 

The algorithm used for classifying the in-house locations was based on machine 
learning. We divided our in-house location detection into two phases. First, in offline 
phase, we collected the data in the two-story house (with 24 marked locations). We 
collected the signal strength 50 frames for each marked location and repeated 10 
times around those spots. A data mining process was used to clean and prepare the 
data, and extract the features. We then compared four classifiers, including decision 
tree (J48), naive Bays, support vector machine (SVM) and k-nearest neighbor (KNN) 
and chose the optimal one. Second, in a real-time phase, we developed the system to 
detect in-house locations and evaluated the accuracy. 

3.3.1   Offline Training Model for Location Detection 
The Wi-Fi signal strength data from APs showed that different locations had different 
values. We used 3 APs for the in-house location detections, and we experimented 
with them in the two-story house. The house had an area of 3.5x10.5 meter2 on both 
floors as shown in Fig. 3(b). 

 

Fig. 3. (a) Signal Strength and Positions of Access Points and (b) Marked In-house Locations 

We collected the data from 24 marked spots (11 spots on the first floor and 13 
spots on the second floor) as shown in Fig. 3(b). The distance between each spot was 
about 2 meters, both vertically and horizontally. We used the smartphone to collect 
the Wi-Fi signal strength data also known as Received Signal Strength Indication 
(RSSI) from 3 APs. For each marked spot we collected the data 10 times, and each 
time we collected 50 frames/spot. So we had data equal to 50x10x24 = 12,000 frames 
in total. The data underwent a data mining process. They were cleaned and prepared, 
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and the features were extracted by the Euclidian method. The Euclidian calculation 
involved two parts. First, we calculated signal strength from the first AP and the se-
cond AP as shown in Fig. 4(a) using Equation (2). Second, we calculated it from the 
second AP and the third AP as shown in Fig. 4(b) using Equation (3). 

 

Fig. 4. Signal Strength from (a) First AP and Second AP and (b) second AP and third AP 

,1ܹ)݁ܿ݊ܽݐݏ݅ܦ ܹ2) =  ඥ(ܹ1 − P1)ଶ + (ܹ2 − ܲ2)ଶ  ,              (2) 2ܹ)݁ܿ݊ܽݐݏ݅ܦ, ܹ3) =  ඥ(ܹ2 − P2)ଶ + (ܹ3 − ܲ3)ଶ  ,                (3) 
 
where W1, W2, and W3 represent the mean value of signal strength from the 1st , 6th 
and 11th marked spot, and P1, P2, and P3 represent the signal strength from APs. 

We trained the data using WEKA with four classifiers, including decision tree 
(J48), naive Bays, support vector machine (SVM) and k-nearest neighbor (KNN). 
Then we compared the results of those classifiers and chose the optimal one. 

3.3.2   Real-Time Testing Model 
KNN was used as our optimal classifier for the in-house location detection. The signal 
strength data were collected in real-time every three seconds and were calculated by  
the Euclidian method. The data were processed as input data of the KNN model, and 
then the system predicted the in-house locations as shown in Fig. 5. 

 

Fig. 5. In-house Location Detection 
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4 Experiment and Results 

4.1 Experiment Setup 

In our test, we set up the 3 APs in a two-story house. The house floor area was ap-
proximately 3.5x10.5 meter2. There were 24 marked spots, with 11 marked points on 
the first floor and 13 marked points on the second floor. All 3 APs were on the first 
floor and on the same wall. All activities and in-house locations were covered. Ten 
volunteers were asked to perform various activities, using a Samsung Galaxy S5 
phone equipped with the accelerometer and Wi-Fi signal receiver. 

4.2 Data Collection 

4.2.1   Activity Data Collection 
We collected the accelerometer data for the 7 activities (sitting, standing, lying down, 
walking, running, walking up/downstairs, and falling). The activities were performed 
by 10 volunteers. We let the volunteers with the attached smartphones move freely 
from one position to another position. The smartphone was attached to four different 
positions, including the front trouser pocket, arm, leg, and waist. 

The volunteers performed activities 10 seconds (~5 frames/second) for normal ac-
tivities without fall and 3 times for falling. So there was a total of 12,580 frames for 
testing. All data were saved to a database server in real-time. 

4.2.2   In-house Location Data Collection 
We collected location data from the Wi-Fi signal strength of the smartphone. We 
requested the volunteers to stand at the marked spots for collecting the data. At each 
marked spot, 50 frames were collected and saved to the database. There were 24x50 = 
1,200 frames per volunteer. So there was a total of 1,200x10 = 12,000 frames alto-
gether.  

4.2.3   Evaluation 

4.2.3.1   Activity Detection Evaluation. The accelerometer data that we collected 
from the volunteers were feature-extracted and evaluated using the KNN (K=3) model 
and recorded an average accuracy of 97.48% of all activities combined. The accuracy 
of each activity is listed in Table 1. 
  



222 S. Sukreep, P. Mongkolnam, and C. Nukoolkit 

 

Table 1. Accuracy of Activity Detection 

No. Gender Age Weight 
(kg.) 

Height 
(cm.) 

Sit Stand Lie-down Walk Run Walk 
Up/Downstairs 

Fall 

1 Male 43 60 167 100.00 100.00 100.00 92.69 98.02 88.94 100.00 

2 Female 24 54 152 100.00 100.00 100.00 95.79 99.50 89.24 100.00 

3 Female 48 80 158 100.00 99.03 99.04 94.62 100.00 91.23 100.00 

4 Male 63 45 165 100.00 99.01 100.00 93.84 100.00 88.33 100.00 

5 Female 36 73 165 100.00 100.00 100.00 92.73 98.48 92.89 100.00 

6 Female 60 69 155 98.57 100.00 99.50 92.56 98.50 88.09 100.00 

7 Female 38 58 157 100.00 100.00 98.58 93.12 99.04 92.69 100.00 

8 Female 45 65 167 98.04 99.02 98.05 95.85 100.00 93.75 100.00 

9 Male 42 68 170 99.51 100.00 99.04 95.81 95.00 94.69 100.00 

10 Male 50 60 172 100.00 100.00 99.03 91.96 98.53 91.11 100.00 

Average (%) 99.61 99.71 99.32 93.90 98.71 91.10 100.00 

4.2.3.2   Location Detection Evaluation. The in-house location data which we  
collected from the volunteers were feature-extracted and evaluated using the KNN  
(k = 3) model. We evaluated each marked spot (F01-F24) and recorded an average 
accuracy of about 94.11%. The accuracy table is shown in Table 2. 

Table 2. Confusion Matrix Showing Accuracy of In-house Location Detections 

Marked Spot F01 F02 F03 F04 F05 F06 F07 F08 F09 F10 F11 F12 Accuracy 

F01 98.80 0.00 0.80 0.00 0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 98.80 

F02 0.00 96.02 0.20 2.19 1.59 0.00 0.00 0.00 0.00 0.00 0.00 0.00 96.02 

F03 2.65 1.43 92.87 0.20 2.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 92.87 

F04 0.00 1.06 0.00 92.39 0.42 5.50 0.63 0.00 0.00 0.00 0.00 0.00 92.39 

F05 0.80 3.99 2.00 0.20 92.42 0.20 0.20 0.00 0.20 0.00 0.00 0.00 92.42 

F06 0.18 0.73 0.91 2.73 0.73 94.36 0.36 0.00 0.00 0.00 0.00 0.00 94.36 

F07 0.00 1.67 0.42 1.88 3.55 2.92 86.85 1.04 1.67 0.00 0.00 0.00 86.85 

F08 0.00 0.00 0.00 0.00 0.00 0.00 2.88 88.89 3.29 0.62 4.12 0.00 88.89 

F09 0.19 0.00 0.00 0.00 1.33 0.19 3.05 3.05 91.24 0.00 0.95 0.00 91.24 

F10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.21 0.00 98.79 0.00 0.00 98.79 

F11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.25 2.43 1.42 92.90 0.00 92.90 

F12 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 95.61 95.61 

Marked Spot F13 F14 F15 F16 F17 F18 F19 F20 F21 F22 F23 F24 Accuracy 

F12 0.60 0.60 1.80 0.20 0.40 0.00 0.80 0.00 0.00 0.00 0.00 0.00 95.61 

F13 96.79 0.20 1.80 0.00 0.20 0.00 0.20 0.00 0.00 0.00 0.00 0.00 96.79 

F14 1.41 93.33 0.40 0.20 0.61 0.00 0.00 0.00 0.00 0.00 0.00 0.00 93.33 

F15 3.59 0.80 91.43 0.00 1.59 0.00 1.59 0.00 0.00 0.00 0.00 0.00 91.43 

F16 0.00 0.00 0.00 96.89 0.97 0.00 1.95 0.00 0.00 0.00 0.00 0.00 96.89 

F17 2.43 1.77 4.86 2.65 86.31 0.00 1.10 0.00 0.00 0.00 0.00 0.00 86.31 

F18 0.00 0.00 0.00 0.00 0.00 99.56 0.00 0.44 0.00 0.00 0.00 0.00 99.56 

F19 0.89 0.89 3.12 0.67 4.45 0.00 89.31 0.00 0.00 0.00 0.00 0.00 89.31 

F20 0.00 0.00 0.00 0.00 0.00 1.22 0.00 98.09 0.70 0.00 0.00 0.00 98.09 

F21 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.05 97.26 1.05 0.42 0.21 97.26 

F22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.80 3.21 95.99 0.00 0.00 95.99 

F23 0.00 0.00 0.00 0.00 0.00 0.49 0.00 0.00 1.23 0.62 96.54 0.86 96.54 

F24 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.60 1.39 1.98 96.03 96.03 

Average (%) 94.11 
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It could be seen that some locations were misclassified because the signal strength 
from APs were affected by the surrounding environment, such as door opening, door 
closing, or postures of the volunteers; therefore, data from the signal strength could 
change, resulting in misclassified locations. 

5 Conclusions and Future Work 

In this paper, we propose a practical and affordable system using a smartphone’s ac-
celerometer sensor and the Wi-Fi signal strength from APs to detect and visualize the 
in-house locations and daily activities such as sitting, standing, lying down, walking, 
running, walking upstairs and downstairs, and falling. We apply data mining tech-
niques for those daily activities and in-house locations of the user. The changes of 
activities and in-house locations are detected by the threshold model. We provide an 
easy to use and understand user interface and visualization to monitor the activities 
and in-house location in real-time by displaying the related information on a separate 
monitoring computer screen. Moreover, our system can warn the user when his or her 
health risk level exceeds the preset level. The achieved accuracy of activity detections 
is 97.48%, and the accuracy of the in-house location detections is 94.11%. Moreover, 
our proposed system can detect the fall activity, the detection of which is crucial for 
one’s well-being, with 100% accuracy. In addition, our proposed system is much 
easier to set up than previous systems. 

We hope to use this system with elderly people in order to track their daily physi-
cal movement activities so that we can learn more about them, e.g., used at home, 
nursing homes, or hospitals; for example, some elderly may prefer sitting idly on the 
couch while watching television. Some might spend more time in the bedroom than in 
the kitchen. This information is very helpful to family members and healthcare pro-
viders, particularly in an ageing society. 
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Abstract. Cloud computing technology is one of the newest technologies 
widely used by consumers globally due to its advantages. One of the common 
advantages is that users can get access to applications and their own files and 
data on demand. However, there are privacy concerns which discourage users 
from being active in cloud computing. This paper attempts to investigate the 
factors that influence consumers’ willingness to use cloud computing services 
by using a quantitative research approach. A total of 340 cases were gathered 
from a sampled population of students. Based on SPSS analysis, the study 
found that perceived privacy control, perceived effectiveness of privacy policy, 
and information privacy concerns in a cloud computing environment have sig-
nificant influence on users’ willingness to use cloud computing services.   

Keywords: Willingness to Use Cloud Services, Privacy Concern, Cloud Compu-
ting, Privacy Policy, Privacy Control, Security, Cloud, Privacy Risk in Cloud. 

1 Introduction 

Cloud computing is a recent trend in the field of information and communication 
technology. It is defined by the US National Institute of Standards and Technology 
(NIST) as “a model for enabling ubiquitous, convenient, on-demand network access 
to a shared pool of configurable computing resources (e.g. networks, servers, storage, 
applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction”. According to the Criminal Jus-
tice Information Services department (CJIS), this is the most accepted definition. 
Cloud computing deals with computation, software, data access and storage services 
that may not require end-user knowledge of the physical location and the configura-
tion of the system that is delivering the services [1].  

1.1 Background of Study 

Cloud computing technology offers various types of services and applications for the 
public and organizations. One of the most commonly used cloud computing services 
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is social networking such as Facebook, LinkedIn, Twitter, Instagram and many others, 
although these were not initially considered cloud computing services. Another ex-
ample of cloud computing services is E-mail services. Other major example of cloud 
computing services is Google Drive. All of Google's services could be considered as 
cloud computing such as Gmail, Google Calendar, Google Reader, Google Voice, 
Google glass and so on. In addition, Apple's cloud service is primarily used for online 
storage and synchronization of user mail, contacts, calendar, and more. All the data 
you need is available to you on your iOS, Mac OS, or Windows device. Prior studies 
found that information privacy concerns is an essential factors that discourage and 
influence users from transiting through online channel [2]. Researchers found that the 
growth and success of a new technology and e-commerce is linked to users’ willing-
ness to disclose personal information to service providers [3] [4]. 

2 Research Model  

2.1 Willingness to Use Cloud Computing Services 

In this study, willingness to use cloud computing services is a dependent variable 
which has been addressed by allocating five items. Overall, almost all previous stud-
ies investigated willingness to disclose personal information in online banking and  
e-commerce whereas this study assesses it in the context of a cloud computing envi-
ronment. According to Wu, Huang, Yen, & Popova (2012), the success or growth of 
e-commerce is linked inextricably to consumers’ willingness to provide personal in-
formation to service providers [5]. Most researches have focused on privacy and risk 
generally as factors that influence users’ intention to provide personal information to 
an online service provider [6]. Providing personal information to an online service 
provider has been studied in the domain of online shopping globally [7]. 

2.2 Information Privacy Concern 

According to the Oxford Dictionary, privacy means “The state or condition of being 
free from being observed or disturbed by other people”. Mishra, Ranjita; Dash, Sanjit 
K (2011) indicated that privacy is the protection of transmitted data from passive 
attacks [8]. However, as cloud computing systems usually offer services (e.g. DaaS, 
SaaS, IPMaaS, PaaS, and so on) on the Internet, the secret information of individual 
users’ is stored and managed by the service providers in the cloud, and consequently 
results in privacy concerns [9]. In this study, the researcher investigates the impact of 
users’ information privacy concern on willingness to use cloud computing services. 
Previous studies found that there is negative relation between the privacy concern and 
willingness to disclose personal information. Therefore, hypotheses 1: Willingness to 
use cloud computing services is negatively affected by consumers’ information pri-
vacy concerns [4] [10].  
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2.3 Perceived Privacy Control 

Cloud computing technology involves distributed computation on multiple large-scale 
data sets across a large number of computer nodes. Every Internet user is able to share 
his or her personal data to the Cloud Computer systems which are located on the other 
side of the Internet. For instance, a user’s click stream across a set of webs (e.g., 
Amazon book store, Google search web pages, etc.) can be used to provide targeted 
advertising [11]. However, few studies tried to clarify the nature of control in the 
privacy context. For instance, in privacy literature, control has been utilized to refer to 
several objectives such as social power and procedural fairness of an organization’s 
privacy [12]. Studies have specified perceived privacy control based on three dimen-
sions: 1) knowledge: users should be aware of a service provider’s information prac-
tices. It is assumed that without this knowledge, a consumer is unable to make a  
decision as to either disclose personal information or not. 2) Choice/access: users 
should be provided with choices as to how their personal information is utilized be-
yond the use for which the information was provided. 3) Use of privacy tools: when 
privacy tools like protocol for privacy preferences (P3P) or privacy seals are used by 
some service providers then the user begins to believe that his control over his  
personal information is growing. Previous studies assumed that there is positive rela-
tionship between perceived privacy control and willingness to disclose personal  
information. Therefore, hypotheses 2: Perceived privacy control will positively influ-
ence consumers’ willingness to use cloud computing services [4] [10]. 

2.4 Perceived Effectiveness of Privacy Policy 

Privacy policies are notices that are displayed on an online service provider’s website, 
accessible to the public, and describe an organization’s information practices. Previ-
ous studies found that privacy policies and strategies that online service providers 
adopt and implement can have an impact on users’ perception of online providers’ 
fairness and trustworthiness and on users’ willingness to engage in online transactions 
[13]. Meanwhile, other studies confirmed that the presence of a privacy policy had a 
significant influence on information disclosure in online shopping [13]. Generally, 
privacy policies should be designed to illustrate the steps that would employ to ensure 
obedience with the fair information principles. This is because the ultimate objective 
of any privacy policy is to provide consumers with comfort and security. Therefore, 
hypotheses 3: Perceived effectiveness of privacy policy will positively influence con-
sumers’ willingness to use cloud computing services. 

2.5 Perceived Privacy Risk 

Risk has been defined as the uncertainty resulting from the potential for a negative 
outcome and the possibility of another party’s opportunistic behaviour that can result 
in losses for oneself. Therefore, usually negative perceptions are related to risk and it 
may influence an individual emotionally and physically [14]. Previous studies agreed 
that since online service providers required users’ personal information as a part of  
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online transactions, users express their concern about such information being misused, 
sold, disclosed, or exchanged with other parties without authorization from the owners 
[15]. It has been proved that such risk perceptions of online users constitute an obstacle 
to the widespread acceptance of online transactions mainly when sensitive information 
is required [16]. There is thus a consensus among researchers that risk is vital factors in 
making any kind of online decisions. Thus, hypotheses 4: Perceived privacy risk will 
negatively influence consumers’ willingness to use cloud computing services [15] [17]. 

2.6 Individuals’ Factors 

In this study, the researcher investigated whether the individuals’ factors (age, gender, 
educational level) influence users’ willingness to use cloud computing services. Nev-
ertheless, prior studies assumed that the demographic factors influencing users’ will-
ingness to disclose personal information [4]. Therefore, hypotheses 5: There will be a 
significant relationship between the demographic information (age, gender, educa-
tional level) and willingness to use cloud computing services. 
 
 

 

Fig. 1.Research Model 

3 Methodology 

A quantitative survey method has been adopted to collect data from targeted respon-
dents. For that, we conducted a self-administered and online questionnaire to be an-
swered by undergraduate and postgraduate students from the International Islamic 
University Malaysia as our sample with 340 cases as sample size. The survey items 
were adopted from prior studies where a five point-Likert scale was used for the items  
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4 Result 

4.1 The Result of Demographic Information 

The demographic profile of the respondents illustrates that the largest number of cases 
was from female students’ 51.2.1% and 35.6% of the total respondents were aged in 
the group of below 20. Moreover, the majority of the respondents were undergraduate 
students (70.9%). 

4.2 Reliability Test 

Cronbach's alpha test was used out to measure the reliability of the items. It was 
agreed upon the lower limit which is 0.7 across all constructs. Table 1 illustrates that.  

Table 1. Reliability result 

Construct Number of Items Reliability  
Privacy concern 4 .841 
Perceived Privacy Control 4 .845 
Perceived Effectiveness of Privacy 
Policy 

3 .842 

Willingness to Use Cloud Comput-
ing Services  

5 .708 

4.3 Cloud Computing Services Usage Rate 

Based on previous studies, cloud computing services were categorized into five cate-
gories: Social Networking (e.g., Facebook, Twitter and others), Email Services (e.g., 
Hotmail, Gmail and others), Google Services (e.g., Google Drive, Google Apps, and 
others), Apple Services (e.g., iCloud, iTunes and others) and Data Storage Services 
(e.g., Box, Dropbox, and others). However, it can be seen that Social Networking 
services has the highest percentage of respondents with 29.93%, whereas apple ser-
vices has the lowest percentage of respondents with 7%. Between the highest and the 
lowest percentage of respondents are categories that include Email services 26.70%, 
Google services 21.64% and Data storage services 14.73% respectively. 

4.4 Testing Research Hypotheses 

A multiple linear regression technique was used for testing the hypotheses. The result 
provides two tables ANOVA and Coefficients. ANOVA table indicates the model is 
significant (p = .000 < 0.05). Nevertheless, the coefficients table shows that that there 
is significant relationship between perceived privacy control, perceived effectiveness 
of privacy policy, and willingness to use cloud computing services (perceived privacy 
control p = .000,  perceived effectiveness of privacy policy p = .000, < 0.05, informa-
tion privacy concern p = .017). On the other hand, the result illustrates that there is no 
significant relationship between perceived privacy risk and willingness to use cloud 
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computing services (p = .681, > 0.05). Therefore, hypotheses 1, 2, and 3 are supported 
except hypotheses 4. Table 2 provides the result of multiple linear regression. 

Table 2. Multiple linear regression result 

ANOVAa 
Model Sum of Squares df Mean Square F Sig. 

1 
Regression 33.371 4 8.343 21.907 .000b 
Residual 127.575 335 .381   
Total 160.946 339    

a. Dependent Variable: Willingness_To_Use 
b. Predictors: (Constant), Privacy_Control, Privacy_Concern, Privacy_Policy, 
Priavcy_Risk 

4.5 Individuals’ Factors 

In this study, the relationship between the demographic information and willingness 
to use cloud computing services is examined. It is assumed that “There will be a sig-
nificant relationship between the demographic information (age, gender, educational 
level) and willingness to use cloud computing services”. Nevertheless, in this research 
the age is categorized into four groups (Below 21, 22 to 25, 26 to 30 and 30 and 
above). Therefore, the ANOVA technique was conducted. The result shows that there 
is no significant differences among the means’ of age groups (p = .061 > 0.05), as 
illustrated by Table 3. 
  

Coefficientsa 
Model Unstandardized 

Coefficients 
Standardized 
Coefficients 

t Sig. 

B Std. Error Beta 

1 

(Constant) 2.410 .252  9.571 .000 
Privacy_Concern -.123 .051 -.155 -2.404 .017 
Priavcy_Risk .021 .052 .027 .412 .681 
Privacy_Policy .233 .043 .296 5.444 .000 
Privacy_Control .152 .043 .191 3.545 .000 

a. Dependent Variable: Willingness_To_Use 
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Table 3. ANOVA result for age group 

ANOVA 
Willingness   
 Sum of Squares Df Mean 

Square
F Sig. 

Between Groups 3.482 3 1.161 2.476 .061 
Within Groups 157.464 336 .469   
Total 160.946 339    
Multiple Comparisons 
Dependent Variable:   Willingness   
(I) Age (J) Age Mean Difference (I-J) Std. ErrorSig. 

Below 21 
22 to 25 .06300 .08470 .879 
26 to 30 -.13182 .12052 .694 
30 and above -.26061 .13444 .214 

22 to 25 
Below 21 -.06300 .08470 .879 
26 to 30 -.19481 .11812 .352 
30 and above -.32360 .13229 .071 

26 to 30 
Below 21 .13182 .12052 .694 
22 to 25 .19481 .11812 .352 
30 and above -.12879 .15765 .846 

30 and above 
Below 21 .26061 .13444 .214 
22 to 25 .32360 .13229 .071 
26 to 30 .12879 .15765 .846 

 
The t- test technique was carried out to test the significant differences between the 

means across educational levels. The result illustrates that there is significant different 
in the means across the two groups (p = .034 < 0.05), as seen in Table 4. The result 
shows that the mean for the postgraduate group is higher than the undergraduate 
group (Postgraduate Mean = 3.3939, Undergraduate Mean = 3.2199). 

Lastly, in this study gender has two groups (Male and Female). The t- test tech-
nique was utilized to determine the significant differences between the means across 
the two groups. Table 4 shows the result of the t-test, which illustrates that there is no 
significant different in the means across the two groups (p = .265 > 0.05).  

Table 4. T-test result for educational level 

Group Statistics 

 
Educational_Level N Mean Std. Deviation Std. Error 

Mean 

Willingness_To_Use 
Undergraduate 241 3.2199 .68015 .04381 
Postgraduate 99 3.3939 .69837 .07019 
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Table 4. (continued) 

Independent Samples Test 
 Levene's 

Test for 
Equality of 
Variances

t-test for Equality of Means 

F Sig. t df Sig. (2-
tailed)

Mean 
Difference 

Std. Error 
Difference 

Willing-
ness_To_Use 

Equal 
variances 
assumed 

.029 .865-2.127 338 .034 -.17402 .08183 

Equal 
variances 
not as-
sumed 

  -2.103 178.199 .037 -.17402 .08274 

Lastly, the gender in this study the gender has two groups (Male and Female). 
Thus, t- test technique was utilized to determine the significant differences between 
the means across the two groups. Table 5 shows the result of t- test, the result illus-
trates that there is no significant different in the means across the two groups  
(p = .265 > 0.05). 

Table 5. T-test result for gender 

Group Statistics 
 Gender N Mean Std. DeviationStd. Error Mean 

Willingness 
Male 166 3.3133 .70061 .05438 
Female 174 3.2299 .67731 .05135 

 
Independent Samples Test 
 Levene's Test 

for Equality  
of Variances 

t-test for Equality of Means 

F Sig. T df Sig. (2-
tailed)

Mean 
Difference 

Std. Error 
Difference

Willingness 

Equal variances
assumed 

.355 .552 1.116 338 .265 .08337 .07473 

Equal variances
not assumed 

  1.115 335.798 .266 .08337 .07479 
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5 Discussion 

This study revealed that Social Networking services have the highest percentage of 
usage rate among the participants. The outcome supports prior studies [18]. This study 
identified that there is a statistically significant relationship among information privacy 
concerns in cloud computing environment, perceived effectiveness of privacy policy, 
perceived privacy control, and willingness to use cloud computing services. Mean-
while, perceived privacy risk is not statistically significant upon users’ willingness to 
use cloud computing services. This is similar to prior studies [19]. Our finding indi-
cates that users’ willingness to use cloud computing services is positively and signifi-
cantly influenced by perceived effectiveness of privacy policy. This result is similar 
with Mollick, Joseph Sudeep (2005) who found that customers’ willingness to transact 
online will be higher when venders have policies that allow customers the ability to 
authorize or give informed consent to data collection than when venders do not have 
effective and clear policies [20]. As for the demographic information such as age and 
gender, it has no significant influence on users’ willingness to use cloud computing 
services, whereas, educational level has a statistically significant influence.  

6 Conclusion 

In this study, the primary objective was to identify the factors that influence users’ 
willingness to use cloud computing services. Prior studies focused on the factors that 
influence users’ willingness in e-commerce and online banking environment, 
whereas, this study investigated it in a cloud computing environment. Our findings 
proved that information privacy concerns, perceived privacy control, and perceived 
effectiveness of privacy policy have a statistically significant relationship on users’ 
willingness to use cloud computing services. Meanwhile, perceived privacy risk has 
no significant influence on willingness to use cloud computing services. It is recom-
mended that the quality of cloud services should be improved. One of the most  
interesting findings of our study is that users are uninformed of the process of data 
collection processes that take place while using cloud services as well as the possible 
reuse of the data by the cloud service provider. Hence, cloud computing service pro-
viders should provide clear and effective privacy policies to their clients; otherwise, 
users are not willing to use cloud services. 
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Abstract. Understanding user behavior is an important issue to make any predic-
tion of the resource utilization and the distribution of information in so-
cial networks as well as to determine approaches to optimize the networks. Based 
on the results of surveys, a typical group of users, their behaviors and activities in 
the online social network Facebook have been analyzed and classified. The results 
confirm the validity of power laws and small-world properties in various areas of 
social network systems and will later allow the establishment of useful models for 
further simulations and investigations in the area of social network mining.  

Keywords: Online Social Networks, User Behavior, User Activities, Power-
law Distribution, Small-world Networks, Network Optimization. 

1 Introduction 

The opportunities presented by online social networking systems (SNSs) have led 
billions of users to congregate around these sites. This is mainly due to the set of  
available operations for registering and setting up a personal profile, searching, add-
ing or removing friends, joining communities, communicating with other users, and 
disseminating of content.   

This study quantifies and analyzes the user behavior in a very popular online social 
network, Facebook. Facebook is an integral part of most college students’ lives which 
constitute our focus group. It is a cloud-based web application where its services and 
storage are distributed on different servers located in different geographical locations. 
As the number of users and activities increases over time, the network becomes dy-
namically evolving, complex, and denser with irregular structure inheriting the prop-
erties of complex network. Regarding the exceptional growth in size and complexity, 
this network shares many common characteristics such as small diameter, high clus-
tering coefficient and a power-law degree distribution of node degrees [1], also 
known as small-world properties. As a consequence, the existing of communities and 
the average distance between nodes tend to increase logarithmically over time as a 
function of the number of nodes. This network is also considered as scale-free be-
cause it exhibits a power-law degree distribution, a useful model to explore the utili-
zation of the network resources.  
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The existence of these properties has drawn massive attention from many research-
ers that examined the diffusion of information and rumors as well as the duplication 
of content [2] in those complex networks. Besides, the analysis of the evolution and 
structural properties of online social networks and the identification of user groups 
and their behaviors are topics of increasing interest.  

However, none of the studies reviewed have investigated whether the power law 
was applicable to SNSs or have considered users and their behaviors as a unity to har-
ness their structure. Moreover, due to technical restrictions, it is very difficult to obtain 
relevant data from SNSs like Facebook directly. Therefore, the idea to be conducted in 
this research is to select a sample of Facebook users and collect information on their 
behaviors in this online social network through a developed questionnaire. The two 
underlying aims are to explore the complexity of college student networks in SNSs and 
to test the validity of the power-law distribution of their activities. Resemble different 
scenarios in the fields of communication networks, biology and economics which the 
distribution of data can be explained by the power law, the characterization of the dy-
namic growth of traffic originating from activities users perform will be explored by 
using the power law distribution.  

The organization of this paper is as follows: Section 2 focuses on the presentation 
of the complexity of online social networks. Some of the common properties of the 
topology and structure of complex networks are given and explained how they are 
measured based on literature review. Section 3 presents the research methodology 
deployed to analyze the behaviors of college students in Facebook, demographic 
analysis and results of the experiment. Section 4 is the discussion and implication of 
the analysis results. The last section, Section 5 concludes the article and suggests 
future research direction. 

2 Complexity of Social Networks 

Many different phenomena such as the topology of the Internet, the human brain, the 
bacterial metabolism and social relationships [3] can be described using network ter-
minology. The complexity of these networks is mainly determined by the number of 
nodes and evolving patterns of bilateral connections among individual entities. The 
state of each entity or node can vary over time in many ways, and each node can rep-
resent anything ranging from individuals, web pages and activities related to econom-
ics. To create an understanding of how these networks are complex, the basic notions 
of network complexity are introduced in the following sections.  

2.1 Structure of Complex Networks 

Even if these complex networks may be formed from dissimilar origins, they share a 
surprising number of common structural properties of “small worlds” and a power-
law distribution of node degrees: 

2.1.1 Small-World Property 
The small-world property has been found in a variety of real networks, including 
biological and technological ones with two structural properties of interest, the small-
world effect and the presence of clusters. The small-world effect is the concept where 
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any two nodes in a network are connected to each other through a short path based on 
the metric called average path length. Given a network as a graph G = (V, E) where V 
is a set of nodes and E is a set of edges.  The average path length is 

 
LG = 

 2

n(n-1)
  ∑ d(vi, vj)i≠j         (1)  

 
where n is the number of vertices in G, and  d(vi, vj) is the distance between node i 
and j. The second property is a high clustering coefficient. The clustering coefficient 
is a measure of the presence and density of triangles which is a closed loop of a length 
of three. The clustering coefficient is 

  

  C =
 1

n
∑ Cn

n
i=1  where Cn = 

ห൛ejk: vj,vk ∈ neighborhood of vertex nൟห 
kn(kn-1)

     (2) 
 

where ki is the number of vertices linked to by vertex n (neighbors) and ejk indicates 
an edge between vertices j and k that are in n’s neighborhood. A high value implies 
that if two nodes are having a common neighbor, they also have a high tendency to be 
connected to each other. This value tends to decrease with the increase of scale of the 
network, however the larger the scale of the network, the slower the speed of de-
crease. A value close to 0 means that there is hardly any connection in the neighbor-
hood and a value of 1 indicates a fully connected neighborhood.  

2.1.2   Power-Law Distribution and Scale-Free Networks 
A first step towards a deep understanding of SNSs is the exploration of the node de-
gree distribution. Insight studies of SNSs show that the distribution of their node de-
gree possesses the characteristic of a heavy tail. Also, a small proportion of nodes has 
a high degree while the vast majority of nodes has a low degree. Hence, the standard 
linear plot of all nodes is not able to display the coexistence of widely different de-
grees of nodes properly. The usage of double logarithmic axis (log-log plot) accounts 
for power-law distributions of node degrees is more appropriate.  

A network with a power-law distribution of node degrees is also known as a scale-
free network. Its two main characteristics are: nodes add themselves to the network on 
a continuous basis and nodes add themselves preferentially to other nodes following a 
power-law distribution. Here, the simplest mathematical form of Pk ~ k-γ will be used. 
Pk is the probability that a randomly selected node has exactly k edges and γ is what is 
called the “scale-free exponent”, a constant parameter of the distribution. This implies 
that scale-free networks have few nodes with a large number of first-order connections 
k, and a large number of nodes with few first-order connections. Some of real-world 
examples that exhibit this characteristic are the number of e-mails received by a per-
son, metabolic reaction networks, the telephone call graph and the World Wide Web.  

2.2 State of the Art in User Behaviors Analysis 

Previous studies had assumed that user behavior, especially in SNSs, were too com-
plex to understand and tried to prove that they held the property of random networks 
with the probability p of link distribution following a Poisson distribution. Recently, 
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many researchers have emphasized on the analysis of the structure of SNSs as well as 
the behavior of users and obtained a variety of interesting results.  

Falck-Ytter and Øverby [4] compared the number of followers who followed popu-
lar contents in Twitter and Youtube. The result depicted that Zipf’s law was not suita-
ble to describe followers in Twitter. In contrast, it was suitable to describe Youtube 
viewers. Gyarmati and Trinh [5] compared the degree distribution of nodes for users’ 
online sessions in Bebo, MySpace, Netlog, and Tagged. The authors claimed that the 
distribution of session times of users and the number of sessions follow power-law 
distributions. Zhong et al. [6] explored user behavior and interests in different SNSs 
and found that they influenced one another. Besides, only a small percentage of users 
actually performed many activities in SNSs leading to distribution of users with a 
long-tail property. 

Yan et al. [7] studied the behavior of users in posting microblogs and found that 
the interval time distribution of people posting did not fit a normal distribution, in-
stead it was a power-law distribution. Ding et al. [8] studied behaviors of users in the 
BBS social network by analyzing the read and reply data and realized that the distri-
butions of discussion sizes and user participation levels followed a power-law distri-
bution. Morales et al. [9] analyzed the effects of  user behavior on social structure 
emergence using the information flow on Twitter and concluded that community 
structure was formed inside the network. In addition, the distribution of the number of 
posts by users was found to fit an exponentially truncated power law. Liu et al. [10] 
discovered that the number of daily active users using applications in Facebook fol-
lowed power-law distribution. Feng et al. [11] explored pin distribution (visual book-
marks of images) and board distributions as well as number of comments, likes, 
repins in Pinterest and detected that those characteristics followed a power law.  

Much work has been put into characterizing user behavior in SNSs due to their 
merits to socioeconomics and the optimization of involved application. Those studies 
generally acquired large volumes of data through application programming interfaces 
(APIs) or crawling. The first has restriction on obtainable functionalities and the latter 
is limited by specific mechanisms implemented in the services to prevent automatic 
scraping of data to a large extent. To avoid such problems, the experiment described 
and explained in this article gathered data from a survey.  

Most of the existing analyses focused on coarse-grained user activities such as du-
ration and frequency of login, and number of friends but none of those have explored 
into real-world activities of users such as browsing, playing games, and shopping. 
Therefore, this study will explore a real-world network of college students to prove 
that a power law is not only applicable to describe the topology of SNSs but also  
applicable to the behaviors of user in SNSs by using Facebook as a precursor. The 
implications derived from our findings are expected to provide contributions in under-
standing the evolution of SNSs in general, but also to point out ways to technically 
simulate SNSs in a proper manner.  

3 Tracking User Behaviors in Facebook 

Evidently, the realization of user behavior is essential to predict how social networks 
change and evolve. Variety of approaches have been adopted technique to derive 
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basic user behavior which nonetheless is universal enough to capture most of the dy-
namics of the complexity of social interactions. The steps towards the results are de-
scribed in the following sections. 

3.1 Methodology 

How users behave in Facebook was fundamentally tracked through a questionnaire 
which was a modified version of a previous survey of teenagers’ behaviors in SNSs 
[16]. The questionnaire was put forward because the accessibility to insights on how 
users behave in Facebook was not permitted. To analyze the effect of user characteris-
tics to SNS structure, the target group selected is college students who clearly occupy 
approximately 90% of SNS population. The understanding of how users behave when 
they are online will not only give an indication of how to define probability model. It 
also technically assists to define behavioral rules that particularly influence the evolu-
tion of SNSs. Leading to the simulation on groups of agents/artificial users which can 
properly predict user behavior in SNSs while relying on a sound scientific basis.  

The developed questionnaire is split into three sections. Section I focuses on de-
mographic data, Section II is related to user preferences and invariable behaviors such 
as conditions for adding friends, sharing information, number of friends, etc. Because 
a user can perform a wide range of activities on a typical online social network, we 
further tried to semantically group similar activities into a category by utilizing the 
structure of Facebook. Hereby, Section III contains groups of primal activities such as 
playing games, posting/tagging of content, profile updating, visiting other pages, sell-
ing/buying merchandises, chatting, and posting LIKE. For each interaction question, 
user was requested to evaluate their activities and connections with friends, acquaint-
ances and unknowns. 

Errors in questionnaire were diminished in two stages; pre-testing and formal 
measurements. The idea of pre-testing was to judge whether the content of question-
naire needed modification. After the pre-test, its reliability was assured by Cronbach's 
(α > 0.96). The designated participants were college students in universities in Bang-
kok who agreed to take part in the survey. The process of collecting data were actual-
ized during October 2013. A total of 1,200 questionnaires were issued, and 1,173 
valid questionnaires were obtained. 

3.2 Analysis of College Student Behavior in Facebook  

The analysis of user behavior in SNSs comprises three subtasks. The first task is a 
statistical analysis for a preliminary understanding of the distribution of user groups 
and their basic activities. Second, the importance of user social relationships is dis-
cussed and evaluated based on the attributes of average path length and network clus-
tering coefficient derived from the obtained social network graph. Third, the analysis 
results regarding the distribution of user activities in SNSs are given. All the discus-
sion regarding to the results will be proffered in Section 4. 

3.2.1   Data Description 
Among effective samples, female users account for 59%, and male users account for 
41%. In respect of age, people aged 21 to 25 occupy the highest proportion (56.6%), 
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follow by those aged 15-20 account for 33.4%. In case of occupation, the group of 
students are the most dominant group (82.8%). As for educational level, undergradu-
ate students take the first place with 71.3%. Therefore, this dataset represents a real-
world population of college students. Main purposes of using SNSs found in this 
study are to contact friends and search for entertainment. On average, college students 
check SNSs 6-10 times a day and for each login consumes 2-3 hours, mostly using 
smart phone as accessing tool. 98% of the participants designate Facebook as primary 
SNS and almost all (99.2%) check up their timeline as soon as they have new alerts or 
anyone responses to their posts.  

There is an obvious selection bias in this experiment because this selected group is 
naturally inclined towards technology. Even though these young college students 
cannot be inferred as the whole population of Facebook in Thailand, they are of inter-
est to be studied. Their habits of checking Facebook as first thing when they wake up 
and last thing before they go to bed can circulate diverse activities and behaviors.  

3.2.2   Identification of Small-World Characteristics  
The interconnection within a specified area of the college student network is shown in 
Fig.1. How well the nodes (representing the students) are connected is illustrated. The 
graph contains 1,173 nodes with 12,731 edges. Activities in SNS are classified into 
five components. Approximately 75% of all occupy by browsing/posting and peeking 
to friend’s page. The graph is also highly connected with average path length of 3.234 
as derived from (1). The clustering coefficient, 0.317 descended from (2) indicates 
that the probability that college students will introduce friends to any other friends is 
approximately 32%. These values also indicate that the college student network is a 
closely connected group which possesses small-world characteristics.  

 

 

Fig. 1. Clusters of college students based on activities 

Explore into clusters of the characteristics in Figure 1, the first cluster (1) is “the 
post/browse sweetheart”, this group loves to express its feelings, be the center of at-
tention from friends and in flavor of looking around for something of interest.  
The second cluster (2) is considered “the inquisitive crowd”, very curious to learn  
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new things by peeking into other friend pages or interesting links. The third set (4), 
“the game lover”, this group is fond of playing online games and making friends with 
those who share similar game interest. The forth group (3) is “the profile update clan” 
who likes to evince personal events and new experience to friends as appeared in 
forms of photos, text and videos. The smallest group (0) in student community is “the 
shopping mania”, refers to those who prefer online shopping or posting in personal 
pages what they think friends will be interested to buy. 

3.2.3   Distributions of User Activities 
The log-log plots in Fig. 2(a-e) show the distribution of user activities in Facebook 
gained from the questionnaire. Activities displayed comprise playing online games, 
updating profiles, browsing/posting/tagging, visiting other pages and selling/buying 
merchandises. All exhibit power-law characteristics which can be interpreted that the 
mention activities fit a power-law distribution with the exponent γ in Table 1. It is 
worth to mention that the average power exponent is 1.65 and complies well with 
Barabasi’s theory of heavy tails in human behaviors [12]. This means that each activi-
ty is generally performed by few college students and only a few is actualized by 
many. The majority (70%) has interaction within Facebook less than 3 times a day 
with an average of 2-3 times a day. Very few interacts more than 10 times a day. Con-
sidering purposes of those who login, 10% posted messages, 6% played online games, 
6% updated profiles, 6% visited other pages, and 5% shopped online. 

 
  

 

Fig. 2(a-e). Distributions of daily college students’ activities 
 

The mentioned scaling exponent (γ) is shown with more detail in Table 1 along 
with average value and standard deviation of each activity and group respectively. 
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Table 1. Summary of activities with power-law distributions 

Gr Activity Group   Activities γ  Avg. γ SD. 
1 Games playing online game alone 2.04 1.81 0.33 
  playing online game with friends 1.95   
  playing online games with unknown  1.43   
2 Browse/Post posting photos 1.69 1.56 0.21 
 /Tag posting videos 1.66   
  browsing friends tag 1.31   
3 Profile Update changing profile photo 1.60 1.59 0.02 
  update cover page photo 1.60   
  update own status 1.57   
4 Visit Other  browsing of advertisement pages 1.68 1.51 0.11 
  visiting popular pages 1.48   
 Pages visiting friend of friend page 1.44   
  visiting link posted 1.46   
5 Sell/Buy        searching for merchandises 1.63 1.63 0.13 
 Merchandises post for selling products 1.80   
  questioning on products 1.72   
  actual buy 1.51   
  response to merchandise sold by friends 1.66   
  response to merchandise sold by unknown 1.46   

For each user activity, a power-law distribution Pk ~ k-γ with the fitted curve of ex-
ponent γ is calculated using least squares fitting with curve estimation procedure, seen 
as a dotted line with slope - γ on the log-log plots. The fits were ranked based on  
Pk = number of times each activity is performed by k users.  

4 Discussion 

Considering the college student network as a directed graph, it can be seen that the 
distances between most pairs of nodes within the network is quite small. Also, the 
clustering coefficient is high and the average path length is small. Therefore, this 
graph becomes the small-world graph, a ubiquitous characteristic in complex net-
works. It was also shown that the considered activities of playing games, browsing or 
posting, updating profile, visiting links/pages, and selling/buying merchandises are 
distributed according to a power law. The power law of the form Pk ~ k-γ with the 
parameter γ = 1. 65 can generally represent those distributions. This finding also sug-
gests that activities users perform in Facebook occur with different frequencies. The 
activities of posting/tagging/browsing make up the largest share (>50%) of all activi-
ties considered.  

Knowing that a quantity does or does not follow a power law provides important 
theoretical clues about the underlying generative mechanisms to be considered. When 
it does, the power law's exponent γ is the only parameter in question. In our experi-
ments, the number of times k users perform each activity grows as a power function 
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with the exponent γ. The experiments suggest that power-law distributions can be 
generally used to describe and elucidate human behavior.     

Boccaletti [13] mentioned that for most real scale-free networks, the exponent’s 
value is 2 <γ< 3. In this study, the specific exponents lie between 1.31 and 2.04 or  
(1 <γ≤ 2) whereas γ <2 is observed only in networks that are relatively small (as it is 
the case here) or in which the power-law behavior has some cutoff. 

In interpreting the results of this study, one must pay attention to a number of limi-
tations. The data used was self-selected from 1,173 college students at the age of 20-
25 that were active on Facebook. Therefore, this data contains some bias regarding 
the sample group. However, this may be an advantage considering that this group is 
technology-oriented and often active in SNSs in various ways. Even though this data 
may not be used to draw conclusions about different groups of users in other SNSs, it 
is an insightful dataset suitable for modeling user behavior in simulations of SNSs. A 
first simulation for SNSs [14] derived from this dataset comprising four models for 
social convergence, contact and communication relationships and information distri-
bution. This simulation uses a modified Barabási-Albert-model (BA-model) to simul-
taneously take into account in each simulation step several parameters from the  
questionnaire such as personal relationships, friendships, interests, sex, age and resi-
dence at once. By this means, the evolution and growth of social networks can be 
examined in a realistic way because many parameters influencing personal relation-
ships are elegantly factored in. The main results of the simulation show that the artifi-
cial social network exhibits small-world characteristics after 20 simulated days and is 
scale-free. Also, the so-called “Matthew effect” has been observed that implies that 
“the rich get richer and the poor get poorer”. After 5 simulated days, the number of 
nodes with a high degree increased drastically, which confirms the existence of this 
effect. Additionally, triadic closures of nodes occurred throughout the simulation. 
Therefore, the simulation confirmed all results from section 3. In a future article, the-
se simulation results will be discussed in detail. 

With this dataset, relatively few nodes are needed to control the entire network be-
cause of the exponent’s values γ < 2, whereas many nodes would be required if γ > 2. 
In contrast, networks with large exponent values (γ > 2) have faster exponential de-
cay, where hubs are weakly connected or almost absent, and therefore require more 
nodes to be fully regulated. Lastly, the data for this study has not been acquired over a 
long period of time, instead the data collection was carried out during one month. 
Albeit, we expect that the users’ behavior in SNSs does not change much over time. 

5 Conclusion and Future Work 

The analysis of the dataset on social network usage of college students acquired through 
the survey mentioned uncovered a number of interesting findings. Based on the metrics 
described, this network of students explicitly exposes small-world properties whereas the 
user activities stated in a questionnaire occurred according to power-law distributions. 
This indicates that power laws can be used to describe the frequency of activities of users 
in SNSs. These findings allow us to divide users into different groups and represent a 
proper basis for easily and effectively model users in large-scale simulations using artifi-
cial agents. A deep knowledge of the underlying topology of SNSs in conjunction with 
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user behavior, methods of community formation, content distributions and network pa-
rameters will obviously be contributed to an understanding of information flows and 
emergent patterns affecting the structure in those networks.  

In the future, personality will be treated as a key factor for the individual behavior 
in SNSs regarding to content generation and propagation. The introduced dataset and 
the analyses are expected to serve as a proper foundation for the design and simula-
tion of user behavior model. A more realistic analysis of large and complex networks 
with respect to their topologies and the dynamics of the processes that take place in 
them is as well anticipated. The first simulation mentioned will therefore be extended 
to account for fine-grained user behavior model for even more realistic one. 
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Abstract. We present an algorithm based on the Growing Self-Organizing Map 
(GHSOM) that is able to build and maintain hierarchical SOMs in a decentral-
ized manner. Time- and message complexity of both finding the best matching 
unit during the training phase and of navigating to any part of the structure is in ܱ(log ܰ).  

Keywords: Self-Organizing Map, Decentralized Systems. 

1 Introduction 

Navigation in decentralized systems is usually only provided by either exact queries 
or range queries. Especially in document-oriented systems, in which the dimensionali-
ty is neither fixed nor known, an intuitively understandable way to move and orientate 
in document space would be very helpful for users. In such a system, documents (or 
more general speaking: datasets) with similar contents could be found in each other’s 
neighborhood without forcing the user to deal with the high dimensionality of the 
document space. In other words: An adaptive low dimensional projection of the high 
dimensional data, which is neighborhood preserving and through which the users can 
navigate as they can in a map, would help to get orientation even in large distributed 
systems with large amounts of documents. 

From centralized systems, these kinds of mechanism for dimensionality reduction 
are well known as self-organizing-maps (SOM) [1]. While static in size in their clas-
sical form, extensions for adaptive SOMs have been discussed, as e.g. in [2] and [3]. 
Since large document systems usually can hardly be projected on flat 2-dimensional 
space, the growing hierarchic self-organizing-map (GHSOM) [4][5] has been  
proposed, which allows to navigate through document space along a hierarchical 
structure, giving overview over the system first and letting users find more details for 
document clusters and subclusters. 

The GHSOM approach does have the remarkable advantage over classic 2d SOMs 
that it scales with the number of documents and lets users find any document within O (log ܦ) timesteps in a GHSOM with ܦ documents. But it is still designed as a 
centralized system with the root of the GHSOM being both a bottleneck and a single 
point of failure. 

In this article, we discuss an extension of the GHSOM approach to make it feasible 
for use in decentralized systems. Our approach has the same benefits as the centralized 
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GHSOM but adds redundancy and scalability and allows to build a GHSOM on top of 
a DHT as, for example, Chord. The remaining part of this article is organized as fol-
lows: In section 2, an overview of related work is given. The approach to provide a 
distributed GHSOM is described in section 3. In section 4, the time and message com-
plexities of the approach as well as simulation results are discussed. 

2 Related Work 

To the best knowledge of the authors, no approach exists so far to use self-organizing 
maps for navigation in or structuring of decentralized systems. Neither do decentral-
ized approaches for training SOMs exist. Only distributions of SOMs over parallel 
infrastructures are described (as, e.g., based on PVM in [10]). These approaches rely 
on a rather fixed infrastructure, and, more importantly, on a central coordinator and 
thus are not decentralized.  

In this section, we focus on the growing self-organizing map (GHSOM), which is 
the base structure for our approach. Additionally, because the proposed decentralized 
structure develops in a data-driven and not in a peer driven manner, an approach for 
peer virtualization is discussed, which is implicitly assumed to be used as P2P funda-
ment for the approach to provide additional fault tolerance. 

2.1 Growing Hierarchical Self-Organizing Map 

Self-organizing maps are used to represent high-dimensional data in a low-dimensional 
space while preserving the topological structure of the data itself. The map is built by a 
set of neurons, classically arranged in a lattice such that each neuron is connected with 4 
direct neighbors. Each neuron holds a vector of the same dimensionality as the training 
data, the so-called reference-vector for this neuron. Each reference-vector represents the 
average of the fraction of the input data that a single neuron currently represents. After 
training, the distribution of the reference vectors reflects the distribution of the original 
data. Additionally, neighbored neurons will have similar reference-vectors after the train-
ing, i.e., the dimensionality reduction done by the SOM is neighborhood-preserving. 

The core problem in training self-organizing maps is to find the best matching unit 
(BMU) for any given training data. When the BMU is found, the reference vector of it 
and its neighbors is adapted towards the training data. In classic lattice-structured 
SOM approaches, finding the BMU is done by comparing the training value with the 
reference-vector of every single neuron. Hence, with ݊ neurons, the time complexity 
to find the BMU is in O(݊). 

Tree-oriented approaches like the GHSOM use multiple small lattice-structured 
SOMs, which are arranged in a tree-like manner. The specific advantage of the 
GHSOM approach is that map sizes and map hierarchies can grow during training and 
therefore allow to adapt to the actual structure of the training data. 

The SOMs in a GHSOM are arranged in layers, each SOM being assigned to a single 
neuron of a SOM on the previous layer of the hierarchy. Initially, a single neuron on 
layer 0 is used as root, which has a single child on layer 1 serving as root- or overview 
map. No further child maps exist at this time. In addition to the reference vector, each 
neuron stores the average value over the training data it has been trained with so far.  
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Fig. 1. Insertion of a line of neurons in GHSOM (source: [4]) 

The training starts with the layer 1 SOM and is done by comparing each training 
value with every neuron of the map – just the way as it is done in any classic SOM 
approach. After ߣ training cycles, the neuron with the largest deviation between its 
weight vector and the average of the input data it represents, is selected as error unit e. 
Then, among e’s direct neighbors, the unit d with the most dissimilar average input 
vector in comparison to e’s average input vector is selected. A new line of neurons 
between e and d is inserted into the SOM, with each neuron being initialized with 
their reference- and input data vectors as the average of their neighboring, already 
existing neurons. 

 

Fig. 2. GHSOM hierarchy of SOMs (source: [4]) 

The quantization error ݍ௜ of a neuron i is calculated as the average distance of the 
training data assigned to this neuron and the reference vector of i. The mean quantiza-
tion error ܧܳܯ of the whole SOM is consequently calculated as the average of all ݍ௜ 
in the SOM. If the ܧܳܯ of the SOM is below a threshold ߬௠௤௘ , no further lines of 
neurons are inserted, the map is assumed to represent the training data in good enough 
detail.  

Independently from the overall quantization error of the SOM, the quantization  
error ݍ௜,୼ of a single neuron Δ can be above a threshold ߬௠௔௫ . In this case, it is as-
sumed that Δ is not able to represent the respective training data in high enough de-
tails. Hence, a new SOM is created on the next layer and assigned to Δ. This new map 
is trained, whenever Δ is the BMU of the previous layer. The training is done accord-
ing to the same rules as described above. 
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It is important to note that usually, a SOM has grown to a size of its needs, before 
children are created. In other words: When a SOM has children, changes to this SOM 
will only seldom occur, it can be assumed as more or less stable. In the centralized 
approach, it can even be assumed that no further changes occur at all, because before 
the actual training begins, the average value of all training data is stored in the single 
neuron on layer 0. Once the map on layer 1 has reduced its mean quantization error 
below ߬௠௤௘ , one can be sure that it represents all training data in an appropriate way, 
even the datasets that have not yet been trained. 

Child maps can have child maps themselves, depending on the input data. Thus, a 
hierarchy of maps is created, each child map representing a single neuron of a parent 
map in more detail. This way, it is possible to navigate through the training data from 
an overview point of view into details intuitively. This is not only possible for numer-
ic data, but also for documents represented by keyword vectors. 

2.2 Peer Virtualization 

Virtualization of physical nodes is a well-known concept, which is widely used in 
client-server architectures as well as in cloud infrastructures, and even on private 
computers. However, in P2P infrastructures, a generic, managed and system-wide 
abstraction of overlay nodes from physical nodes does not yet exist. In [6], such an 
abstraction layer is discussed, showing that with only few constraints, a decentralized 
architecture can be provided that generates and deletes logical peers on demand of the 
overlay and not vice versa. This way, the number of logical peers is totally independ-
ent from the number of currently available physical nodes. If more physical peers 
exist than the overlay needs logical peers, the physical peers add redundancy and 
communication channels to the system. Hence, each available physical peer is always 
integrated into the system at any time and provides resources. Idle physical nodes 
only exist, if they currently manage idle parts of the overlay. 

By using such a virtualization underlay, the overlay does not have to take care for 
churn or other node-related changes on the structure. Instead, algorithms to build 
decentralized systems can concentrate on the required functionality and which struc-
ture fits their needs best. Since the structure of a decentralized GHSOM as discussed 
in this article develops in a data-driven way, using this concept as middleware would 
be a helpful enhancement and shall be investigated in future work.  

3 Decentralized Growing Self-Organizing Map 

As shown in e.g. [5], the GHSOM approach itself is suitable for navigation and orien-
tation in high-dimensional datasets, including large numbers of documents. It groups 
similar data in neighbored areas of the GHSOM and provides different levels of detail 
due to the tree-like structure. 

When looking at the GHSOM approach from the perspective of distributed sys-
tems, the SOM on layer 1 (which we will further reference to as root map) is a single  
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point of failure and congestion, since every training-iteration as well as every match-
ing starts on layer 1. To build a distributed GHSOM, it is therefore necessary to main-
tain multiple copies of the root map and keep them synchronized in a scalable way. 

Additionally, without further proof, we assume that the map on layer 1 might change 
even after longer training periods, because in a decentralized system, the neuron on layer 
0 cannot be initialized with the average of all training data beforehand. Instead, this aver-
age value is calculated dynamically over time, making it possible that a previously stable 
map on layer 1 needs further adaption after new training data comes in. We discuss our 
approach to handle these possible changes in section 4. 

3.1 General Idea of the Distributed GHSOM-Approach 

Peers in our approach manage maps, i.e. no peer interaction is necessary for the train-
ing of a single map. Each peer manages a single map with no children, i.e. a leaf map 
in the GHSOM tree. For this leaf-map, the respective peer also stores the related doc-
uments or knows the peers storing them. Since every map with children can be a po-
tential bottleneck during training as well as navigation, parent maps are replicated on 
multiple peers. When the distributed GHSOM grows, a peer manages copies of multi-
ple parent maps of its leaf map, going up to the root map. The number of replicas for 
a map depends on the total number of children (including grandchildren, grand-
grandchildren, etc.) and therefore indirectly on its layer in the GHSOM tree. The 
closer a map is to the root, the more often it is replicated. The root map itself is repli-
cated onto every peer. 

Maps without children are only stored on a single peer. This is, because during 
training, these maps undergo changes more often than maps with children (see section 
2) and would need high efforts to keep replication on multiple peers synchronized. 
One might also argue that the fewer children a map has in comparison to the overall 
number of maps, the smaller a portion of the input data it represents, i.e. the less im-
portant the map is. If additional fault tolerance and redundancy is needed for the leaf 
maps, we suggest to rely on a generic virtual peer concept as discussed in section 2. 

3.2 Map Replication 

The basic infrastructure is a Chord ring [7] with the Chord-typical shortcuts into far 
distant areas allowing a message complexity of O(log ܰ) for routing in a network 
with N peers. In difference to the Chord-approach, the keyspace is not meant to repre-
sent hashvalues, but only addresses for maps. These addresses do have no further 
meaning than providing a 1-dimensional order for maps. 

Each map in the hierarchy is assigned to a fixed address space in the Chord. Each 
of its s neurons is assigned to a fraction of 1/ݏ of the address space. This assignment 
is only done, when the map is trained, i.e. its mean quantization error is below the 
system-wide threshold ߬௠௤௘  (see section 2.2). In an untrained map, the number of 
neurons may still change, so that the address space splitting is not yet sensible in such 
a case. This does not have negative influence, because untrained maps usually do not 
have child maps, i.e. the address assignment for child maps is not yet necessary (see 
also section 2.2). 
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Fig. 3. Address space splitting and peer assignment with only a single map 

When a child map is created during training as a result of the GHSOM protocol, al-
so a new peer is created to manage it and is assigned to the address space fraction of 
the respective child map. The peer managing the parent map also manages the re-
maining address space. For practical reasons, the first child map created does not 
result in the creation of a new peer. Instead, the first child is managed by the parent-
map’s peer, also. 

 

 

Fig. 4. Address space splitting and peer assignment with multiple maps 

When a new peer is created, it receives a copy of all maps “above” it in the hierar-
chy, including its own parent map and including the address spaces of all these parent 
maps. It will be integrated into the Chord depending on the address space assigned to 
the map it manages and will also add far-distance links as requested by the Chord 
protocol. 

Figure 4 shows an example network with a two-layer GHSOM, where layer 2 con-
tains two maps. The first child map ݉ଵ,ଵ is managed by the same peer that manages 
the parent map ݉ଵ. Since ݉ଵ,ଵ is bound to 1/6th of the parent map’s neurons, it is 
also assigned 1/6th of the overall address space. Each neuron of  ݉ଵ,ଵ may have an-
other child map, which would be assigned 1/6th of the address space of ݉ଵ,ଵ. In com-
parison, ݉ଵ,ଶ only contains four neurons, i.e. each of its neurons is assigned 1/4th of 
the address space of ݉ଵ,ଶ. 
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The result of this mechanism is that whenever a new child map is created, each of 
the parent maps of it is duplicated. The root map, being an ancestor of every other 
map in the system, is thus replicated onto every peer in the system. Layer 1 maps are 
copied to 1/sth  of the peers with s being the size of the root map.  

4 Evaluation 

The core problem during training and when doing an exact search is finding the BMU 
(see above). The centralized GHSOM approach provides a time complexity of O (log N) 
in a GHSOM with N maps to find the child-map, in which the best matching unit resides. 
Since the child maps are relatively small in comparison to the overall number of neurons, 
the necessary comparison of the training data with every neuron of the respective child 
map is almost of no consequence. 

4.1 Complexities 

In our decentralized scenario, each peer carries a copy of the root map. For simplicity 
reasons and without losing generality, we assume that every child map has the same 
number of s neurons. In the first step for finding the BMU, it is necessary to navigate 
to the peer that manages the layer 2 child map that fits the training/search data best. If 
no such map exists, the BMU is on the root map and can be found within a single 
step. If navigation to a layer 2 child map is necessary, it is helpful that each neuron of 
the root map is assigned to a well-known section of the 1/sth of the Chord’s address 
space. Since Chord itself needs only log N messages in average to find any peer from 
any starting point, the peer managing the respective child map can also be found with 
only log N hops in average. If navigation to one of the children of the currently found 
child map is necessary, it can be found within (log -hops, because the peer man ݏ/(ܰ
aging this map is in the same 1/ݏ fraction of the overall address space. The child’s 
child can be found in another (log ܰ) ⁄ଶݏ  hops following the same principle, and so 
on. Overall, the maximum number of hops to reach any child map is 

  lim௟→ஶ ෍ ௟ݏ1
௞ୀ଴ ∙ log ܰ = ݏݏ − 1 ∙ log ܰ ∈ ܱ(log ܰ)                                   (1) 

 

independent from the starting point and the current training or search data. Hence, for 
both training and navigation, the message complexity is in ܱ(log ܰ). 

However, it needs to be pointed out that in contrast to the centralized approach, 
training a child map may influence its parent map as well further ancestors up the 
GHSOM tree (see section 2). In previous works [8], the authors have discussed a 
similar problem and have shown that by introducing a very small threshold, changes 
from child maps have to overcome to be reflected in the ݏ copies of their parent map, 
the average number of parent maps that need to be updated is constant and less than 2, 
depending on the threshold value used. Since the updates of the ݏ copies of a direct 
parent map for any child can be done in parallel, the average time necessary to handle 
such an update is constant. If changes are not big enough to overcome the threshold, 
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they are cumulated until they do so. In very few cases, updates of child maps may 
have to be propagated multiple layers up the GHSOM tree and therefore result in a 
broadcast through the Chord, because (almost) all peers may be effected by such an 
update. But since these broadcasts are rare exceptions and each update message is 
small, they can be tolerated and do not have a notable influence on the Chord’s over-
all performance.  

4.2 Simulation 

The decentralized approach has been tested with well-established training sets from 
the UCI machine learning repository [9], as for example the Corel Image Features 
Data Set with 68040 instances and 89 attributes and the Letter Image Recognition 
Data with 20.000 instances and 17 attributes. The results for the latter are shown in 
table 1 and 2. 

Table 1. Distribution of hops necessary for training the letter image recognition dataset 

hops 6 5 4 3 2 1 
occurrences 204 693 4039 9179 5760 125 

The letter dataset contains of handwritten letters and numbers that SOM is trained 
with and then has to classify previously unknown images. Table 1 shows the physical 
hops necessary to find the BMU during training, resulting in a GHSOM with 223 
maps and an average hopcount of only ~3.00.  

Table 2. Classification quality comparison between centralized and distributed GHSOM approach 
for the letter dataset, all values are in percent  

digit to 
 recognize  0 1 2 3 4 5 6 7 8 9 Overall 

GHSOM 94,8 98,1 88,0 78,0 63,9 75,2 94,0 82,0 72,5 79,1 82,6 

distributed 
GHSOM 96,3 96,0 87,0 76,9 67,3 79,8 89,8 78,3 79,8 83,1 83,4 

Using the same dataset, table 2 shows that the quality of classification after training 
is the same as in the centralized approach. For simplicity reasons, only the classifica-
tion of the number 0 to 9 is shown, the results for letters are the same. The results for 
the simulations of other datasets from the repository are of the same quality as the 
above mentioned. They are omitted here in favor to compactness.  

5 Conclusion and Outlook 

A SOM-based approach for intuitive navigation and orientation in decentralized sys-
tems has been presented. It is based on the centralized GHSOM-approach and uses an 
underlying Chord DHT. By using map replication, bottlenecks and single points of 
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failure can be avoided. Both during training and when used for search and navigation, 
the system is scalable with time and message complexities in O (log N), even though 
a high level of redundancy is maintained and the root of the GHSOM structure is even 
stored on every peer in the network. In future works, the approach shall be combined 
with a virtual peer architecture as described in section 2.2 to build a generic naviga-
tion layer for distributed systems independent from the actual kind of data stored in it. 
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Abstract. In P2P-based PageRank computing, each computational peer
contains a partitioned local web-link graph and its PageRank is com-
puted locally. Then, collaborative web ranking between any two peers
will be proceeded iteratively to adjust the web ranking until converge.
In this paper, the problem of partitioning web-link graph for web rank-
ing in P2P is formulated as a minimal cut-set with density-balanced
partitioning. Then, an efficient algorithm called DBP-dRanking is pro-
posed to address such problem. The algorithm can solve the problem
with computational complexity of a polynomial function to the web-link
graph size. The results also confirm that the proposed algorithm can re-
duce the ranking error by partitioning web-link graph and perform faster
than two other algorithms.

Keywords: graph partitioning, distribute PageRank, P2P-based PageR-
ank.

1 Introduction

Ranking is an important operation for web searching; in particular, the search
results are ranked according to their relevance to the search terms and also their
importance. There are several approaches to compute ranking in web search re-
sult, e.g., [2,3,7]. One of the most notable approach for web ranking is Google’s
PageRank [9,8]. Generally speaking, web pages and their links are represented
by web-link graph; a web page is represented by a node, and a link between two
pages is represented by an edge. Then, PageRank determines the importance of
a web page through the web page’s incoming and outgoing links. Each page con-
siders the summation of PageRank values from incoming links as its PageRank
value while distributes it’s PageRank value to the other pages through the out-
going links . Therefore, PageRank calculation has to be performed iteratively
until the values are converged. Generally speaking, the convergence time of a
PageRank calculation is affected by the web-link graph density, i.e., the ratio of
the number of edges to the number of nodes, such that if a web-link graph has
high density, it will take longer time to converge [9].

Because a web-link graph can be generally large, computing PageRank in a
single computer is not efficient. Peer-to-Peer (P2P) is a viable choice to address
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such limitation [10,13,14]. In P2P-based PageRank computing, each computa-
tional peer contains a local web-link graph, i.e., a sub-graph of the global web-link
graph, and its PageRank is computed locally. To be able to compute the global
ranking, a special node, so called world-node, is constructed to store the linkage
information of the other peers. After the local web rankings of all peers are com-
puted, a collaborative web ranking between any two peers will be proceeded to
adjust the web ranking; this process is called peer-meeting. In a peer-meeting,
the computation starts with merging of each two web-link graphs including the
common world nodes. Then, the ranking is performed on such merged graphs.
Finally, the merged graphs will be split into two local web-link graphs stored in
the two participating peers as before. A peer has to perform the peer-meeting
process with the other peers repeatedly until there is no changes in the ranking.

As suggested in [10], the cut-set, i.e., the set of edges between two local web-
link graphs, needs to be minimized in order to reduce the number of iteration
to perform peer-meeting. There are many approaches to reduce the cut-set be-
tween sub-graphs, for instance, in [12] Arora et al. proposed an approximation
algorithm for separation graph into two sub-graphs with minimal cut-set.

In this paper, the problem of partitioning web-link graph for web ranking in
P2P is formulated as a minimal cut-set with density-balanced partitioning. The
problem is proved to be an NP-Hard, by reducing to the minimum bi-section
problem[6]. Then, an efficient algorithm called DBP-dRanking is proposed to ad-
dress such problem. The algorithm partitions a web-link graph into sub-graphs
with minimal cut-set and balanced density. Notably, DBP-dRanking finds par-
titions with small cut-set; thus, the error of P2P web ranking will be very small
such that the peer-meeting process can be eliminated. Also, because the sub-
graphs are balanced, the differences of local PageRank iteration is minimal; the
overall number of iteration to performs local PageRank will be minimal as well.
In particularly, this algorithm uses tree-decomposition technique in order to
reduce the search space. Thus, the algorithm can solve the problem with com-
putational complexity of a polynomial function to the web-link graph size. The
evaluation results show that the proposed algorithm allows web ranking in P2P
perform significantly faster compared with two other algorithms. Also, the re-
sults also confirm that the proposed algorithm can reduce the ranking error by
partitioning web-link graph into sub-graphs with minimal cut-set.

2 Minimal Cut-Set Density-Balanced Partition Problem

A web-link graph is represented as a directed graph which is an ordered pair
G = (V,E). The set of web pages of G is denoted as V (G) while the set of web-
links of G is denoted as E(G). An element in E(G) is an ordered pair (u, v) such
that u, v ∈ V (G). The density of web-link graph G, denoted d(G), is the ratio
of the cardinality of the web-links set and the web pages set of Gi, as shown in
equation 1.

d(G) =
|E(G)|
|V (G)| . (1)
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A subgraphG′ = (V ′, E′) ofG is a local web-link graph that satisfied following
conditions: V ′ ⊆ V and E′ ⊆ E. Each local web-link graph is denoted as Gi =
(Vi, Ei); i ∈ I+. The set of local web pages of G′ is denoted as V (Gi) where
V (Gi) ⊆ V (G). On the other hand, the set of web-links of G′ is denoted as
E(Gi) where E(Gi) ⊆ E(G).

Cut edges are web-links between local web-link graphs. The set of cut edges,
called cut-set, is denoted as C(Gi, Gj) where C(Gi, Gj) ⊆ E(G) and C(Gi, Gj) /∈
E(Gi) ∧ C(Gi, Gj) /∈ E(Gj) and Gi is not a subgraph of Gj and vice versa.

A partition p of G is a set of local web-link graphs which satisfies the fol-
lowing properties:

⋃k
i=1 V (Gi) = V (G) and

⋂k
i=1 V (Gi) = φ; where k is the set

cardinality. And P is the set of all possible partitions in G.
The partition p is a size-balanced partition according to ε constraint if and

only if the number of web pages, i.e., |V (Gi)|, of all local web-link graph Gi

satisfies the condition;

|V (G)|
k

(1− ε) ≤ |V (Gi)| ≤ |V (G)|
k

(1 + ε). (2)

; where k is p’s cardinality.
The density unbalanced value can be used to represents the divergence of the

local web-link graphs’ density in the partition. It is the different between highest
density and lowest density of local web-link graphs in the partition p, as shown
in equation 3.

MAX (d(Gi))−MIN (d(Gi)) . (3)

As a consequence, p is a density-balanced partition if and only if the density
unbalanced value of p is zero.

2.1 Problem Definitions

In P2P-based PageRank [10][11], each computational peer contains a local web-
link graph and its PageRank is computed locally. The web pages of a local
web-link graph are gathered by a local web crawler of the peer. So the local
web-link graphs might have different density and may contain duplicated web
pages. After the local web ranking of all peers are computed, the peer-meeting
will be performed.

In the naive P2P-based web ranking[10], the error in web ranking, compared
with centralized approach, is eliminated by the peer-meeting process. However,
it takes a long time until the web-link graph converge. In [12], the problem of
(k, 1 + ε) balanced partitioning is discussed. In this problem, a web-link graph
is partitioned into k size-balanced subgraphs while the cut-set is minimal. It
is proved that the problem is NP-Hard by reduction from [6]. However, it is
possible to find a polylogarithmic time approximation algorithm [12].

Based on the aforementioned problem, this paper defines a problem of P2P-
based web ranking using minimal cut-set and density-balanced partitioning , i.e.,
(k, ε, α, γ)-balanced problem, as followed: Given a web-link graph G = (V,E),
find partition p where number of the web pages in any local web-link graph is
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Gi Gi Gi Gi
Gi Gi GiGi

Gi Gi Gi Gi Gi Gi Gi Gi Gi Gi Gi
Gi

Fig. 1. Example of a binary tree decomposition from a web-link graph G

not greater than ε, density unbalanced value is not greater than α, cardinality
of cut-set is not greater than γ and number of peer is k.

3 The DBP-dRanking Algorithm

Generally speaking, the cardinality of P can be very large because the number of
possible partition from a web-link graph has higher asymptotic growth rate than
the exponential function of graph size, according to Stanley-Wilf conjecture.
Particularly, in (k, ε, α, γ)-balanced problem, not all partitions are valid, i.e.,
according to k, ε, α and γ constraints. Thus, finding valid partitions is a tedious
task. Therefore, this paper proposes an efficient algorithm called DBP-dRanking
to solve the problem. The proposed algorithm uses graph decomposition in order
to eliminate invalid partitions. In particular, DBP-dRanking will first decompose
a web-link graph G into many binary tree decompositions that satisfy γ. A web-
link graph G is decomposed to many binary tree decompositions with a recursive
edges separation algorithm [4]. Such that each node of the tree contains a local
web-link graph and cardinality a cut-set of a local web-link graph of the original
web-link graph is not greater than γ.

Definition of a binary tree decomposition, let G = (V,E) be a graph, a bi-
nary tree decomposition of graph G is a tree that satisfies the following prop-
erties, root of tree contains graph G ,for each child nodes c of a parent node
p contains the subset of V (Gp) in the parent nodes such that

⋃
i∈c V (Gi) =

V (Gp) ∧
⋂

i∈c V (Gi) = ∅ and for each external node of a tree contains an indi-
vidual node of G

An example of a binary tree decomposition, is showed in Figure 1. From the
figure, the root nodes of the tree contain G. Then, the graph in a tree node is
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Fig. 2. Example of distributed the local web-link graphs in a partition p into the peers

partitioned into two subgraph and they are placed into the child nodes, . This
separation of tree node ′s content is performed by edge separation algorithm to
guarantee that the partition satisfy γ. This node splitting is performed recur-
sively until the leaf nodes contains subgraphs with only one node from G.

Second step is to find partitions that are size-balanced. Finding the size-
balanced partitions and also minimal cut-set size concurrently is known to be
NP-Hard [1]. Thus this algorithm will consider only the cut-set size in the first
step, then consider the size-balanced, using the ε, in this step, separately. The ε
is size-balanced constrain that only the local web-link graphs Gi that satisfy the
following condition from equation 2. These local web-link graphs are valid. The
value of ε is [0, 1] and k is the partition size. All of the binary trees from first
step are filtered in this step using ε. Then, only the binary trees that contain
valid partition, e.g., partition which all sub-graph are valid according to ε, are
considered for the last step.

The third step is to find partitions that are density-balanced. In this step,
the density unbalanced constraint α is applied to all valid binary trees from the
previous step. If the different of the highest and lowest density of local web-link
graphs in the partition is higher than α, this makes the partition invalid.

Next, the algorithm random chooses a valid partition which has the same size
as the number of peers in the target P2P network and distributes local web-link
graphs in the partition into the peers, as shown in Figure 2 . After that, the
algorithm computes PageRank locally without the peer-meeting process.

Given the values of ε and α used in Figure 2 are 0.3 and 2.0 , respectively and
the tree in Figure 1 is considered. From the values of ε and α, DBP-dRanking
chooses only partition with the number of nodes is in between 3 and 7 (Calculated
from equation 2) and the density unbalanced value of the partition was not greater
than 2. Therefore, there were 4 valid partitions; P = {p1, p2, p3, p4} such that
p1 = {G1, G2} , p2 = {G1, G5, G6} , p3 = {G2, G3, G4} , p4 = {G3, G4, G5, G6}
and the density unbalanced value of elements of P were 0.12, 0.42, 0.24 and 0.42
, respectively (Calculated from equation 3). Because the target P2P network has
three peers, i.e., k = 3 , the partition p3 is selected.
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Fig. 3. Impact of web-link graph size on the execution time in the local web ranking
(Partitioning web-link graph and local RageRank)

Finally, the local web-link graphs are distributed into peers in the target P2P
networks. Then, to find a search result, each peer locally computes PageRank
based on the search keyword. Finally, global search result is generated by com-
bining and sorting all local search result.

4 Experiment Evaluation

This section evaluates DBP-dRanking against a naive P2P web ranking algo-
rithm [10] and a P2P web ranking algorithm with size-balanced constraint [1].
They are label DBP-dRanking, Naive and ABP-dRanking, respectively.

4.1 Simulation Setup

This evaluation use synthetic data set where the web-link size is in range of 8000
- 32000 web pages (nodes) while the average number of web-links per web page is
about 10. The value of k, ε, α and γ used in the experiments are 8, 0.2, 1.5 and
500, respectively. The results comes from 10 experiments. The P2P simulator
used in this evaluation is PeerSim1 that builds a static overlay topology. Chord
protocol is used to maintain an overlay network among peers. A number of
messages imply network traffic because a message size is fixed.

4.2 Experiment Results

Figure 3 shows the impact of web-link graph sizes on execution time of the
local web ranking. The X-axis shows the web-link graph sizes, in the range of

1 http://peersim.sourceforge.net/

http://peersim.sourceforge.net/
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Fig. 4. Impact of the peer-meeting process on Spearman’s Footrule distance of the
P2P web ranking

Fig. 5. Impact of web-link graph size on the execution time of the peer-meeting process

8000 - 10400 web pages. The Y-axis shows execution time of local web ranking
which consists of the time to perform partitioning with binary tree decomposition
and local PageRank execution. The result shows that ABP-dRanking is faster
than DBP-dRanking because DBP-dRanking has more step to perform, i.e., to
consider α, than ABP-dRanking. However, both are still slower than the naive
P2P web ranking because the naive P2P web ranking partitions web-link graph
by ordering nodes by their degree and assigning them to partitions in a round
robin fashion. This method is faster than tree decomposition.
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Fig. 6. Impact of web-link graph size on the execution time of the P2P web ranking

Fig. 7. Impact of web-link graph size on a Spearman’s Footrule distance of P2P web
ranking

Figure 4 shows the impact of the peer-meeting process on Spearman’s Footrule
distance of P2P web ranking. Spearmans footrule distance [5] is defined as
F (σ1, σ2) =

∑ |σ1(i)− σ2(i)| where σ1(i) and σ2(i) are the rank of the web
page i in the centralized web ranking and P2P-based web ranking, respectively.
This value indicates the error from P2P-based web ranking, higher Spearman’s
footrule distance indicates higher error. In this figure, the X-axis shows the num-
ber of rounds to perform peer-meeting process and the Y-axis shows Spearman’s
Footrule distance. The result shows that ABP-dRanking andDBP-dRanking have
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very small Spearman’s Footrule from the beginning. Naive approach, on the other
hand, has very high Spearman’s Footrule distance at the beginning, indicate very
high ranking error, and the value becomes smaller after the peer-meeting process
is performed. The result shows that ABP-dRanking andDBP-dRanking eliminate
the peer-meeting process by considering cut-set in partitioning.

Figure 5 shows the impact of web-link graph size on the execution time of the
peer-meeting process. The X-axis shows the web-link graph size and the Y-axis
shows the execution time of the peer-meeting process. The execution time of
DBP-dRanking and the ABP-dRanking are always zero because the algorithms
abolish the peer-meeting process. On the other hand, the execution time of the
naive approach is increasing with the graph size.

Although local web ranking execution time of DBP-dRanking and ABP-
dRanking are higher than naive approach, as showed in Figure 4); however,
when considered the whole process, both have lower execution time, as shown
in Figure 6. Moreover, they also have lower Spearman’s Footrule distance, as
shown in Figure 7. When considered only DBP-dRanking and ABP-dRanking,
DBP-dRanking is a much faster in the whole process. DBP-dRanking is faster
because it considers α constraint which allow partitions to have slow density
divergence; therefore, peers will have similar execution time for PageRank cal-
culation. ABP-dRanking, on the other hand, does not consider α constraint, so
some peers might take very long time to perform PageRank.

The results from the experiment indicates that DBP-dRanking and ABP-
dRanking clearly outperform naive approach both in term of performance and
error. DBP-dRanking allows peers to calculate local PageRank faster so the
overall execution time is lower than that of ABP-dRanking.

5 Conclusion

In this paper, the problem of minimal cut-set with density-balanced partitioning
is discussed. Then, an efficient algorithm called DBP-dRanking is proposed to
address such problem. The algorithm partitions web-link graphs into sub-graphs
with minimal cut-set and balanced density. The experiment results show that
DBP-dRanking can perform faster, when compared with the other two algo-
rithms, by eliminates the peer-meeting process. Also, because the sub-graphs
are balanced, the differences of local PageRank iteration is minimal Therefore,
the overall number of iteration to performs local PageRank will be minimal as
well.
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Abstract. Currently, Personal Privacy Violation is aggravated via regular inter-
net activities, such as social networks, chats, or browsing websites. The provid-
ers of those services may have no user privacy policy. This may lead an intruder 
leaks the user personal data and violate the user’s privacy. Even worse, the in-
truder may cause an identity theft. Therefore, the development of an API for 
Tor on a Smartphone to prevent the privacy violation is crucial. Additionally, 
the highest usage-value Smartphone Operating System is iOS. As a result, we 
have developed an API to facilitate an application requiring privacy in commu-
nication with its server. The proposed API can send data without exposing the 
sender information via Tor Network. The experimental results show that the 
API can send data through Tor Network successfully, and it gives programmer 
convenience in the implementation process. 

Keywords: Tor, API, Anonymous Communication, iOS. 

1 Introduction 

Currently, our internet security and privacy are very important since many intruders 
make a great effort to steal our identity for their own benefits. The intruders may 
monitor our internet activities, and learn our internet usage habits. They may redirect 
us to a fraud website and trick us to provide passwords with financial information. 
This may lead to identity thefts. Or, they can simply sell our personal information to 
an online marketing organization, causing endless disturbing online marketing. One 
method to increase our internet security is to prevent revealing our identity through 
the internet.   

Tor Network was created to allow users to share information over the Internet 
without compromising their privacy.  Tor also supports the application development 
to make communication privately, including a library, a web browser, and a Tor for 
Android devices.  However, Tor has no API for iOS yet. Therefore, iOS developers 
require calling Tor with their own great efforts. 

In this article, we proposed a Tor's API for iOS. The API can facilitate an iOS de-
veloper to call Tor’s service easily when the application requiring communication 
between the applications and their servers with privacy. The experimental results 
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show that the API can send data through Tor Network successfully, and it gives pro-
grammer convenience in the implementation process. 

2 Overview of Tor 

Tor[8] is a distributed overlay network, designing to serve an anonymized TCP-based 
applications, for example, web browsing and secure shell. Tor employs a concept of 
onion routing, which is based on Chaum’s original Mix-Net [6] for viewing World 
Wide Web (WWW) without revealing the user’s identity. Tor process starts from a 
client requesting a list of available Tor routers from one of Tor’s directory servers. 
When the client receives the list, Tor network creates a route by sending a message 
with Diffie-Hellman key exchange [7] to the first Tor router, called the Entry Guard. 
The session key is generated between the client and the Entry Guard. The route is 
continuously expanded with the same method hop by hop. In each expansion, Tor 
creates a session key for the previous route. This technique is called ‘telescoping’. 
When it reaches 3 hops, the route is completed and ready to be used. The ‘core’ mes-
sages from the Tor Client, such as HTTP GET requests, are encrypted with the Inter-
net Protocol (IP) header for the next hop. So, in each encryption layer, Tor creates 
multi-layered Tor ‘onion’. After that, the onion is forwarded via SOCKS proxy (start-
ing at the localhost), and each relay in the route sends the data in form of data-streams 
by multiplexed TCP connections between Tor routers. Then, the onion is ‘un-peeled’ 
in every passing hop, whose process reveals the next inside layer until the core mes-
sage is revealed at the last hop (i.e. Exit Router). The last hop reaches the destination, 
such as a web server. Tor design and using 3-hop route and ephemeral (short-lived) 
session keys protect the user’s identity from ‘perfect forward secrecy’ [3]. 

2.1 Security on Tor 

Fig.1 shows the security process in Tor. The client sends a CELL_CREATE cell, en-
crypted with TSL, to the entry router. Then, the entry router replies to the client with a  
CELL CREATED cell. This process communicates with Diffie-Hellman (DH) hand-
shake protocol. The objective is to exchange keys between the client and the entry 
router (base key K1 = gxy). Note that H(K1) is a hash value of K1. This key exchange 
process creates keys for both parties. As a result, the first hop of the route is created. 
Then, the client extends the route, including the second hop and the third hop, in the 
same manners. 
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Fig. 1. Security on Tor[2] 

3 Related Work 

The current version of Tor is the Second Generation. The Second-Generation Onion 
Router [1] improves the 1st generation of Tor with perfect forward secrecy, con-
gestion control, directory servers, exit policies, End-to-end integrity checking, Ren-
dezvous points and hidden services. 

The article [2] explains Tor hidden services, Tor nodes, and servers hiding in Tor 
network. With its discovery process, the article identifies real IPs of the servers hiding 
in Tor Network by collecting Tor cell and finding their timing correlation to identify 
the hidden server’s real IP address. The experiment is divided into 3 phases. Phase I 
presumably identifies the hidden server by having the client to continue to create cir-
cuits to the hidden servers until one of their entry routers sees a special combination 
of cells of different types, i.e., protocol-level features. Phases II verifies the hidden 
servers by their rendezvous point, which deals with data cells and generates decryp-
tion errors for sending to the hidden servers. When an error occurs, the hidden server 
will send a destroy cell to destroy the circuit. The destroy cell can be recognized by 
their entry router if the hidden server uses that entry router. Phase III is to conclude 
the server discovery by time correlation. In this phase, the central server analyzes 
correlation data to identify the hidden server’s real IP address, assuming that their 
entry router is selected and then identifies the hidden server.  

The article [3] presents the performance of Tor on Mobility [9]. The authors test 
Tor on mobile devices (3G) while loading data with different travelling speed. Then, 
the authors collect the changing download rate. The experimental results show that 
when the travelling speed is over 10m/s, Tor performance is aggravated or unusable. 
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The article [4] presents Tor family, which includes Tor nodes managed by the 
same individuals or the same organization. The article collected the data from 2009 to 
2011, and finds that Tor family can provide more bandwidth than what random nodes 
can provide with less effect to Tor Network when facing attacks. The reason is if the 
attacks choose a "Super node" or a node with high bandwidth and causes the node’s 
failure, this attack will affect the Bandwidth in Tor Network significantly. On the 
other hand, an attack on a family node will have less effect on Tor network. However, 
Tor does not allow a user to select a particular family node for one’s security.  

An article [10] studies Tor mechanism related to security and its pro and con. For 
example, Tor can increase anonymity by adding more nodes. However, that also adds 
longer latency. The article also mentions blocking Tor by blocking data from Tor’s 
directory servers. 

The article [11] mentions using Tor for web browsing on mobile phones using 
WAP 2.0. The article also studies the performance on Tor’s anonymity and latency. 
The experiment is conducted by using a mobile downloading a file from a server with 
and without Tor. The throughput and latency are recorded and compared against using 
Tor on PC. The article concludes that Tor can be used effectively with high-end de-
vices due to multi-layer encryption. 

The articles mentioned above show that Tor can increase security in sending data 
via World Wide Web (WWW). A number of Android applications are developed to 
serve this purpose. However, Tor has not been used for communication in iOS, except 
with a web browser, called Onion Browser [12]. Therefore, this article presents the 
development of Tor’s API for iOS to serve a different purpose, which is for data 
communication in iOS native applications. Therefore, we develop an API to facilitate 
the iOS application developers to be able to send data via Tor Network securely and 
easily. 

4 Methodology 

We analyzed the program code to call Tor for sending data via its network, and found 
that the required algorithm to call Tor includes different multiple steps, which are: 

1. Create dependencies of OpenSSL, libevent and Tor.  
2. Write the program code to connect with Tor.  
3. Write the program code to encrypt the sending data. 
4. Write the program code to limit the mobile device speed when using the applica-

tion. 
The above algorithm might account for more than 20 lines of codes, including call-

ing several third party libraries. Therefore, we implement the step 2 to step 4 above in 
our API and have the developer call our API instead. Any applications using our API 
require only 2 simple steps as the followings: 
 

1. Create dependencies for OpenSSL, libevent, and Tor. 
2. Add our API's files to your Project. 
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An implementation code with an iOS application is demonstrated in Section 5.2. 
Additionally, we also conduct an experiment to test our API performance against the 
Onion Browser [12], as described in Section 5 below. 

5 Experimental Results 

We conduct two experiments. The first experiment is to ensure that our API can send 
data via Tor by measuring the response time. The last experiment is to demonstrate 
how easy the API is to be used in an iOS application development. 

5.1 Tor Response Time 

To compare our API performance, we measure the respond time for 3 settings: (1) 
sending data via normal 3G network, (2) sending data with our API via Tor Network, 
and (3) sending data via Onion Browser [12]. The data include 6 strings, ranging from 
8-25 letters, including 3 strings in English and other 3 in Thai. Each string is sent 5 
times. We send that data via each network for 30 times with an iPhone5 device with 
iOS 7.1.2. The device is not moving while sending data. The response times of the 
three settings are shown in Table 1-3. 

The ‘IP’ column in Table 1-3 is the IP addresses of the last node before the destina-
tion server receives the data. Table 1 shows that the IP addresses when sending data 
via normal network are the same. On the other hand, in Table 2, the IP addresses from 
our API via Tor are different because Tor assigns new route for every submission. 
When we look up the location of the IP with http://www.geoiptool.com/, we find that 
the IP addresses are from different countries, which causes by Tor preventing back-
tracking to the sender. Therefore, we conclude that our API calls Tor service success-
fully.  

Table 1. IP addresses of the last node before the destination server in Normal Network (3G) 

Str
# 

Normal Network (3G) 
String length IP From 

1 8 49.230.73.16  Thailand 
2 21 49.230.73.16  Thailand 
3 24 49.230.73.16  Thailand 
4 19 49.230.73.16  Thailand 
5 15 49.230.73.16  Thailand 
6 25 49.230.73.16  Thailand 
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Table 2. IP addresses of the last node before the destination server in our API using Tor 
Network 

Str
# 

Our API using Tor Network 
String length IP From 

1 8 77.247.181.163 Netherlands 
2 21 194.150.168.95 Germany 
3 24 5.135.85.23 France 
4 19 31.31.76.64 Czech 

Republic 
5 15 204.8.156.142 USA 
6 25 197.231.221.211 Liberia 

Table 3. IP addresses of the last node before the destination server in Onion Browser 

Str
# 

Onion Browser 
String length IP From 

1 8 77.247.181.163 Netherlands 
2 21 197.231.221.211 Liberia 
3 24 46.182.106.190  Netherlands 
4 19 62.210.74.137  France 
5 15 77.247.181.163  Netherlands 
6 25 5.135.158.101  France 

 
 

 
Fig. 2. Response Time 
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Fig. 3. Standard Deviation of the Response Time 

However, in Table 3, Onion Browser has longer response time than our API. The 
reason is Onion Browser randomly creates a new route for every connection, while 
our API will create a new route only when the application is opened. Therefore, On-
ion Browser causes longer response time and more deviated. 

As shown in Figure 2, the average response time when sending the data via Tor, ei-
ther with our API or with Onion Browser, is slower than the time of sending via the 
normal network. The reason is Tor requires three encryptions while sending data via 
3-hop Tor network. In Figure 3, Tor network also causes higher standard deviation 
than those of the normal network. This is because the unpredictable nature of Tor 
network, which decides the next node from the Tor router’s current bandwidth. There-
fore, the assigned route might not always be the same route, and the response time can 
be more deviated. 

5.2 Application Development 

We also modify an iOS version of an application [5] to send data via Tor network 
with our API. The implementation to use our API is very simple as shown below: 

NSString *text = textForSend.text;  
NSString *k = @"myvar=";  
NSString *sendM = @"POST";  
NSString *link = @"http://URL.com/file.php";  
 
[TorController sendIt:link:sendM:k:text]; 
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6 Summary 

We developed a Tor API to be used with iOS applications. The experimental results 
show that sending data via Tor Network will change the source of the sender before 
the server receives the data. This is due to Tor algorithm, which sends the data for 3 
hops with 3 encryptions. Additionally, Tor will assign new route for every con-
nection. The assignment is based on the current bandwidth of Tor routers. These will 
prevent sender tracking. However, Tor response time and its standard deviation are 
longer that those of sending via a normal network. 
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Abstract. Hierarchical data structure is organized into a tree-like structure rep-
resented by parent- child relationship. The parent can have many children but 
each child has only one parent. It is also known as one-to-many relationship. 
There are many types of data can be represented by hierarchical data structure 
such as organization structures and programs in academies. In some applica-
tions, there is necessary to keep historical data or version that need to be used. 
Temporal data management is used to handle historical data but cause high data 
space usage by storing every version data which decrease database efficiency. 
In this paper, we propose logical design to manage versions of hierarchical data 
in relational database that that may change overtime but historical data is still 
needed by reusing duplicated records. This conceptual design can avoid data 
redundancy and increase database efficiency. 

Keywords: hierarchical data structure, relational database, version manage-
ment, temporal data management. 

1 Introduction 

Hierarchical data is not only organized structurally, but also recursive and can be 
unlimited depth. Most common example for hierarchy is an organizational structure 
showing relationship among departments and employees. The other example is pro-
grams in academies that mostly group by prescribed course, technical course and free 
elective course and each course contains subjects required for the program. Moreover, 
this kind of data can be changed overtime and both versions, old and new data, are 
simultaneously used. For example, organization can be reorganized that division is 
moved to be subordinate to other department but staffs in division need to refer that 
they used to be member with an old department. This situation causes application 
storing old structure and new structure in relational database because both need to be 
used. The other example is academic programs that would be closed but still need to 
be kept because academy has to use the programs to release former students’ tran-
script.  In this research, we propose solution to manage hierarchical and time-varying 
data as we just gave the examples in relational database. 
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2 Related Work 

In relational database, there are several models to represent hierarchical data de-
scribed in books [1, 7] such as adjacency list model, path enumeration model, nested 
sets model and closure table model. The most common model is adjacency list model 
which determines linking column that refer to parent node. Constraints between and 
within tables to enforce tree properties are still needed by coding procedural language 
to SQL or coding in application’s side. To navigate data, cursors and procedural code 
are used by following the chain of parent value in a loop that makes going down the 
tree fairly simple; however, aggregation of subtrees for reporting is very slow for 
large trees. Self-joins method is also used for tree traversal but limited to a known 
depth of tree. There is recursive query in SQL: 1999 [2] that can handle unlimited 
depth which is also used for tree traversal.  

As we know that tree retrieving in adjacency list model is expensive. This problem 
is solved by storing the string of ancestors instead of storing parent id as an attribute 
of each node called path enumeration.  However, it is hard to maintain path form that 
depends on application and path verifying is costly.  

An alternative model by storing information pertaining to be the set of its descend-
ants rather than the node’s ancestors called nested sets model. In this model, each 
node is given left and right number following depth-first search of the tree which is 
used to find ancestors and descendants of any given node. Nevertheless, node inser-
tion and update in this model are very complex that need to recalculate all the left and 
right values greater than the left value of the node. 

Closure table model is a simple method to store hierarchical data. An additional ta-
ble is used to keep every path from each node to each of its descendants even connect 
to itself which requires O(n2) rows for closure table. This design could allow node 
belong to multiple trees but lot of rows in additional table increasing space consump-
tion as a trade-off for reducing computing. 

To store and to manage hierarchical data into relational database, we combined ad-
jacency list model and closure table model together by storing only pairs of parent 
and child for each node in link table and recursive query is used for tree traversal 
because information stored in link table similar to information stored in adjacency list 
model’ table. However, this model can be not managed historical data. To handle 
time-varying data, temporal data management such as temporal extension to ER mod-
el and temporal normalization concepts [3, 5, 9] have been proposed, including  
temporal dependencies, keys, and normal forms. Concept of time representation in 
temporal database can be captured in number of data types such as instant, period, 
periods and interval as describe in [4]. The practical time data types also present in 
SQL: 1992 as date, time and timestamp. In semantic of time domain, there are two 
factors associated with temporal data management such as valid time which is the 
possibly time spanning the past, present, and future being used to define historical 
data or version and transaction time which is time period during row committed in 
database. Most importantly, the valid time cause integrity constraints between and 
within tables have to be modified [6]. An identification and valid time are defined as 
temporal primary key. Foreign key in conventional model is using column or columns 
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• Node deletion is exist node removing and reference form external node to deleted 
node must be informed. There are different operations depend on node types as fol-
low:   
─ If deleted node is an independent node, that node can be removed without any 

condition. 
─ If deleted node is leaf, link has to be removed then leaf will be an independent 

node, after that using independent node operation.  
─ If deleted node is root, every link between root and its every child has to be re-

moved then root will be an independent node, after that using independent node 
operation. 

─ If deleted node is an internal node, links around the node have to be removed 
then internal node will be an independent node, after that using independent 
node operation. 

• Link update is operation that changes PARENT ID or CHILD ID or both. If the 
operation changes CHILD ID, integrity check that the data structure is a tree must 
be concerned that there is no repeated CHILD ID in any link.  

• Link insertion is relationship specification between two nodes and CHILD ID in 
the link can be not duplicated. 

• Link deletion is relationship removing that cause subtrees occur. 
 

Data is always changed all the time and there is necessary to keep historical data or 
version that need to be used in application. To operate historical data, lifespan that 
contains start time and end time is added to node in hierarchical data whereas end 
time can be opened which specify current state. Node and link in hierarchical data can 
be written as follow:  

NODE(ID, DETAIL, LIFESPAN) 
LINK(PARENT ID, CHILD ID, LIFESPAN) 

Node identification can be redundant similar to CHILD ID in link if lifespan is dif-
ferent and non-overlapping. Parent’s lifespan must cover their children’s lifespan in 
both node and links between them. Start time and end time in lifespan are defined by 
an inclusive-exclusive period notation that start time is included but end time is not 
included in lifespan. For example, if lifespan valid from 1 January 2014 to 31 De-
cember 2014, start time should be written to 2014-01-01 and end time should be writ-
ten to 2015-01-01. To manage lifespan in hierarchical data, node and link have their 
own operation as follow:  

• Node insertion is node creation that identification can be redundant but lifespan 
must be different and non-overlapping. Parent’s lifespan coverage must be con-
cerned if insertion node is not root. 

• Node deletion is lifespan expiration that defines end time to deleted node and con-
firms that lifespan is non-overlapping for similar node deification. Node deletion 
affects to links around deleted node that must be considered to expire then nodes 
that connect to links must be expired until every node and link’s lifespan in tree 
follow lifespan coverage rule. 
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We walked through each tree in our data selection that returns academic program 
structure as a result. Tree traversals result in both models using recursive query on 
link table that traditional model used running time greater than sharing data usage 
model because number of rows in both node table and link table are greater than shar-
ing data usage model as shown in fig. 9. 

6 Conclusion 

There are many kinds of data that organize to hierarchy form and always be changed 
overtime. To handle these kinds of data in relational database, version management 
has to deal with nodes, links, references and lifespans in data structure. Version snap-
shot that duplicate and keep every version of data cause high data space usage sing 
relationship losing among tree versions. Furthermore, History tracking is very diffi-
cult and mostly impossible in some applications. To solve these problems, we pro-
posed sharing data usage model that can reduce data space usage and processing time 
by modifying only changed nodes and links instead of duplication of whole tree in 
traditional model.   
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Abstract. In this paper, we study the resource allocation at the infrastructure 
level, instead of studying how to map the physical resources to virtual resources 
for better resource utilization in a cloud computing environment. We propose a 
new algorithm to resource allocation for infrastructure that dynamically allocate 
the virtual machines among the cloud computing applications based on ap-
proach algorithm deadlock detection and can use the threshold method to  
optimize the decision of resource reallocation. We have implemented and per-
formed our algorithm proposed by using CloudSim simulator. The experiment 
results show that our algorithm can quickly detect deadlock and then resolve the 
situation of approximately orders of magnitude in practical cases. 

Keywords: Cloud Computing, Resource Allocation, Heterogeneous Platforms, 
Deadlock Detection. 

1 Introduction 

“Recently, there has been a dramatic increase in the popularity of cloud computing 
systems that rent computing resources on-demand, bill on a pay-as-you-go basis, and 
multiply many users on the same physical infrastructure. These cloud computing en-
vironments provide an illusion of infinite computing resources to cloud users that they 
can increase or decrease their resources. In many cases, the need for these resources 
only exists in a very short period of time” [1], [2], [3].  

Since them system of information and communication technology (ICT) was intro-
duced, and has played a significant role in the lives of smart cities, the role of infor-
mation technology infrastructure virtualization has contributed significantly to the 
solution of the major problem of the succession system of distributed computing, grid 
computing and parallel computing. In particular, tend to use cloud computing as a key 
is distributing virtual servers. 
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The increasing use of virtual machine technology in data centers distributed on a 
global scale, to provide cloud computing services with competitive low cost and solve 
the problem rapidly, spurred researchers to propose solutions to solve the complex 
problem thoroughly. Developing algorithms to provide automatic resources to prevent 
incidents which frequently occur, we found that most of these studies have acknowl-
edged a platform including identical nodes connected by a cluster. However, we need 
to apply an algorithm to solve the problem for heterogeneous platforms. 

In this work, we propose resource allocation in heterogeneous platforms, we ap-
proach a deadlock detection algorithm, to detect deadlock in providing resources for 
the virtualization heterogeneous platforms. More specifically, our contributions are as 
follows: 

• We provide an algorithmic approach to detect deadlock and resource allocation 
issues in the virtualization of heterogeneous platform. This algorithm is, in fact, 
more generally, even for heterogeneous platforms, and only allows allocating min-
imal resources to meet QoS arbitrary force.  

• Using this algorithm, we extend previously proposed algorithms for the heteroge-
neous case. We evaluate these algorithms via extensive simulation experiments, us-
ing statistical distributions of application resource requirements based on a real 
world dataset provided by CloudSim.  

• Most resource allocation algorithms rely on estimates regarding the resource need-
ed for virtual machine instances, and do not refer to the issue of detecting and  
preventing deadlocks. We studied the impact of estimation errors and propose dif-
ferent approaches to mitigate these errors, and identify a strategy that works well 
empirically. 

The work is organized in the following way: in section 2, we introduce the related 
works; in section 3, we introduce existing models; in section 4, we present approaches 
for improving the parallel deadlock detection algorithm; in section 5, we present sim-
ulation results and analysis; in section 6, we present our conclusions and suggestions 
for future work. 

2 Related Works 

Resource allocation in cloud computing has attracted the attention of the research 
community in the last few years. In [4], Srikantaiah et al studied the problem of re-
quest scheduling for multi-tiered web applications in virtualized heterogeneous  
systems in order to minimize energy consumption while meeting performance re-
quirements. They proposed a heuristic for a multidimensional packing problem as an 
algorithm for workload consolidation. Garg et al proposed near optimal scheduling 
policies that consider a number of energy efficiency factors, which change across 
different data centers depending on their location, architectural design, and manage-
ment system [5]. Warner et al discussed the challenges and opportunities for efficient 
parallel data processing in a cloud environment and presented a data processing 
framework to exploit the dynamic resource provisioning offered by IaaS clouds in  
[6]. In [7], Wu et al proposes a resource allocation for SaaS providers who want to 
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minimize infrastructure cost and SLA violations. Addis et al in [8] proposed resource 
allocation policies for the management of multi-tier virtualized cloud systems with the 
aim to maximize the profits associated with multiple class SLAs. A heuristic solution 
based on a local search that also provides availability, guarantees that running appli-
cations have developed. Abdelsalem et al. created a mathematical model for power 
management in a cloud computing environment that primarily serves clients with 
interactive applications such as web services. The mathematical model computes the 
optimal number of servers and the frequencies at which they should run in [9]. A new 
approach for dynamic autonomous resource management in computing clouds intro-
duced by Yazir et al [10].  

Their approach consists of a distributed architecture of news that perform resource 
configurations using MCDA with the PROMETHEE method. Our previous works 
mainly dealt with resource allocation, QoS optimization in the cloud computing envi-
ronment. There are more general types of resource allocation problems than those we 
consider here. For instance: 

• We consider the possibility that users might be willing to accept alternative combi-
nations of resources. For example, a user might request elementary capacity CPU, 
RAM, HDD rather than a specific. 

• We consider the possibility that resources might be shared. In this case, some shar-
ing is typically permitted; for example, two transactions that need only to read an 
object can be allowed concurrent access to the object. 

• We begin by defining our generalized resource allocation problem, including the 
deadlock problem as an interesting special case. We then give several typical solu-
tions. 

3 Problem Formulation 

In the past, grid computing and batch scheduling have both been commonly used for 
large scale computation. Cloud computing presents a different resource allocation 
paradigm than either grids or batch schedulers. In particular, Amazon C2 is equipped 
to, handle may smaller computer resource allocations, rather than a few, large request 
as is normally the case with grid computing [5]. The introduction of heterogeneity 
allows clouds to be competitive with traditional distributed computing systems, which 
often consist of various  types of architecture as well. Heterogeneous processor pool 
can be represented as a weighted undirected graph H = (P, E), which we refer to as the 
system graph. It consists of a set of vertices P={p1,p2,…,pn}, denoting processors, and 
a set of edges E = {(pi ,qj ) | pi ,qj

∈P}, representing communication links between 
processors. 

We consider a service hosting platform composed of H heterogeneous hosts, or 
nodes. Each node comprises D types of different resource(such as CPUs, network 
cards, hard drives, or system memory). Each type of resource under consideration a 
node may have one or more distinct resource elements (a single real CPU, hard drive, 
or memory bank) [11], [12], [13]. 
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The service is initiated within the same virtual machine provides virtual elements. 
For some resources, such as system memory or hard drive space, it is relatively easy 
for by the different elements together in the hypervisor or the operating system to 
organize the virtual machine efficiency can interact with only a single major factor. 
For other types of resources, such as CPU cores, the situation becomes more compli-
cated [2].These resources can be partitioned arbitrarily among virtual elements, but 
we cannot be effectively pooled together to provide a single virtual element with a 
greater resource capacity than that of a physical element. For these types of resources, 
it is necessary to consider the maximum capacity allocated to individual virtual ele-
ments, as well as the aggregate allocation to all vital elements of the same type. 

The allocation of resources to a virtual machine determines the maximum number 
of each individual element of each type of resource that will be used, as well as the 
aggregate amount of each resource of each type. Typically, such resource allocation, 
represented by two vectors, vector elementary level and a maximum allocation vector 
synthesis. Note that in a distributed valid it is not necessarily the case in which each 
value of the second vector a multiple of the corresponding values in the first vector, 
because the demand for resources may be unevenly distributed on the virtual re-
sources. 

Figure 1 illustrates an example with two nodes and one service. Node A, B are com-
prised of 4 cores and a large memory. Its resource capacity vectors show that each core 
has elementary capacity 0.8 for an aggregate capacity of 3.2. Its memory has a capacity 
of 1.0, with no difference between elementary and aggregate values because the memory, 
unlike cores, can be partitioned arbitrarily. No single virtual CPU can run at the 0.9 CPU 
capacity on this node. The figure shows two resource allocations one on each node. On 
both nodes, the service can be allocated for memory it requires.  

 

Fig. 1. Resource allocations example 

In any large IaaS system, a request for r VMs will have a large number of possible 
resource allocation candidates. If  n servers are available to host at most one VM, the 
total number of possible combinations is (n,r). Given that n r≥ , exhaustively 
searching through all possible candidates for an optimal solution is not feasible in a 
computationally short period of time. 
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Figure 2 shows such a system having two nodes, a VM1 and VM2, and two re-
sources, S1 and S2. Each processor (VM1 or VM2) has to use both resources exclusive-
ly to complete its processing of the streaming data. The case shown in Figure 2 (b) 
VM1 holds resource S1 while VM2 holds resource S2. Further, VM1 requests S2, and 
VM2 requests S1. When VM2 requests S1, the system will have a deadlock since nei-
ther VM1 nor VM2 gives up or releases the resources they currently hold; instead, they 
wait for their requests to be fulfilled. 

Informally speaking, a deadlock is a system state where requests are waiting for re-
sources held by other requesters which, in turn, are also waiting for some resources 
held by the previous requests. 

 

Fig. 2. Deadlock example 

In this paper, we only consider the case where requests are processors on virtual 
machine resource allocation on heterogeneous distributed platforms. A deadlock situ-
ation results in permanently blocking a set of processors from doing any useful work. 

There are four necessary conditions which allow a system to deadlock[3]:  

(a) Non – Preemptive: resources can only be released by the holding processor;  
(b) Mutual Exclusion:  resources can only be accessed by one processor at a time; 
(c) Blocked Waiting: a processor is blocked until the resource becomes available; 
(d) Hold – and – Wait: a processor  is using resources and making new requests for 

other resources that the same time, without releasing held resources until some time 
after the new requests are granted. 

Deadlock detection can be represented by a Resource Allocation Graph (RAG), 
commonly used in operating systems and distributed systems. A RAG is defined as a 
graph (V,E) where V is a set of nodes and E is a set of ordered pairs or edges (vi,vj) 
such that vi,vj

∈V. V is further divided into two disjoint subsets: 

0 1 2{ , , , ..., }mP p p p p=  where P is a set of processor nodes shown as circles in 

Figure 1; and 0 1 2{ , , ,..., }nQ q q q q= where Q is a set of resource nodes shown as 
boxes in Figure 1. A RAG is a graph bipartite in the P and Q sets. An edge eij=(pi,qj) 
is a racist edge if and only if pi

∈P, qj
∈Q. The maximum number of edges in a RAG 

is m × n. A node is a sink when a resource (processor) has only incoming edge(s) 
from processor(s) (resource(s)). A node is source when a resource (processor) has 
only outgoing edge(s) to processor(s) (resource(s)).  
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A path is a sequence of edges  1 1 1 2 1 1{( , ),( , ),...,( , ),( , )i j j i ik jk js isp q q p p q q pε + +=
 

where Eε ∈ . If a path starts from and ends at the same node, then it is a cycle. A 
cycle does not contain any sink or source nodes. 

The focus of this paper is deadlock detection. For our virtual machine resource al-
location for heterogeneous distributed platform deadlock detection implementation, 
we make three assumptions. First, each resource type has one unit. Thus, a cycle is a 
sufficient condition for deadlock. Second, satisfies request will be granted immediate-
ly, making the overall system expedient [3]. Thus, a processor is blocked only if it 
cannot obtain the requests at the same time. 

All proposed algorithms, including those based on a RAG, have O(m×n) for the 
worst case.. In this paper, we propose a deadlock detection algorithm with O (min (m, 
n)) based on a new matrix representation. The proposed virtual machine resource 
allocation on heterogeneous distributed platforms deadlock detection algorithm makes 
use of parallelism and can handle multiple requests/grants, making the proposed algo-
rithm faster than the O(1) algorithm[8],[9]. 

4 Our Algorithm 

On the use of graphs representing RAG matrix is presented, we approach me to pro-
pose a deadlock  detection algorithm in heterogeneous platforms. The basic idea of 
this algorithm is reported to reduce the matrix by removing the corresponding col-
umns or rows. This is continued until the matrix can not be reduced any more col-
umns and rows. At this time, if the matrix still contains row(s) or column(s), which 
may also consider other factors, not anymore, then consider a cycle exists, it cannot 
declare published at least one deadlock n the system. If not, there is no deadlock. The 
description of this algorithm shows in the algorithm 1. 

Table 1. The description of notations  

Notations Meanings 
( )j CPU

xi  CPU required by a VMi from the IaaS provider j 

(RAM)j
xi  RAM required by a VMi from the IaaS provider j 

CPUC j  The maximum capacity of CPU of IaaS provider j 

RAMC j  The maximum capacity of RAM of IaaS provider j 

 
The following example illustrates how the algorithm works. In each iteration of 

this parallel algorithm, at least one reduction can be performed if the matrix is reduci-
ble. Hence, it takes at most min(m,n) iterations to complete the deadlock detection. 
This example has two processors: VM1 and VM2, as p1 and p2 respectively. The de-
vices are S1, S2, and S3, as q1,q2 and q3 respectively as shown in Fig 3. 
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Fig. 3. Resource allocation on heterogeneous platform 

Algorithm 1 Parallel Deadlock Detection Algorithm (PDDA Improved) 

Input: 

*j(CPU)
Pi ; 

*j(RAM)
Pi  from IaaS provider i; 

Output: new resource  
(n 1)CPU

r
j

+
;

(n 1)RAM
r
j

+
; 

BEGIN 
Calculate optimal resource allocation to provide VM: 

* *(CPU) (RAM)
, { };

j j
x x Max Ui i IaaS=  

Computes new resource: 

      If (CPU) ( )
,

j j RAMCPU RAM
C x C xj i j ii i

∑ ∑≥ ≥  

{ 
( 1) ( ) ( )

max{ , ( )}

( 1) ( ) (RAM)
max{ , ( )}

n n j CPUCPU CPU CPU
r r n x Cj j i ji

n n jRAM RAM RAM
r r n x Cj j i ji

ε

ε

+
∑= + −

+
∑= + −

 

        Return new resource 
( 1)nCPU

rj

+
;

( 1)nRAM
rj

+
 

     } 
    Else 
    { 

(p , ) .

( ) .,( 1,...,m; j 1,...,n),
[ ] , where m

0

r if q Ei j

p q E im n i j
M m g ifij ij

otherwise

∃ ∈

∃ ∈ = =×
= =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

 

{ | , 0};m m M mij ij ijΛ = ∈ ≠  

                DO 
 Reducible = 0; 
                        For each column: 

( , , { , 0})

{

{ | 1, 2, 3, ..., },

1;

};

if m k k i m mij ijkj

m j mijcolumn

reducible

∃ ∈ ∀ ≠ ∈

Λ = Λ − =

=

 

                       For each row: 
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( , , { , 0 } )i f m k k i m mi j i jk j∃ ∈ ∀ ≠ ∈  

{

{ | 1, 2, 3, ..., },

1;

};

m j mrow ij

reducible

Λ = Λ − =

=
 

;

( 0);

rowcolumn

UNTIL reducible

Λ = Λ ∩ Λ

=
 

 
 } 

Detect Deadlock 
               If ( 0Λ ≠ ),  
                 Deadlock  
              Else 
                No deadlock; 
END; 
 

The matrix representation of this example is shown in Table 1. In this matrix, the 
first and second column contains both g and r, and hence is not reducible. However, 
the third column contains only g. Thus m12=g can be reduced. At the same time, each 
row is also examined, however, there is no reduction possible. Since there is one re-
duction, the next iteration will be carried out. In the second iteration, the first and 
second columns still contain both g and r, and hence are not reducible. At the same 
time, each row is also checked, but no reduction is possible for any row. Since there 
are no more reductions, a conclusion is drawn. In this case, hardware deadlock detec-
tion takes two iterations and finds a deadlock. 

Table 2. Example with 2 Processes and 3 Resources 

 Q1(S3) Q2(S3) Q3(S3) 
P1 (VM1) g R 0 
P2 (VM2) r R g 

Let us remove the edge (p2,q2) in this case and consider it again. The matrix is 
shown in Table 2. In this matrix, the first column cannot be reduced, because of the 
existence of both g and r, while the second and third columns can be reduced, because 
the second column has only one r and no g’s, and the third column has only one g and 
no r’s. At the same time, the first and second rows cannot be reduced, because of the 
existence of both g and r in each row. Since this iteration has a reduction, Step 1 will 
be re-executed by the second and third columns having been removed. During the 
second iteration, the first column is not reduced, because there are both r and g in this 
column. However, the first row can be reduced because on r is in this row. Then Step 1 
is executed again in what is now a third iteration of the Parallel Deadlock Detection 
Algorithm. There are no more reductions, because the matrix now is empty. Step 2 
concludes that there is no deadlock. In this case, three iterations are taken to complete 
detections. 
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Table 3. Example without Deadlock 

 Q1(S1) Q2(S2) Q3(S3) 
P1 (VM1) g R 0 
P2 (VM2) r 0 g 

5 Experiments and Results 

In this paper, cloud computing resource allocation method based on improving PDDA 
has been validated on CloudSim, the platform is an open source platform, we use the 
Java language to program algorithm implementation class [12]. The experiments give 
9 tasks, by CloudSim’s own optimization method and improved algorithm PDDA to 
run the 9 tasks, experiment data as follows Table 4[13]: 

Table 4. Comparison the optimal time of our algorithm to PDDA algorithm 

 
 
The comparative analysis of experimental result can be seen in many times, after 

task execution, although there were individual time improved PDDA algorithm re-
sponse time was not significantly less than an optimal time algorithm, in most cases, 
improved algorithm is better than the optimal time algorithm, thus validated the cor-
rectness and effectiveness.  

 

Fig. 4. Comparison the optimal time of algorithms 
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6 Conclusion and Future Works 

A deadlock detection algorithm is implemented for resource allocation on heteroge-
neous distributed platforms. The deadlock detection algorithm has O(min(m,n) time 
complexity, an improvement of approximately orders of magnitude in practical cases. 
In this way, programmers can quickly detect deadlock and then resolve the situation, 
e.g., by releasing held resources. 

Our main approach focuses on applying deadlock detection algorithms for each 
type of lease contracts and applying the proposed algorithm in resource allocation on 
heterogeneous distributed platform. 

Through this research, we found that the application of appropriate scheduling al-
gorithms would give optimal performance to distributed resources of virtual server 
systems. 
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Abstract. Since a multi-agent system (MAS) is a system composed of multiple 
interacting agents, verifying multi-agent interaction is acquiring increasing im-
portance. Several researches have been proposed to verify the multi-agent inter-
action, so we present our proposed method as an alternative way to verify how 
MAS meets their specification in term of messaging among agents. This paper 
describes an ongoing effort for a formal verification of MAS based on Java 
Agent Development Framework (JADE) in semi-runtime approach. The timed 
trace theoretic verification is applied to detect time constraint failures in such a 
system. We use a well-known book trading case as an example to illustrate our 
proposed method. 

Keywords: Formal Verification, JADE, Multi-agent System, Semi-runtime 
Verification, Time Petri Net. 

1  Introduction 

Multi-agent systems are systems composed of multiple interacting computing ele-
ments, known as agents. Agents are computer systems with two important capabili-
ties. Firstly, they are capable of autonomous action to decide what they need to do in 
order to achieve their design purposes. Secondly, they are capable of interacting with 
other agents to perform some kinds of social activities like, cooperation, coordination, 
and negotiation [1]. 

Carrying out of such activity needs to ensure the correctness of interacting among 
agents that communicate via messaging in a platform. Invalid scenarios, such as 
agents cannot reach the success state according to the given specification, should not 
be permitted. In addition, in some case that involved with time constraint, such as, e-
auction, performing tasks in a given time is crucial and time violation is not allowed 
to occur. It is desirable to be verified the execution of messaging in MAS satisfies its 
specification. The scope of this paper is that we only focus to verify the events of 
messaging that may lead some time constraint failures.  

Formal verification is a systematic process that uses mathematical reasoning to 
verify that specification is preserved in implementation [2]. Verification can take 
place at design time (static verification) or at runtime (dynamic verification) [3]. 
Runtime verification is a testing/debugging technique that combines monitoring and 
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formal verification during the program execution to checks the run of program against 
properties, unlike traditional testing techniques such as unit testing which are ad hoc 
and informal [4]. This paper will focus on semi-runtime verification. We run the pro-
gram and generate logs of messaging events between agents. The log file is converted 
to be in form of Time Petri Net (TPN) which is the input of verification tool [5] that 
we are going to use in this paper. Then we run the verification tool to check how the 
result of the program running satisfies the given specification.  

JADE [6], an Application Programming Interface (API) implemented in Java, is 
the state-of-art tool for developing MAS and has been widely used for many real in-
dustrial applications. So we propose the approach to verify programs implemented by 
JADE. As we trace back into the Time Petri Net that will be modeled a run of a JADE 
program, Petri Net is a formal model to represent the flow of activities with explicit 
concurrency. It is powerful due to simplicity and generality. Since it is support for 
describing asynchronous event, we will use Petri Net with time constrain or Time 
Petri Net to analyzes the communication and messaging between agents. 

In summary, the contributions of this work are following, 

• This paper proposes a formal verification from [5], which based on timed trace 
theory, for detecting time constraint failures that do not satisfy with time specifica-
tion. 

• The verification is focused on failures during the interaction of agents in MAS 
which is implemented by JADE. 

• The proposed method does in semi-runtime way by keep logging of the messaging 
events and propose an algorithm for converting the logs to Time Petri Net as 
runtime program model. 

The remainder of this paper is organized as follows. Section 2 will discuss the oth-
er works related to this paper. Section 3 presents an overview of timed trace theory 
and Verification. Section 4 shows the proposed method of this paper. Section 5 de-
scribes a worked example. Finally, Section 6 presents our conclusions and points to 
directions for future work. 

2 Related Works 

Several researches of formal verification use formal methods, such as model checking 
and theorem proving, to detect bugs in distributed multi-agent programs [7, 8]. How-
ever, in traditional testing, formal methods are usually applied on an abstract model of 
the program. Consequently, even if a program has been formally verified, we cannot 
guarantee the dependability of a particular implementation. In this scope, we concern 
the JADE implementation in which is mostly concerned the verification at runtime.  

A few JADE researches focus on the testing of program, such as, [9] presented the 
use of mock agents for unit testing. Mock agent is a dummy implementation of a sin-
gle agent role to interact with the agent being tested. The test is under successful and 
exceptional scenarios of the testing role so it will not cover the integration process of 
the whole system. Later, the same developer team presented a JAT framework [10] 
for building and running MASs test which develop from mock agent approach for 
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monitoring agents during test and do as integration test. [11] did the mutation testing 
by proposing mutation operators for JADE Mobile Agent System. The tester needs to 
modify the program source code to find test inputs that will cause the modified pro-
grams to behave differently from the original one. [12] only proposed a platform de-
sign for performance testing based on JADE which is not related to our work. 

Few researches take the verification at runtime. [3] proposed a framework of 
runtime verification of JADE together with Jason to monitor and verify the sequence 
of events. The protocol representation is expressed in AIP global types form and pro-
ject to SWI Prolog to verify the compliant of agent interaction. [4] proposed a runtime 
verifier, implemented in AspectJ. It accepts a user-specified Pomset automaton and 
the associated atom predicates for a given JADE source program to monitor and de-
bug both ordering requirement and atom requirements. [13] proposed a framework 
that extends JADE allowing programmers to monitor global states, to detect the oc-
currence of certain events and to react to these events at runtime. The framework is 
located as the layer between the JADE and the application. So the programmers who 
want to use this framework need to modify the source code to extend the class of 
proposed framework instead of the JADE.  

In this paper, our main contribution is that we use the timed trace theory, an ap-
proach of formal verification provided by [5] which was used in formal verification of 
asynchronous circuits and has never been used for MAS, to present an alternative 
ways of verification based on JADE. Our method achieves other JADE researches in 
term of simplicity. Since it is only use the fundamental service of JADE (mentioned 
later in section 3) to capture messaging events as a runtime verifier, the tester does not 
need to deal with other extensions connected to JADE or to interfere the existing 
source code.  

3 Timed Trace Theory and Verification 

3.1 Time Petri Net 

Time Petri Net is a directed bipartite graph, represented by a 6-tuple N = (P, T, F, lb, 
ub ,µ0) where P = {p1, p2, …, pm} is a finite set of places, T = {t1, t2, …, tn} is a finite 
set of transitions in which P ∪ T ≠ ∅ and P ∩ T = ∅, F ⊆ (P×T) ∪ (T×P) is set of flow 
relations, lb and ub: T → R+ ∪{∞} are functions for earliest and latest firing time of 
transitions, satisfying lb(t) ≤ ub(t) for t ∈ T, and µ0 is initial marking of the net. Each 
transition t must be enables and fires within the time bound lb(t) and ub(t). 

3.2 Timed Trace Theory 

The implementation and specification are modeled by module and semi-module re-
spectively. A module is a tuple M = (I, O, N), where I is a set of input transition, O is 
a set of output transition, and N is a Time Petri net. A semi-module is the same as a 
module but the definition of timed trace structure is defined differently.  

A timed trace structure of a module M is denoted by 4-tuple Τ(M) = (I, O, S, F) 
where S is called success trace set and F is called failure trace set. The timed trace 
theory uses the mirror property to check the conformance between modules. So that, 
the semi-module is considered as a mirror of module M denoted by Msm = (O, I, N).  
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In order to check the correctness between a module M1 and a module M2, we use no-
tion T1 = (I1, O1, S1, F1) and T2 = (I2, O2, S2, F2) such that I1 ∪ O1 = I2 ∪ O2. Intersection 
of T1 and T2, denoted by T1 ∩ T2, is shown as (I1 ∩ I2, O1 ∪ O2, S1 ∩ S2, (P1 ∩ F2) ∪  
(F1 ∩ P2)). If (P1 ∩ F2) ∪ (F1 ∩ P2) = ∅, then the module M1 conform to the module M2. 

Thus, the implementation module conforms to its specification module if the  
composition of Τ(M1) and Τs(Mଶୱ୫), written by Τ(M1) || Τs(Mଶୱ୫), is failure-free. Intui-
tively the conformation relation implies that the implementation module behaves 
similarly to the specification module with any environment with respect to failure-
freeness. Conformation checking can be inherited by Theorem 1 called “Hierarchical 
verification” which is shown as follows.   
 
Theorem 1. {M1,…,Mk-1,Mk1

,…,Mkm
,Mk+1,…,Mn} conforms to Ms, if {Mk1

,…,Mkm
} 

conforms to Mk, and {M1,…, Mk-1, Mk, Mk+1, … , Mn} conforms to Ms.  
 
Note that the implementation of a system may consist of several modules including 

M1, …, Mk-1, Mk1
, …, Mkm

, Mk+1, …, Mn such that Mk = {Mk1
,…,Mkm

} and its spec-
ification is represented by module Ms. 

3.3 Time Constraint Failures 

By the means of timed trace theory to check the conformance of modules, it is simply 
said to be failure-free if and only if there does not exist failures, involving with the 
firing time of transitions in this case, called safety and timing failure.  

Consider the example in Fig 1, assume that M1 is the implementation module, M2 
is the specification module, and t0 is a transition with the bounded time that we are 
going to check the conformance. 

 

Fig. 1. Examples of time constraint failure cases (a) safety failure (b) timing failure 

 
Fig. 1 (a) shows that t0 in M2 will enable during [5, 6], but in M1, the firing is al-

lowed to occur during [2, 6]. So that, if a token in M1 fires at the time unit 3 while t0 
still does not enable, a failure occurs which we call “Safety Failure”. 

Fig. 1 (b) shows that t0 in M2 will enable during [5, 6], but in M1, the firing is al-
lowed to occur during [8, 9]. So that, if a token in M1 fires at the time unit 8 while t0 
has disabled already, a failure occurs which we call “Timing Failure”. 

(a)                                                      (b)  
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4 The Proposed Method 

The perspective of a proposed approach is shown in the Fig. 2. In order to verify the 
JADE program at semi-runtime by using Timed Trace theory, both the specification 
and the implementation are modeled as the time Petri net.  

 

Fig. 2. Workflow of the proposed method 

As we mention earlier, in this paper, we focus on events of messaging occurrence 
to detect the time constraint failures. We do not consider the content inside the mes-
sages. The events of messaging in this scope, including, sending and receiving mes-
sages at runtime and we omitted the details of other operations, i.e. message prepara-
tion, agent selection, etc., by presenting a processing event. We modelled those events 
in Time Petri Net forms which are shown in Fig. 3. We modelled the events based on 
the “Pair-wise negotiation process model” provided by [14] because of the simplicity 
and clear representation. 

 

Fig. 3. Time Petri Net of messaging events 

In order to generate logs while the program is running, we need to implement addi-
tional source codes to keep logging of events. We implement the “distributed coordi-
nated filter” which is the common service available in JADE to detect the incoming 
and outgoing message events. It is running on the top of the program so we do not 
need to intervene with the existing source codes. The detail of source codes with ex-
planation can be found in [15]. 

For the log format, we create the messaging event in EXtensible Markup Language 
(XML) for the description of the model from messaging event which inspired from 
[16] since it is the easy to understand and can be useful for the future development. 
Fig. 4 is an example of the description by XML. 



302 C. Roungroongsom and D. Pradubsuwun 

 

 

Fig. 4. Partial codes of XML description of messaging events 

After getting the log file, we propose an algorithm to transform the XML descrip-
tion into Time Petri Net which shown as follows in Table 1. 

Table 1. Algorithm for transforming XML into Time Petri Net 

Algorithm 1 Transforms XML into Time Petri Net  

begin procedure 

    Events ← set of events 
    Agents ← set of interest agents 
    initialize Time Petri Net Nmain, Nsubnet 

    for each event ∈ Events do 
        if sender and receiver ∈ Agents then 
            Nsubnet ← createTimePetriNet (event) 
            Nmain ← Nmain ∪ Nsubnet 

        end if 

    end for 

end procedure 

 

createTimePetriNet (event) 

begin sub-procedure 

    define states according to the event type 

    map event type to transition with states and default time bound 

end sub-procedure 

 
Because an event of running program occur at a point of time (timestamp), for ex-

ample a sent event occurs at time 5, therefore we set the earliest and latest with the 
same value of timestamp like [5,5] for Time Petri Net of implementation module.  

<events> 
  <event type="send"> 
    <id>1</id> 
    <pair>cfp_1</pair> 
    <sender>buyer1</sender> 
    <receiver>seller1</receiver> 
    <performative>cfp</performative> 
    <timestamp>5</timestamp> 
  </event> 
  <event type="receive"> 
    <id>2</id> 
    <pair>cfp_1</pair> 
    <sender>buyer1</sender> 
    <receiver>seller1</receiver> 
    <performative>cfp</performative> 
    <timestamp>10</timestamp> 
  </event> 
  ... 
</events> 
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5 The Worked Example 

We demonstrate an application of book-trading for our verification approach. The 
system consists of agents that play a BookSeller and BookBuyer roles. The system 
was implemented follow to the Contract Net Protocol (CNP) [17], a task-sharing pro-
tocol in multi-agent systems provided by The Foundation for Intelligent Physical 
Agents (FIPA). The basic idea of the protocol describes the case of one agent  
(the Initiator) that wishes to have some task performed by one or more other agents 
(the Participants). 

In this application, BookBuyer roles as an initiator require to buy a book from oth-
er participants which role as BookSeller. We assume that there exists at least one 
BookSeller in the system and BookBuyer knew the list of BookSeller agents to trade 
with as the pre-conditions in this example.  

In such the system, BookSeller agents are ready and wait for incoming message. 
When a BookBuyer agent joins the system and knows the list of BookSeller, it sends 
a “cfp” (call for proposal) message with a book title to all BookSeller agents. A 
BookSeller agent that receives the cfp message will look for the specified book title in 
its catalogue. Then the BookSeller agent sends a “propose” message with book price 
back to the BookBuyer agent if the book is available. Otherwise, it sends a “refuse” 
message to tell BookBuyer that it does not sell that book. Once the BookBuyer agent 
receives all propose/refuse messages from BookSeller agents, it considers all pro-
posals of book prices and select the lowest price from the BookSeller agent who owns 
that price. After that, it sends an “accept-proposal” message with the book title to the 
selected BookSeller agent. When the BookSeller agent receives an accept-proposal 
message, it deletes the specified book from its catalogue and sends an “inform” mes-
sage to tell the BookBuyer that the book purchasing was successful. In some case that 
the BookSeller is unable to sell the book, such as, the book was sold out before the 
trade was finished. The BookSeller agent will send a “failure” message instead.  

Fig. 5 (a) below shows the Time Petri Net from the log of running program in suc-
cess scenario with the time bound [5, 5] of transition tb1 which means the agent 
“Buyer” sends a CFP message during the interval [5, 5].  

For the specification of Fig. 5, Fig. 5 (b) we set the time bound of tb1 to [0, 5]. The 
result of firing occurs in [5, 5] interval. So the result of verification says that there is 
no failure for this model. Fig. 5 (c) we set the time bound of tb1 to [7, 10]. The result 
of firing occurs in [5, 5] interval. So the result of verification says that there exists a 
safety failure at transition tb1. Another case in Fig. 5 (d) which the time bound for the 
same transition tb1 is set to [0, 2]. So the result of verification tells the existing of 
timing failure at transition tb1.  

In addition, the result of transition trace from running the verification tool can be 
adapted to check the reachability of the Time Petri Net model to fulfill some require-
ment specifications as the following example, 
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Fig. 5. Time Petri Net for implementation and specification (a) implementation module of book 
trading in success scenario (b, c, and d) specification modules cases that specified different time 
bound at transition tb1  

 

Fig. 6. Some examples of Time Petri Net of specification modules to check reachability 

   (a) 

(b) 

(c) 

(d) 

 

 
(a) (b) (c) 
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Fig. 6 (a) Buyer can purchase the book successfully. This means that from the be-
ginning state, there exists at least a sequence of firing that the buyer is able to reach 
the successful state of purchasing. 

Fig. 6 (b) If at least one agent sells that book, then the buyer will eventually accept 
to purchase it. This means that, once the transition of receiving propose has been 
fired, the transition of accepting proposal will be enabled to fire also.  

Fig. 6 (c) The ordering of messaging follows the Contract Net Protocol. This 
means that the sequence of firing transition must satisfy the workflow of performa-
tives according to the Contract Net Protocol. 

6 Conclusion and Future Work 

In this paper, we have proposed a methodology for formal verification of MAS based 
on JADE by keeping logs of running program at runtime and convert into the input 
form of verification tool. The verification process use timed trace theory to detect 
time constraint failures, including safety and timing failures. Since we focus on the 
work of program at runtime in this paper, we plan to focus on the verification of sys-
tem model at design level which has more variety of agent behaviors than messaging 
events as future work.  
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