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Preface

Research on Agents and Multi-Agent Systems has matured during the last decade
and many effective applications of this technology are now deployed. An international
forum to present and discuss the latest scientific developments and their effective appli-
cations, to assess the impact of the approach, and to facilitate technology transfer, has
become a necessity and has been created a few years ago.

PAAMS, the International Conference on Practical Applications of Agents and
Multi-Agent Systems, is the international yearly tribune to present, to discuss, and to
disseminate the latest developments and the most important outcomes related to real-
world applications. It provides a unique opportunity to bring multi-disciplinary experts,
academics, and practitioners together to exchange their experience in the development
and deployment of agents and multi-agent systems.

This volume presents the papers that were accepted for the 2015 edition of PAAMS.
These articles report on the application and validation of agent-based models, meth-
ods, and technologies in a number of key application areas, including: Agents and the
Energy Grid, Agents and the Traffic Grid, Affective Computing and Agent Develop-
ment, Ambient and Contextual Agents, Social Simulation and Social Networks, and
Other Agent-based Applications. Each paper submitted to PAAMS went through a
stringent peer review by three members of the international committee composed of
111 internationally renowned researchers from 26 countries. From the 48 submissions
received, 10 were selected for full presentation at the conference; another 9 papers were
accepted as short presentations. In addition, a demonstration track featuring innovative
and emergent applications of agent and multi-agent systems and technologies in real-
world domains was organized. Seventeen demonstrations were shown, and this volume
contains a description of each of them.

We would like to thank all the contributing authors, the members of the Program
Committee, the sponsors (IEEE SMC Spain, IBM, AEPIA, AFIA, AAAI, APPIA,
ARIA, ATIA, BNVKI, SADIO, SBC, GI, University of Salamanca, and CNRS),
and the Organizing Committee for their hard and highly valuable work. Their
work has helped to contribute to the success of the PAAMS’15 event. Thanks for your
help – PAAMS’15 would not exist without your contribution.

June 2015 Yves Demazeau
Keith S. Decker

Javier Bajo Pérez
Fernando De la Prieta
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Simulating Sustainability:  
Guiding Principles to Ensure Policy Impact 

Alex Smajgl1,2() 

1 Bangkok-Based Mekong Futures Research Institute (MERFI), Bangkok, Thailand 
2 CSIRO Ecosystems Sciences and Climate Adaptation, University Drive,  

Townsville 4810, Australia 
alex.smajgl@mekongfutures.com 

Abstract. This paper showcases examples for surprising emergent phenomena 
from agent-based models developed to support sustainability-focused decision 
making. Based on these experiences, ten guiding principles are proposed to mi-
nimize the risk of redundancy and inefficacy of agent-based modeling due to 
the widening gap between scientific endeavors and policy deliberations. These 
guiding principles are not meant to constitute a comprehensive list but to trigger 
a debate aiming for a continuous improvement of recommendations for applied 
agent-based modeling in sustainability related policy contexts. 

Keywords: Emergent phenomena · Agent-based modeling 

1 Introduction 

For nearly thirty years the sustainability paradigm has been guiding policy design and 
decision making [18]. Many decisions are now being assessed against triple-bottom-
line outcomes. Triple bottom line accounting introduces substantial metric interde-
pendencies, creating a substantial push for agent-based modeling (ABM) due to its 
ability to consider highly complex relationships of multiple variables, including hu-
man behavior [3], [8], [11]. In particular ABM's capacity to incorporate social dimen-
sions created a methodological advantage over most other modeling techniques [6]. In 
an applied policy context sustainability-focused simulation often requires the imple-
mentation of multiple variables and to account for their mostly non-linear relationships 
[6], [12], [15], [32]. Associated with this complexity emerges a critical conundrum 
[20], [27]. On the one hand the modeling can reveal unexpected results, suggesting 
high utility. On the other hand the cognitive gap between science advances and rela-
tively static policy imperatives widens substantially; the nonalignment renders the 
modeling effort potentially redundant. It is vital to understand and manage these 
process-related risks for applied agent-based modeling.  

This paper showcases examples for surprising emergent phenomena from agent-
based models developed to support sustainability-focused decision making. Based on 
these experiences, ten guiding principles are proposed to minimize the risk of redundan-
cy and inefficacy of agent-based modeling due to the widening gap between scientific 
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endeavors and policy deliberations. These guiding principles are not meant to constitute 
a comprehensive list but to trigger a debate aiming for a continuous improvement of 
recommendations for applied agent-based modeling in sustainability related policy con-
texts.  

2 Unexpected Modeling Results and Policy Impact 

Deforestation in East Kalimantan, Indonesia 

Indonesia subsidizes fuel, which by 2005 had created a substantial macro-economic 
burden. Hence, fuel subsidies were reduced. However, in preparation of new elections 
a policy debate started pushing for a reduction of fuel prices to reduce poverty levels. 
A research project assessed the possible outcomes of such a central government deci-
sion in combination with various response strategies of local governments. The policy 
details and the agent-based modeling is described in [21], [25], [22], [26] and [4].  

Understanding the efficacy of agent-based modeling requires sophisticated moni-
toring and evaluation. At the core of the monitoring of this work stand beliefs, follow-
ing psychological understanding of what underpins behavior and decision making 
[24], [28]. Table 1 lists two of the beliefs the agent-based model contradicted for the 
policy context in East Kalimantan, Indonesia.  

Table 1. Recorded stakeholder and modelling results for East Kalimantan 

Stakeholder beliefs Agent-based model suggestions 
Fuel price reduc-
tions decrease po-
verty. 

Fuel prices reductions triggered increasing natural resource 
use (i.e. fish and honey), which increases rural poverty.  

Employment in 
mining reduces 
poverty.  

Mining activities demand skills that are not available in 
present population, which triggers import of labor. Immi-
grating mining workers are likely to bring their families 
that engage in natural resource based livelihoods increas-
ing the pressure on existing users. 

 
All stakeholders expected fuel price reductions to reduce the expenditure of house-

holds and thereby reduce poverty. The modeling revealed for the rural context that 
this direct effect is likely to be vanquished by an indirect effect, which emphasizes the 
complexity of sustainability. High fuel prices limit the number of households engag-
ing in fishing and small-scale logging to the households living in close proximity to 
natural resources. Reducing fuel prices enables other potential users to travel, which 
diminishes the return for the initial users, in particular for fishing and high value non-
timber forest products (NTFP) like wild honey. The emerging pattern from modeling 
indicates a high risk for overall poverty in rural areas to increase because of declining 
natural resource stocks.  

Many local Governments indicated that in case of increasing poverty they would 
increase the number of mining licenses to create more employment. The ABM  
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assessment suggests that the counter-intuitive outcome of such a strategy would be 
that poverty increases. Figure 1 depicts the principle logic of this emerging pattern. 
New mining operations require more labor but this labor is largely sourced from out-
side of Kalimantan. The in-migration of labor implies that most workers bring their 
families as most mining operations run over several years. Most of accompanying 
family members engage in the use of natural resources, which contributes to the dep-
letion of natural resource stocks, such as fish and high value NTFP. Overall poverty 
increases until a threshold where many rural households lost their livelihood basis and 
cannot adapt by further livelihood diversification. Then, these households or some of 
their members move into the peri-urban context to find employment in the manufac-
turing or service industries. Given the mismatch of skills the long-term outcome is 
often a spatial shift of poverty, and an overall increase of poverty.  

 

 

Fig. 1. Cause-effect conceptualisation for mining impacts on poverty 

Immediately after presenting such contradicting results all stakeholders articulated 
a strong resistance. In anticipation of such a rejection of research evidence all results 
were presented as preliminary drafts and participants were invited to improve model 
assumptions. Additionally, diagrams such as Figure 1 were presented to reveal the 
more complex ripple effect causing the overall policy outcomes. Workshop partici-
pants were asked to trace the mistake by focusing on each step of the poverty cycle 
shown in Figure 1. However, stakeholders validated all steps and the overall effect 
was widely accepted and caused legislation for mandatory training of local population 
and revived the debate on a logging moratorium.  

In-depth interviews with decision makers revealed that presenting results as draft 
and inviting participants to validate the individual steps of the emerging phenomenon 
were essential characteristics of the engagement process. Fundamental was also that 
the research was conducted with and presented by Bappenas, the Ministry for central 
planning.  

Growing
poverty

New employment 
through mining and 

logging licences

Skills not 
locally available

Population 
growth

Increasing 
pressure on 

natural resources

Less income for 
existing NR 
dependant 
population

Private 
interests
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Irrigation in the Nam Ngum Basin, Lao PDR 

International development debates often argue for the replication of strategies that 
were successful in a specific country. Often this replication is not combined with an 
adequate assessment of sustainability related outcomes. Investment in irrigation infra-
structure is one of these blanket solutions often recommended to developing coun-
tries. An agent-based assessment for the Nam Ngum catchment in Lao PDR suggests 
that poverty decreases only in a few small areas [24],[27],[28],[29], [30]. Technical 
details of the agent-based model are provided in [23]. 

Recorded statements during a series of workshops confirm the initial belief of po-
verty alleviating effects of irrigation infrastructure (Table 2). The agent-based model, 
however, suggests that poverty remains largely unaffected. The simple reason behind 
this phenomenon is that most people under the poverty line do not own land. Hence 
providing irrigation water would not affect their income. Also indirect effects through 
increasing demand for farm labor cannot be observed because most farmers would 
cover also the second rice crop by barter arrangements with other villagers. In low-
lying areas, however some income effects can be observed leading to lower levels of 
poverty, which shows that irrigation cannot be rejected per se as a poverty alleviating 
strategy.  

Table 2. Recorded stakeholder and modelling results for the Nam Ngum Basin 

Stakeholder beliefs Agent-based model suggestions 
Irrigation reduces poverty Irrigation reduces poverty in some low-lying areas 

with already low poverty but not in mountainous 
areas with high poverty because most poor people 
do not own land.  

Irrigation increases agri-
cultural production and 
farm income 

Irrigation increases farm income but disproportio-
nately more for large landholders widening the in-
come gap 

 
Participating decision makers responded with immediate rejection of the key re-

sults. However, in this case the initial contradiction was easy to overcome because the 
main message could be communicated without referring to very complex relation-
ships. Participants emphasized that the model results were found valid because they 
co-designed the broader project and co-developed the model. Ownership was identi-
fied as a critical ingredient that prevented stakeholders to disengage when initial be-
liefs were contradicted.  

Payment for Ecosystem Services in Xishuangbanna, China 

Xishuangbanna is one of the world’s most biodiverse areas. However, climate condi-
tions have fueled the cultivation of rubber, turning large portions of primary forest 
into monoculture plantations. The central Government aims to halt the expansion  
of rubber and focuses on financial incentives, which have proven to be promising  
in other countries. The policy intervention aimed at paying rubber farmers a  
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compensation for replacing 20% of their trees by native species to transform rubber 
monocultures into an area of agroforestry and safeguard biodiversity.  

The research team was invited by the local government to assess the potential im-
pact of such a payment for ecosystem service approach. Agent-based modeling was 
selected due to the relevance of household responses. Details of this process are do-
cumented in [24] and technical model details are provided in [23].  

The policy debate was not if PES was an effective instrument for improving biodi-
versity values (Table 3). The debate was only about by how much rubber farmers 
need to be compensated to achieve the partial land use change. Hence it came unex-
pected to all participants that the proposed PES scheme would actually increase the 
area under rubber. The reason for this unexpected result is that many farmers live on 
marginal land; land that is likely to be of lower productivity and does not guarantee a 
successful cultivation of rubber. The PES payment incentivizes these farmers to plant 
rubber (not as a rubber monoculture though). Clearly, the underlying assumption of 
the initial belief was that effective monitoring and enforcement exist to ensure the 
efficacy of the proposed PES scheme. The behavioral responses (informed by 1,000 
household interviews) clearly suggest that this monitoring and enforcement is not 
evident.  

Table 3. Recorded stakeholder and modelling results for Xishuangbanna 

Stakeholder beliefs Agent-based model suggestions 
PES is an effective conserva-
tion instrument 

PES can expand rubber, needs effective 
monitoring and enforcement to help con-
servation 

 
All stakeholders immediately rejected these results. However, also in this case re-

sults were presented as preliminary results and stakeholders were invited to help de-
bugging the logic. However, when revealing the individual steps causing a further 
expansion of rubber most stakeholders confirmed that households responded in many 
other cases of government payments in similar ways. This shifted the policy debate to 
focus on effective monitoring and enforcement as the underpinning prerequisite for 
any incentive scheme.  

3 Discussion: Lessons Learnt – 10 Guiding Principles 

First: Never Assume Results Are Correct  

It empowers the stakeholders if modeling results are presented as drafts and if uncer-
tainty is emphasized. This empowerment puts the stakeholder into a position that 
enables the continuation of the discussion. This implies for the modeler that the only 
validation that counts is the validation done by stakeholders.  
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Second: Stakeholders Need to Own the Research Process 

Stakeholders who co-design and co-develop research activities including the model-
ing demonstrate a much higher willingness to engage with more controversial results 
[20]. The lack of any participation leads mostly to an immediate rejection of results 
that contradict beliefs. If beliefs held by some stakeholders are rejected while other 
stakeholders’ beliefs are confirmed the research is likely to further fuel the conflict 
instead of translating scientific evidence into a sustainable policy outcome. This im-
plies that in situations with conflicting stakeholders these agencies need to own the 
process from the beginning. 

Third: Simplify Complexity 

Technical documents that explain model assumptions are only useful for other re-
searchers. To bridge the policy-science gap complex ripple effects need to be trans-
lated into simple cause-effect relationships. Over-simplification is likely to constitute 
new false panaceas as beliefs.  

Fourth: Start and Maintain an Honest Engagement Process  

Most sustainability-focused situations involve multiple stakeholders with partly  
competing interests. In situations in which competing interests meet complex situa-
tions it is crucial to establish an effective science-policy interface. Many empirical 
agent-based modeling initiatives have experienced this requirement and developed 
participatory approaches [2]. The work described above followed the Challenge and 
Reconstruct Learning framework, ChaRL [27]. 

Fifth: Start the Model Design to Address Stakeholder Needs 

Many observations confirm that modelers often use an existing model as a starting 
point for the design of a new applied project. This allows researchers to build on past 
work and implement an existing model to a new policy context. Such a starting point 
introduces a substantial risk to having any policy impacts because the research out-
puts are likely to be suboptimal for stakeholders [2], [5], [16], [31]. This risk can be 
mitigated if the genuine starting point is the stakeholder needs and if the various 
stakeholders are invited to specify the assessment context. As a result agent-based 
modeling might not be the most effective method for a particular policy situation, 
which creates a risk for the individual modeler. However, this seems favorable to 
investing years of model development and implementation without any policy impact.  

Sixth: Allow the Multidisciplinary Team to Understand the Agent-based Modeling 

Sustainability requires trans-disciplinary research [10],[13]. Agent-based modeling 
can be a very effective modeling platform for integrating many different disciplines. 
However, this can introduce tension within the research team if the methodological 
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integration process is not made sufficiently transparent. Research team members need 
to understand the agent-based approach and need to be actively involved in model 
development to avoid friction and risks to effectively deliver towards stakeholder 
needs.  

Seventh: Combine ABM and Results other Disciplinary Methods  

In many cases hydrological, agricultural, social, or economic research methods need 
to be implemented to inform the agent-based model [9]. Investing in a comprehensive 
analysis of these disciplinary approaches instead of only utilizing them as inputs for 
the ABM can create multiple benefits. For instance, stakeholders are trained in under-
standing results from many disciplinary methods. Presenting disciplinary results be-
fore more complex models prepares the systematic understanding of the decision 
making situation at hand and makes it more likely that more complex results are ac-
tually understood and accepted even if they contradict initial beliefs.  

Eighth: Utilise Existing Models Stakeholders are Familiar with  

For most contexts disciplinary models are already available. Often, key stakeholders 
are very familiar with these models, the model results and how results are presented. 
It can be critical for the validation process during the stakeholder engagement process 
to demonstrate explicitly similarities and differences. Considering the challenges of 
validating agent-based results [1],[14],[25], such cross-model benchmarking can pro-
vide fundamental support to the overall validation strategy.  

Ninth: Consider Spatial Representations  

The experience from many policy initiatives suggests that a key effect of empirical 
agent-based modeling in sustainability related contexts is that stakeholders start per-
ceiving a higher level of heterogeneity of the system then before the research process. 
This applies to all dimensions, including, for instance land use, water flow and 
people. From a sustainability perspective the spatial understanding of heterogeneity is 
often of critical importance to fine-tune policies [7],[17],[21]. Hence, the policy im-
pact and the sustainability outcomes thereafter can be improved if results are pre-
sented spatially explicit.  

Tenth: Develop Communication Material with Stakeholders  

Science communication is critical for creating policy impacts. However, messages 
need to reflect the understanding of stakeholders that participated in conducting the 
research. Otherwise external communication can damage the science policy interface. 
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4 Conclusions  

Agent-based modeling has proven to be a very effective method as higher levels of 
complexity can be analyzed to reveal critical ripple effects. For these insights to have 
policy impact they need to be validated by the relevant decision makers, which re-
quires careful design of the engagement process. Some recommended engagement 
principles help mitigating the risk of policy failure. These are especially relevant for 
policy situations characterized by contested values, factual uncertainty and high com-
plexity, which are characteristics of most sustainability-related policy debates. 
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Abstract. Smart parking systems usually support drivers to select park-
ing spaces according to their preferences among competitive alternatives,
which are well known in advance to the decision maker, but without
considering also the needs of a city. In this paper a decision support
system for selecting and reserving optimal parking spaces to drivers is
presented, where the concept of optimality is related to the city social
welfare including the level of satisfaction of both drivers and the city. It
relies on an automated software agent negotiation to accommodate the
different needs coming from the different actors involved in the parking
allocation process. A simulator of such a system is evaluated with respect
to a case of complete information sharing among agents, and a case of
no shared information. Different metrics to evaluate the social benefit of
the parking allocation in terms of both agents utilities, and allocation
efficiency are considered.

Keywords: Social welfare · Agent negotiation · Resource allocation ·
Smart parking

1 Introduction

The problem of allocating parking spaces to drivers is becoming a challenge in big
cities, and different solutions are being investigated to provide them with smart
parking applications. Most of parking applications, proposed in the literature,
are based on Parking Guidance and Information (PGI) systems that provide
drivers with dynamic information on parking within controlled areas, and direct
them to vacant parking spaces. Shortcomings of PGI systems are due to the
competition for parking spaces leading to the possibility of not finding a vacant
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space, so forcing re–planning the search. In addition, these systems are designed
to increase the probability of finding a parking space, but without considering the
possibility to find a better solution. Finally, and more importantly, from a traffic
city authority point of view, these systems do not allow for a better utilization
of parking spaces, but sometimes they may cause even more congestion in the
monitored areas.

In this context, our purpose is to design a decision support system helping
drivers to select and reserve optimal parking spaces, where the concept of opti-
mality is related to the city social welfare, intended as the overall satisfaction
level of all the actors involved in a parking system that are: drivers, parking own-
ers, authorities taking into account city needs coming from city regulations (in
terms of permitted parking areas, traffic congestion, car emission limitations), or
special events. The system is designed to find a parking space within car parks,
and it uses an agent–based negotiation approach to accommodate the different
needs that have to be fulfilled when selecting parking spaces. While in park-
ing systems competitive alternatives are well–known in advance and shared by
drivers, the proposed negotiation mechanism relies on the possibility to selec-
tively show the information concerning the parking spaces to propose to the
drivers. This allows to incentive the selection of parking spaces that represents
a viable compromise for conflicting needs.

In the present work, a simulator of the decision support system is evaluated
by considering a set parking requests to be served. We are interested in evaluating
how an agent negotiation approach may be used to improve the well–being of
a society as a whole, that is not attainable without negotiation. The evaluation
carried out takes into account both agents’ utilities, and an efficient allocation
of parking spaces. To globally evaluate the social benefit of the overall allocation
problem, different metrics are considered that evaluate the negotiation outcome
not at the single agent level, as reported in [3], but at the global agent society
level, as single negotiations may influence the overall global system behavior.

2 Accommodating Different Needs in Parking Allocation

Smart parking applications are designed to help drivers in finding a parking space
that meets their requirements usually regarding cost, and location. Nevertheless,
the problem of finding a vacant parking space in densely populated urban areas is
a more challenging problem involving different entities: drivers who want to find
a vacant parking space that meets their requirements; car parks owners, both
public and private, who want to maximize their economic income by selling as
many parking spaces as possible; city managers who want to avoid car circulation
in specific areas of the city and to have a fair distribution of parking spaces among
requesting drivers to limit traffic congestion in the proximity of car parks.

In this context, the problem of finding a parking space is not merely a selec-
tion problem, but rather the possibility to find an agreement accommodating the
different needs coming from drivers, parking owners, a city manager aware of city
needs. For this reason, an automated negotiation mechanism is a viable approach
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to drive the selection of a parking space. In fact, negotiation allows to find an
agreement that satisfies different and sometimes conflicting needs of the entities
involved in the selection process, and to manage the dynamic nature of these
needs depending on changeable conditions affecting the decision mechanism of
both drivers and city managers.

In order to find an agreement among the different entities involved when
selecting a parking space in urban car parks, we propose to model the decision
support system of a smart parking application as a multi–agent system. The
selection of a parking space upon a driver’s request is modeled as the result
of an agent automated negotiation process occurring among a set of Driver
Agents (DAs), each one acting on behalf of a driver looking for a parking space,
and a Parking Manager Agent (PMA) responsible for assigning parking spaces.
The model extends the one presented in [3], where automated software agent
negotiation was used to support users to find a parking space, preventing them
to park in specific areas of a city, but without evaluating the overall parking
allocation for a set of drivers.

The PMA acts on behalf of the entity responsible for re–selling a set of
parking spaces located in different car parks of a city. It takes into account the
economic needs of car parks owners that try to fill their car parks as much as
possible to improve their profit, and, at the same time, the social needs of a
city manager that tries to limit traffic congestion mainly in city centers, and
to distribute drivers in different car parks to limit the concentrations of cars in
specific or more required city areas. The Driver Agent is the entity acting on
behalf of a driver that wants to reserve a parking space located in a specific city
destination for a required time, and not exceeding a given cost. The allocation
of a required parking space occurs if an agreement between the PMA and the
DA can be found as the result of an automated negotiation process.

3 The Negotiation Process

The adopted negotiation protocol is an iterated contract–net interaction protocol
[5] occurring between the PMA and a set of DAs issuing parking space requests.
The PMA manages a set of available parking spaces and it has the goal to
allocate them trying to satisfy all the different requests.

A request (park req) is characterized by a geographical location, represent-
ing the required destination for the driver, located in an urban area, an hourly
cost the driver would prefer to pay for the space, and a time interval the parking
space is required for. The urban area is split in concentric rings (named city
sectors) starting from the city center that are used to localize the considered car
parks with respect to the city center.

A car park is characterized by static and dynamic attributes. A static attri-
bute is its location within a ring, i.e. with respect to the city center, while a
dynamic attribute is the number of available parking spaces at the time a parking
space request is issued. The hourly static price for a parking space is assigned
according to the criteria that car parks far from city centers are cheaper, so the
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adopted metric is to discount the price of a factor depending on the quadratic car
park distance from the city center. In fact, it is assumed that car parks located
in city centers are more expensive since they are located in the most requested
and hence most densely populated city areas.

A negotiation process consists of all negotiations taking place between the
PMA and each DA that issued a request over a set time window. Requests are
collected and processed by the PMA, one by one according to their arrival order.

At the first negotiation iteration, a DA sends a park req to the PMA that
replies with an offer (xj), if any, or with a decline message.

An offer has the form xj =< j, p1,j , p2,j >, where j is a selected car park,
p1,j is the static hourly cost (static price) of the corresponding parking space,
p2,j is the travel distance (travel dist) between the car park location and the
destination specified in the request. The travel distance is evaluated in terms of
the time necessary to reach the destination from the car park location either by
walking, for distances within 500m, or by public or other alternative means of
transportation for longer distances.

It should be noted that that the PMA uses a Google Map service to compute
the travel distance, but it is assumed that additional city services providing
information on specific events that may influence the time necessary to cover
such a distance, are made available from a city administration.

The DA replies to an offer with either an accept or a reject message accord-
ing to its evaluation of the offer, i.e. if the selected parking space satisfies the
driver’s requirements. If an agreement is reached with the offer sent at itera-
tion t, the negotiation ends successfully at that iteration, otherwise the offer is
rejected and, if t + 1 ≤ tMAX , the negotiation continues with the PMA propos-
ing another offer until the negotiation deadline tMAX is reached (where tMAX

is the number of allowed iterations in the negotiation). The maximum number
of iterations is the same as the number of car parks selected by the PMA, and
it is not known to the DA. Note that a parking place offered at round t is not
considered available at round t + 1 to model the possibility to assign a rejected
parking space to another driver. So, the negotiation occurs in an incomplete
information configuration from the driver agent side, since the information on
all the available car parks is known only to the PMA agent. In fact, car parks
attribute values may vary in time, so their sharing would require computationally
expensive updates. The incomplete information setting leads to the possibility
of accepting a sub–optimal agreement.

3.1 Agents Utility Functions

In automated agent negotiation, agents are assumed to have preferences, which
represent (partial) orderings on outcomes. Agent preferences can be mapped into
values of utility, using an utility function that is simply a mapping from a space
of outcomes onto utility values, so providing a measure of the satisfaction level
associated to a given offer for the agent.
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Both the PMA and the DA have their own private multi–dimensional utility
functions, allowing them to evaluate the offers in terms of their own preferences,
where each dimension relates to an attribute of the specific parking space.

In general, the utility of an offer xj at round t is evaluated as follows:

Ui(xj) =
{

0 if t = tMAX and not (agr)
vi(xj) if t ≤ tMAX and (agr) (1)

where, vi(xj) is the agent’s evaluation function. The evaluation function is a
weighted sum of the parking attributes (normalized in the range [0, 1]), assuming
the independence of each attribute. The attributes for the PMA and the DA are
different, since they have different preferences regarding a parking solution. Of
course, an agreement between them is possible if their respective acceptable
regions have a not–empty intersection, i.e. a parking space with attribute values
acceptable for both of them.

In the proposed negotiation approach, only the PMA may actually negotiate
the values of these parameters, since it may propose a new offer, i.e. a new
parking space with different attribute values, at each negotiation iteration. On
the contrary, the DA does not issue a counterproposal, since it can only accept
or reject the received offer.

Upon receiving a DA request, the PMA selects the set of car parks located
in the city sectors within a given radius (named tolerance) and centered in the
driver’s specified location. The tolerance value is private to the PMA, and it
can be dynamically set by the PMA according to both the location specified
by the driver, and the city needs. In fact, if the destination is very close to the
city center, or to an area that for the time specified by the driver should be
avoided, the considered radius value may increase to allow for more car parks
to be selected, so having more alternatives to provide to the driver. The PMA
evaluates each selected car parks according to its own private evaluation function,
and it orders them in a descending order of their utility values. The PMA strategy
to issue a counterproposal, i.e. a new offer, is to concede in its utility at each
negotiation iteration, by offering one parking space at each iteration, in the same
descending evaluation order, so applying a monotonic concession strategy.

The adopted evaluation function models the main objectives of the PMA
that are: to incentivize drivers to park outside the city center, in order to limit
car circulation in most crowded city areas, and to fill the less occupied car parks
to allow for a better distribution of the traffic, and profit.

Hence, the evaluation function is the weighted sum of terms modeling the
PMA preferences that are: the car park availability (q1,j), i.e., the number of free
parking spaces at the time the request is processed, and the car park distance
from the city center (q2,j), calculated as distance of two GPS–located points.

vPMA(xj) =
2∑

k=1

(αk ∗ qk,j − min(qk,j)
max(qk,j) − min(qk,j)

) j ∈ {1, . . . , n} (2)
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where, αk are weights associated to each parameter (with
2∑

k=1

αk = 1), and n is

the number of car parks selected for the request. Both terms of the summation
are normalized w.r.t. the minimum (min(qk,j)), and the maximum (max(qk,j))
values of each parameter among all the selected car parks. The weights are used
to take into account the possibility for the PMA to privilege one parameter or
the other in its evaluation according to the specific city needs at the moment
the request is processed.

An offer includes attributes of a parking space that are relevant for the DA,
i.e. its hourly cost (p1,j), and its travel distance from the destination specified
by the user (p2,j). Upon receiving an offer, the DA evaluates it according to its
own parameters using an evaluation function given by the weighted sum of these
parameters as follows:

vDA(xj) = 1 −
2∑

k=1

βk ∗ pk,j − ck
hk − ck

(3)

where, βk are weights associated to each parameter (with
2∑

i=1

βk = 1), ck is the

DA preferred value over the k–th parameter, hk are constant values introduced
for normalizing each term of the formula into the set [0, 1].

The weights are used to model different type of drivers:

– business, i.e. drivers that consider very important the location of the park-
ing space w.r.t. the location they need to reach, also being available to spend
more money to get it (β1 < β2),

– tourist, i.e. drivers that are available to choose a parking space not so close
to their preferred destination, provided that they can save money (β1 > β2).

The DA strategy is to accept an offer if its utility value is above a threshold value
(DAatt) representing a measure of its attitude to be flexible on its preferred
values for the considered parking space attributes. Since the utility function is
normalized, its values may range in the interval [0, 1]. It should be noted that
at each negotiation iteration, the DA utility varies according to the received
offer, so it is not monotonic as the PMA one. This means that by keeping on
negotiating does not guarantee the DA to find a better parking space in terms
of its utility. In addition, the DA is not aware of the car parks available, so it
could end up without reserving any parking space if he keeps on negotiating.

Currently, two DA profiles are considered:

– strict, i.e. drivers who are quite strict on their preferences, i.e. they are
characterized by a high threshold value,

– flexible, i.e. drivers who are more flexible on their preferences, i.e. they are
characterized by a low threshold value.
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4 Computing the Social Benefit of a Parking Allocation

Both the DA and the PMA try to maximize their individual utility when nego-
tiating with each other. The designed negotiation mechanism, proposed in [3],
aims at finding an agreement between the conflicting needs of a DA and the
PMA, leading to an outcome that is a viable compromise.

Here, a set of parking space requests to be globally processed are considered,
each one processed through a negotiation process. The problem can be assimi-
lated to a distributed indivisible resource allocation problem, where the selection
of resources to be allocated for a specific request is carried out through a bilat-
eral negotiation without considering the other requests. In our case, given a set
of available resources R (i.e., parking spaces), and a set of driver agents DA,
the overall process is to assign a single resource to each request (if available), in
order to best match the DA request and, at the same time, to fulfill as many
requests as possible. In resource allocation problems the social welfare is used as
a metric to evaluate the efficient allocation of resources [4]. Hence, social welfare,
computed for all requests, including the not fulfilled ones, can be used also as a
metric to evaluate an efficient allocation of parking spaces as follows.

Given a set DA of agents requesting a parking space, an optimal allocation of
available spaces is the one that maximizes the social welfare of the driver agents,
given by the sum of the individual outcomes (i.e. utilities) for all requests, fulfilled
or not. So, SWDA =

∑
i∈DA Ui(xagr), where Ui depends only on the agent i

and on the selected parking space (agr). Hence, the overall utility of a set DA
correspond to the sum of the individual utilities. In order to get a global utility
value that does not depend on the cardinality of DA, a normalized version of
the social welfare is used:

SWDA =
∑

i∈DA Ui(xagr)
|DA| (4)

Equation 4 accounts for the social welfare of driver agents and for the alloca-
tion problem in the sense that an high number of fulfilled requests with an high
average utility will result in a high SWDA value. However, in order to evaluate
the social benefit of a global parking space allocation, the social welfare should
include also the utility of the PMA. In fact, there could be two parking spaces
that have the same utility for the DA, but one is more beneficial for the city
welfare, i.e., it has a greater utility for the PMA, so being a Pareto optimal solu-
tion with respect to the other one. For this reason, a global social welfare (SW+)
should include also the PMA utility, so it is obtained, for each negotiation, as
the sum of DA and PMA utilities, normalized in [0, 1].

SW+ =
∑

i∈DA(Ui(xagr) + UPMA(xagr))/2
|DA| (5)

A fair outcome of the negotiation is an agreement that maximizes the global
social welfare.

While in multi–agent literature the definition of SW is taken for granted,
the economic literature provides different definitions and interpretations.
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The adopted definition of social welfare does not account for situations with
an imbalanced distribution of utilities among agents. In order to detect these
situations the Nash Social Welfare definition [10] can be used, defined as follows:

SW∗ =
∑

i∈DA(Ui(xagr) · UPMA(xagr))
|DA| (6)

Equations 4, 5, and 6 are used to evaluate the outcome of negotiation for the
parking spaces allocation problem.

5 Negotiation Simulations

In order to assess if the proposed negotiation mechanism is able to push drivers
to select a parking space that is beneficial for the different involved entities, an
experimentation was carried out simulating a set of drivers’ requests sequen-
tially processed in a time window. The experiments are aimed to evaluate the
percentage of the allocated parking spaces with respect to the number of pro-
cessed requests, the available car parks, and the corresponding PMA and DAs
utilities, when negotiation is used.

The evaluation is carried out against two baseline cases without negotia-
tion, named DA-Best and PMA-Best. In the first case, the availability and
locations of all parking spaces are known to the DA (i.e., there is a complete
knowledge), and the DA selects the parking space (xi) with the highest util-
ity (xi = argmax(UDA(xj)), ∀j), and it reserves it if this utility is above
its threshold (UDA(xi) > DAatt). In the second case, the PMA selects the
parking space with the highest utility (xi = argmax(UPMA(xj)), ∀j) to offer,
and the DA accepts it if its own utility for that offer is above the threshold
(UDA(xi) > DAatt), otherwise it rejects the offer.

All requests specify a random destination in a city center that is located in
the first city sector with a radius of 500m. The considered car parks are located
in city sectors ranging within a radius of 5km from the city center and none
located in the first sector that is assumed to be a pedestrian area.

The requests are issued by four different types of users as follows:

- Flexible business: DAatt = 0.5, β1 = 0.3, and β2 = 0.7;
- Strict business: DAatt = 0.7, β1 = 0.3, and β2 = 0.7;
- Flexible tourist: DAatt = 0.5, β1 = 0.7, and β2 = 0.3;
- Strict tourist: DAatt = 0.7, β1 = 0.7, and β2 = 0.3.

The PMA instead has the same preferences on the attributes included in its
utility function, i.e. α1 = α2 = 0.5 Two sets respectively of 50 and 100 requests
are considered, and the number of total available parking spaces is 100 equally
distributed over 20 car parks. The requests are processed one by one, and if a
request is satisfied the corresponding assigned parking space is reserved and it
is not available for the other requests. If a request is not satisfied it is discarded
and not processed anymore. We recall that the deadline of a negotiation (tMAX)
may vary for each requests according to the number car parks with available
places for that request.
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5.1 Experimental Results

The overall DAs and PMA utility values (UDA and UPMA), and the percentage of
successful allocations (%all.), normalized w.r.t. the number of requests, obtained
by simulating 50 and 100 requests, are reported in Table 1. Such utilities are
evaluated for the negotiation case (Negotiation), and for the two baseline cases
without negotiation, i.e., when the best parking space respectively for the DA
(DA–best), and the PMA (PMA–best) are selected.

Table 1. DAs and PMA utilities in different settings

50 req./100 spaces 100 req./100 spaces
UDA UPMA %all. UDA UPMA %all.

Negotiation 0.68 0.64 94% 0.67 0.55 91%

DA–best 0.66 0.38 86% 0.60 0.38 79%

PMA–best 0.31 0.37 46% 0.32 0.39 48%

The results show that with negotiation a better parking space allocation is
obtained (94% and 91%), with an increased overall utility for the DAs (0.68
and 0.67). Furthermore, the results confirm that with negotiation also the PMA
utility increases, so potentially finding an allocation that is more beneficial for
the city as well (0.64 and 0.55). As expected, when privileging only the PMA
needs (PMA–best) the PMA utility does not increases, compared to the negoti-
ation case, because of the high number of failures in the allocation process for
both 50 and 100 requests, that is respectively 44% and 42%, i.e. the complement
to the percentage of success.

Table 2. SWDA, SW+, and SW∗ values for 50 and 100 requests

50 Req./100 spaces
SWDA max(SWDA) SW+ max(SW+) SW∗ max(SW∗)

Negotiation 0.68 0.76 0.67 0.73 0.44 0.53

DA–best 0.66 0.66 0.52 0.71 0.29 0.57

PMA–best 0.31 0.36 0.34 0.35 0.25 0.26

100 Req./100 spaces
SWDA max(SWDA) SW+ max(SW+) SW∗ max(SW∗)

Negotiation 0.67 0.72 0.64 0.69 0.40 0.47

DA best 0.60 0.60 0.49 0.65 0.29 0.51

PMA best 0.32 0.38 0.36 0.37 0.27 0.28

In Table 2 the social welfare values (SWDA, SW+, and SW∗), evaluated respec-
tively with Equation 4, 5, and 6, are reported along with their corresponding
maximum values (max(SWDA), max(SW+), and max(SW∗)) for the cases of 50
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and 100 requests. It should be noted that the definition of Equation 4 is exactly
the overall DAs utility (SWDA = UDA).

As already highlighted in Table 1, a better overall utility for the DAs is
obtained with negotiation, also compared with the DA–best baseline case. This
unexpected result is due to the fact that negotiation leads to an increased
percentage of parking spaces allocation, and hence, while the average value of
the utilities is sub–optimal (i.e., it is less than max(SWDA), 0.68 < 0.76 and
0.67 < 0.72), it is greater than the optimal value achieved in the case DA–best
(0.68 > 0.66 and 0.67 > 0.60). So, even though this negotiation simulation does
not lead to an optimal social welfare, it still improves the social welfare with
respect to the case of shared information.

When including the PMA utility in the social welfare (SW+), the values
obtained with the negotiation are greater than both baseline cases. In addition,
these values are now closer to their respective optimal values (max(SW+)), i.e.,
the negotiation leads to near optimal global outcomes.

Finally, negotiation allows for a better balancing of utilities among the invol-
ved agents, as showed by the values reported for SW∗ (0.44 > 0.29 and 0.40 >
0.29). Nevertheless, the values of max(SW∗) with and without negotiation rep-
resent an opposite behavior, apparently showing that utilities could be more bal-
anced without negotiation. But this is not the case, since the values of max(SW∗)
are not comparable with each other. In fact, the maximum values are consid-
ered only at local level for each selection step, but they do not represent the
global maximum values for the overall selection process, that should instead be
evaluated for all the possible permutations of allocations.

6 Related Works

Multi-agent negotiation has already been used in Intelligent Transportation Sys-
tem applications. In [2] negotiation is used to find better and cheaper parking
spaces from the driver point of view, while in [1] cooperative agent negotiation
is used to optimize traffic management relying on shared knowledge between
drivers and network operators about routing preferences.

In [11] the authors presented, as in our case, a smart parking application that
tries to find a trade–off between benefits of both drivers and parking providers.
To balance the needs of involved parties, they use a dynamic parking price
mechanism as an incentive, as also used in [7], for the drivers to balance the
convenience and cost in terms of parking price and the convenience in terms of
parking distance from the user’s destination. Differently from our approach, in
[11] all the information is available and the parking selection is obtained as a
maximization of drivers’ utilities. In our approach, we showed that a negotiation
process is more effective, in terms of social welfare maximization, than a one–
sided utility maximization. Dynamic price mechanisms were also explored in [8],
where the objective was to set up prices for available parking spaces in a such a
way to propose the most efficient parking allocation, in terms of social welfare,
intended as the total utility value of all agents for which a parking space is
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allocated. The social welfare in our approach is a result of a mediation of the
conflicting needs of drivers and the city management.

The optimal allocation of cars in car parks was also studied in [9], where the
authors propose a semi–centralized approach for optimizing the parking space
allocation, and improving the fairness among parking zones by balancing their
occupancy–load. In this approach, parking coordinators are used to distribute
the optimization allocation problem that is not manageable in a centralized
way. In [6] the parking space allocation strategy, is also implemented as a global
optimization problem, through the use of a Mixed Integer Linear Program. It
is based on a user’s objective function that combines proximity to destination
and parking cost, while ensuring that the overall parking capacity is efficiently
utilized. A set of requests are collected in a given time window, and they are pro-
cessed by a software module producing an overall allocation that tries to optimize
ad hoc function describing both driver–specific requirements, and system–wide
objectives. In our case, the use of negotiation allows to model the parking space
allocation problem not as a global optimization problem, but as the possibility
to find a feasible compromise accommodating different needs.

7 Conclusions

Smart parking applications provide drivers with dynamic information on parking
availability within controlled areas and direct them to vacant parking spaces
by taking into account their preferences that, as reported in literature, mainly
regard parking cost and location. These applications do not take into account
that the problem of finding a parking space is not only a user–driven selection
problem, but it may impact the well–being of the city causing traffic congestion,
and an overbooking of specific and better located car parks. In this context,
the parking allocation problem cannot depend only on drivers’ needs, but also
on needs coming from parking owners, trying to maximizing their profit, and
city managers trying to consider the global benefits for the city limiting traffic
congestion, or car circulation in specific city areas (e.g., pedestrian areas, or
areas car prohibited for special events).

So, we model the parking allocation as a multi–agent negotiation process to
find an agreement among different and sometimes conflicting needs. Negotiation
occurs among Driver Agents acting on behalf of drivers requesting to reserve a
parking space that satisfies their own criteria, and a Parking Manager Agent
acting on behalf of a city authority that tries to allocate parking spaces by
accommodating city needs.

We already showed in a previous work [3] that negotiation is a viable approach
to push drivers to select parking spaces that are also beneficial from a city point
of view, in the case of a single parking request. In the present work, we show
that also when considering the global parking allocation problem for a set of
requests, negotiation leads to better utilities for both the DAs and the PMA,
and it allows to improve percentage of fulfilled parking requests with respect to
the cases without negotiation.
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In order to provide a measure of the social benefit of an allocation that
takes into account different needs, the negotiation was evaluated in terms of the
obtained social welfare of the global outcome of all negotiations occurring for
the received parking requests. Different types of social welfare were evaluated
by taking into account: the distribution of parking spaces with respect to only
drivers needs, the same distribution with respect to both drivers and city man-
ager needs, and finally the same distribution with respect to how the drivers and
city needs are balanced. The results of the experiments carried out confirm that
negotiation leads in average to better allocations and utilities for all the adopted
measures when compared to experiments carried out without negotiation.
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Abstract. Demand Response (DR) offers a cost-effective and carbon-
friendly way of performing load balancing. DR describes a change in
the electricity consumption of flexible consumers in response to the sup-
ply situation. In DR, flexible consumers may perform their own load
balancing through load management (LM) mechanisms. However, the
individual amount of load balancing capacity exhibited by the majority
of flexible consumers is limited and as a result, coordinated LM of sev-
eral flexible electricity consumers is needed in order to replace existing
conventional fossil based load balancing services. In this paper, we pro-
pose an approach to perform such coordination through a Virtual Power
Plant (VPP)[1]. We represent flexible electricity consumers as software
agents and we solve the coordination problem through multi-objective
multi-issue optimization using a mediator-based negotiation mechanism.
We illustrate how we can coordinate flexible consumers through a VPP
in response to external events simulating the need for load balancing
services.

Keywords: Demand response · Load balancing · Load management ·
Multi-agent systems · Distributed coordination · Virtual power plant

1 Introduction

The amount of electricity being generated by renewable energy sources is increas-
ing in order to reduce carbon emission [2]. This leads to a more fluctuating elec-
tricity production [3] which requires additional regulation capacity and ancillary
services for load balancing [4]. In this context Demand Response (DR) is emerg-
ing as a cost-effective and carbon friendly load balancing alternative [5]. DR
describes changes in electricity consumption in response to changes in electric-
ity price or incentive payments, which reflects changes in the supply situation1.
Consumers participate in DR programs by performing load management (LM)
through either load shedding, load shifting or valley filling [6]. However, DR pro-
grams are generally aimed at large consumers due to the complexity of enrolling
1 http://www.ferc.gov/industries/electric/indus-act/demand-response/

dem-res-adv-metering.asp
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consumers. A virtual power plant (VPP) can make smaller consumers attractive
as a DR resource. A VPP coordinates the consumption of several consumers and
exposes them as a single, controllable entity [1]. The coordination of resources
in a VPP is well known in literature. VPPs such as the ones proposed in [7]
and [8] rely on centralized coordination, where the problem is formulated as a
combinatorial optimization problem. In these approaches, the VPP calculates
viable schedules for each unit in the VPP which conforms to an external ser-
vice request. In this case, the complexity of the search space becomes highly
dependent on the number of units in the VPP as this reflects local constraints
of each unit. Decentralized coordination of resources provides each unit in the
VPP with some decision-making capabilities which forms a multi-agent system
(MAS). In [9] a self-organizing MAS is proposed where software agents repre-
sent units in the VPP and the problem is solved as a combinatorial problem.
Agents selects schedules from a local set of feasible schedules in order to adhere
to global requirements. In [10] a hierarchical MAS approach is used to achieve
global goals through selection of appropriate schedules of operation from each
of the agents. However, these approaches impose constraints on the size of the
search space. In both cases the search space is constituted through a finite set
of schedules presented by the agents. The work of [9] has been extended by
[11] where a method is proposed to handle global and local constraints. The
software agents in the proposed solution coordinate autonomously in order to
meet service requirements. Each software agent contains a model that produces
a feasibility region used to constrain the search space. A comparable approach is
used in [12] where a MAS is created with unit agents and broker agents. These
approaches assume convex problems, which is a limitation, as most non-trivial
real-world energy consuming processes constitute non-convex problem domains.
Furthermore, neither the architecture presented in [11], or in [12] supports pur-
suing multiple global goals simultaneously. We present an approach which allows
for a dynamic adaption from consumers to the request for DR services, while
providing a single point of interaction towards buyers of DR capacity. The app-
roach revises Controleum [13][14][15] a software framework for multi-objective
multi-issue negotiation to enable support for coordination of flexible electricity
consumers. We employ a strategy in which each consumer provides a proposal
for electricity allocation to the VPP. Previous work has shown how to facilitate
Controleum as a mechanism to generate this proposal in non-convex domains
[14]. The Controleum VPP generates counterproposals as modified versions of
the initial proposals that reflect requirements for DR services and takes into
account the perceived flexibility of the consumers. Using Controleum, several
DR services can be provided simultaneously and the quality of the DR services
can reflect the current capabilities of the consumers.

The rest of the paper is structured as follows: Section 2 gives a brief introduc-
tion to Controleum and explains the design of the proposed extensions. Section
3 presents the experiemental scenario, the experiments conducted and presents
the outcome. Section 4 presents a discussion of the results and describes future
work and finally section 5 concludes on the paper.
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2 Agent-Based Coordination of Flexible Electricity
Consumers

2.1 Multi-objective Multi-issue Negotiation

Controleum acts as a foundation for the software developed in this paper. Con-
troleum is a multi-objective multi-issue negotiation framework applicable to a
broad range of problems. The framework defines a context as a problem domain
in which a set of N concerns agents, (a1, a2, . . . , aN ), performs negotiation over
a set of M issues, (s1, s2, . . . , sM ). A contract is defined as a vector of dimension
M of issue values, s = [s1, s2, . . . , sM ]. A contract represents an option in the
decision making process which assigns values to each issue if chosen. Issue values
may be either scalars or vectors. The agent addresses issues by responding with
a cost to a contract proposed by a mediator agent. The cost of agent an ∈ N for
a contract sc, defined as qan,sc

, is the summarized values of that agent’s cost for
each issue sj∈M addressed by that agent. The cost assigned by an agent to each
issue may depend on variables defined by external preferences. The cost function
is specified to suit the domain in which the framework is applied. The media-
tor agent starts a negotiation by generating random contracts. Each contract is
presented to each agent who responds with a cost. This yields a cost vector for
each contract s defined by qs = [qa1,s, . . . , qaN ,s]. The mediator agent uses the
Pareto criterion on each of these vectors to select contracts for a new generation,
P. This approach allows for multiple solutions representing local optimums to be
found, allowing Controleum to handle non-convex domains, in which trade-offs
are often present. When the algorithm terminates, due to reaching a generation
limit or time constraint, the mediator agent selects a contract, sf , from the final
generation Pf using the selection strategy specified in equations 1 and 2 where 1
is a 1xN sum vector2, q′

s is the normalized cost vector for contract s and q′
an,s

is the normalized cost for agent n for contract s ∈ Pf .

sf = min
s∈Pf

(1T q′
s)

q′
s = [q′

a1,s, . . . , q
′
an,s, . . . , q

′
aN ,s]

(1)

q′
an

=
qan,s − qan,min

qan,max − qan,min

qan,min = min
s∈Pf

qan,s qan,max = max
s∈Pf

qan,s

(2)

2.2 A Controleum Virtual Power Plant

We propose a VPP based on Controleum that includes consumers’ preferences
for electricity allocation in the negotiation with an aggregation party. Based on
proposals for electricity allocation made by consumers in the VPP, counterpro-
posals are created which adapt the combined allocation to adhere to requirements
2 http://stattrek.com/matrix-algebra/sum-of-elements.aspx

http://stattrek.com/matrix-algebra/sum-of-elements.aspx
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for DR services. These counterproposals are created based on the flexibility of
each consumer in order to offer counterproposals which the consumers are likely
to comply with. In cases where insufficient flexibility is available to meet the
requirement for DR services, the Controleum VPP will ensure that the coun-
terproposals falls within the flexibility range for as many consumers as possible.
A set of abstractions, which are unique to aggregation mechanism in a VPP
has been designed and implemented as specialization of existing concepts in the
Controleum framework. The design of these abstractions is described below.

Consumer Concern Agent: A Consumer Concern Agent (CCA) is a special-
ization of the concern agent. A CCA represents a consumer in a Controleum
VPP. The goal of a CCA is to ensure that sufficient electric power is allocated
to the consumer it represents. Each CCA is associated with a Consumption
Schedule Issue and a Consumption Schedule. A CCA introduces a Consumption
Schedule Issue in the negotiation to get counterproposals for electricity alloca-
tion. The final value of the Consumption Schedule Issue is the counterproposal
made by the VPP to the consumer represented by the CCA. The Consumption
Schedule contains the initial request for allocation made by the consumer and
is used by the CCA to evaluate suggested values for the Consumption Schedule
Issue during negotiation. The concept is reflected in figure 1. The Consump-
tion Schedule Issue defines the range in which counterproposals for the con-
sumer may be defined. The Consumption Schedule Issue for agent ak is defined
as a vector vk = [v1,k, v2,k, . . . , vt,k] where t defines the number of time slots
defined in the Consumption Schedule Issue and k ∈ K where K is the number
of CCAs in the context. The Consumption Schedule for agent ak is defined as
ck = [c1,k, c2,k, . . . , ct,k]. The range of elements vx,k ∈ εk and cx,k ∈ εk in vk

and ck is defined as a range [ak, bk] = {ε|ak ≤ εk ≤ bk} whose limits is defined
according to the domain specific need for - and capability to define - operating
levels for the consumer represented by ak. Note that we distinguish between
operating levels which is an abstract term and consumption levels which speci-
fies a consumption level in Watt. The Consumption Schedule and Consumption
Schedule Issue uses operating levels to define steps in consumption levels, but
do not assume anything about the corresponding Watt consumption as this is
a domain property. Each CCA receives a proposal for allocation from the con-
sumer site as a Consumption Schedule. The cost function of the CCA ak then
returns a value which corresponds to the absolute difference of each element in
the Consumption Schedule and a proposed value of the Consumption Schedule
Issue which represent the counterproposal. This is illustrated in equation 3.

qk =
t∑
x

|cx,k − vx,k| (3)

This model yields contracts on the form s = [v1, . . . ,vK ] in the negotiation
space, as each CCA adds a new Consumption Schedule Issue to the negotiation.
This is illustrated in figure 1. Each CCA calculates a flexibility parameter γ,
which describes the CCA’s flexibility range. The flexibility parameter is designed



Load Management Through Agent Based Coordination 31

Fig. 1. Illustration showing the concept behind CCAs

to be calculated dynamically, as the flexibility of a consumer may change over
time. However, to show the impact of this parameter on the outcome of the
negotiation process, we use predefined values in the experiments.

Aggregator Concern Agent: An Aggregator Concern Agent (ACA) represents
parties who have an interest in the combined consumption of the consumers in

the VPP defined as z =
K∑
k

vk. An ACA represents the need for load balancing

services e.g. due to market conditions or capacity constraints. An ACA receives
an Aggregated Consumption Schedule which specifies desired consumption levels
for the VPP. This proposal, g, spans the range of all CCAs in the aggregate.
Thus, the Aggregated Consumption Schedule is defined as g = [g1, g2, . . . , gt]

where the range is [aagg, bagg] = [
K∑
k

ak,
K∑
k

bk]. The definition of the cost function

in the ACA is shown in equation 4.

qagg =
t∑
x

{
zx − gx, if zx > gx

0, otherwise
(4)

Equation 4 shows that an ACA will attempt to suppress the combined consumer
electricity allocation, z, until it is equal to or lower than g. Thus, g reflects the
need for load balancing services such as DR requests. This definition of ACAs
allow them to calculate a flexibility parameter as well.

Flexibility Selection Strategy: The flexibility range calculated by each agent
in the VPP is used in a modified version of the selection strategy presented in
equations 1 and 2. Specifically, equation 2 is replaced with the equation shown in
equation 5. Here σ is some arbitrarily large number � 1. Note that the flexibility
mechanism spans all agents, including the ACAs. The modified selection strategy
ensures that solutions within the flexibility range specified by the agents in the
VPP are shifted towards zero, which makes the selection strategy favor these
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solutions according to equation 1. Besides being used to enable consumers to
express their flexibility, we believe that the flexibility parameter can be used to
calculate economic incentives, which promotes high flexibility.

q′
an,s =

⎧⎪⎪⎨
⎪⎪⎩

(
qan,s−qan,min

qan,max−qan,min

)
, if qan,s > γ((

qan,s−qan,min
qan,max−qan,min

)
σ

)
, otherwise

(5)

3 Experiments

We consider a micro grid scenario with one wind turbine based generator plant,
one conventional generator plant and 5 consumers. The local generation capacity
in the range of 45 to 60 MW where wind turbines constitute 30 MW of the
capacity and 20-30 MW is conventional generation capacity. A need for DR
arises when the combined production of the wind turbines and the conventional
power plant is lower than the planned base-line allocation of the consumers.
This scenario yields K = 5. Each consumer is assumed to have a maximum
consumption of 9 MW controllable in 1 MW intervals, defining [a, b] = [0, 9] and
[aagg, bagg] = [0, 45]. Allocation is done hourly across 24 hours yielding t = 24.
All consumers are assumed to have equal initial consumption preferences. This
provides cases where all consumers prefer highest consumption in the same time
slot. The preferences have been adopted from the overall consumption pattern of
Western Denmark on January 1st, 20143, and we assume maximum consumption
is reached this day. This defines c and z according to equation 6.

cpref = [7 6 6 6 6 6 6 6 6 7 7 7 7 7 7 8 8 9 9 8 8 7 7 6]
⇓
z = [35 30 30 30 30 30 30 30 30 35 35 35 35 35 35 40 40 45 45 40 40 35 35 30]

(6)
We have modeled the problem with a single ACA representing the combined
generator capacity, yielding N = K +1 = 6. The wind turbine generator output
is varied to reflect historic production of wind turbines in Western Denmark on
January 1st, 2014 and we assume that maximum production of the wind turbines
in our scenario was reached January 1st 2014 at 24:00, and scale all values
accordingly. The maximum amount of electricity generated by the conventional
plant between is varied in 4 intervals which gives 4 different values for g as shown
in equation 7. This illustrates different complexities in the negotiation, where
the amount of fields with conflicts and the difference between the summarized
elements vary.

3 Historic data extracted from:
http://www.energinet.dk/EN/El/Engrosmarked/Udtraek-af-markedsdata/Sider/
default.aspx (accessed January 5, 2015).

http://www.energinet.dk/EN/El/Engrosmarked/Udtraek-af-markedsdata/Sider/default.aspx
http://www.energinet.dk/EN/El/Engrosmarked/Udtraek-af-markedsdata/Sider/default.aspx
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g30MW =
[51 52 51 51 51 51 51 50 48 47 48 47 47 47 47 46 46 47 50 51 54 56 58 60]
g25MW =
[46 47 46 46 46 46 46 45 43 42 43 42 42 42 42 41 41 42 45 46 49 51 53 55]
g22MW =
[43 44 43 43 43 43 43 42 40 39 40 39 39 39 39 38 38 39 42 43 46 48 50 52]
g20MW =
[41 42 41 41 41 41 41 40 38 37 38 37 37 37 37 36 36 37 40 41 44 46 48 50]

(7)

The flexibility of the consumers should be utilized to suppress their proposal for
allocation of electricity in hours where g < z. We have conducted experiments
with 3 different consumer flexibilities, γ1 = 1MW ,γ3 = 3MW and γ5 = 5MW
yielding a total consumer flexibility of γ1,total = K ·γ1 = 5MW , γ3,total = 15MW
and γ5,total = 25MW across the VPP. These values will yield cases where suf-
ficient flexibility is available and cases where the available flexibility is insuf-
ficient. The ACA exposes no flexibility. We have limited the run-time of each
experiment to 600 seconds with a maximum depth of 10000 generations. This
means, that a solution is taken from the generation which is present when the
algorithm is terminated. The 600 seconds limit enables 6 iterations of negoti-
ations between the VPP domain and the consumer domains in a setting with
hourly allocation. The 10000 generations limit is high compared to the expected
number of generations that experiments on the Controleum framework typically
require to converge. This means that the complete optimal population may have
been generated long before the algorithm terminates. We do not measure the
degree to which the final generation is optimal. Instead we evaluate the degree
to which the chosen contract meets the flexibility specification and analyze how
conflicts between allocation and demand are handled. Experiments have been
conducted with each of the generator vectors defined in 7. Each set constitutes
three experiments which simulate the different values of γ.

3.1 g30MW

These experiments reflect the situation with the generation capacity g30MW .
In these experiments, g30MW is larger than z for all elements. The purpose of
this experiment is to control that in case of no conflict, the counterproposal
generated is sf = [v1,v2,v3,v4,v5] where v1,v2,v3,v4,v5 = cpref as the ACA
has no intention of changing consumption of any consumers. Figure 2 shows
counterproposals generated from the negotiation with 1 MW flexibility. As can
be seen each of the allocated values correspond to cpref . This is also the case for
the γ3 = and γ5 experiments.

3.2 g25MW

In these experiments the generation capacity is defined as g25MW . Here a conflict
is found where z18 > g25MW,18. However, as the combined available flexibility of
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Fig. 2. Result of negotiation with g30MW and γ1 = 1MW . Line depicts cpref

the consumers is between 5 MW and 25 MW and the total difference between
g25MW and z differs only by 3 MW, all CCAs should be provided with counter-
proposals which fall within their flexibility range. Figure 3 show the generated
counterproposals. As can be seen three consumers are suppressed by 1 level for
γ1. The same is the case for γ3. Finally with γ5 one consumer is suppressed by
2 and one is surprised by 1.

3.3 g22MW

These experiments reflect the generation capacity defined by g22MW . Conflicts
exist in 4 timeslots as z16 > g22MW,16, z17 > g22MW,17, z18 > g22MW,18 and
z19 > g22MW,19. In total the summed difference in these fields is 13 MW. Hence,
insufficient flexibility is available in the γ1 experiment. Figure 4 shows the out-
come of the negotiations. As expected one consumer is pushed excessively beyond
its flexibility limit in the γ1 experiment, as insufficient flexibility is available.

3.4 g20MW

The experiments in this set reflect the generation capacity defined by g20MW .
In this scenario conflicts exist in 4 fields with a combined mismatch of 21 MW.
Figure 5 shows the outcome of the negotiations. Insufficient flexibility is available
in the γ1 and γ3 experiments and as expected we can see that the consumers
represented by the blue bar in figure 5a and the purple bar in figure 5b are pushed
beyond their flexibility limit. However a problem arises in this experiment. As
can be seen in figure 6 s17 > g17 for sf,3MW and sf,5MW . Due to the large
deviation between g20MW and z the algorithm exhibits suboptimal performance.
The resulting counterproposals sf,3MW and sf,5MW implies a deviation from g
which should not happen due to the distribution of the cost values returned by
the ACA. Further, the combined flexibility of consumers is not used in either
case.
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(a) γ1 = 1MW

(b) γ3 = 3MW

(c) γ5 = 5MW

Fig. 3. Results of negotiation with g25MW . Orange line depicts elements of cpref .

4 Discussion

Our experiments have shown that the Controleum VPP is able to produce coun-
terproposals that utilizes consumer flexibility to meet requirements for DR ser-
vices. In cases where insufficient flexibility is available, the VPP attempts to
maintain as many consumers as possible within the flexibility range. In these
cases a single consumer gets a counteroffer which exceeded its flexibility param-
eter considerably. As one consumer is forced outside the range defined by its
flexibility parameter, the normalized cost of the corresponding CCA increases
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(a) γ1 = 1MW

(b) γ3 = 3MW

(c) γ5 = 5MW

Fig. 4. Results of negotiation with g22MW . Orange line depicts elements of cpref .

significantly. However further deviation do not have a similar impact on the
normalized cost, making it more beneficial to impose further deviation on the
same consumer. We intend to design an alternative selection strategy in which
the counterproposals will exceed the flexibility parameter of more consumers
but to a lesser extend, in cases where insufficient flexibility is available. Field
experiments will test the selection strategies against each other to determine if
a more fair violation of the flexibility parameter yields better results in practice.
In the last set of experiments we can see that the outcome of the negotiation
was suboptimal as not all flexibility was utilized in the cases of the γ3 = and
γ5 experiments. The consequence is that other parties in the negotiation are
forced to make unnecessary compromises. This is a result of a highly complex
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(a) γ1 = 1MW

(b) γ3 = 3MW

(c) γ5 = 5MW

Fig. 5. Results of negotiation with g20MW . Orange line depicts elements of cpref .

negotiation which includes 5 issues with 24 variables spanning values 0 to 9.
Hence, a vast amount of possible tradeoffs exists in negotiations with many con-
flicts and convergence time increases significantly. In this case, Controleum is
unable to produce an optimal generation, and as a result, the selection strategy
has to choose from a suboptimal set of contracts. This might be acceptable in
the setting of this paper, where counterproposals are produced and a gradu-
ate decrease in complexity can be expected over time, as a result of consumers
adapting. However, to improve the scalability of the framework in cases of high
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Fig. 6. Combined allocation plotted against the combined capacity. Blue line is ele-
ments of g and green, purple and orange bars represent elements of final contracts
sf,1MW , sf,3MW and sf,5MW respectively.

complexity negotiations we are investigating approaches in which proposed con-
tracts are compared only to a relevant subset of the existing contracts.

5 Conclusion

To utilize LM capabilities of smaller consumers as DR services, their consump-
tion needs to be coordinated. In this paper we present an approach which builds
on the idea of a VPP. We have extended the capabilities of Controleum, a multi-
objective multi-issue negotiation framework, to encompass abstractions which
suit the VPP domain. Further, we have introduced the notion of flexibility
which allows concerns to express flexibility in domain specific terms. This is
used by a proposed selection strategy to solve conflicts between agents partici-
pating in a negotiation which yields counterproposals for electricity consumption
that consumers are likely to comply with. In cases where insufficient flexibility
is available the selection strategy aims to keep as many consumers as possibly
within their flexibility range. The architecture supports employing an arbitrary
selection strategy, and we plan to utilize this to employ an alternative selection
strategy with the goal of distributing violations of the flexibility parameter more
evenly. The negotiation problem increased in complexity when large deviation
between the requirement for DR and the initial proposals exists. To avoid situa-
tions with suboptimal generations in these cases we are working to improve the
scalability of the negotiation algorithm.
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Abstract. We describe here an agent-based Distributed Analytical Search 
(DAS) tool to search and query distributed “big data” sources regardless of da-
ta’s location, content or format. DAS semantically analyzes natural language 
queries from a web-based user interface. It automatically translates the query to 
a set of sub-queries by deploying a combination of planning and traditional da-
tabase query optimization techniques. It then generates a query plan represented 
in XML and guide the execution by spawning intelligent agents with various 
types of wrappers as needed for distributed sites. The answers returned by the 
agents are merged appropriately and return them to the user. We have demon-
strated DAS using a variety of data sources that are distributed and heterogene-
ous. The tool is the prime product of our company with big enterprises as our 
target market. 

1 Introduction 

Big data is generally stored in relational databases, such as Oracle, DB2, SQL Server, 
and MySQL, and in data warehouses such as Terradata. This data is generally hetero-
geneous and distributed, making it difficult to query accurately and quickly for analyt-
ics (Das, 2014). Although big data environments are in the process of migrating to the 
scalable, fault-tolerant cloud environment, the cloud remains experimental in nature, 
due to its lack of adequate data security and the unrealized need for a query tools 
utilizing the Map Reduce paradigm (Dean and Ghemawat, 2008). As a result, data 
remains distributed in many formats, both structured and unstructured, and only non-
essential data is currently stored in the cloud. What is needed is an approach to query 
distributed sources maintaining autonomy of individual data sources (Widom, 1996). 
We have developed an agent-based Distributed Analytical Search (DAS) tool to fulfill 
this gap. 

DAS will allow end users to query distributed data sources in natural language 
without having to know the source formats and locations. In the government space, 
most distributed archives and databases, such as NASA’s DAAC and the DoD’s 
DCGS, are autonomously maintained. Additionally, our personal communications 
with personnel from big retailers such as Sears and Walmart reveal that their databas-
es are also highly distributed and heterogeneous with less than 10% residing in cloud 
environments, and that it takes almost a day for an analyst to extract data from rele-
vant sources after the request is placed. Our approach will allow analysts to query 
data sources directly in natural language and will reduce this one-day turnaround time 
to within seconds. 
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DAS searches distributed structured and unstructured “big data” sources by seman-
tically analyzing natural language queries regardless of data’s location, content  
or format. DAS accepts natural language queries from a web-based user interface, 
deploying “intelligent agents” to scan unrelated data sources and return answers to 
support the decision-making process. DAS is format-agnostic. DAS allows users to 
perform distributed search within the cloud without users needing to already know the 
format or locations of individual data sources. In addition, it is not necessary for these 
data stores to be traditional relational, nor do they need to be on the same network. 
Agent-assembled data is analyzed for underlying trends. This is a non-trivial exercise, 
with agents building and executing queries based on natural language user input. Se-
cured Agents will build temporary tables from multiple unrelated data sources by 
taking computations to data sources, thus avoiding large downloads. We are uniquely 
positioned in this market place.  

In summary, DAS answers queries through the following stages: 

• Accepts a search query from a user in natural language via a web interface. 
• Automatically translates the query to a set of sub-queries by deploying a com-

bination of planning and traditional database query optimization techniques. 
• Generates a query plan represented in XML and guide the execution by 

spawning intelligent agents with wrappers as needed for distributed sites. 
• Merges the answers returned by the agents and return them to the user. 

Our approach is innovative because no other currently available technology can 
query distributed data sources, and its extreme need is justified above. Our natural 
language query translation, using hybrid deep linguistics processing and machine 
learning, and the plan generation along with XML representation and distributed ex-
ecution, is unique and is Machine Analytics’ trade secrets.  

The rest of the paper is organized as follows: Section 1 describes briefly the web-
based querying interface and our approach to natural language query translation to 
SQL. Section 2 describes the query planning and optimization techniques. Section 3 
describes in detail the agent-based query execution strategy. We conclude the paper 
with our future plan with DAS. For the purpose of illustrating DAS functionalities, 
throughout the paper we will be using a small example database consisting of two 
tables. Figure 1 shows the tables SALUTE and Mobility, with some sample rows as 
examples. These example tables are stored at multiple sites. The distributed query 
execution as described above therefore avoids downloading large volumes of Mobili-
ty and SALUTE (size-activity-location-unit-time-equipment) data records from these 
remote tables to the host site. An example query in this context that we will using 
throughout the paper is “Show Salute platforms from NAIs with mobility no go.”  

 

Fig. 1. SALUTE and Mobility tables with some example rows 

NAI FROM ACTIVITY EQUIPMENT TIME SIZE

47 JSTARS Milling Vehicles 14:20 40-60

65 UAV Emplaced BMP 18:12 ?

91 LRS Meeting AK 47 10:30 100-200

20 IMINT Digging Truck 05:10 1

… … … … … …

NAI Mobility

47 Slow Go

23 No Go

49 Go

43 Go

… …

SALUTE NAI-Mobility
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2 User Interface and Natural Language Querying 

Currently the user will find the web-based interface by visiting a URL. For example 
in a typical installation on one of our servers, the user can access interface and current 
functionality of DAS via the following URL: 192.168.0.101:8080/Agent7. 
The user will be presented with the single page application a screenshot of which can 
be seen in Figure 2. The screenshot demonstrates the current iteration of the UI with 
control panel on the left. 
 

 
Fig. 2. DAS web-based use interface 

The user will select first a domain from a dynamic list of possible domains. This 
list is populated at load time based on output from the DAS application that the inter-
face accesses via an AJAX call. Once a domain is selected, the user will begin typing 
a natural language query in the textbox below the domain selection. After a query has 
been completed the user will click the translate button displayed below the query 
textbox as shown in Figure 2. This initiates an AJAX call to the DAS translation 
class, which in turn makes calls to internal dependencies that will translate natural 
language query into SQL.  

DAS automatically translates a natural language query to its equivalent SQL repre-
sentation to be executed against structured data (e.g. Giordani and Moschitti, 2012). 
We are making use of the publicly available Stanford parser and the dependency rela-
tions (de Marneffe, et al., 2010) that it generates from a given sentence representing a 
user query in the context of a given database. The algorithm also makes use of the 
underlying database scheme and its content. The algorithm exploits the structure of 
the database to generate a set of candidate SQL queries, which we rerank with a heu-
ristics based ranking algorithm developed in-house. In particular we use linguistic 



 Agent-Based Distributed Analytical Search 43 

dependencies in the natural language question and the metadata to build a set of 
plausible SELECT, WHERE and FROM clauses enriched with meaningful joins. 

Once the translation is complete, possible SQL queries are returned to the user via 
another AJAX callback. DAS returns all of the possible translations of the original 
natural-language-like query, using a proprietary algorithm to rank the translations. 
The list of translated queries that the user is presented with is displayed in rank order 
as shown in Figure 2. However, the “correct” translation in terms of relevancy is not 
always ranked highest due to the ambiguity of natural language. 

The user can select any translation (first one is by default) by clicking on it and 
then click the execute button below the list of SQL translations. This action initiates 
AJAX calls to DAS classes responsible for planning and executing the query using 
direct cloud based queries to nodes on the network and agent based queries to nodes 
on the network where this is appropriate. At this point DAS starts by preparing an 
execution plan whereby subqueries are created and optimized prior to execution. In 
the UI presentation layer, the user is presented with the XML-based plan that DAS 
will execute. Figure 2 illustrates a portion of this plan, hiding a significant portion, 
which the user is able to scroll through both horizontally and vertically if desired to 
examine the order of execution. 

Once the plan has been created by DAS, we will know how many queries will be 
executed at a maximum, and this number will be presented to the user. In some in-
stances the number of queries planned will not be the same as the number of queries 
executed. This is primarily due to the fact that some nodes may be unavailable when 
contacted by an agent. Since it is a basic assumption that nodes will be or become 
unavailable for querying, DAS can and does continue the execution on available 
nodes. When this occurs we believe it is relevant to the user to know that not all nodes 
can be queried at the moment. The user is presented with a new statistic so s/he are 
alerted to the fact that not all queries will be executed and by extension that some 
nodes on the network are not available. However should unavailable nodes become 
available during the course of execution, they will be included in the execution. It 
should be possible to provide the user with a list of unavailable nodes in future itera-
tions. In Figure 2, in the status summary panel, we can see that 20 queries were 
planned in this run, but only 8 actually executed, with partial results displayed in the 
Query Results panel.  

Continuous communication between the UI and DAS is maintained via AJAX call 
throughout the execution process, and as soon as 200 results are available, they are 
displayed to the user. DAS continues to run and the user is presented with updates on 
the status of the query. When the user clicks the Next or Prev button a graphic is dis-
played to indicate that new results are being fetched. 

Based on the number of queries that will execute, the user is also presented with a 
near-real-time “percent complete” statistic and graphic. This graphic and number are 
replaced with the word “Completed” once all results are available. It should be possi-
ble to provide the user with an estimate of time to completion as well. The user is 
currently given the ability to toggle through results by means of “Next” and “Prev” 
buttons. Additionally a link is provided to the directory where result files are stored, 
should the user with to view or download raw result files.  
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3 Query Planning and Optimization 

Query planning (Das et al., 2002 & 2005) involves generating a set of sub-queries 
from a given user query based on the data source locations that have parts of the  
required information to answer the query. The optimization process then generates an 
efficient ordering of execution among these sub-queries. We first create an example to 
illustrate the concept of query planning and optimization. 

Once a natural language query is translated into its equivalent SQL query, we au-
tomatically decompose the output SQL query into a query plan composed of subque-
ries to be executed at distributed sites where data reside. Our implementation makes 
use of the two tables, Sites and Columns. The table Sites stores the physical location 
of tables and the table Columns stores the descriptions of columns and the user privi-
leges. 

We have focused on planning and optimizing “select-before-join” type of queries 
as shown below. Below is an example of this type of planning and optimization. The 
query here (a translation of the original query posed in natural language via the web 
interface) finds the equipment/vehicles that are operating in a ‘no go’ named area of 
interest (NAI): 

select s.equipment, t.mobility 
from s in salute, t in nai-mobility 
where s.location = t.location and t.mobility = ‘no go’ 

The optimization technique helps to identify the selection sub-query as follows to 
generate a temporary intermediate relation: 

select t.mobility 
from t in nai-mobility 
where t.mobility = ‘no go’ 

The executive agent sends an agent to execute the query at the site where terrain 
mobility information by NAIs is located. The results are then carried by two other 
agents in a temporary relation to the two sites of the SALUTE databases. The same 
query that are executed at the two SALUTE data sites are as follows:  

select s.equipment, temp.mobility 
from s in salute 
where s.location = temp.location 

The results are brought back by the agents and merged and presented to the user 
via the user interface. This kind of optimization avoids downloading the join relations 
to the user’s local environment.  

Our target is general query planning and optimization beyond just the limited opti-
mization described above. Consider a family of surveillance platforms (e.g., JSTARS, 
UAV, and AWACS) and assume that an extraordinary tactical event is reported (e.g., 
enemy tank T-80 is identified at the named area of interest NAI-68) in the SALUTE 
format prepared from the UAV mission during the interval (t1, t2). For an analysis 
through comparison, the analyst needs to access the intelligence data of that location 
for the interval (t1, t2) from other surveillance platforms as well as the information 
about terrain and weather during that period. The query involves access from various 
repositories containing intelligence and environmental data. A high-level user query 
to retrieve only the intelligence data in this regard will look like the following: 
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select s.* 
from s in salute 
where s.location = ‘NAI-68’ and 
s.time =< t1 and t2 =< s.time 

Note that neither the repository nor the wrapper is mentioned in the query. If  
salute0 and salute1 are the only two tables respectively at repositories r0 and r1 con-
taining SALUTE reports from the surveillance platforms, the above query will be 
translated as follows: 

select s.* 
from s in union {salute0, salute1} 
where s.location = ‘NAI-68’ and 
s.time =< t1 and t2 =< s.time 

Given the fact that repositories r0 and r1 are at different locations, the following 
two sub-queries will be generated corresponding to the above query: 
select s.*      select s.* 
from s in salute0     from s in salute1 
where s.location = ‘NAI-68’ and   where s.location = ‘NAI-68’ and 
s.time =< t1 and t2 =< s.time     s.time =< t1 and t2 =< s.time 

The above two sub-queries will be executed in parallel through wrappers w0 and 
w1 respectively. Not every sub-query will return a result, because the SALUTE report 
within a repository might not contain a reading of the surveillance platform s at that 
particular time interval (t1, t2). We generate an efficient query execution order based 
on several traditional query optimization strategies including a typical “select before 
join” type 

4 Agent-Based Query Execution 

The final step in carrying out a 
user’s request for data is per-
formed by the Query Execu-
tion module. The Query Ex-
ecution module controls all 
aspects of agent creation, mi-
gration, data retrieval, and 
collaboration. These topics 
will be discussed in the follow-
ing subsections. The module 
receives a list of sub-queries 
from the Planning and Optimi-
zation systems and generates a 
series of mobile agents to carry 
out these sub-queries. For each 
agent, the module creates an 
itinerary of the various sites to be visited and the data retrieval and processing tasks to 
be executed at each site. Each mobile agent is then spawned and the system waits for 

Fig. 3. Plan Agent spawning Query Agents processing 
information from several databases 
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the return of each agent with its associated data. Upon return, the system performs 
any required data joining, processing, and formatting before displaying the results to 
the user. 

Our mobile agent approach as shown in Figure 3 created multiple Plan Agents and 
Query Agents as part of the Query Execution module. These mobile agents were built 
on top of the Aglets 2.02 API along with Tahiti server running on the Java 1.7. But 
we now have replaced Aglets with our in-house mobile agent platform. Aglets is a 
Java mobile agent platform and library. An aglet is a Java agent that is able to auto-
nomously and spontaneously move from one host to another. The Plan Agents and 
Query Agents inherit the properties of an Aglet.  

Different types of execution mobilities exist (Jansen and Karygiannis, 1999) cor-
responding to the possible variations of relocating code and state information, includ-
ing the values of instance variables, the program counter, execution stack, etc. For 
example, a simple agent written as a Java applet has mobility of code through the 
movement of class files from a web server to a web browser. However, no associated 
state information is conveyed. In contrast, Aglets, developed at IBM Japan, builds 
upon Java to allow the values of instance variables, but not the program counter or 
execution stack, to be conveyed along with the code as the agent relocates. A stronger 
form of mobility allows Java threads to be conveyed along with the agent's code dur-
ing relocation. DAS design allows relocation of code information and state informa-
tion. 

Detailed architectural diagrams of the Query Execution module will be shown and 
discussed in the next subsection. 

4.1 Query Execution Architecture 

Figure 4 (left) shows the diagrams of the Query Execution Module. The two main 
parts are JSP Server and the Aglets Agent Servers. The Query Execution Module 
integrates with the Web-based Analyst Interface component and the Planning and 
Optimization System Module. A user-submitted natural query will be processed by 
the JSP Server and passed on to the Planning and Optimization systems.  

Planning and Optimization systems are customized Java Objects that can process 
the transformation from a Natural Language Query and produce a plan of action in 
XML format. The user may then choose a desired transformation SQL and pass it 
back to the JSP Server to create a plan of action in XML format. The XML file that 
was created will be processed by the Plan Agent as shown in Figure 4 (right). The 
figure also shows the roles of the Agents that were customized from the Aglets API. 
The Plan XML file was read and processed. The Plan Agent creates Query Agents 
based on the number of queries obtained from the plan XML file. This XML file con-
tains a plan of action created from a catalogue of available databases. Changing the 
availability of databases in the catalogue will reflect on the plan created in XML. 

The Query Agents are then dispatched to the remote computers containing the  
desired databases. The Query Agents perform all computations locally where the 
databases reside. Query Agents can be sent to remote machines and process SQL 
commands to different databases on those machines. The databases that we used for 
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testing were MySQL and Derby. One of the advantages of using agents is that the 
database needs not be open to outside connection. Since the agent had been sent to the 
remote machine, the agent has the ability to query the database locally. Query Agent 
also has the ability to create temporary database tables and carry out any standard 
SQL command. 

 
Fig. 4. (left) Query Execution architecture part 1 (JSP Server); (right) Query Execution archi-
tecture part 2 (Aglets Agent Servers) 

We designed custom codes with the assumption that we have sufficient privileges 
to modify one or more databases involved in the query as well as permissions to read 
the corresponding tables across the network. These written codes have automated 
access to user defined queries obtained from the Planning and Optimization systems. 
The combined processed results, according to the query plan, from heterogeneous 
data from multiple sources are sent back to the Plan Agent, who will then save them 
into an XML format. The resulting XML files are visualized as single or multiple 
merged results.  

4.2 Agent Creation 

Plan Agent was created by inheriting the properties of an Aglet. The Aglet class is 
provided by the Aglets API. Aglets need to be hosted by an agent host such as a Tahi-
ti server. Plan Agent was instantiated within an Aglet Context that performs the role 
of sending messages to other Agents. The Aglet Context was created by the Tahiti 
Server which has a network daemon whose job is to listen to the network for other 
agents. Incoming agents are received and inserted into the context by the daemon. The 
Context provides all agents with a uniform initialization and execution environment.  

One of the challenges faced by mobile agents is that a Tahiti server with the ability 
to host a query agent needs to be present in the destination database machine. To re-
spond to this challenge we have developed the option for the plan agent to create 
query agents that will have the ability to query multiple databases without dispatching 
them to the different machines. Having this additional feature will enable the Plan 
Agent to combine results from machines that can host Agents as well as machines that 
cannot host Agents. One of the test scenarios involved multiple databases residing on 
different servers with different database software. For example we have four servers 
on machines a, b, c, and d, with MySQL, Derby, CloudBase, and Accumulo, and with 
different operating systems such as Ubuntu and Windows. Different servers refer to 
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distinct physical machines or multiple virtual machines using different physical hard-
ware. The key point is that there are multiple installations of the database software.  

Another challenge that the query agents face includes what to do if the destination 
machine is temporarily unavailable. Should the program crash, or should it proceed 
and produce partial results from other available machines? The Query Agents had 
been designed to detect if the destination machine specified on the plan XML file has 
become unavailable. The program will complete, produce fewer results, and report to 
the user that some database sites are unavailable. Destination machines may become 
unavailable due to loss of network connections, availability of the Tahiti Servers, 
power outage, or incorrect or change of user access at a particular site, among other 
reasons. The Query Agent will send a message to the Plan Agent regarding the un-
availability of the destination host. The final result will consist of a single result XML 
file containing the merged results obtained from the available databases. The user 
interface will display the results on the web browser as a result table. Status reports 
including availability or unavailability of databases have been made available to the 
user. Sources of information are also displayed as part of the results. 

4.3 Agent Migration 

The Plan Agent can create, monitor, coordinate, retract, dispatch, and dispose Query 
Agents as needed. A Query Agent can be dispatched to a specific host (which itself 
hosts a database on the network) to visit and perform a specific function, computation, 
or query. Once an agent completes its tasks, it can send messages to other agents to 
perform other tasks such as creating temporary database tables or merging query re-
sults from different database tables. Agents also send messages to other agents to 
verify that they have reached their destinations and have completed their tasks. The 
Plan Agents have the ability to decide what path to take and what actions to perform 
as they gather data from the nodes that the Query Agent visits.  

The Plan Processor reads XML files and stores the information in the form of Se-
rialized objects (Java classes that can be converted into bytes and be sent over the 
wire). The instance of this class is saved and can be restored upon arrival to a destina-
tion. Serialization allows the persistence of an object from memory to a sequence of 
bits, and deserialization enables the reading of the data to recreate the object.  

Plan Agent will create multiple Query Agents that can calculate and carry vital in-
formation while “hopping” to and from different machines. The number of Query 
Agents created depends upon the number of queries in the XML document. Multiple 
queries can be processed in parallel or sequentially in a distributed manner. Query 
Agents are deployed to different machines based on the plan XML file to process 
information from the remote databases. MySQL and Derby Test Databases were con-
figured and used for testing.  

4.4 Agent Retrieval  

Using agents, it is possible to leave data where it resides and to only extract the re-
quired data on demand. The user writes a query in his own words and submits it using 
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the web based user interface. From the user’s perspective, one query produces one 
combined answer and the complexities of the process have been hidden. The original 
data has not been moved nor modified. Only relevant data had been extracted and 
passed through the network. 

Several databases were loaded with gigabytes of data. A Plan Processor Java Ob-
ject was designed and implemented to enable carrying huge data streams across the 
wires. A new scenario was developed and a series of tests were carried out to query 
new tables containing large amounts of data with a huge number of results that were 
carried across the wires. The testing was successful and gigabytes of data were ob-
tained from a remote computer. 

The Plan Agent has the ability to create Query Agents that can travel autonomous-
ly through the network, providing an increased fault tolerance. The agents’ ability to 
travel through the network and carry data along with them enables these agents to 
individually process queries in parallel and/or in sequence. The query execution mod-
ule will not crash with a single point of failure and the query process may continue 
even if individual machines fail or become unavailable.  

New computers or new database source may be added to the network. This feature 
offers better scalability of the module. We have created a data site table stored where 
users may add or delete existing data sources. The Plan Agent has the ability to auto-
matically increase the creation of Query Agents that can be dispatched to different 
computers. The ability to have the Query Agents travel through the system and ex-
ecute their code using the host’s resources allows for dynamic load sharing and auto-
matic data processing. 

5 Experimental Results 

Figure 5 shows the DAS demo implementation environment that we have created. We 
have set up three database servers to emulate storing and serving big data from a va-
riety of environments, including 
Hadoop-based cloud and a tra-
ditional database server. These 
servers are connected via a 
router providing fixed IP ad-
dresses to these servers, thus 
creating local area network. The 
servers are connected by a 
common maintenance terminal 
for configurations. 

We have also developed the 
option to directly query the 
databases specified on the plan 
XML document without sending Fig. 5. Agent collaboration 
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the Agents to the remote locations. A comparison between direct querying and the 
sending the Agents was developed. Sources of Query Agent delay were found and the 
code has been restructured to eliminate or minimize runtime inefficiency. 

The table below shows a comparison between distributed and centralized database 
as well as direct parallel querying and sending the Agents to remote locations. It took 
less than half the time to retrieve 2.1 million records from three distributed databases 
than the same amount of records from one centralized database. There is not much 
difference between the direct parallel approaches as opposed to sending the mobile 
agents remotely. 

 

 Direct  Mobile Agent 

Centralized DB  
(2.1M records returned) 

7 min 43 sec 7 min 32 sec 

Distributed in 3 DB 
(0.7M each) 
(2.1M records returned) 

3 min 22 sec 3 min 12 sec 

 

Plan Agents and Query Agents have been configured to run on both Windows and 
Ubuntu Operating systems. MySQL containing huge amounts of data has also been 
installed on both platforms. The Ubuntu machine had been expanded from its current 
capacity of 30 gigabytes storage to 450 gigabytes of space to accommodate big data 
for traditional SQL databases and Hadoop, CloudBase, and Accumulo. Precautions 
were taken to ensure that the original data were protected, and the expansion was been 
carried out without loss of data. Precautionary measures included backing up relevant 
files and information. Testing is being done on different machines to ensure that the 
DAS system can operate in a heterogeneous environment. 

The ability to have multiple clients querying from different browsers or different 
machines has been designed and implemented. A unique session directory is created 
when a user chooses a particular translated query to execute. The plan XML docu-
ment and all the other relevant documents that are related to this particular query will 
be contained in this unique session directory. Relevant files include the status XML 
file and the partial and merged results.  

The limits of our system have been continuously subjected to stress testing by 
sending huge data results across the wires. Gigabytes of data have been loaded across 
several data sources. Up to 3 million result objects per remote data source have been 
sent through the wires. There were no issues with using the mobile Agents and we run 
into heap space issues with the direct approach. Major refactoring was implemented 
to accommodate the migration of huge data results into different machines. We con-
tinue to encounter heap space issues as we increase data and several steps were taken 
to improve. Memory management is continuously monitored and managed.  

The DAS Agents are constructed as lightweight processes, so that each process 
tests a single vulnerability. As new vulnerabilities are detected and tests for these 
vulnerabilities are developed, new agents can be added to the test suite. As the system 
configuration changes, some agents can be retracted or disposed of if they are no 
longer needed. Test suites can be fine-tuned for each individual node depending on its 
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configuration. This increases the efficiency of the testing as tests are performed only 
when and where they are needed. A lightweight agent architecture makes the test suite 
configurable for heterogeneous environments. 

6 Conclusions and Future Directions 

Our agent-based approach to distributed analytical search offers several advantages: 
1) Databases need not be open to outside connections. Since the agent has been sent 
to the remote machine, it has the ability to query the database locally; 2) Network 
bandwidth usage is reduced because the Mobile agent moves computation code to 
where the data resides; 3) The agents do not require a continuous connection between 
machines and the clients can dispatch an agent into the network when the network 
connection is healthy, and then it can go off-line. The network connection can be 
reestablished later when the result from the remote host is ready; and 4) Agents oper-
ate asynchronously and autonomously and the user doesn’t need to monitor the agent 
as it roams the internet. This saves time for the user, reduces communication costs, 
and decentralizes network structure. 

Future developments include researching possible security issues. We will investi-
gate the possibility of creating cooperating agents that can help reconfigure the net-
work to deny network services to certain nodes until they have been confirmed to be 
in a safe state. Query Agents can monitor network events and cooperate with the Plan 
Agents. For example, if one of the Agents detects suspicious activity on one computer 
and notifies the rest of the network, the other agents may decide to challenge the 
nodes by modifying the rights given to those agents. 

Real time status reports will be continuously improved. We are researching means 
to show the user a more detailed report on why data may or may not be available as 
well as how long it will take to get data. The percentage of completion will be calcu-
lated as well as information on particular queries that will be abandoned because of 
the unavailability of the database or its dependent database. The detailed status report 
will also show whether an agent was available in the remote machine or a direct query 
had been implemented. 

More testing will be developed to ensure the robustness of the application. New 
scenarios will be created for testing and more data sources will be explored, including 
finding data that are publicly available through the internet. Different testing mechan-
isms will be studied in more detail to enable the system to have flexible capabilities. 
New scenarios will be considered to test the limits of performance. Simultaneous 
querying using multiple client machines will be tested and smarter Agents will be 
designed and developed to operate on both Windows and Ubuntu Systems. 
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Abstract. A distributed net-centric environment consist of a large variety of  
data fusion nodes, where each node represents a sensor, software program, ma-
chine, human operator, warfighter, or a combat unit. Fusion nodes can be con-
ceptualized as intelligent autonomous agents that communicate, coordinate, and 
cooperate with each other in order to improve their local situational awareness 
(SA), and to assess the situation of the operational environment as a whole. In 
this paper, we describe how we model this net-centric SA problem using a dis-
tributed belief propagation paradigm. A local fusion node maintains the joint 
state of the set of variables modeling a local SA task at hand using Bayesian 
network (BN) fragments. Local fusion nodes communicate their beliefs and 
coordinate with each other to update their local estimates of the situation and 
contribute to the global SA of the environment. We have implemented the 
propagation paradigm to determine threat out of terrorist dirty bombs with 
agents searching unstructured intelligence reports for evidence and assessing 
local situations via BN fragments. The paradigm is a part of our company’s cut-
ting-edge predictive analytics products offering to solve enterprise distributed 
big data search problem. 

1 Introduction 

The concept of distributed fusion (Hall et al., 2012) refers to decentralized processing 
environments consisting of autonomous sensor nodes, and additional processing 
nodes without sensors, if necessary, to facilitate message communication, data sto-
rage, relaying, information aggregation, and assets scheduling. Some of the advantag-
es of distributed fusion are reduced communication bandwidth, distribution of 
processing load, aggregation of distributed and proprietary knowledge sources, and 
improved system survivability from a single point failure. The distributed fusion con-
cept naturally fits within the net-centric multi-agent paradigm.  

As a concrete example of distributed fusion, consider the decentralized processing 
environment as shown in Figure 1 (left). In this example, we assume there is a high-
value target within a region of interest, and that the designated areas A and B sur-
rounding the target are considered to be the most vulnerable. These two areas must be 
under surveillance in order to detect any probing activities, which indicate a possible 
attack threat. The sensor coverage in areas A and B, shown in grey, is by an infrared 
sensor (MASINT) and a video camera (IMINT), respectively. In addition, a human 
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observer (HUMINT) is watching the area in common between A and B. There are two 
local fusion centers for the two areas to detect any probing activity. The infrared sen-
sor has wireless connectivity with the local fusion center for area A, whereas the vid-
eo camera has wired connectivity with the local fusion center for area B for streaming 
video. Moreover, the human observer communicates wirelessly with both local fusion 
centers. Each of the two local centers fuses the sensor data it receives in order to iden-
tify any possible probing activity. The centers then pass their assessments (i.e., high-
er-level abstraction, rather than raw sensor information, thus saving bandwidth) to 
another fusion center that assesses the overall threat level, based on the reports of 
probing activities and other relevant prior contextual information.  

 
Fig. 1. (left) An example distributed fusion environment; (right) A centralized BN model for 
situation assessment 

In a centralized fusion environment, where observations from IMINT, HUMINT, 
and MASINT are gathered in one place and fused, a BN model, such as the one in 
Figure 1 (right), can be used for an 
overall SA. This model handles depen-
dence among sensors and fusion centers 
via their representation in nodes and 
interrelationships. A probing activity at 
an area will be observed by those sen-
sors covering the area, and the lower 
half of the BN models this. For exam-
ple, MASINT and HUMINT reports 
will be generated due to a probing activ-
ity at area A. Similarly, IMINT and 

HUMINT reports will be generated due 
to a probing activity at area B. The 
upper half of the BN models the threat of an attack based on the probing activities at 
areas A and B, together with other contextual information. 

In a decentralized environment, as illustrated in Figure 2, each of the three fusion 
centers contains only a fragment of the above BN model. Local fusion centers A  
and B assess probing activities based on their local model fragments, and send their 
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assessments to the global fusion center via messages. The global fusion center then 
uses its own models to determine the overall attack threat. If the same HUMINT re-
port is received by both local fusion centers, the process has to ensure that this com-
mon information is used only once; otherwise, there will be a higher-than-actual level 
of support for a threat to be determined by the global fusion model. This is called the 
data incest problem in a distributed fusion environment, which is the result of re-
peated use of identical information. Pedigree needs to be traced, not only to identify 
common information, but also to assign appropriate trust and confidence to data 
sources. An information graph (Liggins et al., 1997), for example, allows common 
prior information to be found. 

For situation and threat assessment in a distributed net-centric environment, each 
node is an agent representing (Das, 2010) a sensor, software program, machine, hu-
man operator, warfighter, or a unit. A fusion node maintains the joint state of the set 
of variables modeling a local SA task at hand. Informally, the set of variables main-
tained by a fusion node is a clique (maximal sets of variables that are all pairwise 
linked), and the set of cliques in the environment together form a clique network to be 
transformed into a junction tree, where the nodes are the cliques. Thus the cliques of a 
junction tree are maintained by local fusion nodes within the environment. Local fu-
sion nodes communicate and coordinate with each other to improve their local esti-
mates of the situation, avoiding the repeated use of identical information. 

A junction tree can also be obtained by transforming (Jensen, 2001) a Bayesian Be-
lief Network (BN) (Pearl, 1988; Jensen, 2001; Das, 2008b) model representing a 
global SA model in the context of a mission, thereby contributing to the development 
of a Common Tactical Picture (CTP) of the mission via shared awareness. Each cli-
que is maintained by a local fusion node. Inference on such a BN model for SA relies 
on evidence from individual local fusion nodes. We make use of the message-passing 
inference algorithm for junction trees that naturally fits within distributed NCW envi-
ronments. A BN structure with nodes and links is a natural fit for distributing tasks in 
a NCW environment at various levels of abstraction and hierarchy. BNs have been 
applied extensively for centralized fusion (e.g., Jones et al., 1998; Wright et al., 2002; 
Das et al., 2002a; Mirmoeini and Krishnamurthy, 2005; Su et al., 2011) where domain 
variables are represented by nodes. 

2 Related Work 

There are approaches along these lines, namely Distributed Perception Networks 
(DPN) (Pavlin et al., 2006) and Multiply Section Bayesian Networks (MSBN) (Xiang 
et al., 1993), but the proposed approach leverages existing algorithms and reduces the 
overall message flow to save bandwidth. Please refer to Paskin and Guestrin (2004) 
for a more detailed account of a junction tree-based distributed fusion algorithm along 
the lines of the one presented here. The algorithm presented later in the paper, in addi-
tion, optimizes the choice of junction tree to minimize the communication and com-
putation required by inference. 

There is an abundance of work in the area of distributed agent-based target track-
ing and, more generally, in the area of distributed fusion. In general, a distributed 
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processing architecture for estimation and fusion consists of multiple processing 
agents. Here we mention only some of them. 

Horling et al. (2001) developed an approach to real-time distributed tracking, 
where the environment is partitioned into sectors to reduce the level of potential inte-
raction between agents. Hughes and Lewis (2009) investigated the Track-Before-
Detect (identify tracks before applying thresholds) problem using multiple intelligent 
software agents. Martin and Chang (2005) developed a tree based distributed data 
fusion method for ad hoc networks, where a collection of agents share and fuse data 
in an ad hoc manner for estimation and decision making. 

Graphical Bayesian belief networks have been applied extensively by the fusion 
community to perform situation assessment (Das et al., 2002). A network structure, 
modeling a situation assessment problem, with nodes and links is a natural fit for 
distributing tasks at various levels of abstraction and hierarchy, where nodes represent 
agents with message flows between agents along the links. An approach along these 
lines has been adopted by Pavlin et al. (2006). Mastrogiovanni et al. (2007) developed 
a framework for collaborating agents for distributed knowledge representation and 
data fusion based on the idea of an ecosystem of interacting artificial entities. Mobile 
agents have also been employed for distributed fusion. 

Mobile agents are able to travel between nodes of a network in order to make use 
of resources that are not locally available. Mobile agents enable the execution code to 
be moved to the data sites, thus save the network bandwidth and provide an effective 
way to overcome network latency. Qi et al. (2001) developed an infrastructure for 
Mobile-agent-based Distributed Sensor Networks (MADSNs) for multisensor data 
fusion. Bai et al. (2005) developed a Mobile Agent-Based Distributed Fusion 
(MADFUSION) system for decision making in Level 2 Fusion. The system environ-
ment consists of a peer-to-peer ad-hoc network in which information may be dynami-
cally distributed and collected via publish/subscribe functionality. Jameson’s Grape-
vine architecture (2001) for data fusion integrates intelligent agent technology, where 
an agent generates the information needs of the peer platform it represents. Gerken et 
al. (2003) embedded intelligent agents into the Mobile Commander’s Associate 
(MCA) decision aiding system to improve the situational awareness of the command-
er by monitoring and alerting based on the information gathered. 

2.1 Implementation 

Our approach to complex analytics1 in our product is to make use of a computational 
model and its mobile agent-based distributed belief propagation presented in this pa-
per. Figure 3 presents a Bayesian network model to help in assessing the level of a 
dirty-bomb threat from a rogue nation. In our model, the site maintaining the root 
node (for example) continually updates the state (i.e., the probability distribution) of 
an overall threat based on evidence it receives from its child node, representing terror-
ism indication and warning, which in turn receives evidence of indications and warn-
ings from its four children, namely, planning, acquisition, making, and deployment. 
The state of these nodes can be maintained by various sites based on the evidence 
received from their children nodes. This hierarchical breakdown process continues, 
and model fragments are determined. A fragment is defined here as a connected  

                                                           
1 Analytics and data fusion are two sides of the same coin (Das, 2014) 
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sub-network of the entire belief network model. For the purpose of our demonstration 
we assume all the fragments are two levels deep as shown in Figure 3. 

 
Fig. 3. Some fragmented models distributed across remote sites 

The specific strategy for evaluating a fragment at a remote site is determined based 
on the site’s capability of accumulating evidence from multiple sources. Figure 4 
shows the current state of the interface for controlling and monitoring the distributed 
execution, with nine list components for the following nine purposes respectively: 

1. Text area where the analyst poses a full or partial analytics query in key words. 
2. Lists all the model fragments stored in a directory such as the ones from the BN 

in Figure 3, filters the models based on the analyst query, and lets user select one. 
3. The selected dependent model fragments based on the user selection that are to 

be distributed and maintained across remote sites.  
4. Publishes available http addresses of the remote sites running Aglets servers to 

host computation. 
5. Lists search nodes of the fragments (same as the list of model fragments above). 
6. Provides probability distributions corresponding to the search nodes as model 

fragments. 
7. Graphically display a selected fragment from the library. 
8. Displays messages that are received and also the evidence that are found. 
9. Overall assessment of threat which is 0.25 based on evidence searched so far. 

Users can dispatch fragments individually by selecting a fragment from the area 
marked 3 to a remote site selected from the area marked 4 by pressing the Dispatch 
Agent button. Users can also dispatch all fragments at once just by pressing the Ran-
dom Dispatch button. Evidence on a child node at a remote site can be set by selecting 
the node in the area marked 6 and then by pressing the button Set Evidence. Various 
messages will be passed among fragments as described earlier in the section on com-
plex analytics. These messages will be displayed in the area marked 8. The probabili-
ty distributions of each child node will be updated in areas marked by 6. To start  
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execution of the analytics model, a user dispatches all fragments at once by pressing 
the Random Dispatch button in the analytics interface. 

 
Fig. 4. Distributed analytics interface 

3 Distributed Fusion Environments 

As shown in Figure 5, a 
typical distributed fusion 
environment is likely to 
contain a variety of fusion 
nodes that do a variety of 
tasks: 

• Process observations 
generated from a clus-
ter of heterogeneous 
sensors (e.g., the local 
fusion centers A and B 
in Figure 1, and nodes  
labeled 5 and 9 in Fig-
ure 5). 

• Process observations generated from a single sensor (e.g., nodes labeled 11, 12, 
and 13 in Figure 5). 
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• Perform a task (e.g., Situation Assessment (SA) and Threat Assessment (TA), 
Course of Action (COA) generation, planning and scheduling, Common Tactical 
Picture (CTP) generation, collection management) based on information received 
from other sensors in the environment and from other information stored in data-
bases (e.g., nodes labeled 1, 2, 3, 4, 6, 7, and 10 in Figure 5). 

• Relay observations generated from sensors to other nodes (e.g., the node labeled 
8 in Figure 5). 

As shown in Figure 5, a fusion node receives values of some variables obtained ei-
ther from sensor observations (X variables) or via information aggregation by other 
nodes (A variables). Such values can also be obtained from databases. For example, 
the fusion center labeled 6 receives values of the variables A2, X5, and X6 from the 
cluster fusion node labeled 9, and values of the variable X3 from a database. Note that 
an arrow between two nodes indicates the flow of information in the direction of the 
arrow as opposed to a communication link. The existence of an arrow indicates the 
presence of at least a one-way communication link, though not necessarily a direct 
link, via some communication network route. For example, there is a one-way com-
munication link from node 3 to node 1. A reverse communication link between these 
two nodes will be necessary in implementing our message-passing distributed fusion 
algorithm to be presented later. 

Each node (fusion center, cluster fusion, relay switch, or local fusion) in a distributed 
fusion environment has knowledge of the states of some variables, called local variables, 
as shown in Figure 6 (ignore red cross for now). For example, the fusion node labeled 6 
has knowledge of the 
X variables X3, X5, 
and X6, and A va-
riables A2 and A3. 
The node receives 
values of the variables 
A2, X5, and X6 from 
the node labeled 9, and 
the variable X3 from a 
database. The node 
generates values of the 
variable A3 via some 
information aggrega-
tion operation. On the 
other hand, fusion node 9 receives measurements X4, X5, and X6 from a cluster of sen-
sors and generates A2; fusion node 8 relays values of the variables X10, X1, and X12 to 
other nodes; and fusion node 12 obtains measurements of X8 from a single sensor. 

There are four possible distributed fusion environments: centralized, hierarchical, 
peer-to-peer, and grid-based. In a centralized environment, only the sensors are distri-
buted, sending their observations to a centralized fusion node. The centralized node 
combines the sensor information to perform tracking or SA. In a hierarchical envi-
ronment, the fusion nodes are arranged in a hierarchy, with the higher-level nodes 
 

Fig. 6. Network of distributed fusion nodes 
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processing results from the lower-level nodes and possibly providing some feedback. 
The hierarchical architecture will be natural for applications where situations  
are assessed with an increasing level of abstraction along a command hierarchy, start-
ing with the tracking of targets at the bottom level. Considerable savings in communi-
cation effort can be achieved in a hierarchical fusion environment. In both peer-to-
peer and grid-based distributed environments, every node is capable of communicat-
ing with every other node. This internode communication is direct in the case of a 
peer-to-peer environment, but some form of “publish and subscribe” communication 
mechanism is required in a grid-based environment.  

4 Algorithm for Distributed Belief Propagation 

As mentioned in the introduction, there are two ways in which we can accomplish SA 
in a distributed environment: 1) each local fusion node maintains the state of a set of 
variables; 2) there is a BN model for global SA. 

In the first case, we start with a distributed fusion environment such as the one 
shown in Figure 5. Our distributed SA framework in this case has four steps: 1) Net-
work formation; 2) Spanning tree formation; 3) Junction tree formation; and 4) Mes-
sage passing. The nodes of the sensor network first organize themselves into a net-
work of fusion nodes, similar to the one shown in Figure 6. Each fusion node has 
partial knowledge of the whole environment. This network is then transformed into a 
spanning tree (a spanning tree of a connected, undirected graph, such as the one in 
Figure 6, is a tree composed of all the vertices and some or all of the edges of the 
graph), so that neighbor nodes establish high-quality connections. In addition, the 
spanning tree formation algorithm optimizes the communication required by inference 
in junction trees. The algorithm can recover from communication and node failures by 
regenerating the spanning tree. Figure 6 with (red crosses indicating link severed) 
describes a spanning tree obtained from the network in Figure 5. The decision to sever 
the link between nodes 4 and 6, as opposed to between nodes 3 and 6, can be miti-
gated using the communication bandwidth and reliability information in the cycle of 
nodes 1, 3, 6, and 4. 

Using pairwise communication-link information sent between neighbors in a span-
ning tree, the nodes compute the information necessary to transform the spanning tree 
into a junction tree for the inference problem. Finally, the inference problem is solved 
via message-passing on the junction tree. 

During the formation of a spanning tree, each node chooses a set of neighbors, so 
that the nodes form a spanning tree where adjacent nodes have high-quality commu-
nication links. Each node’s clique is then determined as follows. If i is a node and j is 
a neighbor of i, then the variables reachable to j from i, ijR , are defined recursively as 

( ) { }
ij i ki

k nbr i j

R D R
∈ −

=   

where iD  is the set of local variables of node i. A base case corresponds to a leaf 

node, which is simply a collection of a node’s local variables. If a node has two sets 
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of reachable variables to two of its neighbors that both include some variable V, then 
the node must also carry V to satisfy the running intersection property of a junction 

tree. Formally, node i computes its clique iC  as ( ),
i i ji ki

j k nbr i
j k

C D R R
∈

≠

= ∩
 

A node i can also compute its separator set ij i jS C C= ∩ with its neighbor j using 

reachable variables 
as ij i jiS C R= ∩ . 

Figure 7 shows 
the junction tree 
obtained from the 
spanning tree in Fig-
ure 6. The variables 
reachable to a leaf 
node, for example, 
fusion node 9, are its 
local variables

2 4 5 6, , ,A X X X . The 

variables reachable to 
an intermediate node, 
for example, fusion 
node 1, from its neighboring nodes 3 and 4 are 

{ }
{ }

31 1 2 3 1 2 3 4 5 6

41 3 5 6 7 7 8 9 10 11 12

, , , , , , , ,

, , , , , , , , ,

R A A A X X X X X X

R A A A A X X X X X X

=

=
 

The local variable of the fusion node 1 is { }1 1 2 4 7, , ,D A A A A= . Therefore, its cli-

que is { }1 1 2 3 4 7, , , ,C A A A A A= . The formation of a suitable junction tree from a BN 

model for SA is the only part of our distributed fusion approach that is global in na-
ture. 

4.1 Junction Tree Construction and Inference 

The moral graph of a BN is obtained by adding a link between any pair of variables 
with a common “child,” and dropping the directions of the original links in the BN. 
An undirected graph is triangulated if any cycle of length greater than 3 has a chord, 
that is, an edge joining two nonconsecutive nodes along the cycle. The nodes of a 
junction tree for a graph are the cliques in the graph (maximal sets of variables that 
are all pairwise linked).  

Once we have formed a junction tree from either of the above two cases, such as 
the one in Figure 7, a message-passing algorithm then computes prior beliefs of the 
variables in the network via an initialization of the junction tree structure, followed by 
evidence propagation and marginalization. The algorithm can be run asynchronously 
on each node responding to changes in other  nodes’ states. Each time a node i rece-
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ives a new separator variables message from a neighbor j, it recomputes its own cli-
que and separator variables messages to all neighbors except j, and transmits them if 
they have changed from their previous values. Here we briefly discuss the algorithm, 
and how to handle evidence by computing the posterior beliefs of the variables in the 
network. 

A junction tree maintains a joint probability distribution at each node, cluster, or 
separator set in terms of a belief potential, which is a function that maps each instan-
tiation of the set of variables in the node into a real number. The belief potential of a 
set of variables X will be denoted as Xϕ , and ( )X xϕ  is the number onto which the 

belief potential maps x. The probability distribution of a set of variables X is just the 
special case of a potential whose elements add up to 1. In other words, 

( ) ( )X 1
x x

x p xϕ
∈ ∈

= = 
X X

 

The marginalization and multiplication operations on potentials are defined in a 
manner similar to the same operations on probability distributions. 

Belief potentials encode the joint distribution ( )p X  of the BN according to the 

following: 

( )
C

S

i

j

i

j

p
φ

φ
=

∏
∏

X  

where Ci
ϕ  and S j

ϕ  are the cluster and separator set potentials, respectively. We have 

the following joint distribution for the junction tree in Figure 7: 

( ) 1 2 13

13 14 24 35 12 13

1 9 1 12
S S S S S

...
,..., , ,...,

...
C C C

p A A X X
φ φ φ

φ φ φ φ φ
=  

where iC  represents the variable in clique i and ij i jS C C= ∩  represents the separator 

set between nodes i and j. It is imperative that a cluster potential agrees with its 
neighboring separator sets on the variables in common, up to marginalization. This 
imperative is formalized by the concept of local consistency. A junction tree is locally 
consistent if, for each cluster C and neighboring separator set S, the following holds: 

C S
C\S

φ φ= . To start initialization, for each cluster C and separator set S, set the fol-

lowing: C S1, 1φ φ← ← . Then assign each variable X to a cluster C that contains X 

and its parents ( )pa X . Then set the following: ( )( )C C |p X pa Xφ φ← . 

When new evidence on a variable is entered into the tree, it becomes inconsistent 
and requires a global propagation to make it consistent. The posterior probabilities 
can be computed via marginalization and normalization from the global propagation. 
If evidence on a variable is updated, the tree requires re-initialization. Next, we 
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present initialization, normalization, and marginalization procedures for handling 
evidence. 

As before, to start initialization, for each cluster C and separator set S, set the follow-
ing: C S1, 1φ φ← ← . Then assign each variable X to a cluster C that contains X and its 

parents ( )pa X , and then set the following: ( )( )C C | , 1Xp X pa Xφ φ λ← ← , where 

Xλ  is the likelihood vector for the variable X. Now, perform the following steps for 

each piece of evidence on a variable X: 

– Encode the evidence on the variable as a likelihood new
Xλ . 

– Identify a cluster C that contains X (e.g., one containing X and its parents). 

– Update as follows: ,
new

newX
C C X X

X

λφ φ λ λ
λ

← ←  

Now perform a global propagation using the two recursive procedures  
Collect Evidence and Distribute Evidence. Note that if the belief potential of  
one cluster C is modified, then it is sufficient to unmark all clusters and call  
only Distribute Evidence(C). The potential Cϕ  for each cluster C is now ( ),p eC , 

where e denotes evidence incorporated into the tree. Now marginalize C into  
the variable as ( ) C

C\{ }

,
X

p X e φ=  . Compute posterior ( )|p X e  as follows: 

( ) ( )
( )

( )
( )

, ,
|

,
X

p X e p X e
p X e

p e p X e
= =


. 

To update evidence for each variable X on which evidence has been obtained, first 
update its likelihood vector. Then initialize the junction tree by incorporating the ob-
servations. Finally, perform global propagation, marginalization, etc. 

5 Conclusions 

We have presented an agent based approach to distributed belief propagation in net-
centric environments. The approach provides the foundation of the company’s  pre-
dictive analytics products. We are currently enhancing the product with agent-based 
approach distributed semantic search to find evidence to propagate in Bayesian net-
work fragments. We are investigating the best way to make use of any types of local 
model fragments such as rules, neural networks, and decision trees. 
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Abstract. This paper highlights the use of Situated Artificial Institu-
tion (SAI) within an hybrid, interactive, normative multi-agent system to
regulate human collaboration in crisis management. Norms regulate the
actions of human actors based on the dynamics of the environment in
which they are situated. This dynamics result both from environment
evolution and actors actions. Our objective is to couple norms to envi-
ronment state to provide a context aware crisis regulation. Introducing a
constitutive level between environmental and normative states provides
a loosely coupling of norms with the environment. Norms are thus no
more referring to environmental facts but to status functions, i.e. insti-
tutional interpretation of environmental facts through constitutive rules.
We present how this declarative and distinct SAI modelling succeeds
in managing the interpretation of the events while taking into account
organizational context.
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1 Introduction

Crisis management aims at organizing a response to disasters, within natural or
artificial accidents, to limit material and human damages. It corresponds to a
complex decentralized collaborative activity involving various actors and organi-
zations (e.g. firefighters, police, citizens). They act and coordinate altogether in
a highly dynamic and uncertain environment in order to take efficient and con-
sistent actions related to multiple missions (e.g. information, security, supply,
lodging).

Crisis management collaborative platforms are increasingly used in such a
context. In this direction, we are currently developing such a platform based on
tangible tables to mediate the opportunist interaction among the involved dis-
tant actors. In order to consider and enact crisis management policies and norms
c© Springer International Publishing Switzerland 2015
Y. Demazeau et al. (Eds.): PAAMS 2015, LNAI 9086, pp. 66–79, 2015.
DOI: 10.1007/978-3-319-18944-4 6
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used to coordinate the collective actions of the actors, we have proposed a nor-
mative multi-agent based approach to define a socio-technical system [20] where
humans and software agents cooperate with each other (i.e. hybrid system) by
combining physical, digital and virtual interactions (i.e. mixed interaction) that
are regulated by norms and organisations (i.e normative system). These three
pillars are well adapted to tackle with the challenges raised by crisis management
systems.

This paper addresses an additional and important feature to develop such a
system. It deals with the coupling of the norm-based regulation in the physical
environment in which the crisis takes place. Situating norms and regulation in
the environment should be realised in a flexible and easy-to-change way in order
to face the complex and changing crisis situations. Indeed, two problems may
occur: (i) discrepancies in the interpretation of events issued of the environment,
depending on context, role or actors organization, (ii) inconsistencies of the
human intervention due to inconsistencies between the systems of norms for
different organizations. This is why we turn to Situated Artificial Institution
(SAI) as proposed in [6] that offers as explained and illustrated in the following
sections the right abstractions and constructs to resolve this problem. In this
paper we do not present a complete running application but an application
prototype showing what SAI (situating norms into the environment through
constitutive rules) could bring to the development of the real crisis management
application.

Section 2 sets up the applicative context by shortly describing a crisis man-
agement use case and lists the requirements driving the developed application.
Section 3 defines Situated Artificial Institution. Section 4 presents how SAI has
been used and embedded within the Multi-Agent based Crisis management Sys-
tem presented in section 2. Section 5 describes use case execution on the realised
implementation. Before concluding, comparisons with related works (cf. Sec. 6)
are provided.

2 Principles and Requirements

2.1 Use Case Example

We will consider a simplified use case where the goal is to evacuate a zone.
The actors, in this activity, are organized in three groups: a Communal Com-
mand Post (CCP) under the responsibility of the Mayor, a Logistic Cell (LC)
controlled by the CCP, and the Firefighters (FF). Unprofessional people can
deal with the evacuation of secure zones (Mayor commanding and LC execut-
ing). The insecure zones require professional stakeholders such as FF to real-
ize evacuations. The actors work under two successive phases – preventive and
emergency – managed under dedicated policies. The Mayor asks to the LC the
evacuation of the secure zones during the preventive phase. FF are responsible
to organize evacuation when a risky situation exists, and during the emergency
phase, in which the zone is considered as insecure.
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These actors work under several policies and norms. A first policy specifies
that there must be only one group of actors at a time to manage evacuation.
Depending on the phase (preventive or emergency), and on the status of the
zone (secure, insecure), it is the duty of either LC or FF to intervene. However,
qualifying a zone as being secure or risky may appear conflicting. For the actors
belonging to the CCP, e.g. the Mayor, a zone is considered as secure as long as
the phase is preventive and the number of inhabitants is less than a threshold.
Contrarily, for the actors belonging to the FF group, the security of a zone
depends on the fact that the phase is preventive and that there is no electrical
risk in that zone, whatever the number of inhabitants is. Suppose now that we
are in a preventive phase, that the number of inhabitants exceeds the threshold
and that there is no electrical risk. In this case, the Mayor will consider that the
FF are responsible of the evacuation, while the FF will consider the reverse: the
Mayor is responsible of evacuating the zone.

This small example illustrates the possible existence of discrepancies in the
interpretation of events coming from the environment, depending on context,
role or organization; it also shows inconsistencies of the human intervention due
to inconsistencies between sets of policies from different organizations.

Suppose in addition that due to flood evolution, the phase moves from preven-
tive to emergency phase. This will result in an evolution of the current policies.
As a consequence, the validity of some facts like the asks for the evacuation of
the zone will change. This illustrates an additional issue related to the potential
evolution of norms.

2.2 Hybrid, Mixed and Normative Dimensions

As seen before, crisis management is a collaborative activity where the actions
of human actors have to be efficient and flexible to tackle the unpredictable
evolution of the situations. From the analysis of existing approaches both in
crisis management, groupware, multi-agent systems (MAS) the system needs to
rely on hybrid, mixed and normative pillar dimensions.

− Hybrid Multi-Agent System. Crisis management is a complex collabora-
tive activity where multiple actors and organizations participate. They act and
coordinate to take efficient actions related to multiple missions (e.g. informa-
tion, security, supply, lodging), in a highly dynamic and uncertain environment.
Given the inherent distributed and decentralized nature of crisis management, a
multi-agent approach is well suited: human and artificial actors are considered
as agents interacting with each other in a shared environment under the con-
trol of regulation and coordination policies that are organization and context
dependent.

− Tangible/Mixed Interactions. To tackle the distributed dimension inherent
to crisis management, the system is deployed on a network of TangiSense tables [12]
through which human actors interact. These tables can detect and locate tangible
objects equipped with RFID tags. Their surface is further equipped with a liquid-
crystal display (LCD) allowing a virtual display of complex simulations as well
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as virtual feedback connected to tangible objects. The choice of this technology
is motivated by its ability to support flexible and opportunistic activity. To sup-
port organizational context awareness [10], the possibility for actors to perceive
the roles, missions and norms of the other actors, we furthermore exploit feedbacks
to figure out the inconsistencies and conflicts that may arise during collaboration
w.r.t. the regulation and coordination policies.

− Normative System. Collaboration is challenging in crisis management due
to the lack of resources, changes in the situations, and decentralized inter-
organizational activity [7]. Such a complexity requires that the different actors
act according to certain behavioural expectations. Norms and normative sys-
tems as defined in [2] provide the right abstractions and mechanisms to express
this expected behaviour, regulating thus the decentralized activities in dynamic
and unpredictable environments. Beyond regulating human coordination activ-
ity, norms manage the agent’s degree of autonomy and regulate task allocation
among the human/agent community. This may be useful to make the system
evolve from a mere educative one (most tasks left to the human agents) to a mon-
itoring one (full support from the system). Finally, norms drive man-machine
interaction, describing what are the permitted actions for human actors (pro-
duction activity) and how to proceed to feedback generation (communication
activity).

From these three pillars, we can envision a crisis management system where
humans interact with the digital world through tangible interactions and feed-
backs. Humans and agents interact with each other in a hybrid system, under
the regulation of the norms that define the global expected behaviour in the
management of the crisis, agents being there to check and warn humans about
norms violations/fulfilment.

2.3 Supporting Human Mediated Collaboration in a Situated Way

Norms regulate the production, coordination and communication activity spaces
in the conceived system (Table 1). Tangible inputs are interpreted as patterns of
activity that may be valid or not regarding the production activity specification
(Table 1 - line 1). These patterns are then interpreted (Table 1 - line 2) as
institutional facts that may be valid or not regarding the coordination activity
specification (e.g. is this activity permitted as regards the current mission and
role of the actor?). Finally, based on both interpretations (Table 1 - line 3), a
virtual fact is generated and transmitted according to the feedback rules (e.g.
where and how to transmit some virtual feedback?).

Our objective is to anchor norms into the environment while keeping their
definition the more independent as possible. To this end, we introduce an inter-
mediate level formalized by interpretation rules tying the physical and the insti-
tutional dimensions. To illustrate the declarative power of our model, we focus
on the coordination space (Table 1 - line 2) and consider the potential discrep-
ancies between the Mayor and FF ’s interpretation of the notion of secure zone.
This may be modelled by means of two different constitutive rules, while keep-
ing the normative specification independent of these discrepancies. As regards
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now the potential evolution of norms, from preventive to emergency phases, the
proposed modelling allows evolving the way to manage a situation (actors roles),
while keeping its interpretation stable.

Table 1. Anchoring production, coordination and communication norms in the envi-
ronment

Space/Level Facts Interpretation rules Interpreted facts Norms
1 Production Tangible input Pattern

recognition rules
Pattern Pattern validity

2 Coordination Pattern Constitutive rules Institutional fact Institutional fact validity
3 Communication Pattern

Institutional
fact validity

Virtualization rules Virtual fact Feedback rules

3 Situated Artificial Institution

The model of Situated Artificial Institution (SAI) is based on: environmental ele-
ments, status functions, and constitutive rules and norms, arranged to allow the
regulation of MAS based on facts occurring in the environment (Figure 1(a)) [6].
As in the normative system pillar, norms define what the agents are obliged, per-
mitted, and forbidden to do. Norms refer to an abstract level that is not directly
related to the environment. For example, the norm stating that “the winner of
an auction is obliged to pay its offer” does not specify neither who is the winner
that is obliged to fulfil the norm nor what the winner must concretely do to fulfil
it. The effectiveness of a norm depends on its connection to the environment as
its dynamic (activation, fulfilment, etc) is result of facts occurring there. We will
see below how SAI addresses this point through the components described in
the section 3.1.

(a) Abstract overview (b) Overview on crisis management

Fig. 1. SAI overview
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3.1 SAI Formal Model

Environmental elements. The environmental elements are represented by X =
〈AX , EX ,SX 〉 s.t. (i) AX is the set of agents possibly acting in the system, (ii) EX
is the set of events that may happen in the environment, and (iii) SX is the set
of properties used to describe the possible states of the environment.

Status functions. The status functions of a SAI are formally represented by
F = {AF ∪ EF ∪ SF}, where (i) AF is the set of agent-status functions (i.e.
status functions assignable to agents), (ii) EF is the set of event-status functions
(i.e. status functions assignable to events), and (iii) SF is the set of state-status
functions (i.e. status functions assignable to states).

Status functions are functions that the environmental elements (agents,
events, and states) perform from the institutional perspective [18]. An agent
becomes the winner of an auction if the institution assigns so (it does not depend
exclusively on the skills of the agent). Similarly, the institution may consider the
event of an agent uttering “I offer $100” as “bid” or “counter-proposal” in an
auction. The same applies to environmental states (e.g. “more than twenty peo-
ple are inside a room at Friday 10am” may mean, in the institution, the minimum
quorum for an auction).

Constitutive rules. A constitutive rule c ∈ C is a tuple 〈x, y, t,m〉 meaning that
x ∈ F ∪ X ∪ {ε} counts as (i.e. x has the status function) y ∈ F when the event
t ∈ EF ∪ EX ∪ � has happened and while the state m holds in the environment
or in the institution.1 If a status function y is assigned to x, it is possible to say
that x constitutes y.

Norms. Norms in SAI are a tuple 〈c, a, d, i, o, ρ〉 where (i) c is the condition
where the norm is active, expressed by event- and state-status functions; (ii) a
is the agent-status function that points to the agents targeted by the norm;
(iii) d ∈ {obliged, prohibited, permitted} is the deontic operator of the norm; (iv)
i is the aim of the norm expressed by either event- or state-status functions; (v) o
is the optional event- or state-status function that is constituted as consequence
of the non-compliance of the norm and (vi) ρ is the optional event- or state-status
function pointing to the deadline for the norm fulfilment.

A language proposed to specify SAI is proposed in [6]. The Section 4.5 shows
a specification according to that language.

4 SAI for Crisis Management Application

The use case described in Section 2 is realized with the hybrid normative MAS
deployed on top of a network of tangible tables to support mixed interactions.

1 ε represents that the element is not present in the constitutive rule. The constitutive
rule, in this case, determines a freestanding assignment [6,18]. When t = �, the
assignment does not depend on any event.
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The environment on which agents interact corresponds thus to the events and
states produced by the actions of human actors on the tables. Since the acting
of the agents on the environment does not have per se any meaning in the crisis
management, SAI constitutive rules enable to institutionalize facts occurring
in the environment, and to give them the proper meaning in the particular
application (e.g. the tangible B in the position (C,D) counts as a command to
evacuate the downtown). Such institutionalization is important to the regulation
of the scenario that is, ultimately, the regulation of the activities of the agents
in the environment (Figure 1(b)). The Section 4.1 describes the relevant aspects
of the environment in the proposed use case. The sections 4.2 to 4.4 explain how
the SAI elements provide meaning to the tangible interactions enabling their
regulation.

4.1 Crisis Management SAI Environment

The environment is composed of the whole set of (possibly distributed) tangible
equipments involved in the application. From the SAI perspective, the agents
are also part of the environment. In despite of the possible complexity of the
environment, the relevant aspects here are the events occurring and the states
holding on it.

Among all the events possibly occurring in the environment, the relevant ones
here are (i) checkin(AgentID, TableID), triggered when the agent AgentID checks
into the table TableID, and (ii) putTangible(TableID,TangiID,X,Y,AgentID),
triggered when the agent AgentID puts a tangible TangiID on the coordinates
(X,Y ) of TableID.

The relevant environmental properties that compose the environmental state,
provided by databases, GIS, etc, are (i) nbInhabitants(ZoneID,X) holding when
the ZoneID has X inhabitants and (ii) security phase(ZoneID, Phase) holding
when the ZoneID is on security phase Phase ∈ {preventive, emergency}.

4.2 Crisis Management SAI Status Functions

The environmental dynamics described in the Section 4.1 animates the institu-
tional dynamics when it gives rise to the constitution of the status functions. The
specification of Section 4.5 specifies the relevant status functions in the presented
use case, as follows:

– The agent-status functions define that agents act in the scenario as
(i) mayor of the town, (ii) member of the CCP (ccp member), (iii) member
of the LC (logistic cell) or (iv) firefighter.

– The event-status functions define that events occurring in the environ-
ment can mean in the institution (i) the ask to an Evacuator to evacuate
a Zone (ask for evacuation(Zone,Evacuator)), and (ii) the evacuation of a
Zone (evacuate(Zone)).
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– The state-status functions define that the system can be in states where,
from the institutional perspective, (i) a Zone is considered secure for secu-
rity procedures (secure(Zone)), (ii) a Zone is insecure (insecure(Zone)), and
(iii) a Zone is electrical risky (electrical risky(Zone)).

4.3 Crisis Management SAI Constitutive Rules

As for the status functions, three sets of constitutive rules are considered:

- Agent Status Function Constitutive Rules. The rules 1 to 3 shown in
the Section 4.5 specify that the agent-status functions of mayor, logistic cell,
and firefighter are constituted by the Agent that checks into the proper Table
producing the event checkin(Table,Agent). The while clause of the rule 1 still
ensures that the status function of mayor is assigned only to a single agent at a
time as it defines that the agent keeps carrying such status function while it is
not assigned to another agent or while it is assigned to the Agent itself. The rule
4 states the agent carrying the status function of mayor carries also the status
function of ccp member.

- Event Status Function Constitutive Rules. The rules 5 to 7 shown in
the Section 4.5 define that some tangible interactions mean, in the institution,
the asking for an evacuation (rule 5) and the execution of an evacuation (rules 6
and 7). This meaning is conditioned to the tangible object used in the interaction
and also to the Actor that performs the interaction.

- State Status Function Constitutive Rules. By the rule 8 shown in the
Section 4.5, the property security phase(Zone,preventive) holding in the environ-
ment counts as the Zone being secure for unprofessional people to deal with the
security. By the first part of the while clause, such relation between environmen-
tal and institutional state holds while the Zone does not pose electrical risks.
Besides, by the remainder part of the while clause, such relation holds when the
Zone has, at most, 500 inhabitants or if it is already secure. Thus (i) if the prop-
erty security phase(Zone,preventive) starts to hold when the zone has more than
500 inhabitants, the zone is not considered secure and (ii) a zone remains secure
even if its number of inhabitants changes exceeding the threshold. Notice that,
if security phase(Zone,preventive) does not hold in the environment, it cannot
carry the status function secure(Zone). The rules 9 and 10 define an insecure
zone from the institutional perspective. The rule 11 defines what constitutes an
electrical risky zone. The rule 11 specifies a freestanding assignment since there
is not a concrete element in the environment to carry the status functions.

4.4 Crisis Management SAI Norms

The norms of the Section 4.5 define permissions, prohibitions and obligations
related to the asking for evacuations and to the evacuations. Notice that the
norms do not refer directly to the environment. Rather, they refer to status
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functions. For example, the norm 2 specifies when the agent carrying the sta-
tus function of mayor is permitted to produce any event that means, in the
institution, the ask for the LC perform an evacuation.

4.5 SAI Specification

The SAI specification for the proposed use case is shown below:
status functions:

agents: mayor, ccp member, logistic cell, firefighter.

events: ask for evacuation(Zone,Evacuator), evacuate(Zone).

states: secure(Zone), insecure(Zone), electric risky(Zone).

norms:
/*The mayor is prohibited to ask Logistic Cell to evacuate insecure zones*/

1: insecure(Zone): mayor prohibited ask for evacuation(Zone,logistic cell).

/*The mayor is permitted to ask Logistic Cell to evacuate secure zones*/

2: secure(Zone): mayor permitted ask for evacuation(Zone,logistic cell).

/*Firefighters are obliged to evacuate insecure zones*/

3: insecure(Zone): firefighter obliged evacuate(Zone).

/*Firefighters are prohibited to evacuate secure zones*/

4: secure(Zone): firefighter prohibited evacuate(Zone).

constitutive rules
/*** Agent-Status Functions constitutive rules ***/

/*Actors carry the status functions according to their check in the tables*/

1: Agent count-as mayor

when checkin(table ccp,Agent) while not(Other is mayor)|Other==Agent.

2: Agent count-as logistic cell when checkin(table logistic cell,Agent).

3: Agent count-as firefighter when checkin(table fire brigade,Agent).

4: mayor count-as ccp member.

/*** Event-Status Functions constitutive rules ***/

/*Mayor putting tangibleObject1 on (15,20) means the asking to the LC evacuate the downtown*/

5: putTangible( ,tangibleObject1,15,20,Actor)

count-as ask for evacuation(downtown,logistic cell) while Actor is mayor.

/*LC putting tangibleObject2 on (15,20) means the LC evacuating the downtown*/

6: putTangible( ,tangibleObject2,15,20,Actor) count-as evacuate(downtown)

while Actor is logistic cell.

/*FF putting tangibleObject3 on (15,20) means the FF evacuating the downtown*/

7: putTangible( ,tangibleObject3,15,20,Actor) count-as evacuate(downtown)

while Actor is firefighter.

/*** State-Status Functions constitutive rules ***/

/*A zone in preventive phase is secure if it does not poses electrical risks

and if it has at most 500 inhabitants*/.

8: security phase(Zone,preventive) count-as secure(Zone)

while not(electric risky(Zone)) &

((nbInhabit(Zone,X)& X<=500) |

(phase(Zone,preventive) is secure(Zone)))

/*A zone in preventive phase is insecure if it poses electrical risks*/.

9: security phase(Zone,preventive) count-as insecure(Zone)

while electric risky(Zone).

/*A zone in emergency phase insecure*/

10: security phase(Zone,emergency) count-as insecure(Zone).

/*The downtown is electric risky if the firefighter puts the tangible tangibleObject4 on (15,20)*/

11: count-as electric risky(downtown)

when putTangiNote( ,tangibleObject4,15,20,Actor) while Actor is firefighter.

5 Contributions of the SAI Regulation to Complex Crisis
Management Issues

To illustrate SAI in practice in our crisis management application, we suppose
a system composed of three tangible tables: ccp, logistic cell, and fire brigade,
possibly remotely placed, used by the CCP, LC, and FF respectively. The regu-
lation of the application follows the specification illustrated in Section 4.5, unless
stated otherwise.

Human actors representing the Mayor, LC, and FF have checked in the
system, carrying then the proper agent-status functions according to the con-
stitutive rules 1 to 4. They collaborate over a zone containing 300 inhabitants.
Upon start, they are in preventive phase. The following examples illustrate how
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the SAI allows situating the regulation in front of discrepancies in the consti-
tutive rules, inconsistencies in the norms, environmental evolutions, or increase
in the system autonomy.

5.1 Example 1: Changing the Constitutive Rules (Without
Changing the Norms)

In the presented crisis management scenario, while different actors and orga-
nizations can have different views about the same institutional fact, they need
to have the same interpretation for each situation to distribute efficiently their
efforts. Suppose that, for the Mayor, a zone is secure whenever it is in preventive
phase and its number of inhabitants is below a certain threshold. For the FF,
conversely, a zone is secure whenever it is in preventive phase and posing no risk,
such as an electrical one. That is to say, a secure zone is differently constituted
in Mayor and FF perspectives:

/* Mayor’s view */
security phase(Zone,Phase) count-as secure(Zone)
while Zone is preventive & ((nbInhabit(Zone,X)& X<500) |

(security phase(Zone,Phase) is secure(Zone))).
/* Firefighters’ view */
security phase(Zone,Phase) count-as secure(Zone)
while not(electric risky(Zone)) & Zone is preventive &

(security phase(Zone,Phase) is secure(Zone))).

In this example, as the Mayor ’s and the FF’s conditions nbInhabit(Zone, X)&

X<500 and not(electric risky(Zone)) do not overlap, interpretation inconsisten-
cies will occur, since one will consider the zone as secure and the other as the
contrary. Consequently the same action can be considered permitted by an actor
and prohibited by other (norms 1 and 2).2 These inconsistencies can be solved
by aggregating these two constitutive rules, generating the constitutive rule 8,
that expresses the institutional conception of a secure zone, independent of the
particular view from the actors about what a secure zone is.

5.2 Example 2: Changing the Norms (Without Changing
the Constitutive Rules)

The contrary is also possible: norms can be changed without changing the consti-
tutive rules. Consider for example norm 1. It states that the Mayor is prohibited
to ask the LC to evacuate a Zone when it is insecure, which means for him: it
is in emergency phase or there is some electrical risk or it has more than 500
inhabitants (constitutive rules 8 to 10). The institutional rules could evolve to
consider electrical risk as the only condition prohibiting the mayor to command
the evacuation. To reflect this evolution, the constitutive rules could remain as
they are and the norm 1 can be changed to:

electric risky(Zone): mayor prohibited ask for evacuation(Zone, logistic cell).

2 Note that there is not a conflict among the norms (there is not, for example, a same
entity deeming an action as simultaneously permitted and prohibited [21]). The con-
flicts are in the interpretation of the conditions that change the normative state.
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5.3 Example 3: Contextualize Evolution of the Active Norms

Norms can evolve automatically, depending on context. As already mentioned, in
preventive phase, the Mayor is permitted to perform evacuation. When the phase
changes to emergency, the Mayor becomes forbidden to perform evacuation and
it is mandatory for the FF to do it. In preventive phase, the environmental
property security phase(Zone, preventive) always holds. If Zone is not electrical
risky and has at most 500 inhabitants, then the status-function secure(Zone)
is constituted by the constitutive rule 8. As a consequence, the norm 2 becomes
active. When moving to emergency phase, the previous environmental property is
modified to security phase(Zone, emergency). The status-function secure(Zone)
is not constituted anymore. Thus, the norm 2 is deactivated while the norm 1 is
activated.

As may be seen, by changing the context (preventive to emergency), even if
the facts are interpreted with the same set of constitutive rules, the active norms
will change.

5.4 Example 4: Increasing the System’s Autonomy

As mentioned in Section 2, the system may change from a purely educative
application, where human actors undertake all actions, to a more autonomous
crisis monitoring one, where the system can be more autonomous and automatize
some actions.

Suppose that the Mayor has been informed about a flood in a given zone.
In this context, the Mayor is mandatory to realize the constitution of the event
status function: “ask for evacuation in X,Y”. In an educative context, the follow-
ing constitutive rule would specify how the Mayor can undertake the required
action through a tangible interaction:

putTangible( ,tangibleObject1,X zone,Y zone,Actor)
count-as ask for evacuation(Zone, logistic cell) while Actor is mayor.

In a monitoring context, on the contrary, the task “ask for evacuation in X,Y”
would be undertaken autonomously by the system if the constitutive rule is
defined as follows:

get information(flood, Zone, Agent)
count-as ask for evacuation(Zone, logistic cell) while Agent is mayor.

6 Related Work and Discussions

This paper highlights the use of Situated Artificial Institution (SAI) within an
hybrid, mixed, normative MAS to regulate human collaboration in crisis man-
agement. The proposed design draws on considerations from several research
fields. We first of all rapidly recall the specificities of human collaboration in cri-
sis management, and sketch some answers from the field of Computer Supported
Collaborative Work (CSCW). We then show its relation to some major issues in
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distributed, situated and social cognition. We finally discuss the added value of
normative multi-agent design, more specifically considering the field of Situated
Artificial Institutions.

Crisis management is a complex collaborative activity where multiple actors
and organizations participate, potentially distributed in time and space, with
local perceptions, goals and policies that may diverge [14]. They must act and
coordinate under degraded environment and critical constraints, with clear rules.
The lack of mutual knowledge of these rules makes it difficult to ensure a con-
sistent response of the rescue actors.

Current platforms often provide simple communication tools (e.g. Google
Wave or Wiki) giving a response to contexts clearly defined and closely super-
vised. Their adaptation within a crisis management context is only possible for
well-defined emergency routines and is not tolerant to exceptions [9]. In CSCW
applied in this field [15], particular attention is paid on context awareness, with
a focus on the policies that drive distributed work [17], on sharing a common
physical environment [19]. Our proposal is based on shared physical environ-
ment and shared organizational norms. The used tangible environment supports
flexible and opportunistic activity. Virtual feedbacks point out potential gaps or
inconsistencies between policies, thus supporting organizational context aware-
ness [20]. A hybrid, mixed and normative multi-agent approach is well suited
to support such principles. We also have proposed several modelling spaces to
cope with the physical dimension, namely production and communication, and
the organizational dimension, namely coordination.

Among the different issues on norms applied to CSCW systems, such as
normative design and reasoning [8,13,22], we deal with the grounding of the
norms within the physical environment, bridging the gap between environmental
elements and the semantics of the institution [1]. Such a institutional situatedness
is addressed by some related work. In [5], it is proposed to relate environmental
facts to the dynamics of the regulative elements rather than to the meaning of
the institutional concepts. While it could allow to specify a tangible interaction
as counting as, for example, a norm violation, it is not possible, as we do, to
specify it as counting as an evacuation. Another proposal [3,4,16] is to address
situatedness as a problem related to interoperability between environment and
institution, however limited to interfaces to observe the environment informing
the regulative elements about what should happen in the institution. A third
approach, proposed in [1], in line with [11], relates environmental elements to
the institutional concepts but not to the semantics of such concepts. In this
case, for example, while it is possible to state that something in the environment
counts as an evacuation, it is not clear if evacuation is an event, an agent, or
something else. Compared to this approach, SAI provides institutional meaning
to the environmental elements relating them also to the semantics of the norms.

As shown from the application examples, the proposed approach answers the
2 issues encountered when designing a tool for crisis management: clear coordi-
nation [7] but flexibility, that is necessary but may appear irreconcilable [9]. It
allows more precisely to cope with a number of issues among which interpretation
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discrepancies, norm inconsistencies, context evolution and level of autonomy of
the system. This is easily operated thanks to the existence of two distinct mod-
elling levels [1], expressed in a declarative way, by means of modifications at
the constitutive level, or at the norm level. More generally, the proposed mod-
elling brings context adaptation to the normative processing, thus solving the
flexibility-declarativity compromise: changes in the physical environment will
rise the triggering of appropriate constitutive rules, which will in turn activate
the corresponding norms.

Future work would involve modelling the full spaces of norms, considering the
production and communication activities, thus leading to the design of situated
hybrid normative-SMA for mixed interaction, in which situated organizational
context awareness is the core.
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Rhône-Alpes (ARC-13-009716-01).

References
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Abstract. In this paper we want to focus our attention on the importance of  
categories for trust in information sources (TIS). We analyze an interactive 
cognitive model for searching information in a world where each agent can be 
considered as belonging to a specific category. We also consider some kind of 
variability within the canonical categorial behavior and their consequent influ-
ence on the trustworthiness of provided information. The introduced interactive 
cognitive model also allows to evaluate the trustworthiness of a source both on 
the basis of its category and of the past direct experience with it, selecting the 
more adequate source with respect to the informative goals to achieve. We 
present some selected simulation scenarios together with the discussion of their 
more interesting results. 

1 Trust and Information Sources 

Starting from our previous works about the socio-cognitive trust model and its appli-
cation to information sources [1,2,8,12], we want to focus on the importance of cate-
gories for information sources' trust evaluation. Many dimensions of Trust in Infor-
mation Sources (TIS) are quite sophisticated, given the importance of information for 
human activity and cooperation. We will simplify and put aside several of them. First 
of all, we have to trust (more or less) the source (F) as competent and reliable in the 
domain of the specific information. Is F both competent and reliable? Is F sincere and 
honest?  

These competence and reliability evaluations can derive from different reasons: 

1. Previous direct experience with F (how F performed in previous interactions) on 
that specific information content, or better our "memory" about, and the adjustment 
that we have made of our evaluation of F in several interactions, and possible suc-
cesses or failures relying on its information; 

2. Recommendations (other individuals (Z) reporting their direct experience and 
evaluation about F) or Reputation (the shared general opinion of others about F) 
on that specific information content; [3,4,6,7]; 

3. Categorization of F (it is assumed that a source can be categorized and that this 
category is known), by exploiting inference and reasoning: inheritance from 
classes or groups where an agent (Z) is belonging (as a good "exemplar");  analogy 
referred to agents: Z is (as for that) like Y, if Y is good for, then Z too is good for; 
analogy referred to tasks: Z is good/reliable for task1 it should be good also for 
task2, since task1 and task2 are very similar. 
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On this basis it is possible to establish the competence/reliability of F on the specific 
information content [2,5]. 

Here we are not interested in presenting the trust model (already presented in 
[8,10,16]), but rather to emphasize the importance of categories' evaluation for TIS. 
For sake of simplicity and for focusing on this aspect, in this model we do not take 
into account recommendations and reputation. 

1.1 Relevant Questions About the Categorization 

We want to resume some relevant aspects about trusting categories [11,13,14,15]. We 
will make use both categories for competence and categories for reliability, and in 
particular we have chosen taxi-driver, policeman, passer-by and shopkeeper as cate-
gories for the competence dimension (agents belonging to these categories have 
common features of competence deriving from the same definition of these catego-
ries). We have also chosen three abstract reliability categories: reliability due to the 
role of the agent (for instance, a policeman -for role- has to be sincere and motivated 
about security information); reliability due to the individuality (a reliability feature 
due to the specific agent, independent from its category: this is a trait of personality); 
reliability due to the culture of the environment in which the agent is absorbed, due to 
the specific cultural environment that affects all the categories and the agents in that 
environment. Some features may be typically emerged as traits shared by (or influen-
tial on) the entire population. Think of some moral values, or prejudices or habits of a 
population or territory. An example could be about the difference in perception of the 
danger of street crime or of the role of women in society and so on. 

There could be also mixed categories, not only because we have categories for 
both competence and reliability, but also because we should mix different categories 
of competence and of reliability: an agent might belong (and generally belongs) to 
more than one category. 

We will also take into account a given variability on trustworthy features of the 
agents belonging to the same categories: are the agents belonging to the same cate-
gory (for example all the policemen) equally trustworthy with respect to a specific 
information request? How much? To what extent this variability determines a stable 
or unstable trustworthiness for that category with respect that informative task? 

2 Computational Model 

2.1 General Setup 

In order to realize our simulations, we exploited the software NetLogo [9].  
The simulations were carried out using (except one case) 40 trustees and 1 trustor. 

In particular, we decided to classify trustees into 4 categories: shopkeepers (Sk); pass-
ers-by (Pb); taxi-drivers (Td); policemen (Pm). 

As usual with categories, agents belonging to them inherit with a certain regularity 
the features attributed to those categories. In our case given a specific type of re-
quired information, the agents belonging to each category can perform differently, in 
terms of competence and reliability. The variability within each category is ruled by 
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the uncertainty factors (both for competence and reliability). In other words, the 
agent’s performance on a specific task mainly depends from the agent’s category 
(both its category of competence and its category of reliability) and secondarily from 
the specific features of that agent (that express its variability within the category). 

As later said (§3.5), it is also important to model not only the top-down link (inhe-
ritance) but also the reverse process: how the evaluated trustworthiness of a given 
member of a category bottom-up builds or affects our opinion on its category. We 
might have a given evaluation on categories by reputation, recommendation, or analo-
gy, or higher categories; but we also build or adjust it on the basis of our direct expe-
rience; however direct experience is with individuals, as member of that category. 

Each category will be characterized by: 

• competence, in range [0,100]; 
• uncertainty on competence: we fixed this value on 20%; 
• reliability, in range [0,100]; 
• uncertainty on reliability: we fixed this value on 20%; 

The choice of fixing uncertainty to 20% is due to practical reasons. We are not in-
terested in investigating this dimension in this work; according to that, we empirically 
chose a value able to give flexibility but also validity to categories. 

As a consequence of these parameters, each trustee will be characterized by: 

• competence, in range [0,100], derived from the value of the belonging category;  
• reliability, in range [0,100], derived from the value of the belonging category, but 

also influenced by individual_reliability and contextual/cultural atmosphere;  
• individual_reliability: given its category, a trustee could be more available than 

expected (+20% on reliability), neutral (no influence on reliability) or less availa-
ble (-20% on reliability). This trait is expressed by a visual feature that the trustor 
can access: it is a perceivable feature of the trustee. We modeled it in NetLogo 
changing the image of the trustees: happy face, neutral face and sad face;  

• contextual/cultural atmosphere of trustees: it is an additional parameter that in-
fluences the reliability of all the trustees in the same way; we suppose that the in-
fluence of this parameter is not fixed, but depends on the criticality required of the 
information. 

• own trustworthiness (objtw), in range [0,100], given by the mean of competence 
and reliability; it represents the objective probability that, concerning a specific 
kind of required information, the trustee will communicate the right information; 

• past experience: this value represents how the trustee performed with the trustor 
concerning a specific kind of required information; this value is obtained through 
the experience vector; 

• experience vector: a vector in which the last performances of the trustee are 
stored; they are boolean values (as in our cases the information can just be true or 
false, the trustee can just confirm or deny it).  

• evaluation: trustor’s estimation of trustee’s performance as fuzzy value. In par-
ticular we define the following fuzzy set: terrible, poor, mediocre, good, excellent 
(see figure 1). 

For a full description of the computational model, we remand to [8,10] 
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Fig. 1. Representation of the five fuzzy sets 

2.2 Category’s and Past Experience’s Weights 

According to the simplification of our model (see §1), we consider just “past expe-
rience” and “category/analogy” as dimensions for evaluating a trustee as information 
source. It is important to assign weights to these dimensions, to establish which of 
them is more relevant in different situations. In particular, the past experience 
weight depends just on time: it is increased of 1 unit every tick of the simulation, 
starting from 0 and arriving to a maximum value of 10. This models the fact that, the 
more the trustor experiences the world, the more its experience acquires importance. 
In any case if the experience is too old (more than 10 steps), then it will not have any 
role. Instead, the category weight depends on the mean value of uncertainty on the 
dimensions of each category (to whom the agent belong?): as for each dimension of 
each category we give an uncertainty of 20%, this weight is fixed to 8 (10 – 2). 

2.3 Required Information 

It is important to underline that in each simulation the information can be just true or 
false (and that the correct information is always the true one). Given this assumption, 
we defined 6 different types or categories of required information (they represent the 
different tasks to achieve by the trustees), as of course the trustworthiness of cate-
gories and agents is strongly related to it: 

• ask for x: to this kind of request just one category of trustee will perform badly, all 
the others will perform properly; 

• ask for y: to this kind of request just one category of trustee will perform properly, 
all the others will perform badly; 

• ask for z: all the trustees will perform properly (an example could be “ask for hospit-
al”); moreover, trustees are conditioned by cultural/moral factors on reliability; 

• ask for t: trustees perform all in the same way regardless of the category to which 
they belong: 100% of trustworthiness and zero uncertainty; 

• ask for j: to this kind of requests, the performances of the different categories 
present a variability of response with respect to each informative task less evident 
that in the previous cases (x and y) and, as a consequence, determine the various 
behaviors of the belonging trustees (examples could be “ask for street out of the 
neighborhood”, “ask for parking area”, “ask for shops’ opening hours”;); 
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• ask for k: this is a kind of information request in which is unpredictable the per-
formance of the agents’ categories, so that the trustor doesn’t know how the trus-
tees’ categories will perform: it ignores the trustworthiness of all the categories 
about that specific request of information. 

2.4 The Simulations Workflow 

In every tick, the trustor moves around the world and meets a number of trustees. It 
asks about P (the information it needs) just to its neighbors (trustees with distance less 
than 3 NetLogo patches) and it evaluates them. For the evaluation we use two differ-
ent approaches, comparing their performance: one uses just past experience; the 
second one exploits both past experience and category [8,10]. 

We use some different indexes to understand the result of the simulation: 

1. Mean error of evaluation (MEV): for each tick of the simulation, we com-
pute the mean absolute error of neighbors evaluation. The MEV represents the mean of 
all mean absolute errors of neighbors’ evaluation in time. It is computed with both the 
evaluation's algorithms described above; here is a formula to better explain this: 
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Where:  
iobjtw  is the objective trustworthiness of i-th trustee;  ieval  is the evalua-

tion, according to the trustor of i-th trustee; T is the number of current ticks; 
jN  is the 

number of neighbors at tick j. 
MEV (based on absolute error) is particularly useful to provide an estimation of 

how much the evaluation produced by the trustor differs from the effective objective 
trustworthiness of the trustee on average; 

2. Mean error of evaluation for a given category: it is the same of MEV, but 
here we consider just the contribute of a single category; 

3. Success rate: it is the percentage of success of a category given a kind of  
information request. 

3 Simulations 

3.1 First Simulation: The Relevance of the Memory’s Length 

We tried to reduce and to increase experience vector length, to understand the effect 
of this parameter. How does it influence the MEV? Can we identify the limits beyond 
which we are storing too little information or too many information? 

We can say that we have: 

• a too short memory: when the length of experience vector fails to shape properly 
the past experience of the trustee; in practice the cumulated experience of the trus-
tee’s behavior is not enough for well representing it. 
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• a too long memory: when it memorizes too many old experiences; it could include 
not more current behaviors of the trustee: this is the case in which the trustee’s 
trustworthiness changes in time. 

• a right memory: when it memorizes just the needed quantity of information: nei-
ther too much nor little; the information included in the experience vector is 
enough for both representing all of the trustee’s behaviors and, at the same time, 
for taking account for changes of its trustworthiness. 

For this simulation we set: 1)kind of information: "ask for street out of the neigh-
borhood", of type “ask for j”1; 2)number of trustees: 10 for category; 3)number of 
ticks: 400;  

 

Fig. 2. Representation of MEV and MEV without category 

We let the vector size assume the following values: 1, 3, 5, 10, 20, 30, 100, 200. 
Then for each case we computed MEV with and without category. The results are 
summarized in the picture below. As we can see, the error of evaluation reaches its 
maximal value when we set the vector size to 1, then it starts decreasing. Although we 
increase the length of the past experience vector, there is no improvement after a 
length value of 100: actually there is a worsening (due to statistical randomness into 
the model). It means that we reach the minimal error close to 100. 

So far we have only considered situations in which the trustworthiness of trustees 
doesn’t change in time. In these cases it is obvious that the more information on past 
experience I have, the more precise will be my evaluation. Let’s now investigate the 
case in which the trustworthiness changes, considering three different vector size: 3, 
10 and 100. We let the trustworthiness changes every 30, 100 and 300 ticks (we called 
it PTC, i.e. period of the trustworthiness’ change). 

For this simulation we set: 1) kind of information: "ask for street out of the neigh-
borhood", of type “ask for j”2; 2)number of trustees: 10 for category; 3)number of 
ticks: 3000 (since we change trustworthiness, it is necessary to use more time to see 
its effects); 

 

                                                           

1 Sk: competence= 30, availability = 30; Pb: competence= 40, availability = 50; Td: competence= 90, 
availability = 20; Pm: competence= 70, availability = 90; contextual/cultural atmosphere = 0; 

2 Sk: competence= 30, availability = 30; Pb: competence= 40, availability = 50; Td: competence= 90, 
availability = 20; Pm: competence= 70, availability = 90; contextual/cultural atmosphere = 0; 



86 R. Falcone et al. 

  

Fig. 3. Representation of MEV and MEV without category. The abscissa represents PTC, while 
the ordinate represents the MEV for vector sizes 3, 10 and 100. 

We can clearly see that the MEV increases when the period decreases: the longer is 
the size of the vector, the greater is this decrement. 

Let’s then consider the case in which the trustworthiness gets as possible values 
just 100 and 0 (limit case). Suppose also that the trustworthiness changes every 30 
ticks. We reported results in the following table, were VS stands for Vector Size. 

 

Table 1. MEV and MEV without category when the trustworthiness changes every 30 ticks 

 VS = 3 
MEV with 
category 

VS = 3 
MEV with-
out category 

VS = 10 
MEV with 
category 

VS = 10 
MEV with-
out category 

VS = 100 
MEV with 
category 

VS = 100 
MEV 
without 
category 

Average 0,1853 0,2992  0,2426  0,3974  0,2775  0,4524 

We can clearly notice that in this limit case the shorter is the vector size, the better 
is the MEV. Then storing a lot of information could become a drawback! 

3.2 Second Simulation: Trustworthiness of Mixed Categories 

Here the trustor perceives all the agents as "passers-by", while they may also belong 
to another of the defined categories: trustees perform differently than expected.  

We consider that the trustee’s competence is the highest among the categories to 
which the trustee belongs (in fact it has both the competences, so it is natural to use 
the best one), while the reliability is the one in which the trustee is playing the role.  

Let's suppose that trustee Y is a passer-by, but also a policeman. When the trustor 
asks for information to it (as a passer-by), its reliability will be the same of passers-
by, because in that moment it is a passer-by and it will act accordingly. But it is not 
possible to state the same for its competence. If Y (for the kind of required informa-
tion) has an higher competence as policeman that as passer-by, its competence will 
not decrease because of its current role. This is why for mixed categories we consider 
the competence always as the maximal between the originating ones. 

In this scenario we investigate two points: 
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- what is the difference between a situation in which the trustor perfectly knows the 
categories of the trustees and the one in which it only perceives partially their catego-
rization (case of the mixed and hidden categories)? 
- Accordingly to the trustees' behavior, can the trustor cluster them? Can we rebuild 
the correlation between these new clusters and the mixed categories? 

The setting for these simulations is: 1)kind of information: "ask for y"3; 2)number 
of trustees: 10 for category (mixed categories); 3)number of ticks: 400; 

Table 2. Comparison between a simulation with mixed categories and one with normal 
categories 

 MEV with catego-
ry (mixed catego-
ries) 

MEV without cate-
gory (mixed catego-
ries) 

MEV with category 
(normal categories) 

MEV without category 
(normal categories) 

Aver-
age 

0,1039 0,1451 0,078 0,1368 

We can clearly notice that the MEV is greater in the case of mixed categories, be-
cause the information about the behavior of the categories is not always correct. The 
“MEV without category” is quite the same in both cases, because here it is taken into 
account just the past experience, that shapes the real behavior of trustees. 

Although the trustor sees the trustees as belonging to the same category, by the 
means of the clustering process it is possible to classify them on the basis of their 
behaviors. In fact we can clearly see that policemen emerge from the other trustees, 
having a higher competence on the chosen task. 

Table 3. Results of the clustering process 

  excel-
lent 

good mediocre poor terrible 

Pb and Sk 0 3,3%  23,7% 31% 0 

Pb 0 6% 20,5% 31,5% 0 

Pb and Pm 0 84,9% 34,7% 3,1% 0 

Pb and Td 0 5,8% 21,3%  33,9% 0 

3.3 Third Simulation: Convergence Speed of the Evaluation’s Algorithms 

We want to understand which of the two evaluation's algorithm (the one with category 
and past experience and the one just with past experience) performs better; in other 
words, which one can provide a better evaluation in the shortest time. 

                                                           
3 Sk: competence= 10, availability = 80; Pb: competence= 10, availability = 50; Td: competence= 10, 

availability = 80; Pm: competence= 90, availability = 70; contextual/cultural atmosphere = 0; 
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Here the trustor evaluates the performance of the trustees it meets, memorizing the 
last three evaluations (here we are talking about the evaluation, not just the perfor-
mance of the trustee, which only describes success or failure) both for the two evalua-
tion's algorithms. We say that there is convergence with an algorithm on a given  
trustee when the last three evaluations computed with this algorithm are equal and 
correct. When there is convergence with one algorithm on a trustee, this trustee is 
marked, so that it won’t be considered for the rest of the run and it is a +1 for the con-
verging algorithm. 

The setting for these simulations is: 1)kind of information: "ask for parking area", 
of type “ask for j”4; 2)number of trustees: 10 for category; 3)number of ticks: as many 
as needed for all trustees to converge. 

Table 4. Performance of the two evaluation’s algorithms 

 Converged 
without category 

Converged 
with category
  

Equally con-
verged  

Needed ticks 

Average 1,7  
4,25%  

15,8  
39,5% 

22,5  
56,25%

  

309,4  

 
As expected, we have that the algorithm that exploits both category and past expe-

rience performs better than the other one. However there is a special case. Suppose 
that the categories are equally adequate with respect to the informative task (all good, 
or mediocre, or bad, and so on). What would happen? 

The setting for these simulations is: 1)kind of information: "ask for t"5; 2) number 
of trustees: 10 for category; 3) number of ticks: as many as needed for all trustees to 
converge. 

Table 5. V. Performance of the two evaluation’s algorithms 

 Converged 
without category 

Converged 
with category
  

Equally con-
verged  

Needed ticks  

Average 0 1       (2,5%) 39     (97,5%) 367,7  

In this situation the two algorithm perform quite the same, meaning that the there is 
no reason to consider the categorical nature of the trustees. In our case this additional 
information on the trustees is free of cost but in general, one should take into account 
that accessing to this value could have a cost. 

                                                           
4 Sk: competence= 50, availability = 50; Pb: competence= 50, availability = 50; Td: competence= 50, 

availability = 50; Pm: competence= 90, availability = 90; contextual/cultural atmosphere = 0; 
5 Sk: competence= 100, availability = 100; Pb: competence= 100, availability = 100; Td: competence= 100, 

availability = 100; Pm: competence= 100, availability = 100; contextual/cultural atmosphere = 0; 
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3.4 Fourth Simulation: Corrupted Categories 

What if some of the trustees are not representative in the performance with respect to 
their category? In this simulation we introduce a percentage of 80% of false trustees 
(non representative of the category) which will have their own trustworthiness in-
creased to 90% in a simulation or decreased to 10% in another simulation. 

In a first step the trustor explores the world, making experience with other trustees. 
It will find good and bad trustees, dependently from the according or less with their 
categories’ values. Then, in a second step, we introduce other new trustees never ex-
perienced before. Who will the trustor ask for the information? Will it choose new or 
old trustees? We made 10 runs (for each of the two simulations). For each run, after 
the first step, we verified the behavior of the trustor for 10 ticks, checking if it used an 
old or a new trustee as source of information and why. As reasonable, the result is that 
the trustor will mostly chose new trustees, in the case of negatively corrupted trustees, 
and old trustees, in the case of positively corrupted trustees. 

We made two simulations, one for negative corrupted trustees and one for positive 
corrupted trustees. The setting for these simulations is: 1) kind of information: "ask 
for shops opening hours", of the type “ask for j”6; 2) number of trustees: 5 for catego-
ry (first step); addition of 5 others (second step); 3) number of ticks: 200 for the first 
step, 200 for the second step. 4) Percentage of false negative/positive trustees: 80% 

Table 6. Average of chosen trustees  

Kind New Old Why  

negatively 
corrupted  
trustees 

6,6 3,4 - The trustor chooses an old trustee just because it is surrounded by old 
trustees. 
- The trustor chooses an old false trustee that it has never experienced. 
- The trustor chooses an old experienced trustee as it is a good member of 
its category. 
- The trustor consciously chooses an old shopkeeper performing badly and 
seems reliable rather than a new trustee that has a low category value (taxi 
driver) and is unreliable. 
- The trustor (wrongly) chooses an old experienced trustee (a shopkeeper) 
because, even if the past experience is "poor", the evaluation of the catego-
ry is "excellent". 

positively 
corrupted  
trustees 

1,6 8,4 - The trustor chooses a not experienced trustee given its high category 
value. 

- There is just a new trustee nearby. 
- The trustor chooses a new trustee because the old trustee, even if it is a 
good element of its category, had a low performance. 

                                                           
6 Sk: competence= 90, availability = 90; Pb: competence= 50, availability = 50; Td: competence= 30, 

availability = 30; Pm: competence= 50, availability = 70; contextual/cultural atmosphere = 0; 
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3.5 Fifth Simulation: Trustees Without a Link with Categories 

What if it's not possible to access to a category’s evaluation? The request of a specific 
information is could be not directly linked with the categories. How can one deduce 
the trustworthiness of categories about a task from the bottom, exploiting the perfor-
mance of each trustee (past experience)? 

In this case the trustor asks a new kind of information, without knowing how cate-
gories will perform. In order to deduce the category’s evaluation from the past expe-
rience, the trustor checks the performance of each trustee, computing the success rate 
(above defined) of each category. So we have that the categories’ trustworthiness on 
these new informative tasks would emerge from the bottom of the interactions be-
tween trustor and trustees. The category’s evaluation is just the fuzzy value of its 
success rate. 

The setting for these simulations is: 1) kind of information: "ask for k"7; 2) number 
of trustees: 10 for category; 3) number of ticks: 400. 

Table 7. Value assigned to categories on the basis of their success rate 

  Sk success rate Pb success rate Td success rate Pm success rate 

Total 5 x terrible 
5 x poor 

6 x poor 
4 x mediocre 

10 x mediocre 10 x good 

4 Conclusions 

The purpose of this work was to show how the categorical aspect is particularly useful 
for trust in information sources. In fact, categories could both be designed in a top-
down approach and emerge in a bottom-up approach through association of similar 
structural and functional features. So they represent a relevant guide to define the 
trustworthiness of the different sources under analysis with respect to the more or less 
specific informative task. 

As showed in the simulations, it is possible to identify categories in both the  
trustworthy dimensions (competence and reliability); it is possible to exploit the 
knowledge about the multiple membership of the trustees to different categories; to 
evaluate the variability of the features of the agents belonging to these categories for 
understanding how the trustworthiness can change, and so on. 

We have also compared the categorical approach to trust information sources with 
the direct experience with sources, presenting some interesting results and evidences. 

Results in fact show that categories allow the trustor to evalutate even unmet trus-
tees (no past experience) or in any case to improve the evaluation of the met ones.  

                                                           
7 Sk: competence= 10, availability = 10; Pb: competence= 30, availability = 30; Td: competence= 50, 
availability = 50; Pm: competence= 70, availability = 70; contextual/cultural atmosphere = 10; 
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Abstract. BDI agents provide a common well established approach
for building multi-agent simulations. In this paper we demonstrate how
semantic technologies can be used to model agent behaviour. Beliefs,
desires and intentions are mapped flexibly to corresponding OWL ontolo-
gies structured in layers. This reduces JAVA coding efforts significantly.
Reasoning mechanisms and rule evaluation are used to compute agent
behaviour by deriving an agent’s actions from declaratively formulated
rules. An agent’s knowledge of its environment and its personal pref-
erences can be expressed and human behaviour can be simulated. The
approach is implemented in an integrated tool for running round based
agent simulations (AGADE).

Keywords: Multi-agent system · BDI · OWL ontology · Market simu-
lation · Human behaviour

1 Introduction

Multi-agent simulations are a powerful tool for the analysis of complex adaptive
systems consisting of independent individuals [9]. These individuals are modelled
as agents and their individual behaviour leads to emergent patterns of behaviour
in the community of agents. Typical applications are market simulations and
predictive investigations of organisational development.

AGADE (Agile Agent Development Environment) a tool for round-based
multi-agent simulations where each agent is equipped with world knowledge coded
in a layered ontology was developed at Technische Hochschule Mittelhessen. More-
over AGADE allows the specification of a social structure for the community of
agents i.e. a sociogram. Agents can e.g. inhabit a community that follows rules of
small world networks. Information about this structure is made available to the
agents so that they may be aware of their position and their importance in their
social environment. A modified version of the page rank algorithm [14] is used
to calculate an influence matrix that quantifies mutual influence [7, pp.240–241].
Other social structures can be generated by the tool as well. AGADE is highly
configurable and can be used to run different scenarios [7].
c© Springer International Publishing Switzerland 2015
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In this paper we address the principal approach of using OWL (Web Ontol-
ogy Language) ontologies to model agent behaviour i.e. how to code an agent’s
knowledge and its preferences using OWL and SWRL (Semantic Web Rule Lan-
guage) and how this corresponds to the BDI model. A major benefit of this
approach is the reduction of programming efforts and a clearer separation of
concerns in the overall simulation model. The approach is implemented in the
tool AGADE mentioned above. Details will be discussed in this paper and exam-
ples and demonstrations will be presented.

2 Motivation

This research aims at building stronger connections between semantic technolo-
gies and multi-agent systems that can be used and reused flexibly for different
scenarios. We demonstrate the use of semantic technologies for modelling realis-
tic purchasing decisions of buyers in simulated market places. Such simulations
may be used to enhance business games and potentially within business decision
support systems. Thorough literature studies have shown that the idea of using
ontologies is not entirely new but up to now these approaches have not lead to
a really integrated solution. We refer to [7] for this discussion.

AGADE has been used to run simulations on a model of a mobile phone mar-
ket where buyers often base their buying decision on social influence. Therefore
the agents were modelled to follow the pattern of opinion leadership and the
market development indeed developed as predicted and produced the expected
statistics [7]. This was a proof of concept and now we aim at modelling more
complex scenarios with a more heterogeneous structure of market participants.
This presents the challenge of having to model different behavioural patterns
into our agents. Besides varying problem solving patterns (How does the agent
perform a buying decision?) we also have to model differing personal preferences
(What are the agent’s personal preferences concerning mobile phones?). This
work can be simplified if we separate the agent’s Java implementation from the
definition of the behavioural patterns.

3 Agents and Ontologies

According to classical definitions an agent is an autonomous software entity
which observes its environment, reacts to impulses (internal or external) and
acts independently within a defined environment. External stimuli and available
information are used to determine an agent’s actions. Agents focus these actions
on reaching given goals while following available plans. Newell and Simon [13]
have already coined the term intelligent agent in 1972 for such an entity. A
common paradigm for the development of intelligent agents is the so called BDI
concept [5]. The acronym BDI represents three aspects that define the charac-
teristics of an agent: beliefs, desires and intentions. A BDI agent has knowl-
edge about its world (beliefs) and pursues goals (desires) while following given
strategies (intentions). Therefore the agent belief base stores everything an agent
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knows (or believes to know) about the environment it lives and acts in. Here the
things that exist and relations between these things can be specified i.e. domain
knowledge is made available to the agent. In classical BDI implementations using
frameworks like Jadex all aspects have to be coded in Java classes fitting into
the hotspots of the framework [4]. While the basic flow of control is left in Java
classes we shift certain aspects of the agent so that we can use declarative rule
languages. This is described in detail in section 4.

Today we have widely standardised formalisms to represent knowledge in
what we call ontologies and we will use the standardised techniques to model
BDI agents. Formally an ontology O is a triple (C,R, I) where C is a set of con-
cepts, R a set of relations, and I a set of individuals. Concepts formally denote
sets of individuals: sets of individuals are the extension of concepts while con-
cepts are the intentional representation of the corresponding sets of individuals.
An individual that belongs to a concept is called an instance of that concept.
The elements of R are relations (also called roles or object properties) having
subsets of C as domain and range. The extension of a role is then a set of pairs
(c, d) with c, d ∈ I. Additionally individuals can have data properties where
they get linked to primitive data e.g. strings or numbers. Typically ontologies
are formulated by means of description logics with differing levels of expressive-
ness [2]. Usually description logics are proper subsets of first order logic where
typically expressiveness has been traded for decidability. Inference knowledge is
implicitly given by the underlying reasoning mechanisms of the available reason-
ing instruments. Here we use OWL and SWRL both specified by W3C [11],[15].
The sets of beliefs (i.e. knowledge), desires (i.e. goals) and intentions (i.e. plans

Fig. 1. OWL-BDI-Mapping
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of how to reach the goals) of an agent are mapped into a layered OWL ontology.
Desires and intentions correspond to OWL individuals of appropriate concepts
and beliefs are represented by instantiations of relations (see Fig. 1). A belief
change listener ensures that beliefs of an agent which are modified in Java oper-
ations that are part of the implementation will always be kept up-to-date in the
ontology.

The ontology and its inference mechanisms are used to determine the
behaviour of an agent e.g. rules are used to determine plans and calculate actions.
Each agent has its own private ontology while we make sure that agents have a
common understanding of the environment by providing commonly shared ele-
ments. We implement this using a layered approach we will discuss in the next
section.

4 Layered Ontology

The development of a universally applicable integration of semantic technologies
and agent based systems is still a challenge. Our idea is to achieve a blueprint for
an architecture that can easily be adapted to various simulation scenarios. We
propose a layered ontology (Fig. 2) where domain knowledge can be separated by
its degree of generality. We distinguish between the abstract domain layer (ADL),
the specific domain layer (SDL) and the individual domain layer (IDL). While
ADL contains the most general knowledge elements, SDL can be used for more
specific aspects. Individual knowledge is coded in IDL. ADL and SDL are shared
by all agents leading to a common understanding of concepts, which realises an
ontological commitment that enables communication among the agents. This
approach leads to flexibility and a higher degree of reusability as at least ADL
can be applied to a wide range of simulations of consumer product market places.

Considering the simulation of markets the abstract domain layer can describe
general concepts, relations and individuals which are not restricted to a specific
product market. SDL refines ADL by specialising abstract elements of ADL to
fit the requirements of a specific market domain. The individuality of each agent

Fig. 2. Three-layer architecture
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is expressed in IDL. It contains individual beliefs and definitions of individual
behaviour of each agent (e.g. how an agent reacts to a certain stimulus). OWL
allows ontologies to import other ontologies. We use this to import the general
ontologies into the more specific ones. From a mathematical point of view the
set of general concepts is a subset of the specific knowledge available to an agent.

The separation of knowledge into layers allows the general control of the
simulation to be independent of specific terms of a given scenario. For example:
creating a market simulation of a mobile phone market specific concepts and
relations are modelled in SDL e.g. concepts like mobile phone, smartphone or
touchphone. The individual aspects of an agent and how it in fact behaves in
this market is expressed in the IDL e.g. that it follows opinion leadership.

This layered approach is mirrored into the Java application that implements
the BDI concept. We developed an AbstractOWLAgent class that describes fun-
damental elements of an OWL-BDI agent that enable it to participate in AGADE
simulations. References and methods to maintain ontologies and trigger plans are
implemented here. We equip each agent with its own reasoner and private ontol-
ogy which is accessed using the OWL API [10]. Subclasses of AbstractOWLAgent
are on the level of SDL and specify more concrete aspects of an agent (see
Fig. 3). Each subclass references an IDL which in turn is the key to the indi-
vidual behaviour of an agent and describes the type of an agent as well. For
example: AGADE has one general market participant class and distinguishes
between seller or customer in the individual ontologies used in the prototypical
mobile phone market implementation. All available agent actions of the specific
market scenario (e.g. plans) have to be expressed as a member of the concept
AgentAction. Specific plans are relevant for a specific scenario and therefore
they are attributable to the SDL.

Fig. 3. Layered ontology and agent classes comparison

We decided to use a well established multi-agent framework as underlying
technology because it does provide a set of convenience tools (logging,
monitoring,...) and fully functioning BDI infrastructure. Jadex was the tool of
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choice because it is an easily available Java based solution that we achieved to
seamlessly connect to the reasoning mechanisms of the ontologies and its rea-
soners.

In compliance with the Jadex framework possible individual actions have to
be implemented as plans. This is done in the Java code that implements the
agent. Plans in Jadex can be represented as methods inside the Java class that
implements the agent or alternatively as plain Java classes which have to provide
a so called plan body method. We recommend to code plans as Java classes to
keep the agent behaviour pattern as flexible as possible, because plans written
in Java classes can easily be made available to different agents by simply adding
@Plan annotations to the specific agent class. AGADE can create plan pools
out of available classes annotated as plans thus making them available in other
simulations.

The Java classes annotated as plans find a corresponding member of concept
AgentAction in the ontology. These links makes facts and rules of the ontology
accessible to the agents. The object property nextAgentAction (with domain
Person which is equivalent to the set of agents and range AgentAction) together
with a rule determines how the agent decides which plan to chose next. The
next agent actions are periodically triggered by the round based management
of AGADE. Note that the ontology based belief base leads to a very flexible
architecture, because important aspects of the agent do not have to be coded
statically any more but may be expressed in the rules of the ontology.

Agent knowledge is limited to what is defined in the hierarchy of ontologies
possibly differing from what other agents know. An agent may extend its knowl-
edge base during a simulation meaning that it has learning capability. Agents
communicate with other agents (e.g. they exchange information about product
details) and this communication may refer to knowledge items that belong to
the IDL layer. Therefore agents can exchange information which contains con-
cepts that may be totally new for the receiving agent. The agent may then add
new facts acquired through this information exchange into its belief base. When
incorporating a new concept into its IDL the agent has to obtain all available
information relating to that concept. SDL and ADL layers are shared among
the agents so that a concept with a direct superclass in SDL or ADL can easily
be added to the IDL of the learning agent. Otherwise, if the concept does not
have direct ancestors in ADL or SDL the super classes of the sending agent
must also be included. Individuals and facts (properties) about individuals can
be added directly, if they are instances of a concept defined in ADL and SDL.
But agents can also exchange definitions of concepts and information about indi-
viduals that are instances of concepts of an IDL. We currently expect that every
concept in IDL is a subconcept of concepts in ADL – possibly transitively. This
is ensured by a Java routine that performs validation checks on the ontologies.
To summarise: Let o1 and o2 be individual ontologies. The intersection o1 ∩o2 is
uncritical because it is obviously available to both agents. From the perspective
of o1 the set o2 \ o1 is critical, because it contains elements of C, R or I which
are relevant for the learning process.
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For example: Each product p is represented as an instance of concept Product.
Let the IDL of an agent a1 contain product p and further assume that the IDL
of agent a2 does not contain p. If a1 wants to communicate details of p to a2
and p is totally new to a2, the agent a2 has to add p into its IDL. In this case
the corresponding concept hierarchy will be added to the ontology of agent a2 if
necessary.

This learning capability has direct effects on the actions of agents e.g. their
buying behaviour. The layered approach enables the learning capability possible
described above.

5 Personal Preferences

In general market segments consist of buyers and sellers who demand and offer
competing products. A customer will compare these products and try to rank
them according to his personal preferences by considering characteristics of avail-
able products [3, pp.202-204]. This could possibly be retail prices or any technical
features measured quantitatively e.g. camera resolution or battery life span of a
mobile phone.

To enable multi criteria comparisons quantifiable attributes are normalised to
percentages using the span between the highest and the lowest value that appears
among the described products of one kind. For example: let the camera resolution
values within a fictive mobile phone market segment range from a minimum value
of 4.1 megapixels to a maximum of 20.7 (see Fig. 4). The normalised percentage
value of a camera resolution of 15.9 megapixels is then calculated as follows:
the actual difference between 15.9 and 4.1 (15.9 − 4.1 = 11.8) is divided by
the difference between the maximum value of 20.7 and the minimum value of
4.1 (20.7 − 4.1 = 16.6): 11.8

16.6 = 0.7108 · 100 = 71, 08%. With this percentage
rate a camera resolution with 15.9 megapixels can be estimated to lie in the
upper third quantile. But obviously consumers will base their buying decision
not only on one attribute. Each consumer weighs different characteristics of
a product with different importance. To take these individual preferences into
account the criteria get weighted with weighting factors between 0 and 1 which
sum up to 1. In our example we may weigh camera resolution with a factor
of 0.3 leaving 0.7 for other attributes. The calculated percentage of 71.08 gets
multiplied by the individual comparison factor of 0.3: 71.08 · 0.3 ≈ 21.33. To
summarise what we have just discussed: Let a1, ..., an be attributes of an object
and pi the corresponding calculated percentage values. The weighted preference
value of that object is the sum

∑N
i=1 wi · pi where

∑N
i=1 wi = 1. By definition it

lies between 0 and 100.
These are personal preferences, therefore we implement them in the IDL of

an agent. Personal preferences are an integral part of the decision process where
one product is selected out of many. Another aspect of a buying plan we have
to model is the acquisition of information that is input to the calculations of
personal preferences.

A simple buying plan of an agent that follows personal preferences may con-
sist of the following actions:
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Fig. 4. Calculation of percentage points

1. select persons who own a phone
2. ask selected persons for all technical data of their phone
3. follow the personal preferences plan and determine the phone with the high-

est weighted preference value out of the set of phones collected in the step
before and select it

In the following we show how such a buying plan can be expressed in the pri-
vate ontology of an agent. Agents are represented as members of concept Person
and everything that may be owned in some way or other by a person belongs to
the concept Item . The properties hasProduct, knows and hasAquaintanceValue
are elements of R with domain and range Item and Person respectively.

If an agent a1 has a knows relation to another agent a2 and a2 hasProduct
q and q ∈ Item and q has attributes of a Phone, a1 can conclude that a2 is
a person who owns something that is a phone. a2 is classified as a member
of concept PersonWithItem ⊂ Person by using ontology reasoning techniques.
Note that q does not have to be defined directly as a phone as the OWL reasoner
will conclude this from the properties of q. If the IDL of an agent a does not
contain a member of concept Phone, an information gathering process will be
started. One way to get information about phones is picking agents from the
direct social environment which belong to PersonWithItem and ask them for
advice. As product comparison requires at least two items, information gathering
is repeated until the agent knows at least two products. Alternatively agents can
delegate a request to one of their neighbours i.e. all agents it is connected with
or contact sellers (agents that are members of Seller) directly to get available
products instead of asking other customers.

Data property relations are used for describing technical data of phones rep-
resenting numerical values. SWRL math built-ins enable an OWL reasoner to
perform mathematical operations and would be suitable for the calculation of
personal preference values. However, the support of SWRL built-ins is limited.



AGADE 101

Additionally built-ins may cause SWRL rules to become undecidable and there-
fore we implemented mathematical operations in Java and made them accessible
for the ontology [8]. The mathematical operations are triggered by the rule evalu-
ation process during the calculation of an agent’s personal preferences. Relevant
data will be retrieved from the agent’s private ontology and gets updated imme-
diately with the results calculated in Java (see Fig. 5).
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diffMaxToMin = max-min;

forall the data property do
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actualDiff = max - dataPropValue;
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percentageRate = actualDiff / diffMaxToMin * 100;
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end
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Fig. 5. Mathematical operations performed by a Java routine

The sum of each calculated comparison point is stored in a data property
hasComparisonPointsSum related to the relevant item. The results are available
to the reasoning process immediately. Mathematical operations are controlled by
annotations in the ontology. Each element of the ontology can be annotated with
instructions of how it will be handled during rule evaluation. In particular we
designed comparison annotations which can be used to define how data proper-
ties will be evaluated during the calculation of personal preferences: relevant-
ForItemComparison, compFactor, relatedToDP and lowestIsTheBest. They
can be used for data properties of individuals of concept Item. While relevant-
ForItemComparison carries a boolean value that indicates whether the property
should be included in the calculation, compFactor contains the weighting fac-
tor. The relatedToDP annotation names another data property which stores
the calculated percentage points. The lowestIsTheBest annotation changes the
orientation of the comparisons: a lower value is considered better than a higher
value. This applies to attributes as retail price or weight.

After the comparison process is finished, the agent is able to decide which
item to buy. Additionally minimal requirements for a phone can be defined e.g.
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the phone must have a battery life span that is as least as good as a given value.
Such minimal requirements can be easily expressed with SWRL in the IDL layer
as they do not require complicated calculations. Only those products which sat-
isfy all given minimal requirements, are classified as members of the concept
ItemAccordingPreferences and are then ranked according to personal pref-
erences. If there is no item that matches the minimal requirements, the agent
can search for further products by starting information gathering or alterna-
tively reduce the minimal requirements. An example of a minimal requirement
expressed with SWRL:

Phone(?x), double[>= 8.0](?y), hasCameraResolutionInMegapixels(?x, ?y)
→ ItemAccordingPreferences(?x)

Modelling personal preferences and including them in buying plans show how
individual market behaviour can be expressed in an OWL ontology. The ontology
is the main basis for the decision-making process of agents. Integration of Jadex
agents and elements of the ontology is reached by use of annotations.

6 Results

After successfully simulating a homogeneous crowd of buyers acting in a mobile
phone market [7, pp.245–247] where all agents follow a word of mouth deci-
sion process and depend on the advice of opinion leaders we modelled a more
complex scenario where agents decide according to their personal preferences.
Following different information acquisition plans e.g. follow an expert or read test
reports the agents gather detailed information and use that as input to match
the phones to their preferences. The agents inhabit a community that models
social connections to fellow agents and to agents that represent phone sellers.

We collected data by running online surveys on a restricted group of persons
(72 students and staff from Edinburgh Napier University). Among others the
survey includes a quantitative analysis of the brand distribution, the brand loy-
alty of a person and the personal buying behaviour on which we will focus here.
According to Holland we intentionally simplified our model by restricting it to
a subset of available data [9, pp.45–46]. We aim at clarity and predictability by
concentrating on a reduced set of facts.

Survey data is used to set comparison factors and minimal requirements for
the products (see section 5). The question “Why did you choose this brand?”
had seven possible answers, the following four were named the most often:

1. Decision based on test reports (34 persons)
2. Followed recommendation of friends and family (11 persons)
3. In-store consultation (3 persons)
4. Have many of my friends (socialisation) (2 persons)
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Coming from a technically oriented organisation most of the participants used
test reports as their main source of information. Test reports typically list all
technical features of a product. We briefly describe the four behavioural patterns
modelled. Details of the implementation were already discussed in section 5:

Table 1. Behavioural patterns

Buying behaviour Description

Decision based on test reports

Every phone the agent is aware of is measured by personal preferences with respect to
minimal requirements defined and the best is selected. If the agent does only know one
phone or none it will gather information about phone models from every agent it is in
social contact with and will apply personal preferences then.

Opinion Leadership
The agent will chose the phone that is possessed by the socially most important agent
in its community (hub) (see [7])

In-store consultation
Some agents are modelled as phone sellers. An agent following this plan will contact
a seller and apply personal preferences to each phone the seller recommends.

Have many of my friends The agent will chose the phone that most of the agents he is socially connected to possess.

Mark that agents cannot take phone models from test reports as the simu-
lation would converge very fast without influence of the environment. We con-
sider social influence as very important and therefore the test reports are source
of detail information only. Modelling these behavioural patterns and respective
individual personal preferences resulted in 69 different IDLs. The survey in which
participants were asked to order eight available attributes according to its sub-
jective importance for them. The first four attributes were then weighted with
the factors 0.4, 0.3, 0.2 and 0.1 meaning that only these four had an effect in the
simulation. Non quantifiable factors cannot be used in the computation of the
overall comparison factor and were therefore expressed as SWRL rules as the
following that states that a phone should have an Android operating system:

Android(?y), Smartphone(?x), hasOperatingSystem(?x, ?y)
→ ItemAccordingPreferences(?x)

If non quantifiable attributes were found among the first four attributes in
an individual ordering the weighting factors were shifted so that the highest
quantifiable factor received the value 0.4.

The phones modelled were taken from a web portal hosted by a popular
German computer magazine [6]. Each brand in the simulation is represented
by the product that was ranked highest by that portal (one for each brand).
Smartphones are distributed uniformly over all agents at the beginning of the
simulation.

We assume that communities generally follow a small world like structure
[1]. Therefore we use Barabási’s preferential attachment algorithm with slightly
modified standard parameterisation to create the social environment the agents
live in. The simulation was started with a uniform distribution of 1005 agents
(15 for each of the four different buying behaviours listed above).

According to the stimulus-response model [12, p.24] agents need a trigger to
start the buying process. We model this by using a so called happiness factor.
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It is a numerical value the agent tries to maximise. This factor deteriorates
continuously over time. Falling below a given threshold the factor indicates a
lack of happiness and the agent gets active following its plans trying to make
amends by looking for a new phone.

Fig. 6 shows the brand distribution after a simulation of 100 rounds. While
the x-axis describes the number of rounds the y-axis shows the number of phones
for a point in time.

Fig. 6. Brand distribution chart after 100 rounds generated by AGADE

The simulation result and the survey data show significant similarities (Table
2 vs. 3). Looking at Apple, HTC, and LG differences can be observed. We see
an explanation in the battery life span where there is a difference in the relevant
models. 15 persons chose this attribute among the three most important criteria
which caused a relatively high influence on the buying decision. As we simplified
reality by only modelling one phone per brand we may have missed details that
can cause this effect. Another aspect might be that an apparently rational buying
decision based on facts and figures may mask rather subconscious elements of
the decision that were not mentioned in the survey. Further research is necessary
here.

All in all we have demonstrated that our approach can be calibrated to
run realistic simulations on markets. Further research will be invested in even
more elaborate behavioural patterns and alternative choices of attributes for the
calculation of personal preferences to measure the sensitivity of the model.
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Table 2. Brand distribution in survey

Brand Distribution

Apple 21.74%
BlackBerry 4.35%
HTC 10.14%
Huawei 1.45%
LG 13.04%
Motorola 5.80%
Samsung 40.58%
ZTE 2.90%

Table 3. Brand distribution after 100 rounds

Brand Distribution

Apple 16.52%
BlackBerry 4.28%
HTC 5.27%
Huawei 1.79%
LG 22.29%
Motorola 1.99%
Samsung 45.77%
ZTE 2.09%

7 Conclusion and Future Work

Using ontologies to model agents creates a new perspective for multi-agent simu-
lation scenarios as programming details are reduced and the separation of mod-
elling aspects from coding details is promising as scenarios can be set up with
a reduced development effort. The ontology is used as a knowledge base and
allows access to powerful standardised inference engines that offer leverage for
the agents’ decision processes. We define a three-layer ontology thus allowing
agents to share knowledge and create a basic common understanding of their
environment while enabling reuse of fundamental concepts. The generic app-
roach will allow the simulation of different scenarios. We demonstrated buying
behaviour as personal preferences can be modelled and how a heterogeneous
community of buyers can be simulated with AGADE. The basic architecture
with layered ontologies and its integration into the Java BDI application will be
further elaborated and standardised. The degree of reuse that can be achieved
will be investigated and formalised.

The simulation was run on a quad core CPU and 32GB RAM. We observed
that the extensive use of ontologies results in a high memory consumption due
to a large number of String objects used in the reasoning process and caching
mechanisms of the OWL API. We can handle this issue by running simulations
distributedly.
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Abstract. The environment, as a space shared between agents, is a key
component of multiagent systems (MAS). Depending on systems, this
space may integrate physical, communication or communication dimen-
sions. Each of them has its own process and rules to support agents’
interaction. The dimensions of the environment are generally connected
either outside of the agents or within each agent, according to the tar-
get application. In order to ensure a multiagent control, the relations
between dimensions must be explicit outside of the agents. Using these
relations between the environment dimensions, the interaction becomes
also multi-dimensional. In this paper, rules and mechanisms to make this
connection outside of the agents are formalized. The model connects the
physical and communication dimensions to realize contextualized inter-
actions. It is implemented using the SARL multiagent programming lan-
guage, and illustrated with an urban traffic simulation.

Keywords: Environment modeling · Simulation · Programming lan-
guages for agents and multi-agent systems · Smart cities

1 Introduction

The environment, as a space shared between agents, is a key component of multi-
agent systems [20]. Depending on systems, this space may integrate physical,
communication or social dimensions where agents interact. Each dimension of
the environment has its own process and rules to support its interaction model.
For instance, in the physical dimension, the rules may be based on the location
of the agents, i.e. the interaction between agents is allowed according to the
distance or any existing obstacle between them. These rules are independent
of the agents, i.e. even if it is initiated by the agents, the interaction occurs
c© Springer International Publishing Switzerland 2015
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independently of the decision process of the agents, and is performed by the
environment. When the environment has several dimensions, the issue is to model
and to manage the relations between them. In most systems, the dimensions are
considered either independent and connected only through the decision process
of the agents. Interactions resulting from the combinations of input information
depend of the agent’s decision process. The problem is that an agent should
not be the place where interaction rules are triggered because the interaction
could not rely on its own responsibility. For instance, a rule could be designed
to regulate the communication in the social dimension according to information
coming from the physical dimension (is the receiver agent physically able to
receive the message?). The agent cannot decide by itself. This rule should be
triggered by the environment using information coming from the physical and
communication dimensions.

This multidimensional point of view on the environment opens new perspec-
tives in the design of contextualized interactions. Interactions could be designed
using information coming from different dimensions and interactions between
agents are not only the result of the action of an agent in one dimension of the
environment but also the potential propagation of the interaction through the
other dimensions. For instance, a communication act (an agent sends a message
to another) could be influenced by physic conditions. In this case, it may have
two effects: an exchange of messages in the communication dimension of the envi-
ronment, and the propagation of sound in the physical environment. The issue
is related to the support in a single model the interaction inside a dimension
and the relation between the dimensions. In this paper, a model for combining
the communication and physical dimensions of the environment is proposed in
order to contextualize interaction between agents. This model is implemented
with the SARL1 agent-oriented programming language that enables to define
the different dimensions of the environment based on the same concepts.

This paper is organized as follows. Section 2 describes the services related
to the environment and how the interaction is ported inside the dimensions
of the environment. The illustrative traffic example is also introduced. Section
3 details the multidimensional model of the environment. Section 4 presents
the SARL language, and the implementation key elements of our environment
model. Section 5 presents the extension of the model for traffic management and
simulation. Section 6 discusses our proposal according to related works. Section
7 concludes and gives perspectives.

2 Dimensions of the Environment

Several researches defined the environment and its role in the design of a mul-
tiagent system. Our work is based on the E4MAS2 (Environment for multi-
agent systems) definition of the environment: The environment is a first-class

1 http://www.sarl.io
2 https://distrinet.cs.kuleuven.be/events/e4mas/

http://www.sarl.io
https://distrinet.cs.kuleuven.be/events/e4mas/
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abstraction that provides the surrounding conditions for agents to exist and that
mediates both the interaction among agents and the access to resources.

Since this definition of the environment being not restrictive, heterogeneous
implementations have been proposed. Real or simulated systems are based on a
“physical environment” [1,5], where agents and objects have an explicit location
and proceed actions that are located too. In these systems, interaction results
from these actions. Other systems are based on a “communication environment”
[9,17], where agents have a social knowledge about the others, and they interact
following different modalities (direct, indirect or awareness). In this paper, the
“physical environment” and “communication environment” are considered as
two observable and accessible dimensions of the environment. Each of them
structures the MAS according to specific models and/or implementations.

An issue is to ensure the management of all the dimensions, and their rela-
tions, in a normalized way in order to enable new contextualized interactions.
The context is defined as ”any information that can be used to characterize the
situation of an entity“ [3]. The design of the interaction based on the analysis of
information coming from the different dimensions of the environment is at the
heart of this paper: the articulation between the physical and communication
dimensions for supporting contextualized interactions.

In order to illustrate our proposal and provide a proof-of-concept , a multi-
agent traffic simulation, where vehicles are modeled as agents, is implemented
(Figure 1). This application aims to reduce the traffic jams by enabling the vehicles
to perceive earlier the traffic state through the communication dimension prior the
physical dimension, and adapt their driving behaviors. Each vehicle agent com-
municates with the others and the infrastructure following a cooperative model

Fig. 1. Traffic simulation example
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(V2X communication). Our example focuses on the following scenario: a vehi-
cle requests the priority at junctions. The agent-agent and agent-infrastructure
interactions are discussed.

The physical environment is a set of edges, with sensors giving the traffic
density, and junctions. Some of these junctions are equipped with Road Side
Units (RSU) controlling traffic signals and relaying messages from/to the Inter-
net from/to the vehicles that are equipped with On Board Unit (OBU). The
communication environment is composed by vehicles belonging to a community
(noted Cx) and vehicles outside of the community (noted Ox). In this commu-
nity, only emergency vehicles are allowed to request priority by messages and are
equipped with a siren, whose sound is propagated following physical laws. The
traffic regulation process is based on the dynamic computation of signal plans
[2]. An RSU determines the axis with the priority based on the traffic density
and existing priority requests. When an emergency vehicle requests the priority,
it turns on its siren and sends a priority request at a regular interval. When an
RSU receives a priority request, it modifies the traffic plan in order to give a
green phase to the vehicle. Its request message, which is completed by an advice,
is forwarded by the Internet to all vehicles belonging to the community. There
are two junctions in the example. However, only the first, noted J1, is regulated
by an RSU (the second is noted J2). In the simulation scenario, every vehicle
agent slows down when it perceives the sound of a siren without any other infor-
mation by communication. The agents in the community follow the advice given
by the community. Only the vehicle A can request priority.

This simulation scenario illustrates the relations between the dimensions of
the environment for interaction in addition of the agent-dimension — or agent-
environment — interaction. In the scenario, three cases are considered. The case
a illustrates when the interaction in one dimension is constrained by the second :
Coming from the communication environment, the broadcast of the priority
request is limited in the physical environment by the V2X propagation model
and is extended in the communication environment by the Internet. The case b
illustrates when the same interaction has different forms in the two dimensions:
The interaction resulting from the need of the vehicle A has two potential forms:
the siren and the message. The propagation of them and their consequences are
distinct in each dimension of the environment. The case c illustrates when an
interaction initiated by an agent in a dimension generates an interaction in the
other dimension: The priority request in the community is taken into account
by the RSU at junction J1 to adapt dynamically the traffic signal plan in the
physical dimension.

3 Environment Model Combining Dimensions

The environment contains elements that are related to its dimensions (Figure 2).
Each of these dimensions is associated to a specific model that defines the struc-
ture and the dynamics of the environment elements in the dimension.

The physical dimension of the environment contains objects, including the
agents’ bodies [19]. It can be decomposed into areas, sub-area set, and so on,
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Fig. 2. Environment model combining dimensions, and its relation with the agents

which are connected together thanks to neighborhood links. The communication
dimension may take different forms, as blackboard, sugar space, organizational
models, etc. In our example, the communication dimension contains the repre-
sentations of the community members. The underlying model provides the tools
for exchanging messages through the Internet between the OBUs, and the OBUs
and the RSUs.

It is basically assumed that a dynamic environment can change of state
beyond the agents’ control. Introducing the concept of dimension implies each
dimension belongs its own dynamic process since it is based on the structure
and the rules of the related dimension. For example, the RSU entities are part
of the endogenous process of the physical dimension. They receive the priority
requests and adapt dynamically the traffic signal plan according to the physi-
cal environment rules. In addition to the dynamic processes associated with the
dimensions, the global behavior of the environment is considered for managing
the interaction between the different dimensions.

Each dimension provides an interaction model for defining how agents are
able to interact within this dimension. According to the classical definition of the
agent, this model should permit the agent to perceive — provides Percept — and
act — accept Action — in the environment dimension. The concrete definition
of the interaction model depends on the dimension’s model. A suitable concept
to manage the interface between the agents and the physical environment is the
agent body, i.e. a component that is attached to each agent for accessing to one
dimension of the environment. A body has a collection of sensors and effectors
since they are related to the intrinsic nature and structure of the environment.
These sensors and effectors contain a collection of filtering mechanisms that
permit to restrict the information that is provided to and received from the
agents, respectively. In the example, each agent belonging to the community
has two bodies: the vehicle for the physical dimension, and the avatar of the
connected device on the Internet for the communication dimension.

For supporting joint actions of the agents in a dimension of the environ-
ment, the concept of Action is specialized to Influence according to the Influence-
Reaction model [8]. An influence describes a desired change of the state of an
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Fig. 3. Major concepts in the SARL metamodel

environment dimension. The influences are gathered by the dimension’s model.
Conflicts among them are detected and solved. And finally, the dimension model
is reacting to the influences by applying the resulting state change.

4 Implementation with the SARL Language

SARL is a general-purpose agent-oriented programming language [15]. This lan-
guage aims at providing the fundamental abstractions for dealing with con-
currency, distribution, interaction, decentralization, reactivity, autonomy and
dynamic reconfiguration. SARL provides a reduced set of key concepts that
are considered as essential for implementing multi-agent systems: Agent, Space,
Capacity and Skill.

Space is the abstraction to define an interaction space between agents or
between agents and their environment. In the SARL toolkit, a concrete default
space, which propagates events, called EventSpace (and its implementation Event-

SpaceImpl), is proposed. An Agent is an autonomous entity having a set of skills
to realize the capacities it exhibits. An agent has a set of built-in capacities
considered essential to respect the commonly accepted competences of agents,
like the autonomy, reactivity, pro-activity and social capacities. The agent has
the capacity to incorporate behaviors that will determine its global conduct.
Behavior maps a collection of perceptions represented by Events to a sequence
of Actions. By default, the behaviors of an agent communicate using an event-
driven approach. An Event is the specification of some occurrence in a Space that
may potentially trigger effects by a listener. A Capacity is the specification of a
collection of actions. This specification makes no assumptions about its imple-
mentation. It could be used to specify what an agent can do, what a behavior
requires for its execution. Indeed, an action is a specification of a transformation
of a part of the designed system or its environment. This transformation guar-
antees resulting properties if the system before the transformation satisfies a set
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of constraints. A Skill is a possible implementation of a capacity fulfilling all the
constraints of this specification. Each of these generic concepts of the SARL’s
metamodel is associated to language statements. These statements are used for
implementing the multidimensional environment model.

In order to interact in the physical dimension, agents must have a dedicated
capacity. The script 1 describes the features that are accessible to an agent for all
physical environments (AbstractPhysicEnvironmentCapacity) and more specifically
for the environments related to traffic domain (RoadEnvironmentCapacity).
1 capacity AbstractPhysicEnvironmentCapacity {

2 def getLinearSpeed: double

3 def setPhysicalPerceptionAlterator (filter: PhysicalPerceptionAlterator)

4 def influence(inf: Influence)

5 def killBody

6 }

7 capacity RoadEnvironmentCapacity extends AbstractPhysicEnvironmentCapacity {

8 def getPosition: Pair <Edge ,double >

9 def getOrientation: Direction

10 }

Script 1. Interaction capacity with physical Environment

The perception mechanism of the agents in the physical environment depends
on the agent’s body which contains a geometric description of the perception
field. The agent can modify this description in order to alter the physical prop-
erties of its sensors (PhysicalPerceptionAlterator). When the set of perceptible
objects has been computed, the agent receives it in a Perception event.
1 event Influence { var object: EnvironmentElement }

2 event MotionInfluence extends Influence {

3 var linearSpline: double

4 var linearShift: double

5 var path: Edge[]

6 }

7 event Siren extends Influence

8 event Perception { var objects: Percept [] }

Script 2. Events related to the physical environment

A space dedicated to the physical environment (PhysicSpace and PhysicSpace-

Impl) allows creating an agent’s body, to put it in the physical environment
and to notify the corresponding model when there are influences related to the
body (Script 3). For each described capacity, a concrete skill must be defined.
This skill (RoadPhysicSpace) is used to bind the agent to its body in the physical
dimension, and to serve as a gateway between the capacity functions and the
space functions (Script 3).
1 space PhysicSpace {

2 def getBodyFactory: PhysicBodyFactory

3 def putInEnvironment(body: AgentBody , perceptionListener: Agent)

4 def influence(body: AgentBody , influences: Influence *)

5 def destroyBody(body: AgentBody)

6 }

7 class PhysicSpaceImpl extends EventSpaceImpl

8 implements PhysicSpace {

9 val env: Environment

10 def influence(body: AgentBody ,influences: Influence*) {

11 for(i: influences) emit(i, new Scope(env))

12 }

13 ...

14 }

15 skill RoadEnvironmentSkill implements RoadEnvironmentCapacity {

16 var body : AgentBody

17 def install {
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18 body = bodyFactory.newInstance

19 getSpace(PhysicSpace).putInEnvironment ( body , owner)

20 }

21 def influence(inf: Influence) { getSpace(PhysicSpace).influence(body , inf)}

22 def uninstall { getSpace(PhysicSpace).destroyBody(body) }

23 ...

24 }

Script 3. Specification of the physical space

SARL enables to define a special type of space, called Internet, which gives
a support to social interaction between agents.

The default interaction model proposed by the SARL language (EventSpace
interface and its implementation EventSpaceImpl) uses events as support for the
interaction: a message becomes an event for agents that are receivers. Then the
communication environment can be defined as the specialization of an event
space, and that ensures the link to the environment entity.
1 space InternetSpace {

2 def emit(e: Message , scope: Scope)

3 def register(agent: Agent): Address

4 def unregister(agentAddress: Address)

5 }

6 class InternetSpaceImpl extends EventSpaceImpl

7 implements InternetSpace {

8 val env: Environment

9 def emit(e: Message , scope: Scope) {

10 e.destination = scope

11 super.emit(e, new Scope(env))

12 }

13 }

Script 4. Internet space specification

Script 4 gives the definition of a communication space (InternetSpace) and
a possible implementation (InternetSpaceImpl) based on the SARL tools. In the
communication space, the agents communicate by message thanks to the capac-
ity, and the skill described in Script 5.
1 event Message {

2 var destination: Scope

3 }

4 capacity InternetCapacity {

5 def emit(e: Message , scope: Scope=null)

6 }

7 skill InternetSkill implements InternetCapacity {

8 def install { getSpace(InternetSpace).register(owner) }

9 def emit(e: Message , scope: Scope=null) { getSpace(InternetSpace).emit(e, scope) }

10 def uninstall { getSpace(InternetSpace).unregister(owner) }

11 }

Script 5. Internet interaction capacity

5 Model Extension for Traffic Simulation

The two dimensions of the environment presented above are supported and com-
bined within a unique entity (Environment).
1 behavior Environment {

2 var roads : RoadNetwork

3 var physicSpace : Space

4 var communicationSpace : Space

5
6 var rules : List <Pair <
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7 (Behavior , Event , Object) => boolean ,

8 (Behavior , Event , Object) => boolean >>

9
10 def applyRules(e: Event , o: Object) : boolean {

11 var propagate = true

12 for(pair: rules) {

13 if (pair.left.invoke(this , e, o)) {

14 var p = pair.right.invoke(this , e, o)

15 propagate = propagate && p }

16 }

17 return propagate

18 }

19 on Influence {

20 if (applyRules(occurrence , occurrence.object)) {

21 saveInfluenceForEvolve(occurrence) }

22 }

23 on Message {

24 for(participant: communicationSpace.participants) {

25 if (occurrence.scope.matches(participant)) {

26 if (applyRules(occurrence , participant)) {

27 saveMessageFoEvolve(occurrence)

28 } } }

29 }

30 on Initialize {

31 /* R u l e f o r c a s e a */

32 rules += [env ,e,o | e instanceof PriorityRequestMessage] =>

33 [ env ,e,o | e.scope = Scopes.addresses( env.roads.vehiclesAtDistance( e.

source , env.physicSpace.V2X_distance)) ]

34 /* R u l e f o r c a s e b */

35 rules += [ env ,e,o | e instanceof Siren] =>

36 [ env ,e,o | env.communicationSpace.emit( new PriorityRequestMessage(e.

source)) ]

37 rules += [ env ,e,o | e instanceof PriorityRequestMessage] =>

38 [ env ,e,o | env.physicSpace. influence( new Siren(e.source)) ]

39 /* R u l e f o r c a s e c */

40 rules += [ env ,e,o | e instanceof PriorityRequestMessage] =>

41 [ env ,e,o | env.physicSpace.influence(new PriorityRequestInfluence(e.

source),Scopes.addresses(env.roads.rsuNear(e.source))

42 true ]

43 /* C r e a t e s p a c e s */

44 physicSpace = currentContext.createSpace(PhysicSpaceSpecification , UUID.random

, this)

45 communicationSpace = currentContext. createSpace(InternetSpaceSpecification ,

UUID.random , this)

46 /* C r e a t e t h e m o d e l of t h e p h y s i c a l d i m e n s i o n */

47 roads = new RoadNetwork(physicSpace)

48 }

49 }

Script 6. Environment behavior

In Script 6 (line 6), the set of combination rules is defined by the attribute
rules as a list of pairs, where the left members are the syntactical closures with
the following parameters: (i) the abstraction related to each algorithm with
a dynamic behavior, including agents; (ii) the event appearing in one of the
dimensions of the environment; and (iii) the object related to the event. The
syntactical closures are functions returning a Boolean value that is true if the
predicate (the rule) can be triggered. The right members are the closures with
the same formal parameters as the left member, processing the task related to
the rule and returning the Boolean value true if the propagation of the influence
or the message in original dimension is authorized.

The applyRules function, the on Influence and the on Message event handlers in
Script 6 (lines 10–29) represent the application of rules resulting from the combi-
nation of different environments. This arbitration heuristic consists in triggered
the first matching rule, and move this rule at the end of the list for giving a
chance to be trigger to another rule. The handling functions for the Influence
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(line 19) and Message (line 23) catch the influences in the physical dimension and
the messages in the communication dimensions for applying rules on them.

The script 6 (lines 32–42) gives the definition of the rules related to the
cases a, b and c of our illustrative example (see Section 2). The SARL notation
[ parameters | statements ] allows defining the syntactical closures associated
with the rules. And the notation p => f defines a rule as a pair of a predicate p and
a definition f of the state changes in the environment. Rule a (line 32) permits
restricting the set of receivers — by setting the scope of the event — of every
priority request message to the vehicles that are close to the source of the priority
request in the physical dimension of the environment. In other words, when the
message PriorityRequestMessage is received, its scope is set to the vehicles that are
close — according to the V2X propagation distance — to the source vehicle in
the physical dimension. Rules b (lines 35 and 37) correspond to an interaction
that is shared between the two dimensions. The first (resp. second) rule for
the case b permits to emit automatically the PriorityRequestMessage message
(resp. Siren influence) in the communication (resp. physical) dimension when
the agent has sent the Siren influence (resp. PriorityRequestMessage message)
in the physical (resp. communication) dimension. Consequently, when an event
was sent in a specific dimension, it is automatically sent in the other dimension
without change of its content. The rule c (line 40) describes one example of an
interaction in a dimension generates interaction in the other dimension.

In our example (illustrated by Figure 1), the regulation of the interactions
between the dimensions of the environment following these rules influences the
behavior of the agents. The agent A broadcast a priority request that is received
by the agents O12, O13 thanks to the rule a (line 32) even if they do not belong
to the community. The agent C12 receives twice the message thanks to the rules
a, and the Internet since he belongs to the community. Using the content of the
message, the agent O12 adapts its behavior because it enters into the junction
contrary to the agents O13 and C12, who leave the junction. Thanks to the
interaction model related to each dimension of the environment, the agent A
interacts with other agents in each dimension. In the physical dimension, its siren
is, for instance, perceived by the agents O22, O14. Without any other information,
they slow down. It is the correct behavior for the agent O22 but not for the agent
O14. In the communication dimension, the agent C21 receives the message by the
Internet and adapts its behavior following its position according to the junction
and the advice given by the message.

In that way, it is possible to simulate complex situations like unexpected
slowdowns and the related risks. For instance, the vehicle O14 slows while the
vehicles C12 and O13 will not. Thanks to the rule c (line 40), the interaction in the
communication dimension modifies the physical dimension with the modification
of the traffic signal plan. The vehicle O11 will be stopped even if it receives no
information coming from any dimensions of the environment.
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6 Related Works

Our inspirations for the physical environment are the models for the simula-
tion of crowds and traffic into virtual environments [5,18]. The Artifact [12],
CArtAgO [14] and smart object [19] models are also an inspiration. They pro-
pose similar interaction models between agents and objects in the environment,
and the definition of the latter.

The problems related to the interaction between an agent, and the physical
environment have been treated with different perspectives. One of the models
used in our approach is the Influence-Reaction model [8]. It supports the simul-
taneity of the actions in an environment by considering the interactions initi-
ated by agents as uncertain, and detecting and resolving the conflicts between
the interactions. This approach can be compared to the concept of artifact [13],
which proposes to model the objects in the environment. They provide a set
of actions that can be applied on each of them. A similar model named smart
object is proposed for virtual environments [19]. This vision is supported by
our model due to events such as Siren. The influences related to spatial travel
(MotionInfluence) and those dedicated to trigger actions (Siren) are distinct for
enabling a detailed specification of the parameters for each of them. The IODA
model and its extension PADAWAN [10] allow modeling the interactions between
the agents and the various dimensions of the environment by assuming that every
entity is an agent. Our model is partially incompatible with this vision in the
context of the physical dimension modeling. Indeed, the bodies of the agents are
not agents.

In the communication environment models, the environment is a shared space
in which agents drop off or withdraw filters that describe the context of their
interactions, in order to manage their multiparty communications [1,17,21].
These filters are managed by the environment. The physical environment is not
separated from the communication environment, and filters always involve an
agent. Therefore, it is possible to treat the use case a, but not the other two
cases explicitly.

Several organizational approaches consider the environment [4,6,11]. In the
context of this paper, the key element is the introduction of the concept of
space as an abstraction for organizational groups and spatial areas. However,
these models do not explicitly propose to consider the physical and communica-
tion dimensions jointly, as well as their direct interactions.

7 Conclusion and Perspectives

In this paper, a model for the combination of the physical and communication
dimensions of the environment is proposed. It enhances the modeling capabilities
of the environment, and provides the tools to define more complex behaviors to
agents. The two dimensions of the environment are defined with interaction
spaces in the SARL agent-oriented language. These spaces can be considered as
points of view on the environment that is combining the different dimensions.
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The use of rules provides a general and adaptable tool for different classes of
applications. Several concrete definitions of rules for the simulation of traffic are
proposed. We think that the social dimension of the environment could be also
supported by our model.

A perspective of our work is to relate, map and compare our model to other
approaches for modeling the environment: artifacts [13], smart objects [19], hol-
archies [16], etc. The SARL language should be adapted for facilitating the
definition and the description of the environment instances and their rules, like
GAML has already done [7].
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Abstract. A formation control method is proposed for multiple agents of “1” 
leader and “N” follower where the following N-agents (as called followers) can 
only observe the bearing information of the leading 1-agent (as called the lead-
er). It is proven that bearing-only observation meets the observability condition 
required for the “1-N” leader-follower formation system. The unscented Kal-
man filter is employed to estimate the relative position of the leader, based on 
which the input-output feedback control law is executed to control the real-time 
movement of the followers so that the “1-N” leader-followers formation is 
properly maintained. Simulation results demonstrate the effectiveness of our 
approach. 

Keywords: Multi-agent system · Formation control · Unscented Kalman filter 

1 Introduction 

Multi-agent systems have matured during the last decade and many effective applica-
tions have been deployed in terms of both software and hardware (Carrascosa et al. 
2008, Zato et al. 2012). This papers concerns on the formation control of multi-agent 
of the “1-N” structure where several following agents (as called followers) are self-
controlled to follow a leading agent (leader) based on the bearing-only observation 
from the followers to the leader. That is, the motion of the leader defines the desired 
motion, while the followers are controlled to follow it. This is particularly related to 
the multi-robot formation, which is of high interest to underwater or outer space ex-
ploration, shop floor transportation, guarding, escorting, and patrolling missions. A 
variety of formation control methods have been proposed, such as virtual structure 
approach (Ren et al. 2004), leader-follower approach (Sun et al. 2012; Chen et al. 
2009; Shao et al. 2007; Consolini et al. 2008; Cristescu et al. 2012), artificial potential 
(Kwon 2012), graph theory (Sharma et al. 2012). Among them, the leader-follower 
formation that consists of “1” leader and “N” followers has been mostly used owing 
to its universality, scalability and reliability.  

The formation control becomes challenging when the observation information be-
tween agents is poor. Most of the existing leader-follower approaches as mentioned 
use both distance and bearing observation. However, in many real-life situations, 
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available observations might be only the bearing information, namely bearing-only 
formation control, which will pose a great challenge to the formation control. This 
challenging albeit important problem has been executed in Moshtagh et al. (2008), 
Basiri et al. (2010), Bishop (2011a, 2011b) and Eren (2012) based on special  
requirements on the number of agents or the form of the formation. A distributed 
control law is used in Franchi et al. (2012) and Zhao et al. (2014a) to stabilize the 
formations, based on which angle constraint is further considered in Zhao et al. 
(2014b). In Mariottini et al. (2009), the observability condition for position estimation 
by using bearing-only observations is estiblished. In order to utilize the feedback con-
trol law, an “off-the-axis” point has to be constructed in Mariottini et al. (2009), Mor-
bidi et al. (2010) and Das et al. (2002). Differently, our approach will rely on neither 
special requirement for the form of the formation and nor off-the-axis point. 

In particular, position estimation of each agent is critical to generate the real time 
form information that is required to control the movement of the follower. Estimation 
algorithms available include the extended Kalman filter (EKF) (Mariottini et al. 
2009), the extended information filter (EIF) (Sharma et al.2013), the particle filter 
(PF) (Li et al. 2010) and maximum a posteriori (MAP) (Nerurkaret al. 2009). Most of 
them except the PF are not well qualified to deal with highly nonlinear systems while 
the PF is very computationally intensive. In contrast, the UKF sits between them, 
which handles nonlinearities with higher accuracy than the EKF and requires lesser 
computational requirement than the PF. 

The contribution of this paper is two-fold. Firstly, the observability of the “1-N” 
multi-agent formation is studied based on the rank of the observability matrix (Sec-
tion 2). Secondly, an UKF based on bearing-only observations is designed for the 
state estimation of multi-agents, rendering real-time and reliable movement control of 
the followers via the input-output feedback control law (Section 3) which gets rid of 
off-the-axis points. Properly designed simulations are given (Section 4) to demon-
strate the validity of our approach. We offer our conclusions (Section 5). 

2 Problem Statement and Observability Analysis 

2.1 Problem Statement 

This section will formulate the “1-N” bearing-only observation model and give the 
notations used. As shown in Fig. 1, R1 represents the leader while R2 is a follower (for 
simplicity, we only show one here). The control inputs for agents are linear and  
 

 

Fig. 1. 1-1 Leader-Follower coordinate definition 
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angular velocities , , 1,2, ….,  is the distance from the centroid of the leader 
to the centroid of the follower.  is the view-angle from the y-axis of the follower to 
the centroid of the leader-robot. and are the orientations of the leader and the 
follower with respect to the world frame W , respectively, while is the relative 
orientation between the leader and the follower robot, i.e., . 

With reference to Fig. 1, the kinematic model of a 1-1(one leader and one follow-
er) formation can be expressed as follows 

[ ]Τ TΤ
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The kinematic model of the “1-N” (one leader and  follower) formation can be 
readily retrieved as an extension of (1), 
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where s T, T, , T T , T, T, , T T , : ,  
and : Λ . 

To make the formation control problem solvable, the system must be observable. 
The system is defined to be observable only if the system output convey an informa-
tion that is sufficient to allow the follower to obtain correct estimates of the position 
of the leader; otherwise, the system is not observable. In the following, we will analy-
sis the observability of the “1-N” leader-followers system based on the nonlinear 
observability rank criteria that is developed in Hermann et al. (1977). 

The observability matrix of (2) is defined as 

                 
( ), , , ,

i j i j

p
f f f f kM L h s
ν ν ω ω

 = ∇  
       

                     (3) 

where 1, 1, , , j=2, , n+1, ,  represents the gradient operator. 

Lemma 1: System   is (locally weakly) observable if its observability matrix 
whose rows are given in (3) has full rank (Hermann et al. 1977), e.g., in our case 

rank 3 ,  refers to the number of followers. 

2.2 Bearing-Only Observability  

We analysis the observability based on Lemma 1. For simplicity, we only analysis the 
1-1 system of one leader and one follower. This result is readily extendable to the 
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parallel “1-N” system of one leader and multiple followers, since each follower is 
independent to each other. The function ·  can be separated into a summation of 
independent functions in the special case, and each one excited by a different compo-
nent of the control input vector, (1) can be restated as follows 
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where, 

1 1 1 1=[cos -sin / 0]fν δ δ ρ Τ                        (5) 

1
=[0 0 1]fω

Τ                             (6) 

2 1 1 1=[ -cos sin 0]f /ν ϕ ϕ ρ Τ                        (7) 

2
=[0 -1 -1]fω

Τ                            (8) 

Proposition 2 given in Morbidi et al. (2010) indicates that the gradients of the Lie 
derivatives of h(s) are equal to the same order gradients of the time derivatives of h(s) 
from. That is, the zeroth-order Lie derivative is: 
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The first-order Lie derivative of the function with respect to and are de-
fined as follows,  
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where ”·” denotes the vector inner product, with their gradients given as follows 
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Substituting the above gradients of Lie derivatives into the observability matrix 
(3), we have 
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It shows that the rank of the observability matrix does not change with the increas-
ing order of the Lie derivatives. The observability matrix can be determined based on 
the gradients of the first-order and zeroth order Lie derivatives. Then, we have the 
following two remarks on the observability of the bearing-only leader-follower sys-
tem as described so far. 

Remark 1: rank 3 if 

1) 0, 0,where j=2, , n+1;  
2) 0, i=1, , n; 
3) The leader and the follower move neither in parallel nor straightly. 

Proof: Given the above three prerequisite requirements, the  matrix by means of a 
finite sequence of elementary row operations, can be transformed to a simplified form 
as given in (20), obtaining rank 3. 
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Remark 2: rank 2 if 
1) 0, 0, where j=2, , n+1;  
2) , α , where i=1, , n,  and ,  is constant , i.e., the leader 

and the followers move straightly (in parallel). 

Proof: Supposing , α ,  ,  are constant and the differentiation of 
the functions  and α  are zero, we have 
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These lead to a simplified form of  matrix as follows 
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i.e. rank 2. 
Based on Remark 1 and 2, we have the conclusion that  has full rank (that the 

system is locally weakly observable) when the agents move along a curvilinear line 
(moving in neither parallel nor straightly) and rank 2 when the agent move 
along a straight line (the system is not locally observable). 

3 UKF-Based Input-Output Feedback Control 

To maintain a desired “1-N” formation, the followers need to know the relative posi-
tion of the leader, and adjusts their current positions accordingly in real time. In our 
approach, the former is estimated by UKF while the latter is carried out based on the 
classical input-output feedback control law. In the following, we will explain how to 
calculate the control input required for the followers for formation. 

To implement UKF, the continuous-time state dynamic (1) needs to be discretized 
firstly. Assume both the continuous-time state dynamics (25) and the observation 
equation (26) are affected with additive noises as 

( ) +OF s U=s  (25) 
=Gs N+y  (26) 

where  is the output transition matrix,  and  are white Gaussian noises with zero 
mean and covariance matrices and , respectively. We assume that 0 , and  
are uncorrelated for simplicity. We apply the Euler forward method with sampling 
time  to discretize the state dynamics (25), obtaining 

( 1) ( ( ), ( )) cs k s k u k T O+ = Γ +                         (27) 

where Γ ,  and . 
By taking the derivative on , we have 

1 2( ) + ( )L s U M s U=rs                             (28) 

1 1 2α ω ω= −  (29) 

where     T is the reduced state-space vector. and  are the upper-
left and right submatrices of F, respectively. 

The input-output feedback control law (Slotine et al. 1991, Das et al. 2002) alge-
braically linearizes a nonlinear system dynamics and then calculates the control 
put   for the follower to achieve a desired  . 

The control input for our input-output feedback control system is: 

2U T 1
2 12[  ] ( )( ( ) )v M s C L s Uω −= −                   (30) 

where 
ide- ( )r rC K s s= −  (31) 

and , with , 0,the superscript “ide” refers to the desired state, 
and  is auxiliary control parameter. Eq. (30) serves as a feedback linearizing control 
for Eq. (28). Substituting Eq. (30) into Eq. (28), we have 
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4 Simulation 

In order to demonstrate the validity of the proposed formation control approach, simu-
lations are designed based on the hybrid platform of Webots 7 and Matlab. The lead-
er-followers formation of four agents is formed where followers R2, R3 and R4 follow 
the leader R1. The simulation scenario given in Webots 7 is shown in Fig. 2. In the 
simulation, two typical trajectories are designed for the leader. As stated, to make the 
system always weakly observable ( 3), the trajectories do not include 
straight and parallel movements for the leader and followers. In scenario 1 (as shown 
in Fig.3 (a)), the trajectory of the leader is a complete elliptical. In scenario 2 (as 
shown in Fig.4 (a)), the leader will move straightly (shortly) firstly and then turn right 
and left in circles. Simulation results are given in subfigures of Fig.3 and 4 for scena-
rio 1 and 2 respectively. 

 

Fig. 2. The simulation scene of mobile agents 

4.1 Simulation Setup 

In scenario 1, the following velocity inputs are assigned to the leader 2.0 / , 5 ⁄ / , 0,10  

while in scenario 2, the following velocity inputs are assigned to the leader  

2.0 / , 0  / , 0,2 , 8,95⁄  / , 9,125⁄ / , 2,8 , 12,14  

For both scenarios, the initial vectors of the leader and three followers are    0   0  0 T 0  0  0 T,  0   0  0 T - 0.1 - 0.25  0 T,  0   0  0 T - 0.1 0.2  0 T,  0   0  0 T - 0.1 0.4  0 T. 

Parameters required for the input-output state feedback control are set follows. 0.65 , 0.15 . s 0 0.27 4.33 0 0.22 2.03 0 0.41 1.82 0 T , 00.45 3 4⁄  0.45 5 4⁄  0.75 5 4⁄ T where the distances are in meters and angles in 
radians. For the parameters required by the UKF, 0.01 ,   ,    ,  1.13  1.13 , where 2.11 10 .  
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4.2 Simulation Analysis 

Fig. 3 (a) and 4 (a) give the trajectories of the leader and followers, showing intuitive-
ly that the desired formation are properly maintained in both scenarios. This is be-
cause the system is observable under the given scenario according to the observability 
described in Section 2.2. Fig. 3. (b), (c) and (d) present the observation angle estima-
tion error, direction angle estimation error and velocities of the followers respectively. 
The results show that both the observation and direction angle errors are quite small 
after the initial stage (the formation becomes stable) and the velocities of the follower 
agents change slightly during the entire input-output feedback control process. The 
velocity of the follower agent outside of the leader is larger than the velocity of the 
leader and inside of the leader is smaller. Similar results are shown in scenario 2. It is 
shown in Fig. 4. (b) that the observation angle estimation error is very small. Fig. 4. 
(c) and (d) show that the direction angle estimation error is also very small and the 
velocities of the follower are relatively stable during the input-output feedback control 
process. There is an exception. When the leader changes moving direction suddenly, 
the maximum direction angle error occurs around -0.0126 and the velocities of the 
followers change significantly. Overall, these results indicate a stable performance of 
the proposed formation control solution and a quick response to the change as long as 
the system is observable. 

     
(a) Trajectories of agents in scenario 1 (b) Observation angle estimation error 

              
 (c) Direction angle estimation error   (d) Velocities of follower-agents 

Fig. 3. Formation performance of scenario 1 
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(a) Trajectories of agents in scenario 2    (b) Observation angle estimation error 

       
 (c) Direction angle estimation error           (d) Velocities of follower-agents 

Fig. 4. Formation performance of scenario 2 

5 Conclusion  

A leader-follower formation control method is presented for multiple agents of the  
“1-N” structure where multiple followers follow one leader. The observability of  
the “1-N” leader-follower formation system is studied, which theoretically shows that 
the bearing-only observation meet the observability requirement if the leader and 
followers do not move straightly in parallel. The UKF is employed for the position 
estimation, which enables the movement control of the followers via input-output 
feedback control. Simulation results show that the system can rapidly obtain the de-
sired formation and maintain the desired formation accurately and reliably. Further 
research for multi-agent formation control will consider dynamical obstacles. 
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Abstract. The Echo State Networks (ESNs) are dynamical structures designed 
initially to facilitate learning in Recurrent Neural Networks which are normally 
applied for time series modeling. In this paper we show that the ESN reservoirs 
can serve as an effective feature selection procedure that improved the discrim-
ination of human emotion valence from EEG signals, a task that belongs to the 
research field of affective computing. A number of supervised and unsupervised 
machine learning techniques provided with the new feature vector extracted 
from ESN reservoir states were comparatively studied with respect to their dis-
crimination accuracy. This novel application serves as a proof of concept for the 
possibility of extending the usability of the ESNs in classification or clustering 
frameworks. 

Keywords: Echo state network · Feature selection · Affective computing · EEG 
data classification and clustering 

1 Introduction 

Echo State Networks (ESN) represent a class of recurrent neural networks (RNN) 
where the so called “reservoir computing” approach for training is formulated, [15]. 
The key idea of this biologically inspired approach is to mimic structures in human 
brain that seem to be composed by randomly connected dynamic non-linear neurons 
called reservoir whose output is usually linear combination of the current states of the 
reservoir neurons. The main advantage of the ESN is the simplified training algorithm 
since only weights of the connections from the reservoir to the readout neurons are 
subject to training. Thus instead of gradient descent learning much faster least squares 
method can be used. 

Although the reservoir connections and their weights are randomly generated, in 
order to prevent improper behavior of ESN, the reservoir needs to possess the so 
called “echo state property” as formulated in [5]. The basic rule formulation is: the 
effect of input disturbances should vanish gradually in time, that means the dynamic 
reservoir must be stable. According to this rule, a reservoir weight matrix with  
spectral radius below one needs to be generated. However as pointed out in [15] this 
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condition will not guaranty ESN stable behavior in general. Therefore, many task-
dependent recipes for improvement of reservoir connections were proposed. 

Since one of the laws of thermodynamics says that any stable stationary state has a 
local maximum of entropy [3], it can be expected that maximization of entropy at the 
ESN reservoir output could increase its stability. This motivated several works pro-
posing ESN reservoir improvement by its entropy maximization [16]. Other authors 
proposed the biologically motivated algorithm called Intrinsic Plasticity (IP) based on 
mechanisms of changing neural excitability in response to the distribution of the input 
stimuli [18], [19]. In [6] we have shown that in fact IP training achieves balance be-
tween maximization of entropy at the ESN reservoir output and its concentration 
around the pre-specified mean value increasing at the same time reservoir stability. 
During the investigations in [6] another interesting effect was observed: the reservoir 
neurons equilibrium states were concentrated in several regions. Then a question 
arose: is it possible to use this effect for classification or clustering purposes too? This 
initiated development of the proposed here algorithm for multidimensional data clas-
sification and clustering. 

Since ESN are dynamic structures designed initially for time series modeling, us-
ing them for static data classification/clustering might seem odd. However the idea for 
using RNNs in this way is not new. There are examples in the literature like neural 
systems possessing multi-stable attractors [2] that perform temporal integration aimed 
at discrimination between multiple alternatives. In other works [1, 4] unsupervised 
learning procedures that minimize given energy function were proposed aiming at 
achievement of network equilibrium states that reflect given data structure. 

Concerning ESN applications for classification or clustering, there are only few 
works available. In [20] it was proposed for the first time to use ESN as feature ex-
traction stage of image classification. Their role was to “draw out” silent underlying 
features of the data to be used further to train a feedforward neural network classifier. 
In [17] the idea to exploit equilibrium states of the ESN reservoir in order to design 
multiple-clusters ESN reservoirs was proposed. It was inspired by complex network 
topologies imitating cortical networks of the mammalian brain. In [14] it was reported 
that using another kind of IP algorithm in combination with Spike-time Dependent 
plasticity (STDP) of synaptic weights changes the connectivity matrix of the network 
in such a way that the recurrent connections capture the peculiarities of the input  
stimuli so that the network activation patterns can be separated by an unsupervised 
clustering technique. 

The idea described in this paper was motivated initially from stability analysis of 
ESN and proposed for the first time in [7]. It exploits similar reservoir properties  
reported by other works but looking from a different point of view: to consider com-
binations between steady states of each two neurons in the reservoir as numerous  
two-dimensional projections of the original multidimensional data fed into the ESN 
input; next to use these low dimensional projections for classification or clustering of 
the original multidimensional data. The ESN feature selection methodology proposed 
in [7] was successfully tested on a number of different data sets [8-13] to solve  
clustering problems.  
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In this paper we go further and apply it for the first time to a binary classification 
problem. We also compare classification and clustering technique for discrimination 
of positive and negative emotional states of multiple subjects.  

2 Echo State Networks Basics 

The basic structure of an ESN, presented in Fig. 1, consists of a reservoir of randomly 
connected dynamic neurons with sigmoid nonlinearities fres (usually hyperbolic tangent): 

( ) ( ) ( )( )1res in resr k f W in k W r k= + −
                     (1) 

and a linear readout fout (usually identity function) at the output: 

( ) ( ) ( )( )out outout k f W in k r k=   
                      

 (2) 

Here k denotes discrete time instant; in(k) is a vector of network inputs, r(k) - a 
vector of the reservoir neurons states and out(k) – a vector of network outputs; nin, 

nout and nr are the dimensions of the corresponding vectors in, out and r respectively; 

Wout is a trainable nout × (nin+nr) matrix; Win and Wres are nr × nin 
 and nr × nr 

matrices that are randomly generated and are not trainable. In some applications direct 
connection from the input to the readout is omitted. 

 

Fig. 1. Echo state network basic structure 

The key idea is that having rich enough reservoirs of nonlinearities will allow to 
approximate quite complex nonlinear dependence between input and output vectors 
by tuning only the linear readout weights. Hence the training procedure is simplified 
to solving in one step Least Squares task [5]. 

Although this idea seems to work well, it appears that initial tuning of reservoir 
connections to the data that will be fed into the ESN helps to improve its properties. 
In [18], [19] was proposed a reservoir tuning approach called “intrinsic plasticity” 
(IP). It is aimed at maximization of information transmission through the ESN that is 
equivalent to its output entropy maximization. Motivation of this approach is related 

r(k) 
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to known biological mechanisms that change neural excitability according to the dis-
tribution of the input stimuli. The authors proposed a gradient method for adjusting 
the biases and an additional gain term aimed at achieving the desired distribution of 
outputs by minimizing the Kullback-Leibler divergence: 

( ) ( )( ) ( ) ( )
( ), log

p r
D p r p r p r

KL d p r
d

 
 =
 
 


                   

 (3) 

That is a measure for the difference between the actual p(r) and the desired pd(r) 
probability distribution of reservoir neurons output r. Since the commonly used trans-
fer function of neurons is the hyperbolic tangent, the proper target distribution that 
maximizes the information at the output according to [18] is the Gaussian one with a 
prescribed small variance σ and a zero mean μ: 
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Hence equation (3) can be rearranged as follows: 

( ) ( )( ) ( ) ( )( )
πσ
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σ 2

1
log

2

1
, 2

2
+−+−= rErHrprpD dKL              (5) 

Where H(r) is entropy, the last term is constant and the second one determines the 
deviation of the output from the desired mean value. Thus minimization of (5) will 
lead to compromise between entropy maximization and minimization of distance 
between μ and r. 

In order to achieve those effects two additional reservoir parameters - gain a and 
bias b (both vectors with nr size) - are introduced as follows: 

( ) ( ) ( ) ( ) ( )( )1res in resr k f diag a W in k diag a W r k b= + − +           (6) 

The IP training is a procedure that adjusts vectors a and b using gradient descent. 

3 Affective Computing and Data Set Description 

We consider learning to discriminate emotional states of human subjects, based on 
their brain activity observed via Event Related Potentials (ERPs). ERPs are transient 
components in the EEG generated in response to a stimulus. ERPs were collected 
while subjects were viewing high arousal images with positive or negative emotional 
content. This problem is important because such classifiers constitute “virtual sen-
sors” of hidden emotional states, which are useful in psychology science research and 
clinical applications [21], [22].  

A total of 26 female volunteers participated in the study. The signals were recorded 
while the volunteers were viewing high arousal images with positive and negative 
valence. For each image, signals from 21 EEG channels were sampled at 1000Hz and 
stored (see Table 1). The signals were recorded while the volunteers were viewing 
pictures selected from the International Affective Picture System (IAPS) repository.  
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A total of 24 high arousal (IAPS rating> 6) images with positive valence (M=7.29 +/- 
0.65) and negative valence (M=1.47 +/- 0.24) were selected. Each image was presented 
3 times in a pseudo-random order and each trial lasted 3500 ms: during the first 750 
ms, a fixation cross was presented, then one of the images was presented during 500 
ms and at last a black screen appeared during 2250 ms. The raw EEG signals were first 
filtered (band-pass filter between 0.1 and 30Hz.), eye-movement corrected, baseline 
compensated and segmented into epochs using NeuroScan software. The single-trial 
signal length is 950 ms with 150ms before the stimulus onset. The ensemble average 
for each condition (positive/negative valence) was also computed and filtered using a 
Butterworth filter of 4th order with passband [0.5-15] Hz. Thus, the filtered ensemble 
average signals cover the frequency band ranges corresponding to Delta ([0.5 -4] Hz), 
Theta ([4 -8] Hz) and Alpha neural activity ([8 -12] Hz).  

Temporal features (amplitudes and latencies) are extracted from the filtered,  
segmented and ensemble averaged ERP data. Starting by the localization of the first 
minimum after time t=0s, the features are defined as a sequence of the local positive 
and negative picks, and their respective latencies (time of occurrence). Twelve tem-
poral features are stored (Table 2) corresponding to the amplitudes of the first three 
local minimums (Amin1, Amin2, Amin3), the first three local maximums (Amax1, Amax2, 
Amax3), and their associated latencies (Lmin1, Lmin2, Lmin3, Lmax1, Lmax2, Lmax3). 

Table 1. Channels 

Nº EEG Channels 
1 Ch 1 (FP1) 
2 Ch 2 (FPz) 
3 Ch 3 (FP2) 
4 Ch 4 (F7) 
5 Ch 5 (F3) 
6 Ch 6 (Fz) 
7 Ch 7 (F4) 
8 Ch 8 (F8) 
9 Ch 9 (T7) 
10 Ch 10 (C3) 
11 Ch 11 (Cz) 
12 Ch 12 (C4) 
13 Ch 13 (T8) 
14 Ch 14 (P7) 
15 Ch 15 (P3) 
16 Ch 16 (Pz) 
17 Ch 17 (P4) 
18 Ch 18 (P8) 
19 Ch 19 (O1) 
20 Ch 20 (Oz) 
21 Ch 21 (O2) 

 

Table 2. Features 

Nº Features 
1 Amin1(A1)  
2 Amax1 
3 Amin2 
4 Amax2 
5 Amin3 
6 Amax3 
7 Lmin1 
8 Lmax1 
9 Lmin2 
10 Lmax2 
11 Lmin3 
12 Lmax3 
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As a result, the initial feature set is a matrix X with dimension of 252 columns (21 
channels x12 features) and 52 lines (the ensemble averaged positive and negative 
labeled trials of 26 subjects). The ESN-based features selection discussed in the next 
section is applied on the normalized feature matrix  

( )

( )

X mean X
X

std X

−=                                (7) 

4 ESN for Feature Selection  

The original feature matrix (7) was processed via ESN reservoir following the proce-
dure developed in [8-13]. The two-step algorithm is outlined in Table 3: 

Step 1: IP tuning of the ESN reservoir using original feature data set; 

Table 3. Algorithm to obtain the new feature vector as a vector of equilibrium states of neurons 
in the ESN reservoir 

 
 
The structure of ESN was determined according to the size of the original feature 

matrix (7) so that the size of the ESN input vector corresponds to the number of the 
original features (in this case 252 features). Since we explore only the reservoir out-
put, the size of the readout doesn’t matter and it was set to one. The size of the reser-
voir varies starting from 10 up to 500 neurons in order to study its influence on the 
accuracy of the emotion valence discrimination. Our experimental results with 10, 30, 
50, 100, 150, 300 and 500 neurons are visualized in the next section. The IP tuning 
was done by presenting one by one the feature vector of all training examples to the 
ESN input over a predefined number of iterations (we used 10 iterations) and adjust-
ing the gain and the bias terms using gradient rules from [18]. 

in(1:features number,1:examples number)=original_features; 
nin=features number; nout=1; nr=chosen number; 

esn=generate_esn(nin, nout, nr); 

for it=1:number of IP iterations 
 for i=1:examples number 

esn=esn_IP_training(esn, in(:,i)); 
 end 
end 
for i=1:examples number 
 r(0)=0; 
 for k=1:chosen number of steps 
  r(k)=sim_esn(esn, in(:,i),r(k-1)); 
 end 
 re(i)=r(k); 

end 
esn_features=re; 



 Echo State Networks for Feature Selection in Affective Computing 137 

Step 2: Calculating of the equilibrium states of all reservoir neurons.  

Since it is hard to solve analytically the equation for equilibrium states correspond-
ing to each input data inc: 

( ) ( )( )tanh in resr diag a W in diag a W r b
e c e
= + + , 

the equilibrium states re were determined by simulations for a previously chosen 
number of steps until reaching of steady state (in our experiments 25 steps were 
enough). The achieved reservoir neurons equilibrium states were kept as the new 
feature vector called further esn_features. 

5 Emotion Valence Discrimination – Experimental Results 

In this section we use the ESN extracted features (esn_features) in order to discrimi-
nate the positive and negative emotion valence applying supervised (classification) or 
unsupervised (clustering) learning techniques. Two approaches related with the new 
feature space were studied: 

Approach 1: Using all possible 2D combinations between equilibrium states re(i) and 

re(j) of every two neurons i and j from the ESN reservoir as a 2D feature vector. 

This approach actually maps the original feature data set into a bigger space of reser-
voir equilibriums, i.e. we first expand the feature data set and then select the best 2D 
projections among all possible combinations.  

Approach 2: Using all reservoir equilibrium states esn_features as the new feature 
vector. 

In contrast to the first approach, Approach 2 maps the original feature data set into 
a smaller size reservoir and thus the new feature set has a smaller dimension. This 
approach is analog to the PCA (Principal Component Analysis) where a feature re-
duction is first performed before the classification or clustering.  

In the next section Approach 1 and Approach 2 are applied to two basic clustering 
algorithms, k-means and fuzzy C-means (FCM).  

5.1 Data Clustering 

In Fig. 2 are summarized the discrimination accuracies of k-means and FCM. It 
should be noted that Approach 1 produces a variety of 2D feature sets and in Fig.2 are 
presented the accuracy results only for the best 2D feature sets. Among the huge 
number of 2D feature combinations, only few of them achieve these results. For com-
parative purposes we also present the clustering accuracy of k-means and FCM using 
the original feature matrix (7). 

From Fig. 2 it can be concluded that for all reservoir sizes (nr=10, 30, 50, 100, 150, 
300, 500) the best clustering was obtained with Approach 1 (a combination of 2D  
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Fig. 2. Accuracy of all clustering algorithms using different features sets 

feature sets). The clustering accuracy using all ESN reservoir states (esn_features) 
seems comparable and even worse (especially in the case of bigger reservoir size) 
than those obtained by direct clustering of the original features. Higher the reservoir 
size is, better is the clustering accuracy in the 2D feature scenario which goes close to 
80%. Another interesting observation is that FCM outperforms k-means clustering 
when directly applied to the original feature matrix, while using the ESN extracted 
features seem to make both approaches similar. In the case of using all esn_features 
k-means outperforms slightly FCM while in the case of 2D feature vector both algo-
rithms achieve similar accuracy. 

5.2 Data Classification 

The same ENS models were tested for the case of supervised learning to discriminate 
the two emotion valences. In order to eliminate the problem of choosing the “wrong” 
or the “lucky” model, we applied a number of standard classifiers, namely Linear 
Discriminant Analysis (LDA), k-Nearest Neighbors (kNN), Naïve Bayes (NB),  
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Support Vector Machines (SVM) and Decision Trees (DT). Due to the limited num-
ber of examples (only 26 subjects), cross validation with leave-one-out subject is 
adopted. In order to increase the statistical confidence of the obtained results, classifi-
cation based on the majority votes of the classifiers (LD, kNN, NB, SVM, and DT) 
was also done. We call this hierarchical classification methodology VOTE.  

 

Fig. 3. Accuracy of all classification algorithms using different features sets 

The results in Fig.3 show the same tendency of better accuracy for increasing number 
of neurons in the ENS reservoir. The intuition behind this is that higher the reservoir 
size, more binary combinations of neurons are produced and thus the probability of 
getting a good feature selection increases. An interesting observation but difficult to 
explain is the fact that the VOTE classifier does not always produce the best classifi-
cation. In previous studies [23] we have obtained quite encouraging results with 
VOTE classifier in the framework of different feature selection scenarios. However, 
for bigger reservoir size, VOTE improves and approaches the expected performance.  

Another interesting observation is the surprisingly good performance of the kNN 
and DT classifiers. Finally, comparing the bars in Fig.2 and Fig.3, it can be concluded 
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that the supervised learning (classification) outperforms significantly the unsuper-
vised (clustering) approach, which is not a surprising result.  

6 Conclusions 

In this paper we propose the ESN as a mechanism for feature selection in two scena-
rios: i) map the original features into an expanded feature space defined by the num-
ber of the reservoir neurons (more neurons than ENS inputs) and choose the best 
combination of two neurons (2D projection) as the new features; ii) map the original 
features into a reduced feature space defined by the number of the reservoir neurons 
(less neurons than ENS inputs) and use all of them as the new features. Both scenarios 
were tested on the challenging problem of affective computing based on brain neural 
data (ERPs). In the 2D projection scenario it is always possible to find a combination 
of features that will cluster or classify the data with reasonable accuracy (close to 
80% for the clustering and close to 89% for the classification task).  

The computational complexity is however an unavoidable problem particularly 
when the reservoir size increases. Moreover from the very big number of neuron 
combinations (for example 124750 combinations for nr=500) only few of them reveal 
to be the proper choice.  

Nevertheless, these proof of concept results encourage us to further test the ESN as 
a feature selection step prior to data classification/clustering in other applications.  
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Abstract. Binary particle swarm optimization (BinPSO) is introduced as a  
population-based random search algorithm for discrete binary optimization 
problems. A number of BinPSO variants have been introduced in the literature 
and showed performance improvements over the original BinPSO algorithm. 
However, no detailed performance comparison between these BinPSO variants 
has been found in the current literature. In this paper, a more thorough perfor-
mance comparison study on the BinPSO variants in terms of convergence 
speed, solution quality and performance stability is presented. The BinPSO va-
riants are further compared with a newly adopted cooperative BinPSO variant. 
The performance evaluation is conducted using De Jong’s test functions, sever-
al complex multimodal functions, and a real-world engineering problem, name-
ly optimization of the detection performance of cooperative spectrum sensing in 
cognitive radio networks. Results show that most of the BinPSO variants exhi-
bit excellent performance on solving De Jong’s test functions while the cooper-
ative BinPSO variant performs better on the complex multimodal problems and 
the real-world engineering problem. Overall, the cooperative BinPSO variant 
shows the most promising performance, especially in terms of solution quality 
and performance stability. 

Keywords: Particle swarm optimization · Binary particle swarm optimization · 
Convergence · Stability · De Jong’s test functions · Multimodal functions 

1 Introduction 

Particle swarm optimization (PSO) is a population-based random search algorithm 
inspired from the social behavior of bird flocking [8]. Compared to other evolutionary 
algorithms, the implementation of PSO algorithms is relatively simple as it requires 
fewer parameters to adjust. In the past decade, PSO algorithms have been successfully 
applied to solve many real-world problems, including those requiring autonomous 
real-time adaptation [5, 13, 16, 18, 21]. 
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The original PSO algorithm can only be applied to solve optimization problems 
that are in the continuous-valued (floating-point) domain. In order to solve discrete 
binary optimization problems, a binary particle swarm optimization (BinPSO) algo-
rithm is proposed in [9]. The BinPSO algorithm retains the same advantages of the 
original PSO algorithm proposed in [8] and it allows for solving optimization prob-
lems of discrete binary nature. The BinPSO algorithm has been modified and imple-
mented to solve several real-world problems [1, 14, 15, 17, 20].     

In the literature, various studies have been carried out to continue improving the 
performance of BinPSO algorithms for global optimization. These studies have led to 
several new variants such as Novel BinPSO (NBinPSO) [11], Essential BinPSO 
(EPSO) [2] and Modified BinPSO (MBinPSO) [12]. Most of these studies employ the 
BinPSO algorithm proposed in [9] as the only benchmark. Comparison between the 
recent BinPSO variants in various performance aspects is not provided in these stu-
dies, hence leaving the progress of the BinPSO development unclear. As such, a per-
formance comparison study on BinPSO would be useful to the readers as it would 
give insights about the recent development of BinPSO in various aspects. 

The objective of this paper is to investigate the performance of various BinPSO va-
riants proposed in the literature in terms of solution quality, convergence speed and 
performance stability. These BinPSO variants are further compared with a BinPSO 
algorithm enhanced with the cooperative approach in [19]. This is to investigate the 
potential of cooperative approaches to improve the BinPSO performance, which may 
spark researchers’ interest to further explore into these approaches. The performance 
comparison is conducted using De Jong’s test functions [3], which consist of several 
unimodal and simple multimodal optimization problems, and a number of complex 
multimodal functions, which contain large numbers of suboptimal solutions. In addi-
tion, a real-world application problem is used to evaluate the BinPSO variants. 

The rest of the paper is organized as follows: Section 2 introduces PSO and re-
views several recent BinPSO variants. In Section 3, performance evaluation of the 
recent BinPSO variants presented and discussed. Finally, Section 4 provides a number 
of concluding remarks about the performance evaluation and highlights potential 
future work. 

2 Particle Swarm Optimization 

2.1 Continuous PSO 

In PSO, a group of particles travels through the search space of a given optimization 
problem to look for the optimal solution. This group of particles is referred to as a 
swarm. The position of each particle represents a candidate solution for the optimiza-
tion problem. The basic working principle of the PSO algorithm is to allow all par-
ticles travelling in the search space in such a way that the movement of these particles 
is dependent on their personal and past experiences. In the PSO algorithm, the veloci-
ty and position update equations of each particle are given as [8]: 

 ( ) ( ) ( ) ( )( ) ( ) ( )( )txtyrctxtyrctvtv ijjijijijij −+−+=+ ˆ1 2211  (1) 
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where xij(t) and vij(t) are the position and velocity of the i-th particle in the j-th dimen-
sion at the t-th iteration respectively, c1 and c2 are acceleration constants, r1 and r2 are 
uniformly distributed random values ranging in [0, 1], yij(t) is the personal best (pbest) 
position, which is the best position found by the i-th particle in the j-th dimension at 
the t-th iteration while ŷj(t) is the global best (gbest) position, which is the best posi-
tion found by the entire swarm in the j-th dimension at the t-th iteration.  

Fig. 1 shows the PSO algorithm for solving a maximization problem, where P de-
notes the swarm, Ns is the swarm size, n is the number of dimensions (i.e., number of 
decision variables), f(.) is the objective function of the maximization problem, xi = 
[xi1, xi2, …, xin], yi = [yi1, yi2, …, yin] and ŷi = [ŷi1, ŷi2, …, ŷin] [19]. Each particle is 
first initialized at a random position in the search space of the problem. In each itera-
tion, the velocity of each particle is updated using Eq. (1) followed by the position 
update using Eq. (2). After the updates, the new position of each particle will be eva-
luated using the objective function. If the solution found by a particle in an iteration 
provides a better objective function value than the previous iteration, this solution will 
be updated as the pbest position. Similarly, if the pbest position of a particle at current 
iteration is better than the gbest position, the gbest position will be replaced by the 
pbest position. This process is repeated until a certain stopping criterion is met. 

 
Create and initialize an n-dimensional cPSO: P 
repeat: 
   for each particle i ϵ [1..Ns]: 
      if f(P.xi) > f(P.yi) 
         then P.yi = P.xi 
      if f(P.yi) > f(P.ŷi) 
         then P.ŷi = P.yi  
      Perform PSO updates on P using Eqs. (1) and (2)                     
      endfor 
until the stopping criterion is met 

Fig. 1. Pseudocode of the PSO algorithm [19] 

The topology of particles, i.e., their neighborhood structure can be modified to im-
prove the performance. Various topologies have been proposed such as the global best 
(Gbest) model and the local best (Lbest) model [10]. In the Gbest model, all particles 
are neighbors to each other whereas in the Lbest model, each particle has two neigh-
bors only. For further reading of topologies, readers may refer to [10]. 

2.2 Binary PSO 

The first BinPSO algorithm proposed in [9] has a similar pseudocode compared to the 
original continuous-valued PSO algorithm except that the position update equation is 
replaced by: 
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where r3 is a uniformly distributed random value ranging in [0, 1] and the sigmoid 
function of vij(t) is defined as [9]: 
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In the BinPSO algorithm, xij(t), yij(t) and ŷj(t) take only the binary values; that is zero 
or one, while the vij(t) remains continuous-valued. Unlike the PSO algorithm in [8], 
vij(t) in the BinPSO algorithm represents the probability of xij(t) approaching the value 
of one. Moreover, vij(t) is limited by a maximum velocity, Vmax. The practical value of 
Vmax was suggested to be ±4 [7]. It is noteworthy that the sigmoid function in Eq. (4) 
is used to normalize the vij(t) so that its value is restricted within the range [0, 1]. 

In [11], the behavior of the parameters of the BinPSO algorithm is said to be de-
viated from that of the original PSO algorithm [8], leading to difficulties in choosing 
the appropriate parameter settings. To address these difficulties, the study in [11] 
proposed the NBinPSO algorithm in which a set of rules are introduced to update the 
position and velocity of each particle such that they imitate more closely to those of 
the original PSO algorithm. In addition, an inertia weight w is added to the particles’ 
velocity to preserve the direction each of them has previously travelled.  

The study in [2] exploits another approach for the same issues pointed in [11] by 
reformulating the particles’ velocity and position update equations into probabilistic 
ones, deriving a new BinPSO variant known as Essential BinPSO (EPSO). Moreover, 
adopting the concept of ant colony optimization, a queen informant particle is added 
to further improve the search capability of the EPSO algorithm. As the queen infor-
mant particle will leave some pheromones in its previously travelled path in each 
iteration, this enhances the solution exploration and exploitation at the beginning and 
the end of the EPSO algorithm operation, respectively. This new EPSO variant is 
known as EPSOq. 

In [12], the MBinPSO algorithm is proposed based on the genotype-phenotype 
concept where the velocity and the position of the particle are replaced by the  
so-called genotype and phenotype particle. The genotype particle is updated using 
Eqs. (1) and (2) with their respective xij(t) being replaced by the phenotype and geno-
type particles. The phenotype particle is updated using Eqs. (3) and (4) with xij(t) 
being replaced by the genotype particle. This modification allows the new position of 
each particle to take into account its previous position in the velocity and position 
update, which is not the case for the original BinPSO algorithm. Moreover, a bit 
change mutation feature is incorporated into the algorithm to mutate the genotype 
particle for better solution exploration. 

In [19], a cooperative approach is proposed to enhance the ability of the PSO algo-
rithm in solving high-dimensional optimization problems. This cooperative approach 
can be applied to any PSO algorithm, in fact, not limited to BinPSO. The idea of the 
cooperative approach is to decompose the candidate solution vector, which consists of 
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all decision variables, into a number of component vectors, denoted by K. Each com-
ponent vector is optimized by a separate swarm. In order to evaluate a component 
vector from a particular swarm, a context vector function is defined to compose this 
component vector with other component vectors from other swarms and form a global 
solution vector. The context vector function, b(k, z) is defined as follows [19]: 

 ( )yyzyyzb ˆ. ..., ,ˆ. , ,ˆ. ..., ,ˆ.),( 111 Kkk PPPPk +−≡  (5) 

where Pk.ŷ denotes the best component vector found by the k-th swarm where k = 1, 
2, …, K, and z denotes the component vector of the k-th swarm, which is to be eva-
luated. Using this context vector function, a candidate solution vector is reformed 
which can then be evaluated by the objective function. By applying the cooperative 
approach to the BinPSO algorithm, the pseudocode of the cooperative BinPSO 
(CBinPSO) algorithm can be presented in Fig. 2 where nb is the number of binary-
valued decision variables. It is noteworthy that K = K1 + K2 swarms are created with 
each of the first K1 swarms optimizing  Knb decision variables and each of the 

next K2 swarms optimizing  Knb decision variables. K1 and K2 are separately calcu-

lated because nb may not always be evenly divided by K. Then, each swarm runs the 
BinPSO algorithm independently and evaluates its solution vectors using Eq. (5). 

 
define 
b(k, z) ≡ ( P1.ŷ, …, Pk-1.ŷ, z, Pk+1.ŷ, …, PK.ŷ) 
K1 = nb mod K  
K2 = K – (nb mod K)  

Initialize K1  Knb -dimensional PSOs: Pk, k ϵ [1..K1] 

Initialize K2  Knb -dimensional PSOs: Pk, k ϵ [(K1+1)..K] 

repeat: 
   for each swarm k ϵ [1..K]: 

      for each particle i ϵ [1..Ns]: 
         if f(b(k, Pk.xi)) > f(b(k, Pk.yi)) 
            then Pk.yi = Pk.xi 
         if f(b(k, Pk.yi)) > f(b(k, Pk.ŷi)) 
           then Pk.ŷi = Pk.yi 

            Perform BinPSO updates on Pk using Eqs. (1), (3) and (4)   
     endfor 
endfor 
until the stopping condition is met 

Fig. 2. Pseudocode of the CBinPSO algorithm 

3 Performance Evaluation 

The performance of various BinPSO variants is investigated in terms of solution qual-
ity, performance stability and convergence speed. The solution quality achieved by 
the BinPSO variants implies how well their ability in finding optimal solutions. The 
performance stability indicates the ability of the BinPSO variants in maintaining con-
sistent performance in such a way that the solutions found in each run do not differ 
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significantly compared to those found in other runs. The convergence speed shows 
how fast the BinPSO variants can converge to a solution. Intuitively, an effective and 
efficient optimization algorithm would demonstrate high solution quality, high per-
formance stability and fast convergence speed. Using these performance aspects, the 
following BinPSO variants have been evaluated and compared: BinPSO [9], BinPSO 
[11], EPSO [2], EPSOq [2], MBinPSO [12] and CBinPSO [19]. 

Additionally, two different topologies, i.e., Gbest and Lbest models are applied to 
the BinPSO, EPSO, EPSOq and Modified BinPSO algorithms.  

3.1 Benchmark Functions 

In the performance evaluation, De Jong’s test functions [3] and three complex multi-
modal functions [12] are employed as the benchmark problems. These functions are 
given as follows: 
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where 
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jma and n is the number of di-

mensions. Also, it is noteworthy that f6 - f8 are minimization problems. To show eval-
uation consistency with De Jong’s test functions, i.e., f1 - f5 which are maximization 
problems, f6 - f8 are converted into equivalent maximization problems by multiplying 
the achieved fitness value with -1 [6]. 

3.2 Experimental Setup  

Since all the decision variables in De Jong’s test functions are continuous-valued, 
they need to be converted to binary-valued variables before being employed by the 
BinPSO algorithms. In this study, a binary encoding scheme that is commonly used to 
perform the conversion in genetic algorithms (GAs) is used. In this scheme, a user-
defined resolution factor (RF), which is the smallest continuous value represented by 
a bit, is used to determine the number of bits required to represent a continuous-
valued decision variable of a given optimization problem. Given an RF, the number of 
bits per continuous-valued decision variable, Nb can be obtained as: 

 














 −
=

RF
log minmax

2b
xx
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where the xmax and xmin denote the maximum and minimum boundary values of the 
given search space, respectively. After finding Nb, the conversion between conti-
nuous-valued and binary-valued decision variables can be performed using: 

 
RF

minc
b

xx
x

−=   (15) 

where xc is the value of the continuous-valued decision variable and xb is the decimal 
value of the binary equivalent of xc. Then, xb is converted to its binary equivalent in 
the form of bitstring consisting of Nb bits. After that, all the bitstrings are concate-
nated to a single bitstring, forming a solution vector which consists of n × Nb binary-
valued decision variables. In this study, the RFs chosen for each test function is given 
in Table 1.  

As the CBinPSO algorithm contains multiple swarms while other BinPSO variants 
contain only one swarm, the number of iterations is not accurate as a processing time 
measure. This is because, in one iteration, the CBinPSO algorithm spends a number 
of function evaluations (FEs) equivalent to K swarms multiplied by the number of 
particles of one swarm whereas other BinPSO variants spend only a number of FEs 
equivalent to the number of particles of one swarm in one iteration. Thus, the number 
of FEs is used as the processing time measure for a fair complexity comparison.  
The total number of FEs is given as FE = NtNsK for the CBinPSO algorithm and  
FE = NtNs for other BinPSO variants, where Nt is the number of iterations.  
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Table 1. Parameter settings of test functions and their global maxima 

F Function Name n RF Nb nb Domain [xmin, xmax]n Global Maxima 
f1 Sphere 3 0.01 10 30 [−5.12, 5.12]n 78.64 
f2 Rosenbrock 2 0.001 12 24 [−2.048, 2.048] n 3905.93 
f3 Step 5 0.01 10 50 [−5.12, 5.12] n 55.0 
f4 Noisy Quadric 30 0.01 8 240 [−1.28, 1.28] n 1248.2 
f5 Foxholes 2 0.001 17 34 [−65.536, 65.536] n 500.0 
f6 Rastrigin 30 0.01 10 300 [-5.12, 5.12] n 0 
f7 Ackley 30 0.1 10 300 [-30, 30] n 0 
f8 Griewank 30 0.1 13 390 [-300, 300] n 0 

 
For  f1 - f5, the simulation parameters are set as follows: Ns, FE and the number of 

simulation repetitions are set to 20, 4000 and 20, respectively. For  f6 - f8, Ns, FE and 
the number of simulation repetitions are set to 40, 40000 and 30, respectively. The 
mutation rate of the MBinPSO algorithm is set to 0.3, 0.7, 0.5, 0.7, 0.7, 0.0, 0.0 and 
0.4 for for f1, f2, f3, f4, f5, f6, f7 and f8, respectively as in [12]. Additionally, K is set to n 
of each test function for the CBinPSO algorithm (see Table 1). The rest of the para-
meters of the BinPSO, NBinPSO, EPSO and EPSOq, and MBinPSO algorithms are 
set as in [7], [11], [2] and [12], respectively. 

3.3 Results and Discussion 

Table 2 tabulates the mean and standard deviation of the objective function values 
achieved by each BinPSO variant on the test functions where the values in bold indi-
cate the best results. Overall, the CBinPSO algorithm attains the best solution quality 
as it optimizes most of the test functions. The NBinPSO, EPSO and EPSOq algo-
rithms can only obtain optimal solutions for f1, f2, f4 and f5. Other BinPSO variants do 
not perform well on all the test functions. As such, the CBinPSO algorithm is general-
ly the best algorithm in terms of solution quality for both unimodal and multimodal 
optimization problems. On the other hand, the NBinPSO, EPSO and EPSOq algo-
rithms is only suitable for unimodal and simple multimodal problems.  

The performance of the EPSOq algorithm (with GBest) on De Jong’s test functions 
is generally more stable compared to other BinPSO variants, as shown in Table 2. Its 
stability on f3 is outperformed by only the CBinPSO algorithm. On the other hand, the 
CBinPSO algorithm demonstrates more stable performance on f6 and f8, compared to 
other BinPSO variants. Additionally, as the CBinPSO algorithm is the only one that 
finds near-optimal solutions to the multimodal problems, i.e., f6 - f8, its comparison 
against other BinPSO variants in terms of performance stability is thus trivial. 

Fig. 3(a)-(e) shows the convergence performance of the BinPSO variants in max-
imizing the De Jong’s test functions. The NBinPSO, EPSO and EPSOq algorithms 
converge within 300 FEs to the optimal solutions for f1, f2, f4 and f5, which are the 
fastest among all the other BinPSO variants. Although these BinPSO variants also 
converge within 300 FEs for f3, they converge to a suboptimal solution. This implies 
that the BinPSO variants are vulnerable to the local optimums of f3 and likely to be 
trapped in these values. The CBinPSO algorithm converges slower than the NBinP-
SO, EPSO and EPSOq algorithms for f1 - f5. This is because the CBinPSO algorithm 
spends more FEs in each iteration. In particular, the CBinPSO algorithm is unable to 
reach convergence for f4 because the number of FEs given is insufficient to converge. 
The BinPSO and MBinPSO algorithms converge to local optimums of all the test 
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functions, thus it is trivial to compare them with other BinPSO variants in terms of 
convergence speed. In summary, the NBinPSO, EPSO and EPSOq are more time-
efficient for solving unimodal and simple multimodal problems. 

Table 2. Mean and standard deviation of the achievable fitness scores  

PSOs f1 f2 f3 f4 
BinPSO–Gbest 77.94±8.767×10-1 3749±1.116×102 53.30±8.645×10-1 735.5±5.623×101 
BinPSO–Lbest 78.12±4.897×10-1 3529±3.986×102 53.55±1.234×100 792.6±6.779×101 
NBinPSO 78.64±1.458×10-14 3905±4.665×10-13 44.65±2.277×100 1248±2.956×10-1 
EPSO–Gbest 78.64±1.458×10-14 3905±4.665×10-13 41.50±2.856×100 1248±2.938×10-1 
EPSO–Lbest 78.64±1.458×10-14 3905±4.665×10-13 41.10±2.673×100 1248±2.939×10-1 
EPSOq–Gbest 78.64±1.458×10-14 3905±4.665×10-13 42.00±2.733×100 1248±2.850×10-1 
EPSOq–Lbest 78.64±1.458×10-14 3905±4.665×10-13 42.10±2.593×100 1248±2.887×10-1 
MBinPSO–Gbest 74.75±1.553×100 3733±8.859×101 48.00±7.255×10-1 554.0±2.813×101 
MBinPSO–Lbest 74.02±1.851×100 3736±8.318×101 48.60±1.231×100 543.4±2.067×101 
CBinPSO  78.64±1.458×10-14 3901±4.181×100 55.00±0.000×100 1248±1.664×101 
PSOs f5 f6 f7 f8 
BinPSO–Gbest 499.9±3.559×10-6 -349.8±2.881×101 -20.17±6.100×10-2 -151.5±1.640×101 
BinPSO–Lbest 499.9±1.416×10-6 -384.4±3.063×101 -20.14±4.670×10-2 -229.3±1.767×101 
NBinPSO 499.9±2.916×10-13 -400.4±2.636×101 -20.62±8.200×10-2 -225.3±2.392×101 
EPSO–Gbest 499.9±2.916×10-13 -423.2±2.013×101 -19.99±1.475×10-1 -231.2±2.682×101 
EPSO–Lbest 499.9±2.916×10-13 -404.1±2.683×101 -19.94±2.703×10-4 -231.2±2.134×101 
EPSOq–Gbest 499.9±2.916×10-13 -410.7±2.275×101 -20.16±2.778×10-1 -233.5±1.716×101 
EPSOq–Lbest 499.9±2.916×10-13 -409.7±3.073×101 -19.94±7.754×10-4 -224.5±2.336×101 
MBinPSO–Gbest 499.9±6.199×10-6 -43.88±7.944×100 -15.45±3.918×100 -149.9±1.044×101 
MBinPSO–Lbest 499.9±6.783×10-6 -378.9±1.947×101 -20.06±1.698×10-1 -147.5±1.198×101 
CBinPSO 499.9±3.604×10-13 -0.668±2.803×10-1 -0.875±3.760×10-2 -0.164±1.831×10-1 

For f6 - f8, the NBinPSO, EPSO and EPSOq algorithms prematurely converge with-
in 5000 FEs to solutions at which the achievable fitness scores are significantly lower 
than their global maximum, as shown in Fig. 3(f)-(g). This indicates that these BinP-
SO variants suffer from premature convergence for complex multimodal problems 
and hence they are not suitable for such problems. Though the BinPSO and MBinPSO 
algorithms achieve better solutions for the complex multimodal functions, they need 
more FEs to reach convergence. The CBinPSO algorithm converges to near-optimal 
solutions after around 15000 FEs for f6 and f7 and after 5000 FEs for f8, which is rea-
sonably fast. This shows that the CBinPSO algorithm is more time-efficient for solv-
ing complex multimodal functions. 

3.4  Real-World Engineering Problem 

In this section, the BinPSO variants are tested on a real-world application, which is 
the cooperative spectrum sensing problem in a cognitive radio network. This problem  
is to maximize the probability of detecting the occupancy of a primary wireless chan-
nel by a group of secondary or cognitive radio users as in [4]. For this problem, the 
number of cognitive radio users is set to 20, each weighting coefficient is binary-
encoded with RF = 0.0001, and the other network parameter settings follow those in 
[4]. For the CBinPSO algorithm, K is set to 20. For the MBinPSO algorithm, the  
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Fig. 3. Convergence performance on (a) f1, (b) f2, (c) f3, (d) f4, (e) f5, (f) f6, (g) f7 and (h) f8 
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mutation rate is set to 0.5. For all the BinPSO variants, Ns, FE and the number of 
simulation repetitions are set to 40, 3000 and 100, respectively. Other BinPSO para-
meters are the same as in the previous section.  

The CBinPSO algorithm is shown to achieve the best solution quality and perfor-
mance stability, as shown in Table 3. In Fig. 4, the EPSO algorithm attains the highest 
convergence speed while the CBinPSO and MBinPSO algorithms are the Overall, the 
CBinPSO algorithm is generally the best performer due to its high solution quality 
and stability. Although its convergence speed is slow, it almost reaches convergence 
in the given number of FEs. 

Table 3. Mean and standard deviation achieved for the cooperative spectrum sensing problem 

PSO 
BinPSO NBin

PSO 

EPSO EPSOq MBinPSO CBin-
PSO Gbest Lbest Gbest Lbest Gbest Lbest Gbest Lbest 

Result 
0.591 

± 
0.014 

0.589 
± 

0.014 

0.651 
± 

0.036 

0.751 
± 

0.037 

0.747 
± 

0.038 

0.655 
± 

0.050 

0.655 
± 

0.056 

0.740 
± 

0.037 

0.675 
± 

0.089 

0.858 
± 

0.004 

 

 

Fig. 4. Convergence performance 

4 Conclusion and Future Works 

In this paper, we have investigated the performance of various BinPSO variants in 
terms of solution quality, performance stability and convergence speed. The NBinP-
SO, EPSO and EPSOq algorithms are more suitable for solving unimodal and simple 
multimodal problems due to their high solution quality, stability and convergence 
speed on such problems, compared to other BinPSO variants. Although the CBinPSO 
algorithm can also achieve high solution quality on the problems, the NBinPSO, 
EPSO and EPSOq algorithms are more processing time-efficient. On the other hand, 
the CBinPSO algorithm is more suitable for solving complex multimodal problems as 
it achieves high solution quality and stability with reasonably fast convergence, com-
pared to other BinPSO variants. The CBinPSO algorithm also performs well on the 
cooperative spectrum sensing problem in cognitive radio networks. Overall, the 
CBinPSO algorithm is the most promising candidate for various types of problems. 
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Nevertheless, improvement on the convergence speed of CBinPSO algorithm is still 
required when applied to other real-time applications.  
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Abstract. The liberalization process of the power sector has led
to competitive wholesale and retail markets. Market participants are
exposed to risks associated with price volatility and uncertainties
regarding production and consumption. This paper addresses these issues
by analyzing and evaluating the role of contracts for difference (CFDs)
as a financial product used to hedge against risk. The article presents
several key features of software gents able to negotiate CFDs, paying
special attention to risk management, notably risk attitude, and price
negotiation. It starts with a contextualization of the subject, which is
followed by the definition of a model to negotiate CFDs, involving several
trading strategies and tactics. It starts with a contextualization of the
subject, which is followed by the definition of a model to negotiate CFDs,
involving a group of strategies to control the exposure of risk by software
agents. Finally, a set of case studies is described to assess the performance
of CFDs as a risk management tool and to compare their performance
to forward bilateral contracts.

Keywords: Electricity markets · Bilateral contracting · Contracts for
difference · Risk management · Trading strategies · Autonomous software
agents

1 Introduction

The power sector covers four main activities: generation, transmission,
distribution and retail of electricity. The way this sector has been organized
changed throughout the last century and is customary to distinguish four main
models: a regulated natural monopoly, single buyer, competition in a wholesale
market, and competition in both wholesale and retail markets [1]. Two key
mechanisms for purchasing and selling electrical energy are electricity pools and
bilateral contracting. A pool, or market exchange, involves basically a specific
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form of auction, where participants send bids to sell and buy electricity, for a
certain period of time. A bilateral contract is an agreement between two parties
where one party commits to deliver energy and the other to pay for it. The
advantage of this type of agreement is that the terms (such as quantity of energy
and price) are custom-made to the parties’ needs.

Bilateral contracts can also help to mitigate the position of power of bigger
producers in the spot market by not allowing buyers to be dependent on them
to fulfill their energy needs and looking elsewhere for a better deal. Another
advantage of bilateral contracts is the support given to renewable generation.
Renewable energy is characterized by high capital costs and outputs heavily
dependent on weather conditions, problems that traditional energy sources do
not have. Potential investors require a guaranteed stream of future revenues in
order to obtain financing for those resources. Hence, if they engage in bilateral
contracts to sell their energy output they have a guaranteed flow of revenue
independent of market prices [2].

Electrical energy needs to be consumed within a tenth of second of generation.
Consequently, offer has to match demand to ensure efficiency, stability and
reliability. Market participants are, therefore, exposed to several risks since they
have to work with predictions. These include financial risks related to high
volatility of prices due to demand fluctuation which can reach peaks in periods of
insufficient generation. Also, important to mention are the risks related to energy
volume due to the inherent uncertainty regarding both demand and renewable
generation. Risk hedging is essential to market participants and several financial
instruments can be used when two parties with opposite views are willing to
exchange risk. The most common are future contracts, forward contracts, options
contracts and contracts for differences. These contracts can either require the
physical delivery of electricity or have a purely financial settlement.

Future contracts include an obligation to buy or sell a specified quantity of
energy at a certain future time for a certain price. These contracts have financial
daily settlements between the agreed price and the variable spot market price.
The parties do not interact directly and a central counter-party guarantees the
fulfillment of obligations. The physical delivery is optional. Forward contracts
imply a commitment between the parties to sell or buy a specific amount of
electricity at a certain future time for a certain price. Unlike future contracts,
they involve commitments regarding the date on which the energy is delivered
and the payment is done [3]. In these cases, there is no financial settlement and
the physical delivery is always required. Option contracts include a right (not
an obligation) to buy or sell a specific quantity of an asset at a certain future
time for a certain price. A call option gives the right to buy an asset and a put
option the right to sell it in a certain future time.

Contracts for difference (CFDs) involve no physical delivery of energy by
sellers. The parties fulfill their energy needs in the spot market during the
duration of the contract [4]. They establish a bilateral agreement regarding
the provision of an amount of energy for a fixed price called the strike price.
Also, they come to an agreement regarding the reference price which is used to
calculate the differences. If the reference price is higher than the strike price,
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then the seller will pay the difference to the buyer. Conversely, the buyer pays
an amount equal to the difference between the strike price and the reference
price. In some cases, contracts for difference can be one way contracts, when the
difference payments are made only by one of the parties [3].

Electricity markets are a complex evolving reality—there is now a number
of market participants, each one with their own set of objectives, strategies
and exposure to risk. One way to model such a complex system is by using
autonomous software agents. Software agents are computer systems capable of
flexible autonomous action in order to meet their design objectives. They can to
respond in a timely fashion to changes that occur in the environment, exhibit
goal-directed behavior, and interact with other agents in order to reach their
design objectives.

In particular, each agent can be characterized by a set of key features,
including [5]:

• A set of beliefs that represent information about the agent and the market;
• A set of goals representing words states to be achieved;
• A library of plan templates to be used in order to reach the goals;
• A set of plans for execution, either immediately, or in the near future.

Against this background, this paper presents several key features of software
gents able to negotiate contracts for difference, paying special attention to risk
management, notably risk attitude, and price negotiation.

2 Energy Contracts and Bilateral Negotiation

2.1 A Bilateral Negotiation Model

The negotiation model described in this section is based on our previous work
in the area of automated negotiation [6–10]. Let A={a1, a2} be the set of
autonomous agents participating in negotiation. Let Agenda={x1, . . . , xn} be
the negotiating agenda representing the set of issues to be deliberated. Each
issue is quantitative and defined over a continuous domain D=[min,max]. The
price limit of each agent for an issue x is denoted by lim.

One of the key aspects of negotiation is the adoption of a negotiation protocol
that settles the rules of trading. In the present case, we consider an alternating
offers protocol. The agents determine an allocation of the issues by alternately
submitting proposals at times in T = {1, 2, . . . }. This means that only one offer is
submitted in each period t∈T , with an agent, say ai ∈A, offering in odd periods
{1, 3, . . . }, and the other agent aj ∈A offering in even periods {2, 4, . . . }. The
agents have the ability to unilaterally opt out of the negotiation when responding
to a proposal made by the opponent.

The negotiation process starts with ai submitting a proposal p1i→j to aj in
period t=1. The agent aj receives p1i→j and can either accept the offer (Yes),
reject it and opt out of the negotiation (Opt), or reject it and continue bargaining
(No). In the first two cases, negotiation comes to an end. Specifically, if p1i→j
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is accepted, negotiation ends successfully and the agreement is implemented.
Conversely, if p1i→j is rejected and aj decides to opt out, negotiation terminates
with no agreement. In the last case, negotiation proceeds to the next time period
t=2, in which aj makes a counter-proposal p2j→i. This process repeats until one
of the outcomes mentioned above occurs.

Conceptually, each offer is a vector of issue values sent by an agent ai ∈A to
an agent aj ∈A in period t∈T :

pt
i→j = (v1, . . . , vn) (1)

where vk, k=1, . . . , n, is a value of an issue xk ∈Agenda. The decision to accept
or reject an offer depends on the rating that agents give to each issue taking into
account their preferences. Each agent has a multi-issue utility function:

Ui(x1, . . . , xn) =
n∑

k=1

wk × Vk (xk) (2)

where wk is the weight for an issue xk (a number representing the preference of
an agent for xk) and Vk (xk) is the marginal utility function that gives the score
ai assigns to a value of xk. This function is used by agents to rate incoming offers
and counter-offers. Specifically, offer acceptance will occur when the utility given
to a received offer is higher than the utility of the offer that an agent is willing
to counter-propose.

2.2 Contracts for Difference and Negotiation

This section extends the above model to simulate typical procedures associated
with CFDs. Consider that negotiation involves the prices and quantities of energy
for a generic n-rate tariff. Typical tariffs involve two levels (off-peak and on-
peak) and three levels (off-peak, mid-peak and on-peak). More refined tariffs
backed by legislation can also be imagined and considered if, instead of three
rates, suppliers offer four, or even an hour-wise tariff. Accordingly, the agenda
includes n energy quantities, i.e., {Q1, . . . , Qn}, where each quantity represents
the consumption of a specific part of a day. The agenda also includes n strike
prices and n reference prices. In particular, CFDs require that the parties agree
on a set of strike prices:

Sp = (sp1, . . . , spn) (3)

where:

(i) Sp is the vector of strike prices (in e/MWh);
(ii) spk, k=1, . . . , n, is the strike price for the specific quantity qk of Qk.

CFDs also require that the parties agree on a set of reference prices to be
used in the definition of the differences. These prices are represented by:

Rp = (rp1, . . . , rpn) (4)

where:
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(i) Rp is the vector of reference prices (in e/MWh);
(ii) rpk, k=1, . . . , n, is the reference price associated with a specific block of

a day.

With the formalization of these vectors, the differences between prices can be
computed, and their multiplication by energy quantities gives the appropriate
financial compensations. Specifically, when the strike prices are smaller than the
reference prices, the seller agent will pay to the buyer. The total amount will be
given by the following expression:

Cs =
n∑

k=1

(rpk − spk) × qk (5)

Conversely, it will be the buyer’s turn to pay a financial compensation when
the strike prices are higher than the reference prices. The total amount will be
given by:

Cb =
n∑

k=1

(spk − rpk) × qk (6)

3 Bilateral Contracting and Risk Management

3.1 Risk Attitude and Utility

Agents can control their exposure to risk by adopting specific behaviors
throughout negotiation. These behaviors depend on their attitude towards risk
and the model presented below tries to formalize this dependency.

The expected utility theory states that agents are risk averse when they prefer
a prospect with guaranteed outcomes to any other risky prospect that may have
better outcomes [11]. Accordingly to this theory, the negotiating agents fit into
one of the following categories:

1. Risk-averse agents: prefer a setting where they are guaranteed to profit a
certain amount to another setting where that profit can be bigger but there
is a chance of not getting anything;

2. Risk-seeking agents: prefer a setting where there is a chance of making bigger
profits (although they are not guaranteed) to another setting where a smaller
amount of profit is guaranteed;

3. Risk-neutral agents: generally, have no preference over the outcome of
negotiation and takes an intermediate stance compared to the two described
above.

Negotiation may end with either agreement or no agreement. Risk-averse
agents show typically more flexibility to secure a deal, and therefore, concede
more to avoid that negotiation ends prematurely without agreement. If an
agreement is reached, these agents will probably buy (sell) energy at a higher
(lower) price compared to agents that are not averse to risk. Risk-seeking agents
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Table 1. Agent classification according to the attitude towards risk

Level of risk aversion Value of r(x) Interval for λ

Risk-averse r(x) > 0 λ ∈ ]0, 1]

Risk-neutral r(x) = 0 λ = 0

Risk-seeker r(x) < 0 λ ∈ [−1, 0[

tend to be more rigid and firm, typically conceding less than their opponent. By
engaging in this behavior, negotiation may end without an agreement being in
place. Despite this, if negotiation ends successfully with agreement, risk-seeking
agents will probably benefit more than risk-averse agents in similar situations.

In economy, utility is often considered the price that agents are willing to
pay for the fulfillment or satisfaction of their desires [11]. Their preferences can
be represented using a utility function u(x) with the following properties:

(1) U(x) > U(x′) if agents prefer x to x′;
(2) U(x) = U(x′) if agents are indifferent between x and x′.

For each x1, x2, . . . , xn, there is a probability π1, π2, . . . , πn, of occurrence.
Considering mutual exclusivity, the utility function can be written in the
following way:

u(x) = π1 u(x1) + π2 u(x2) + · · · + πn u(xn) (7)

which is often referred to as expected utility function or von Neumann-
Morgenstern utility function [12]. Typically, for risk-averse agents, the utility
function is concave, meaning that the utility of the expected value is greater
than the expected utility of wealth. Likewise, for risk-seeking agents, the utility
function is convex. For the intermediate case (risk-neutral), the utility function
is linear [13].

3.2 Measuring Agents’ Risk Aversion

A typical approach to quantify agents’ attitude toward risk is through the
curvature of the utility function. Considering the second derivative u(x)′′, it
will be negative for a concave function, positive for a convex one, and zero for
a linear function. John Pratt [14] proposed the following equation to measure
agents’ risk aversion:

r(x) =
−u′′(x)
u′(x)

(8)

The sign of u′′(x) equals the sign of −r(x). A negative (positive) sign implies
unwillingness (willingness) to accept risk. Also, a negative (positive) sign implies
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strict concavity (convexity) and, therefore, aversion (propensity) to accept risk.
Pratt’s work will be used as a basis to measure agents’ risk aversion: let λ be
a parameter correlated with r(x), with λ ∈ [−1, 1]. Given λ, and using the sign
stipulation of Pratt, agents can be classified according to table 1.

3.3 Negotiation Strategies and Risk Management

Negotiation strategies can reflect a wide range of behaviors and lead to different
outcomes. In this paper, we focus on concession making strategies: negotiators
reduce their aspirations to accommodate the opponent. Specifically, the measure
of risk aversion (λ) will be used to develop a new group of concession strategies.

For a given price P , we adopt the formulae proposed in [5,9] (for seller and
buyer, respectively):

Pknew
= Pkprev

− Cf (Pkprev
− lim), k = 1, . . . , n (9)

Pknew
= Pkprev

+ Cf (lim − Pkprev
), k = 1, . . . , n (10)

where Pknew
is the new price for period k, Cf is the concession factor, and lim

is the price limit established by the agent. The concession factor Cf varies, in
percentage, between 0 and 100. If Cf is null, then agents will not concede during
the course of negotiation. If it is equal to 100, then agents make a complete
concession on P and thus accept a price equal to their limit.

The concession factor can be simply a positive constant independent of
any objective criteria. However, most often it is modelled as a function of
a single criterion. Typical criteria include the total concession made on each
issue throughout negotiation [5] and the time elapsed since the beginning of
negotiation [15]. In this work, we model the concession factor as a function of
the attitude towards risk: the bigger the flexibility in negotiation the bigger the
concession factor will be. This implies that a risk-averse agent makes concessions
at a bigger rate and, therefore, the concession factor will be bigger than the one
of a risk-seeking agent that shows unwillingness to concede and less flexibility in
negotiation.

The concession factor can be represented by considering either a polynomial
or an exponential function. In this work, we consider an exponential function.
To keep multi-agent negotiation as close as possible to real-world negotiations,
functions that give values for Cf smaller than 5% and larger than 25% were not
considered, as these values do not represent reasonable negotiation stances. The
general form of the exponential function is as follows:

Cf = Cfn ec λ (11)

where λ is the value of the agent’s risk aversion, Cfn is the concession factor
for a risk-neutral agent (λ = 0), and c is a constant that shapes the function’s
curvature.

Equation 11 represents a family of tactics, one for each pair of values (Cfn , c).
Accordingly, several simulations were made to define appropriate values for these
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Fig. 1. Concession factor for a given measure of risk aversion

parameters. Table 2 shows the values considered and figure 1 the behavior of the
resulting functions. After a detailed analysis, we chosen the following exponential
function: Cf = 0.1 e0.55λ, which gives the following range of values for the
concession factor: [0.057, 0.17].

Table 2. Tested exponential functions

Series Function

1 Cf = 0.15 e0.40 λ

2 Cf = 0.10 e0.55 λ

3 Cf = 0.12 e0.55 λ

4 Cf = 0.10 e0.60 λ

5 Cf = 0.13 e0.60 λ
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4 Conclusion

This paper has presented the key features of a negotiation model for
bilateral contracting in multi-agent electricity markets, placing emphasis on risk
management and contracts for difference. Conceptually, the model incorporates
a set of strategies and a set of tactics. The agents negotiate according to their
attitude towards risk. Risk-averse agents show typically more flexibility to secure
deals, and therefore, are willing to concede more to avoid that negotiation ends
prematurely without agreement. Risk-seeking agents are more rigid and firm,
typically conceding less than their opponent.

Negotiation tactics are functions that specify the individual moves to be made
at each point of the negotiation. Typically, these tactics are modelled as functions
of specific criteria (e.g., the time elapsed since the beginning of negotiation).
In this paper, we focus on concession making tactics: negotiators reduce their
aspirations to accommodate the opponent. They are modelled as exponential
functions of the attitude towards risk: the bigger the flexibility in negotiation
the bigger the concessions will be. In the future, we intend to perform a number
of experiments to empirically evaluate the key component of the agents, notably
the concession making strategies and their associated tactics.
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Abstract. Modern revolutions, like the recent uprisings in the so-called
Arab Spring, seem to be organized by social network technologies and
characterized by a lack of a strong political leadership. This feature is in
sharp contrast with the previous historical revolutions, often shaped by
charismatic figures. The present paper provides an explanation for this
radical change into an agent-based framework: simulations show that,
without the use of social media, influential leaders are necessary to obtain
a huge mass mobilization whereas, in the presence of a social network, it
is possible to accomplish this result without the need of a strong political
leadership.
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1 Introduction

One of the main aspects of the recent wave of revolutions in the so-called Arab
Spring is the absence of a strong political leadership, substituted by an intensive
use of social network technologies as a mean to obtain mass mobilization, as
noted by Hussain and Howard (2013). This evidence is in sharp contrast with
the previous historical experience: in fact, charismatic figures, like Robespierre,
Lenin, Mao and Khomeini, have shaped the major revolutions in History.1 The
present paper tries to provide an explanation for this radical change into an
agent-based framework.

In particular, this paper presents a model in which a subjugated population
of agents decides to rebel or not against a central authority. This decision is
made under two different settings: in the absence of a social network, with and
without charismatic leaders, in one case; and in the presence of a social network,
in the other case. The simulations of the model show that, without the use of
social media, influential leaders are necessary to obtain a huge mass mobilization

I am grateful to professor Paolo Pellizzari, my thesis supervisor, and to three anony-
mous referees for their extremely useful comments and suggestions.

1 Goldstone (2001, pp. 156-158) reviews the main theories about the role of political
leadership in different revolutions.
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while, in the presence of a social network, it is possible to observe such a result
without the need of a strong political leadership.

The rest of the paper is organized as follows: next section presents a brief
survey of the main sociological and economic theories about revolutions as well
as the agent-based models that are more related to the present paper; Section 3
describes the details of the model; Section 4 presents the main results emerging
from the simulations of the model; finally, Section 5 concludes.

2 Literature Review

For decades the most popular sociological theories of revolution were the Marx-
ian theory (Skocpol, 1979) and the relative deprivation theory (Davies, 1962):
the former emphasizes the role of changes in production methods in generating
discontent and rebellion while the latter focuses on the gap between expecta-
tions and realized economic performances to explain the sense of frustration and,
consequently, the riot participation. Both of them establish an automatic link
between the structural conditions that generate grievance in the society and the
likelihood of revolutions. Moreover, in both theories the participation in revolu-
tionary episodes is motivated by a collective good argument, such as the desire
to change the oppressive social order.

By contrast, Tullock (1971) develops an economic approach to explain the
participation in revolutions: since the benefit of an extra unit of public good is
small relative to the cost of obtaining it through the participation in a rebellion,
individuals decide to participate or not according to their private gains or losses.
Silver (1974) provides a classification of revolutions based on Tullock’s theory.
Moreover, Kuran (1989) criticizes the idea of an automatic relationship between
social grievance and revolution, arguing that most historical revolutions were
unanticipated. He provides an explanation based on the observation that people
who dislike their government tend to conceal their political preferences as long as
the opposition seems weak. For this reason, regimes that appear absolutely stable
might see their support vanish immediately after a slight surge in the opposition’s
size, even if caused by nearly insignificant events. Furthermore, in line with
Kuran’s theory, Rubin (2014) argues that cascades of preference revelation are
more likely to happen after a big shock in highly centralized regimes because
in these political systems citizens have higher incentives to falsify their true
political opinions in order to avoid economic or legal sanctions imposed by the
central authority.

There are also some game theoretic papers that analyze the economic causes
of political change: for instance, following Acemoglu and Robinson’s (2001)
model of the economic origins of democracy, Ellis and Fender (2011) derive
conditions under which democracy arises peacefully, when it occurs after a rev-
olution and when oligarchic governments persist.

Finally, this paper is also greatly influenced by Granovetter’s (1978) theory
about threshold models of collective behaviors and by Epstein’s (2002) agent-
based model of civil violence. According to Granovetter, individuals face many



Why Are Contemporary Political Revolutions Leaderless? 167

situations with multiple alternatives and the costs and benefits associated to the
different alternatives depend on how many other individuals have chosen which
alternative. For this reason, each individual has a personal threshold and decides
to join a collective action, like a riot or a strike, if the number of people who
already participate exceeds this threshold. Following this idea, Epstein develops
an agent-based model of civil violence in which agents decide to rebel against
the government if their level of grievance corrected by the risk of being arrested
is higher than their personal threshold. Moreover, Makowsky and Rubin (2013)
develop an agent-based model to study how social network technology fosters
preference revelation in centralized societies: they show that the presence of a
social network makes more likely the destabilization of an autocratic regime and
this is the reason why centralized governments attempt to restrict information
flows via the media.

3 The Model

The population of agents interacts in a bidimensional torus space and the results
of this interaction are followed over time.

Each agent i is endowed with two time-invariant characteristics: a value for
the grievance gi, drawn from a uniform distribution on the [0, 1] interval, and
a value for the ability to persuade other agents to rebel, which measures the
influential power of the agent, denoted by pi and drawn again from a uniform
distribution on the [0, 1] interval.

Following Granovetter (1978) and Epstein (2002), at each time agents decide
to be quiet or active, i.e., to rebel or not against the central authority, according
to a threshold-based rule. In the present model, the activation rule involves: i)
the level of grievance gi; ii) the average persuasion agent i is exposed to, indi-
cated with p̄it, which depends on the persuasion abilities of the other rebellious
agents in the neighborhood, but also on the presence of charismatic revolution-
ary leaders or on the availability of a social network technology; iii) finally, a
deterrence term represented by the probability of being arrested Pt−1, which is
determined by the aggregate behavior of agents in the previous period.

Combining these quantities, the decision rule can be defined: agent i becomes
active if and only if inequality

gi + βp̄it − γPt−1 > τ (1)

holds, where β, γ and τ are positive parameters. This formula simply states
that the likelihood that a player joins the rebellion is positively influenced by
the level of personal grievance and by the average intensity of pro-revolutionary
propaganda this player is subject to, whereas it is negatively associated to the
repression faced by agents in the previous period.

The average persuasion each agent can be exposed to is the result of three
potential sources. The first of them is the presence of already active agents in
the neighborhood. The neighborhood includes the lattice positions within the
vision radius of agents, whose length is parametrized by υ: assuming a radius
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vision equal to one, each agent has four neighbors, in the north, east, south and
west position, respectively. The second source is represented by the presence of
revolutionary leaders in the neighborhood: this second type of players is char-
acterized by an extraordinary high persuasion ability, indicated by pl, taking
a much higher value compared to the average persuasion of the population of
agents. Moreover, leaders are always active, except when they are in jail, as it
will be explained below. Finally, the third source of propaganda is the social
media technology: in some model simulations, it is assumed that a fraction of
agents is connected to a social network and, consequently, it is subject to the
persuasion of the other connected rebellious agents, no matter their geographical
location. Consequently, the general expression for the average pro-revolutionary
persuasion is:

p̄it =

∑
j∈(Nit∪N̄)∩At

pj + nNit∩Lt
pl

n(Nit∪N̄)∩At
+ nNit∩Lt

(2)

in which Nit is the set of players that are neighbors of agent i at time t, N̄ is
the set of agents connected to the social medium, At is the set of active agents,
Lt is the set of active revolutionary leaders, n(Nit∪N̄)∩At

is the number of active
agents that are neighbors of agent i or they are active agents connected to the
social network, and, finally, nNit∩Lt

is the number of active leaders that are
neighbors of agent i. The set of neighbors Nit is time-varying because agents
and leaders can move to an empty random position within their vision radius
in each period. On the other hand, the set of connected agents N̄ is assumed
to be fixed over time: in fact, at the beginning of each simulation, agents are
assigned to the social network with a probability equal to c. Therefore, this last
parameter measures the degree of connectivity of the society. The two sets of
active players, At and Lt, are time-varying because active agents and active
leaders can be arrested and because agents can turn from quiet to active and
vice versa.

In any period t the probability of arrest for a single active player is a decreas-
ing function of the fraction of rebel forces to the overall population:

Pt =
exp

[
−φ(nAt+nLt

na+nl
)
]

1 + exp
[
−φ(nAt+nLt

na+nl
)
] (3)

where nAt
is the number of active agents in the population at time t, nLt

is
the number of active leaders, na and nl are the numbers of agents and lead-
ers, respectively, in the population, and φ is a positive constant; the logistic
transformation ensures that the probability lies inside the (0, 1) interval: more
precisely, it starts with a value equal to 0.5, when there are no active players,
and it decreases up to a value close to zero when a huge rebellion takes place.
This expression captures the fact that the arrest probability of a single revolu-
tionary is higher when there are few active players and it declines when more
agents decide to join the rebellion, as in Epstein (2002): in fact, if the repression
capacities of a state, like the number of cops, are fixed, it is more difficult to
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arrest a single active agent in a crowd of rebels than when this specific agent
protests in isolation. If an agent or a leader is arrested, he turns from active to
quiet and the number of periods in jail is drawn from a uniform distribution on
the [0, jmax] interval, like in Epstein (2002).

Table 1. Values chosen for the fixed parameters of the model

Space Dimensions na υ β γ τ φ jmax t0 θ σ

21x21 360 1 0.8 0.2 0.85 9 30 100 0.05 0.75

Furthermore, it is assumed that at each time only a fraction θ of agents
decides to change its status from quiet to active or vice versa. In order to start
the revolution, at time t0 a shock occurs and, starting from this period, a greater
fraction of agents, equals to θ + σ, decides to change or not its status. In the
case of the Arab Spring, this shock may represent the Mohamed Bouazizi’s self-
immolation, which gave rise to the revolution in Tunisia.

Table 1 shows the values chosen for the parameters of the model that are
fixed in all simulations.2

4 Results

This section describes the main results obtained by the simulation of the model.
In more detail, eight simulations have been performed: i) in the first one, there
are no leaders and there is not a social network technology; ii) in the second
scenario, the case of a single leader without an extraordinarily high persuasion
ability (pl = 0.8) is considered; iii) in the the third simulation the presence of
a charismatic leader is analyzed (pl = 1); iv) the fourth simulation adds one
influential leader to the previous scenario; v-viii) finally, the last simulations
consider the effect of a social network technology connecting, respectively, the
1%, 5%, 10% and 20% of the agent population, without the presence of political
leaders. These eight scenarios are described in Table 2.

For each of these simulations three graphs are reported: the time series of
the number of quiet, active and jailed agents. These graphs are shown in Figure
1 for the first four simulations, which are characterized by the absence of a
social network technology, and in Figure 2 for the remaining cases, which have
in common the presence of social media.

In all simulations, the period before the revolution is characterized by small
episodes of rebellion involving very few agents because only a small fraction of
the population takes into consideration the possibility of rebelling. These riots
are immediately suppressed by the government: in fact the probability of arrest
is very high since few agents decide to be active.

2 The model has been implemented using NetLogo (Wilensky, 1999) while the time
series graphs of the next section have been produced using R (R Core Team, 2014).
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Table 2. Eight simulations of the model

Simulation Leaders (nl) pl % Connected (c)

1 0 . 0
2 1 0.8 0
3 1 1 0
4 2 1 0
5 0 . 1
6 0 . 5
7 0 . 10
8 0 . 20

At time t0 = 100, a shock happens and a considerable number of agents
evaluates the decision to rebel or not against the central authority: this gives
rise to the revolution. The following situation depends strongly on the presence
of influential political leaders and on the availability of a social network.

In the first simulation, the rebel activity increases after the shock but it
remains bounded geographically because the transmission mechanism of the
rebellion is only local: population members are more likely to be active if they
are located in positions surrounded by active and influential agents. This results
in a modest turmoil after the start of the revolution, as shown in the first row
of Figure 1.

Introducing one revolutionary leader without an extraordinarily high per-
suasion ability (pl = 0.8) raises considerably the level of protests in the early
periods after the shock: in fact, in the second row of Figure 1, a huge pick of
activation is clearly visible immediately after t0. On the other hand, the number
of active players declines rapidly over time.

Results change substantially with an influential leader, whose persuasion abil-
ity is equal to the double of the average persuasion of agents (pl = 1). In this
scenario, the number of active agents increases after the shock and it persistently
remains at an high value for a long period of time (second graph in the third row
of Figure 1). With two influential leaders this effect is even reinforced: in fact,
the number of active players is anchored to a very high value during the entire
observed period after the start of the revolution, as can be seen by the graphs
in the last row of Figure 1.

Therefore, the model has been calibrated in order to exhibit successful revo-
lutions in the presence of one or two charismatic leaders: in these two cases, the
great mass of active agents immediately lowers the probability of arrest after the
shock and this leads to a continuously increasing number of active players which
rapidly exceeds the number of quiet agents for long periods of time. These types
of rebellions can be associated to the major historical revolutions, such as the
French (1789), the Russian (1917), the Chinese (1949), and the Iranian Revo-
lution (1979), in which two charismatic revolutionary leaders, like Robespierre
and Danton, Lenin and Trotsky, or even one, such as Mao and Khomeini, were
influential enough to inspire huge mass mobilizations.
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Fig. 1. Time series of the number of quiet, active and jailed agents for different simu-
lations of the model without a social network technology

This last result can be equivalently reached without political leaders, intro-
ducing a social network technology connecting a sufficient number of agents. In
fact, if the fraction of connected population is very low (1% in the fifth simu-
lation displayed in the first row of Figure 2), the rebel activity is very modest
after the shock. On the contrary, if the number of connected agents is slightly
higher (5% in the sixth simulation shown in the second row of Figure 2), the
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Fig. 2. Time series of the number of quiet, active and jailed agents for different simu-
lations of the model with a social network technology

diffusion mechanism allowed by the social network is able to stimulate massive
protests after the shock. The same is true for a percentage of connected agents
equal to 10%, as presented in the third row of Figure 2.

However, the effectiveness of the network in stimulating riots is not mono-
tonically increasing in the fraction of connected agents: this result is evident
considering the scenario with a 20% connected population (last row in Figure 2).
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In this situation, after the initial huge peak, the riot activity immediately drops
to a low value. In fact, if the social network is excessively widespread, it also
includes agents with a low persuasion ability and this negatively affects the aver-
age persuasion of the social medium, undermining the revolutionary potential of
the network.

Summarizing the evidence provided by the results in Figure 2, the presence
of a social network technology connecting a reasonable number of agents is able
to generate massive protest movements by increasing the overall connectivity of
the society. This mechanism explains why modern revolutions can be generated
by social media without the need of a strong and influential political leadership.

5 Concluding Remarks

The recent uprisings in the Arab World have been characterized by the lack of a
strong and universally recognized political leadership and by the intensive use of
social network technologies as a mean to obtain consensus and generate massive
protests. This represents a sharp discontinuity with the past: the major historical
revolutions have been often shaped by charismatic figures with an uncommon
influence over the masses of people.

The present paper tries to highlight the mechanisms through which social
media can substitute revolutionary leaders in generating mass mobilizations: a
widespread network of agents, not endowed with particularly influential capac-
ities, can be as effective as multiple charismatic revolutionary leaders because
it allows the geographical diffusion of protests as well as their persistence over
time.

The focus is on social network technology rather than standard media, such
as television, radio, newspapers, because traditional mass media are often under
the strict control of the government in autocratic societies and this explains why
they played a little role during the 2011 revolutions in the Arab countries.

The model presented in this paper extends the basic Epstein’s (2002) agent-
based model of civil violence by incorporating the effects of revolutionary lead-
ers and social media, which are fundamental ingredients in explaining massive
protest phenomena. Moreover, it enriches the analysis of Makowsky and Rubin
(2013) about the importance of social network technologies in triggering cascades
of preference revelation in autocratic societies by explaining the reason why con-
temporary uprisings are fundamentally different from the historical revolutions,
in particular with respect to the mechanisms of mass mobilization.
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Abstract. In this paper we present the Time Machine (TiM), an environment 
that simulates the digital assets onto the future and allows studying what self-
preservation behaviors need the digital objects. This is based in computation  
intelligence and related methods of cost management under their own budget, 
powered by a social network as an environment that enables their behavior under 
the policy that preservation is to share. This approach contributes to achieve the 
following digital preservation requirements: adaption to unexpected situations, 
scalability, and efficient cost management, through an agent-based simulation. 
The key differentiation feature of TiM is that digital objects become active actors 
in their long term digital preservation, which has a digital preservation budget 
devoted to funding the replication of the objects and other operations such as 
format migration or finding a safe storage within a social network of users; in 
all, an environment where they will live. Its design considerations and imple-
mentation details are presented and, finally an example to illustrate some of the 
functionalities of the simulator. 

Keywords: Multi-agent system · Simulation · Digital preservation · Computa-
tional intelligence 

1 Introduction 

The need for research into new ways of long term digital preservation (LTDP) has 
been evident over two decades. Memory institutions and academic organizations have 
taken the lead in defining solutions to LTDP issues; although the digital preservation 
(DP) problem is not limited to cultural and scientific information. Legislation is plac-
ing an increasingly large burden on commercial, industrial, cultural and governmental 
organizations to ensure that their digital records are retained, made accessible, and 
effectively preserved for the long term. The PLANETS project estimated that the 
value of digital documents produced in the EU that are in danger of digital obsoles-
cence if no action is taken to preserve them, is in excess of 3 billion €€  per year1.   

The challenge in LTDP of complex objects – consisting of text, video, images, mu-
sic, 3D information, sensor data, etc. generated throughout all areas of our society – is 

                                                           
1 http://www.planets-project.eu 
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real and growing at an exponential pace. An already old study by the International 
Data Corporation (IDC) found that in 2012 the information created and replicated 
broke the zettabyte barrier growing by a factor of 9 in just five years [10]. The LTDP 
of such information will become a pervasive as well as ubiquitous problem that will 
concern everyone who has digital information to be kept for long time, implying a 
shift in at least a couple of software and hardware generations.  

Currently the level of automation in DP solutions is low. The preservation process 
currently involves many manual stages but should be approached in a flexible and 
distributed way, combining intelligent automated methods with human intervention. 
The scalability of existing preservation solutions has been poorly demonstrated; and 
solutions have often not been properly tested against diverse digital resources or in 
heterogeneous environments [20]. 

We try to meet the following requirements involved in DP: 

• Scalability: The exponential growth of digitally born objects requires of scalable 
solutions from the technological point of view. 

• Cost: Associated to the exponential growth because there are limited resources to 
cope with DP. 

• Uncertain future: DP is about heuristics of what results we will get in the future, 
only. 

These problems, together with the rapid obsolescence of software and hardware 
due to frequent update of private vendors, make DP one of the most challenging ap-
plication areas for MAS. 

As was explained at [18], the prevailing paradigm is centralized, top-down, where 
institutions are the main players. We propose studying a change of paradigm, mainly 
bottom-up, where the digital objects self-preserve.  

Our research is based in studying what self-preservation behaviors need the digital 
objects (DOs), based in computation intelligence (CI), and related methods of cost 
management under their own budget, powered by a social network as an environment 
that enables their behavior under the policy that “preservation is to share”. It means 
that the more you share your DOs, the most likely you will keep them in the future: 
one computer or server can fail but does not matter because your DO is spread around 
the world. In this concept, DOs become active actors in their own LTDP, here named 
the Self-Preserving Digital Object (SPDO) [5], which has a DP budget devoted to 
funding the replication of the objects and other operations such as format migration or 
finding a safe storage within a social network of users; in all, a controlled environ-
ment where they will “live”.  

The principle behind is to think of a SPDO as an autonomous entity that interacts 
with the environment as well as with other SPDOs with which it competes or coope-
rate and thus creates good living conditions to keep alive as long as possible to have 
descendants who follow its existence. Under this expectation, the research in this 
topic will pursue self-organization paradigms, including multi-agent systems (MAS) 
with interesting emergent behaviors. In this paradigm, three approaches for agentifi-
cation has been proposed [17]: the SPDOs; the collective cognitive networks on DP: 
the Sites; and the DP Services [23]. We agentified the first two: the SPDO and Sites. 
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With the purpose of providing the scientific community with a new tool suitable to 
carry out analysis of novel digital preservation strategies, in this paper we present the 
product of an iterative work carried out in the last years, the Time Machine (TiM), a 
simulation environment for the SPDO, written in Java, and implemented with the 
purpose of: 

• Studying what are the social behaviors that supports the task of preservation of the 
DOs (rules of collaboration), 

• Finding out an efficient cost management of the DOs, 
• Analyzing what are the topologies of social networks that back better the DOs. 

As a consequence, TiM is a more abstract preservation simulator than other simi-
lar-purpose tools. Our simulator does not reach the level of detail of other preserva-
tion simulators (i.e. bit preservation, ingest or access). The paper is structured as  
follows: section 2 presents related work and the differentiation of the current work 
regarding the literature; section 3 are the design considerations and implementation of 
the agent-based simulator by presenting the most relevant diagrams; section 4 shows 
the TiM simulating a concrete case, presenting the Graphical User Interface (GUI) of 
the simulator and the obtained results; section 5 presents where the digital preserva-
tion simulation tool is accessible; finally section 6 is devoted to conclusions and  
future research. 

2 Related Work 

There are works that use MAS with the aim to simulate the processes involved in the 
DP. For instance, the EU FP7 PROTAGE project [23] opened up a novel approach to 
DP by utilizing agent ecosystems for automation of preservation processes. The dis-
semination results of the project are [13][14] [15]. Another approach named "Shout 
and Act" [7], is a type of swarm intelligence for communication and coordination of 
agents inspired by rescue robots: the files, all digital objects (DOs), that need preser-
vation are called the “victims”, and there are teams of preservation agents, whose 
main goal is to detect files as potential victims that need migration actions and curate 
them. In addition, a recent work of Pellegrino [12] demonstrates how MAS can either 
perform an autonomous preservation action or suggest a list of best candidate solu-
tions to the user. It describes an agent-based model aimed to simulate those processes 
in which a DO faces the risk of obsolescence, a migration process has to be performed 
and the most appropriate file format has to be adopted.  

All the aforementioned works have in common with the current work that use 
MAS for automation of preservation processes, but none of them agentifies the DO 
themselves. We claim that, although preservation is currently perceived as being as 
repository level, in fact it occurs at object level, so mechanisms are required to enable 
preservation management of objects, and for this to succeed, objects must be self-
preserving. Very few works are conducted in this line, among them our previous work 
[5] and a remarkable recent study with a data-centric perspective through the use of 
Unsupervised Small World (USW) graph creation algorithm [2], but they focus on 
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Web Objects (WO), they do only copies but not migrations, as we do, and their net-
works is of WO whereas our network is composed of sites of users; both of them, 
have a promising level of success. 

As well, there exist works that concretely use simulation principles to analyze digi-
tal repositories. In [4], authors presented a simulation tool (ArchSim) able to evaluate a 
repository system implementation. The focus is on comparing different options such as 
disk reliability, error detection and preventive maintenance to estimate the Mean Time 
to a Failure (MTTF) of a whole repository. Similar work was done in [3] where a si-
mulation tool was built to evaluate potential design of the Danish web archive. More 
recent work was conducted during the PrestoPrime project2. In [1] authors describe a 
tool able to simulate the costs and risks of using IT storage systems for the long-term 
archiving. The tool is now known as iModel3. The main focus of these simulation tools 
is “bit preservation”; there is a limited support for “logical preservation”.  

Regarding Rabinovici-Cohen et al. [21], “Bit preservation is the ability to retrieve 
the bits in the face of physical media degradation or obsolescence, corruption or de-
struction due to errors or malicious attacks, or even environmental catastrophes such 
as fire and flooding. Logical preservation involves preserving the understandability 
and usability of the data, despite unforeseeable changes that will take place in servers, 
operating systems, data management products, applications and even users. Addition-
ally, logical preservation needs to maintain the provenance of the data, along with its 
authenticity and integrity so that current and future systems can ensure that only legi-
timate users access that data”. 

Within this approach of logical preservation there is the SCAPE simulator [8] that 
is an environment with a focus on logical preservation, such as migrations, format 
evolutions, ingest and potential collection change over time, and is also considering 
aspects such as resources. Our work is more similar to the SCAPE simulator than 
others explained before. We focus on logical preservation, yet with our goal of not 
trying to analyze digital repositories as a difference; in our model, the environment is 
a social network devoted to the DP. 

3 Design Considerations and Implementation 

There are different digital preservation approaches. Regarding Feeney [9], “Three 
approaches to digital preservation have been developed: 

• Preserve the original software (and possible hardware) that was used to create 
and access the information. This is known as the technology preservation strategy. 
It also involves preserving both the original operating system and hardware on 
which to run it. 

• Program future powerful computer systems to emulate older, obsolete computer 
platforms and operating systems as required. This is the technology emulation 
strategy. 

                                                           
2 http://www.prestoprime.org/ 
3 http://prestoprime.it-innovation.soton.ac.uk/imodel/download/ 
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• Ensure that the digital information is re-encoded in new formats before the old 
format becomes obsolete. This is the digital information migration strategy.” 

We focus on the third one to simulate DP activities of refreshing and migration 
while SPDOs sharing using different computational intelligence methodologies. We 
conceived the migration of SPDO formats as a replication (copies) of files in different 
formats and refreshing as a copy in the same format [11][18]. The SPDOs will be 
distributed over a network of computers or devices as an environment that enables the 
behavior of the SPDOs in an attempt to preserve them. 

Migrated copies of SPDOs are created in various formats following a migration 
strategy to ensure their survival against Software Adoption Waves (SAW), which 
occur regularly. SAW are defined as massive format changes that DOs suffer 
throughout their lifetime after the shifts of software and hardware, resulting in the 
likely “disappearance” of a percentage of the SPDOs when they become unreadable 
or inaccessible due to the accumulation of technological changes that provokes their 
obsolescence. 

In our model, a network with nodes represents the users’ computers (the sites) and 
the connections among nodes determine which users are friends with who else, result-
ing in a social network devoted to the DP[6][13]. 

In all the experiments, DOs travel through the network that is build up out of a so-
cial network and distribute copies of them for preservation. These copies maintain 
links to the parent SPDO because they correspond to a same object. Each node 
representing a user’s computer might only be able to read a specific format of files 
after suffering a SAW. Formats range from oldest to newest to simulate the 
processing of files in a computer when these files can only be read by special soft-
ware installed in the computer (the site). The files in older formats become unreada-
ble when they are no longer compatible with the new software versions installed on a 
given computer after several migrations. That formats are taken as a representation of 
pre-web and non-web formats, because there is no danger of forgetting how to read a 
file format that was in use after web became available, it exist a migration path for-
ward, as David Rosenthal argues4. Further details of the model are provided in the 
following sections. 

3.1 The SPDOs Agents 

The SPDOs in our experiments are different file types in several formats. For the sake 
of simplicity and abstraction their representation ranges from 1, the newest, to 5, the 
oldest.  

Initially, a SPDO belongs to a particular user, and lives in his filesystem, i.e., on 
his computer, a site that is a node in the network structure. Any SPDO has the follow-
ing behaviors with subtle variations depending upon the CI implemented: make a 
copy, move on to other nodes in the network, or remain in the site where it is. The 
aim of the SPDOs and their descendants is traveling from sites all over the net, mak-

                                                           
4  http://blog.dshr.org/2013/02/rothenberg-still-wrong.html 
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ing digital copies of themselves when they can afford to, accordingly the restrictions 
of the CI algorithm that is applied. The cost for a site to host a SPDO, is directly re-
lated with the concrete format of the SPDO: the older, the more expensive (harder to 
have an adequate software to host it) than if it was newer. Finally, the SPDOs must 
determine whether the original SPDO or any of its copies are alive in the network. 

The following describes the three CI algorithms that have been implemented over 
the SPDO behaviors, which are not detailed because they are out of the scope of this 
paper: 

• Multi-Population Genetic Algorithm (MPGA),  
• Ant Colony Algorithm (ACA),  
• and Virus-Based Algorithm (VBA), approach that we implanted it similar to a 

computer worm. SPDOs try to move through the entire network selecting connec-
tions randomly but attempting to spread as far away as possible replicating them-
selves, with some limitations for not collapsing the system. 

3.2 The Agents Site 

The users have preservation services installed in their own computers for dealing, at 
some extent, with DP of the SPDOs hosted there. The services are limited in nature 
and it is represented by a percentage of employment (0%-100%) that describes the 
capacity of DOs that can be hosted in the user’s site and a data structure that indicates 
the social proximity of several other nodes as users who may be available to help 
sharing DP efforts, for example, by sharing their SPDOs. The users’ computers are 
connected each other for fulfilling the social and intelligent environment to support 
the LTDP of the SPDOs. The computers will be named nodes after the creation of a 
full network of LTDP resources available for SPDOs. Finally, the user’s node clearly 
displays what formats of each file type are supported. All users have a contact list that 
is represented by nodes (other users’ nodes) to which they are connected. These nodes 
are their friends’ computers, resulting in a network through which SPDOs can move 
onto for new LTDP services, hosting, copies support, or do any other operation. Users 
can update the formats of their SPDOs when they change format support at the time 
of their software updates. We will refer to the users’ computers as nodes or sites in-
distinctively. 

3.3 Integration of the Agents in the Platform  

Fig. 1 shows the framework that has been applied in the presented MAS. In this 
framework, the communications of the agents are performed through Java methods. 
The Simulation class can be executed given a certain number of times or a percentage 
of stability (explained in next section), and contains all the agents within a list. All the 
agents have a main method, in which they perform their activities in every step of 
simulation. Finally the platform can be executed via GUI or via console and it has 
access to the statistics as well agents and Simulation class can save them though the 
Statistics class. 
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Fig. 1. Excerpt of the simulation framework 

4 Simulation Experimentation of Time Machine 

4.1 The Measure of Expected Resilience and the Reliability of the 
Experiments 

If we subscribe that preservation is about sharing, and knowing that SPDOs when 
shared might be object of LTDP manipulations, notably migrations for enhancing 
their preservability; here we come with a growing diversity of objects that might  
contribute with higher resilience in the long-term after suffering several SAWs. 

Thus, after acknowledging that these heuristics will be applied to our SPDOs, we 
need measures of expected resilience that might be explained by the diversity of 
SPDOs. To do so we use the Shannon entropy (Equation 1) for the evaluation of the 
results. High entropy indicates high expected preservation and resilience after succes-
sive SAWs according to our strategy for format migrations. The fact that several cop-
ies exist in diversified formats provides better resistance and recovery in the case of a 
SAW (improved resilience). 

 

(1)  

Equation 2 is the DP application of Equation 1, where n is the total number of orig-
inal SPDOs, j are the formats SPDOs can migrate from and to (with a value ranging 
from 1 to 5), and pi,j is the percentage of the copies in format j among the total num-
ber of copies of an original SPDO i. Equation 3 defines Pi,j, where k are the formats 
from 1 to 5. 

 

(2)  
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For the reliability of the experiments, the average resulting entropy is calculated af-
ter the number of executions is enough to achieve a stabilized result. We measured 

this reliability of the experiments using Equation 4, which defines nx as the average 

of the steady entropy value nx in execution n, such that the sum converges when an 
increasing number of experiments to yield a reliability of 1 – ε = 99.3%.  

 
(4) 

 

4.2 Brief Overview of the Platform Functionality 

The multi-agent platform can be executed via GUI or via console and it allows to 
generate the desired topology of social network or choose some defined by default, to 
set up the different parameters that act in the simulations, and to see (via GUI) a 
screen that displays everything that is happening in real time (shown in Fig. 2). The 
executions via console will get all the input parameters from a file. 
 

 

Fig. 2. General view of what is happening in real time 

As a result of the simulation, a number of useful statistics are saved in files for future 
analysis: 

• The entropy of each execution and the average entropy of all executions; 

( ) ε<−=
=

−

n

i
nnn xxS

1
1



 Time Machine: Projecting the Digital Assets onto the Future Simulation Environment 183 

• The percentage of accessible SPDOs in each execution and the average accessible 
SPDOs in all executions – accessible SPDOs means that at the end of the execu-
tions maintain at least one copy of themselves ; 

• The percentage of readable SPDOs in each execution and the average readable 
SPDOs in all executions – readable SPDOs means that have a copy with a format 
compatible of the site they live (they are immediately readable in that node and 
thus technically straightforward preserved); 

• The percentage of occupation of the sites in each execution and the average per-
centage of occupation in all executions; 

• The number of copies of each SPDO in different formats for each execution and 
the average in all executions; 

• The parameters used in the simulation. 

4.3 Examples of Experiments 

TiM simulations are deployed over 35-year period in which a SAW occurs every 5 
years. After every SAW it is the time at which SPDOs show severe symptoms of 
obsolescence and an urgent need of DP or curation. We use the month as the temporal 
unit at every step for our simulations, and thus, there is a SAW every 60 steps (12 
months × 5 years), and an execution has a total length of 420 steps (12 months x 35 
years). The three CI algorithms as a SPDO behaviors have been simulated and Table 
1 shows all the parameters of the simulations. 

Table 1. Formulation of the parameters used for the TiM experiment 

Parameters MPGA ACA VBA 
Total simulation time 35 years 
Equivalence of 1 simulation step 1 month 
Total waves 6 (for 35 years) 
Percentage of DOs involved in a SAW 72% 
# DOs associated to any user  Between 1 and 5 
Preservation service for each user 100% 
Percentage of statistical stability 99.3% 
Random seed 123456789 

Percentage of mutation 
2% of the 
population   

Percentage of exchange  
2% of the 
population   

Percentage of nodes of the network 
where ants can make copies 

 20%  

Period in which nodes are changed 
where ants can make copies  3 years  

Maximum number of copies that  a DO 
can have at each site   1 

 
The function watts.strogatz.game() from R package igraph was used to create the 

small-world graph of 1000 nodes. The graph was checked to ensure that it was simple 
and connected. The clustering coefficient (CC) resulting from the graph is 0.48 and 
the average path length (APL) is 4.41. It was added as default network that can be 
chosen with the simulator. 
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The results of the experiments are shown in Fig. 3, that show the evolution of the 
average entropy over the simulation period, where the X axis are the steps of the si-
mulation (months) and the Y axis is the entropy value, explained above. Looking the 
results obtained with this experiments, in the end of the simulation the highest entropy 
value is obtained with the ACA, but the period before is also of the same importance 
(SPDO must be accessible and reproducible by users at any time) and in that case 
both VBA and MPGA are better solutions than ACA. In this case is difficult to select 
the best because the three executions have positive entropy values during all the simu-
lation, but the one that have higher entropy as a mean is VBA (high entropy value 
indicates high expected preservation). 

 

Fig. 3. Comparison of CI algorithms over 35-year period 

5 Availability 

The software is publicly available at http://timemachine.jaolvera.test.easyinnova.com, 
along with the documentation, some examples and the source code that can be down-
loaded. We expect to enrich the site with more source code examples, and illustrative 
simulation scenarios. Besides, as contributions from the community are welcomed 
and desired, we plan to encourage the development of new components that can be 
kept in a public repository.  

In this paper we have described the main functionalities of TiM; others have not 
been mentioned, for example those pertaining to electronic auctions of preservation 
and curation services for these objects to be preserved, explained at [19], as well as 
using real social network topologies and the interaction between the users obtained 
from Facebook, Google+ and Twitter developed in [16]. There are initial classes that 
implement them, but further development is anticipated in those areas. 

0
0.2
0.4
0.6
0.8

1
1.2
1.4

1 21 41 61 81 10
1

12
1

14
1

16
1

18
1

20
1

22
1

24
1

26
1

28
1

30
1

32
1

34
1

36
1

38
1

40
1

42
1

En
tr

op
y 

va
lu

e

Simulation steps
Medium-term ACA, 20% nodes to make copies
Medium-term VBA
Medium-term MPGA, 100 exchanges



 Time Machine: Projecting the Digital Assets onto the Future Simulation Environment 185 

6 Conclusions and Future Work 

In this paper we have presented the Time Machine (TiM), a simulation environment 
that projects the digital assets onto the future and allows studying what self-
preservation behaviors need the digital objects, based in computation intelligence, and 
related methods of cost management under their own budget, powered by a social 
network as an environment that enables their behavior under the policy that preserva-
tion is to share. The key differentiation feature of TiM is that digital objects become 
active actors in their own long term digital preservation. The related work provides 
several MAS with the aim to simulate the processes involved in the digital preserva-
tion as well as well-known digital repositories simulators. Then, TiM design consid-
erations and implementation details are presented. Additionally, an example of  
experimentation illustrates some of the functionalities of our proposal. 

Future work will follow in the direction of studying variations of the CI algorithms 
that we performed, adding electronic auctions of preservation and curation services 
for these objects to be preserved and use real social network topologies and make the 
topology varying with time to have more realistic simulation. 

We hope that TiM evolves with the addition of new functionalities both by the  
authors and the contributions of other developers and that this software becomes a 
helpful tool for the digital preservation research community. 
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Abstract. Traffic congestion is a major issue that plagues many urban
road networks large and small. Traffic engineers are now leaning towards
Intelligent Traffic Systems as many types of physical changes to road net-
works are costly or infeasible. Multi-Agent Systems (MAS) have become
a popular paradigm for exploring intelligent solutions to traffic man-
agement problems. There are many MAS approaches to traffic man-
agement that utilise market mechanisms. In market-based approaches,
drivers “pay” to use the roadways. However, a major issue with many of
these solutions is that they require technology that, as yet, does not exist
or is not widely available. For example, they rely on a special software
agent that resides within the vehicle. This “vehicle agent” is responsi-
ble for participating in the market mechanism and communicating with
the transportation infrastructure. In this paper, an auction-based traffic
controller is proposed which exploits all the benefits of market mech-
anisms without the need for a vehicle agent. Experimental results show
that such a controller is better at reducing delay and increasing through-
put in a simulated city, as compared to fixed-time signal controllers.

Keywords: Multi-agent systems · Auctions · Traffic signal control

1 Introduction

Traffic congestion occurs when the volume of traffic exceeds the capacity of
the infrastructure and causes traffic flow to slow. Over 60% of commuters in
England and Wales drive to work [13]. In London, despite having access to an
extensive public transportation network, over a quarter of Londoners still choose
to drive to work [13]. During rush hours, traffic volume often reaches levels that
severely strain current traffic management systems. Traffic volume and common
work hours are just two of the many factors that can grind traffic to a halt.
This type of recurring congestion pattern is responsible for 86% and 32% of
traffic congestion in France and Germany respectively [1]. The cost of traffic
congestion can be measured both in time and money. According to a report
put out by the Centre for Economics and Business Research (CEBR), drivers
in London waste around 66.1 hours a year waiting in traffic. All those hours
c© Springer International Publishing Switzerland 2015
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add up and across the UK close to e4.94 billion [2] are lost in the form of
fuel and the increased cost of delivering goods. Other European countries face
similar monetary losses. Traffic congestion costs France, Germany, and Spain
e 5.55, e 7.83, and e 5.5 billion respectively [2,8]. The estimated annual cost
of congestion in the EU is e 111.3 billion [8]. The staggering cost of traffic
congestion and its complexities make it an attractive problem to help solve.

There are many tools at the disposal of transportation departments to man-
age traffic flow. Traffic lights are probably the most prevalent means of con-
trolling traffic. Other methods include stop signs and roundabouts. Although
many traffic lights rely on simple fixed protocols, they are none-the-less a vital
component of traffic management [4]. More advanced adaptive Urban Traffic
Controllers (UTC), such as RHODES [17], OPAC [11] and SCOOT1, have been
developed in an effort to improve the performance of traffic lights [18,22]. Adap-
tive UTCs use information about current road conditions and determine, some
in real-time, the best signal settings. Adaptive UTCs attempt to harmonise the
interplay between all aspects of traffic (private cars, public transportation and
pedestrians) in areas ranging in size from a few city blocks to entire cities. The
majority of adaptive UTCs employ optimisation algorithms which are costly to
develop, maintain and expand [22].

The fundamental nature of traffic flow makes it an ideal problem for Multi-
Agent Systems (MAS). Traffic control is geographically distributed, takes place in
a dynamic environment and the interactions amongst its components are highly
complex [7]. It is easy to see all the vehicles, pedestrians, cyclists and traffic
control mechanisms as a collection of autonomous agents interacting in a large
space. The MAS paradigm offers a flexible and inexpensive method for designing
traffic control solutions [22]. There is a plethora of traffic control solutions that
fall under the umbrella of MAS. Our work focuses on those solutions that utilise
market-based mechanisms.

Our approach for controlling traffic signals has been greatly influenced by coor-
dination efforts in Multi-Robot Routing (MRR) [9,12,14,19]. Auctions, which are
a form of market-based mechanism for resource allocation, can produce near opti-
mal results in some MRR scenarios [16]. Traffic control can be viewed as a coordi-
nation problem [5] where traffic signals work together to maintain adequate traffic
flow and minimise delays. A common theme in the existing literature on auction-
based traffic controllers is the need for a vehicle agent, which refers to a vehicle-
borne software system responsible for tasks as simple as vehicle-to-infrastructure
communications to more demanding vehicle navigation and control.

There are two main problems with any system that relies on vehicle agents:
the development and deployment of vehicle agents and the current transportation
infrastructure. Car manufacturers will have to agree on international communi-
cation protocols, physical specifications and the many other aspects of deploying
vehicle agents to the millions of vehicles that are currently in use. Second, the
communication infrastructure within the traffic system itself currently does not
exist. Our overarching goal is to design a system that reaps the benefits of a

1 http://www.scoot-utc.com

http://www.scoot-utc.com
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market mechanism that is able to take advantage of existing infrastructure but
does not require vehicle agents.

We demonstrate a simple approach to such a system here. Section 2 discusses
other auction-based approaches to traffic control, focussing on the MAS litera-
ture. Section 3 presents our approach. Sections 4 and 5 describe our experiments
and results. Finally, we close with some discussion (Section 6) and conclusions
(Section 7).

2 Related Work

Dresner et al. [10] designed a reservation-based traffic management system to
reduce traffic congestion. In a reservation-based system, vehicles request time
slots. The time slots are time spans when the vehicle is allowed to occupy the
intersection. The reservation-based system functions on a first-come, first-served
basis. The reservation-based system relies on vehicle agents (autonomous cars)
that have complete control of the vehicle. The authors measured the delay expe-
rienced by vehicles passing through the intersection. Dresner et al. [10] compared
their reservation-based approach to two other traffic control schemes: overpass
and traffic light. Overpass simulates a road with absolutely no signals. Traffic
light simulates how current signals functions. Dresner et al. [10] found that their
reservation-based system outperformed the normal traffic light.

Vasirani et al. [21] expanded on Dresner’s work and examined the perfor-
mance changes to a reservation-based system where time slots were allocated via
a combinatorial auction. And they also expanded [10] to include multiple inter-
sections to study the effects of such a market-based reservation system would
have on drivers’ route choice. They viewed the space within an intersection as
a resource and managed that resource using a market-based system. Vasirani
et al. [21] looked at the delay experienced by drivers based on the amount they
were willing to “pay” to use the intersection under various traffic densities. They
were interested in finding out if drivers willing to pay more would experience
less delay. They also looked at the delay experienced as traffic volume increased
across the intersection. Vasirani et al. [21] found that initially having a will-
ingness to pay does decrease delay, but eventually this levels off. As [21] is an
extension of [10] it too relies on vehicle agents.

Carlino et al. [6] described a traffic control system where auctions are run at
intersections to determine use. This solution assumes vehicles have an embedded
agent bidding on their behalf, which is referred to as the wallet agent. A system
agent also bids in a manner that facilitates traffic flow beneficial to the entire
transportation system—while the wallet agent is solely concerned with getting
its occupants to their destination in the least expensive (and quickest way).
Carlino et al. [6] used a second-price sealed bid auction mechanism. They tested
four different modes: FIFO (this is how your typical intersection works), Equal
(every driver submits a bid of one, Static Wallet), Auction (drivers use the
Fair Wallet, and Fixed (drivers always bid the same amount based on the value
they’ve assigned for the trip). FIFO performed the worst.
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Schepperle et al. [20] created a valuation-aware traffic-control mechanism
which allows concurrent use of the intersection through an auction mechanism.
In a valuation-aware traffic controller, the intersection takes into account the
driver’s value of time; but many of these systems do not allow concurrent use of
the intersection. Schepperle et al. [20] proposes two auction-based mechanisms:
Free Choice and Clocked. In Free Choice, the auction winner gets to select the
time slot it wants from an interval; while in Clocked, time slots are auctioned off.
Schepperle et al. [20] concluded that Free Choice reduced the average weighted
wait time by up to 38.1%. Clocked reduced the average weighted wait time for
only lower degrees of concurrency and high traffic volume. Like other works of
this nature, [20] assumes that cars have a vehicle agent and that intersections
have an agent as well. Our approach, detailed in the next section, does not
involve vehicle agents or other embedded software.

3 Our Approach: Auction-Based Traffic Signalling

In this section, we describe our auction-based mechanism for traffic signalling
which does not employ vehicle agents. Instead, we use an intersection agent (as
an auction manager) and traffic signal agents that represent the traffic signals at
each intersection—one per pair of opposing-direction traffic flows (i.e., opposing
traffic light phases). Thus, at every crossroads, there is an intersection agent
working in concert with two traffic signal agents to adapt the signal timing to
meet traffic demands. This scheme is illustrated in Figure 1. Each intersection
functions on a two-phase traffic light programme: one light phase for north/south
bound traffic and the other phase for west/east bound traffic.

Our traffic signal control mechanism employs a first-price, single-item auc-
tion. As traffic flows through the intersection, auctions take place at fixed inter-
vals which we call the auction frequency. The two traffic signal agents bid against
each other to increase the amount of green time in their respective phases. The
winner is the traffic signal agent with the highest bid. The winning agent gains
5 additional seconds of green time, while the loser’s green time decreases by the
same amount. The cycle length remains the same, but the amount of green time
changes.

Note that the auction frequency does not (have to) match the cycle length. An
auction may occur in the middle of a cycle or after a series of cycles have passed.
Green time is only updated after the current traffic light phase has completed.
As a safeguard against starvation, traffic signal agents are prevented from having
less than 10 seconds of green time. Starvation is defined as the situation where
traffic is prevented from flowing in a particular direction. Gridlock is defined as
the situation where starvation occurs in both directions.

Traffic signal agents use road sensors to assess road conditions and generate
an appropriate bid. Road sensors include, but are not limited to, inductive-loop
vehicle detectors and cameras. The former are loops of wire buried in the road
with a current running through it and are the primary sensor used in SCOOT.
Vehicles are detected via disruptions in the magnetic field of the wire loop caused
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Fig. 1. Traffic Signalling Scheme. The hash-patterned rectangles represent the pre-
existing induction-loop sensors for the west/east traffic signal agents; black rectan-
gles for the north/south traffic signal agents. Grey circles indicate intersection agents
(though they have no physical embodiment in the simulated system). In addition,
the following parameters are indicated: v is the volume of traffic as measured by an
induction-loop sensor; u is the occupation level between consecutive intersections; and
τ is the occupation level between the sensor and the intersection. (See text for further
explanation.)

by the metal body of the vehicle. Each induction-loop sensor (the hash-patterned
and black rectangles illustrated in Figure 1) computes v, the number of vehicles
that have crossed the induction-loop in a fixed time period. The induction-loop
sensors are located 20 meters from the intersection.

We have defined two methods of traffic control: Saturation (SAT) and
Saturation with Queuing (SATQ).

SAT. In the SAT method, the traffic signal agents use the saturation of their
road segment as a bidding rule. The saturation of a road segment is the ratio
of the volume of traffic (here, represented as v and measured by the induction-
loop sensors) to its estimated capacity c (defined by the physical road network).
In the experiments conducted here, the traffic signal agents are only concerned
with the single block preceding the junction they manage. For example, the
west/east signal agent collects volume data one block west and one block east
of its location. Equation 1 defines the bidding rule for the traffic signal agents.

bid = v/c (1)

SATQ. The SATQ method functions similarly to the SAT method, except that
its bidding rule is augmented with road occupation, u, which is an indication
of how “full” the road is. This provides a better picture of road conditions
(e.g., whether there is a queue of vehicles leading up to the road sensor) than
the induction-loop sensor alone. A traffic camera could be used to obtain this
data. The modified bidding rule employed by the SATQ method is defined in
Equation 2.

bid = (v/c) + u (2)
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4 Experiments

We evaluated our auction-based methods using the Simulation of Urban MObility
(SUMO) traffic simulator [15]. SUMO is an open source microscopic traffic sim-
ulator and is often used in vehicular communications (either vehicle-to-vehicle or
vehicle-to-infrastructure) research but it is also used to study route choice and
traffic control algorithms [15]. Although it has a GUI front-end, for our experi-
ments we treated it as a back-end server. We developed a client application to
control the simulation using SUMO’s Traffic Control Interface (TraCI) through
a TCP socket.

As a benchmark for evaluating the effectiveness of our auction-based meth-
ods, we also tested a Fixed method of controlling traffic signals. The Fixed
method represented traditional, non-adaptive, traffic lights that display the same
light sequence in every cycle. The cycle lengths ranged from 80 to 90 seconds
(varying across different intersections), with each traffic signal spending at least
68% of their phase showing green.

Fig. 2. Grid city

For the purpose of experimentation, to determine the effectiveness of the pro-
posed traffic controller, a simulated “Grid” city was used, following a Manhattan-
style road network (shown in Figure 2). Although simple, similar networks have
been used in other traffic experiments [3,4]. A single Grid City block measures
200 meters. Grid City contains 25 traffic lights, but only 21 are four-way junctions
(the four corners do not have opposing traffic flows). In the simulation, there are
four induction-loops at each intersection, one for each traffic flow entering the
intersection. The exact positions of the induction-loops are shown in the insets
of Figure 2.
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During each simulation run, 2, 000 vehicles entered Grid City and trav-
elled across the network. The four corners of Grid City were designated as
entrance/exit points. Vehicles entered at one of four entry points and exited
at another. For each of the four entry points there was a 90% probability of
generating a new vehicle at any given time step. Table 1 presents the vehicle
specification settings used. Each simulation run lasted a maximum of 15, 000
seconds (4 hours and 10 minutes); simulations could terminate early if all vehi-
cles reached their destination before the maximum time passed. For each traffic
control method tested, 50 simulation experiments were executed.

In addition to comparing the Fixed, SAT and SATQ methods for traffic signal
control, we experimented with varying the auction frequency. We ran fifteen sets
of experiments, varying the auction frequency from 1 to 15 minutes. Note that
the auction frequency remained constant throughout an experiment, and that
all auctions occurred synchronously (i.e., all bidding and matching took place at
the same time). Future work will explore variable auction frequencies within a
simulation, as well as asynchronous auctions.

The results from the experiments are presented in Section 5.

Table 1. Vehicle specifications

Parameter Value

acceleration 0.8m/s2

deceleration 4.5m/s2

size of vehicle (length) 5m
maximum velocity 16.67m/s
minimum gap between vehicles 2.5m

Performance was measured in three ways. The first was in terms of total
trip duration: on average, how long it took for all the vehicles to complete their
trips, measured in seconds. The second was throughput (p) which was measured
in terms of vehicles/hour. Throughput is the estimated number of vehicles that
could pass through the road network in an hour. This was calculated using
Equation (3), where: n is the number of cars participating in the simulation and
t is the total amount of time (in seconds) it took for all cars to complete their
journeys.

p =
n

t
× 3600 (3)

The third metric was completion rate: the percentage of the 2000 vehicles enter-
ing the system were able to complete their journeys before the maximum simu-
lation time had elapsed.

5 Results

The results of our experiments are presented in Figures 3 and 4. Although
SAT sometimes reduced travel times as much as SATQ, Figure 3 shows that



194 J. Raphael et al.

Fig. 3. Average time to complete travel plan

SATQ consistently outperformed the other two traffic control methods. The
large amount of deviation seen in SAT reflects the quality of its bidding rule.
The bidding rule indirectly provides a representation of the state of traffic at
the time an auction is executed. The traffic signal agents select actions that are
most appropriate for the traffic conditions it perceives through its bidding rule.
Traversing the solution space using the bidding rules developed thus far does
not guarantee a sequence of actions that will gradually improve overall travel
times from one time step to the next. If there are enough traffic signal agents
that fail to accurately capture current traffic trends and act appropriately, the
combined effect is an increase in overall network delay. Infrequent auctions can
also lead to this disconnect between traffic signal actions and road conditions
as evident in the increased deviation experienced by SATQ after the 10 minute
mark in Figure 3. The lowest average travel time was achieved when the auction
frequency was set to 7 minutes.

Figure 4 further supports the conclusion that SATQ was the best control
method. In terms of throughput, SATQ had a statistically significant advantage
over the other two methods. SATQ was able to handle nearly 50% more traffic
than Fixed. Some simulations did end in gridlock using SAT or SATQ (the Fixed
controller always ran to completion). Figure 5 shows the percentage of vehicles
that completed their entire trip versus the auction frequency. SATQ reached
100% completion until after the 11 minute mark. Again, we see performance
issues emerge with infrequent auction frequencies.

6 Discussion

SATQ produced superior results as compared to a single fixed cycle. In order to
get a better picture of how well SATQ worked, we compare it to the overpass
benchmark employed by Dresner et al. [10].
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Fig. 4. Estimated throughput

Table 2. Average travel time for all vehicles to complete trip in seconds. Auctions
were executed every 5 minutes.

Control Method Average Travel Time (std)

Overpass 301.30
Fixed 1108.52 (23.84)
SAT 1054.23 (293.24)

SATQ 803.27 (96.90)

As shown in Table 2, the minimum average travel time for all vehicles to com-
plete their trip is 301.30 seconds versus SATQ’s 818.17. The vehicles using the
Fixed method required 3.7 times more time (compared to the the lower bound)
to complete their trip, while SATQ required 2.7 times more time. This in itself
is impressive considering that no effort was made to optimise any global param-
eters in the case of SAT and SATQ. In this initial implementation, traffic signal
agents behaved rather selfishly: they were concerned with improving travel time
solely at their junction. These results support our belief that an appropriately
designed market-based MAS can improve traffic flow. Future work will investi-
gate traffic signal agents that consider a neighbourhood of intersections, not just
their immediate junction.

The most likely reason as to why SATQ outperformed SAT has to do with
queue formation and how inductive-loop detectors work. If and when a queue
formed at an intersection and that queue surpassed the position of the induction-
loop it would register traffic flow as zero. The issue with returning a zero count
is that it has two meanings, either there is no traffic on the road at all or traffic
is so backed up that a vehicle is sitting directly over the sensor. Unfortunately,
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Fig. 5. Completion Rate: percentage of runs where all the vehicles reached their des-
tination by auction frequency

one meaning suggests the signal requires less green time while the other suggests
it requires more green time. The u term (Equation 2) clarifies this ambiguity. If
the detector returns zero because a queue has formed, then u ≥ τ , where τ is
the percentage of the road that would be occupied by vehicles if the queue has
reached the position of the inductive-loop detector. So, the u term supports the
agent’s bid for more green time when a queue of sufficient size has formed. If it
returns zero because there is no traffic, then u = 0. Interestingly, the performance
gap between SAT and SATQ is a great example of how multiple sources of road
data can be used in tandem to improve a traffic control mechanism.

7 Conclusion

The work presented in this paper demonstrates how an auction-based traffic con-
troller could be implemented without the use of vehicle agents. Our approach
takes advantage of road sensor devices that are currently available. We imple-
mented two versions of our mechanism: SAT and SATQ. We tested their effects
on traffic flow in a fictitious road network, Grid City. The results show that our
mechanism is capable of outperforming a fixed-time signal system. Although
acting locally, our intersection agent and signal agents are able to minimise the
delay and increase the throughput of the road network. If one considers that
the majority of adaptive UTCs use complex and time-consuming optimisation
techniques, then our method is even more interesting. Our preliminary imple-
mentation, although simple, produced results that are quite an improvement on
average travel time and throughput. Our mechanism exhibits traits that make it
ideal for a real-time adaptive traffic light controller: it has minimal communica-
tions overhead, it is highly reactive to changing traffic conditions and its design
is uncomplicated.



From Goods to Traffic First Steps Toward 197

Future work will focus on the auction mechanism parameters and traffic
testing scenarios. We plan to examine how including traffic signal agents from
multiple connected intersections in a single auction might effect performance.
We will also test our mechanisms against SCOOT in a simulation of an actual
city with more intersections and realistic traffic flows.

Acknowledgments. Thanks to Frans Coenen for comments on earlier drafts, Simon
Parsons and Liverpool City Council for research advice.
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Abstract. This article aims to give a first approach of an emotional
model, which allows to extract the social emotion of a group of intelli-
gent entities. The emotional model PAD allows to represent the emotion
of an intelligent entity in 3-D space, allowing the representation of dif-
ferent emotional states. The social emotional model presented in this
paper uses individual emotions of each one of the entities, which are rep-
resented in the emotional space PAD. Using a social emotional model
within intelligent entities allows the creation of more real simulations, in
which emotional states can influence decision-making. The result of this
social emotional mode is represented by a series of examples, which are
intended to represent a number of situations in which the emotions of
each individual modify the emotion of the group.

1 Introduction

Human-Computer Interaction (HCI) is a field that appeared in the 80s decade,
with the Personal Computers, giving access to the new digital technologies and
converting all the people in potential users without any knowledge about com-
puters. HCI involves information interchange between people and computers
using some kind of dialogue, like programming languages and information inter-
change platforms. These platforms include from input devices such as keyboards
and optical mouses to output devices as the own computer screens. Cognitive
psychology integration with HCI field lead to adopt new forms of information
processing and to better understanding how people did communicate with the
devices. Nevertheless, in spite of the accessibility solutions presented by HCIs,
user interfaces were very limited. As a result, the discipline adopt other research
subjects focused in usability, ergonomics and to try to build new interfaces allow-
ing a more natural interaction between humans and machines.

These research subjects have made appear new interaction paradigms cre-
ated by the mobile computing, portable and ubiquitous. They have incorporated
devices to communicate directly with the physical world such as movement and
gestures capture through the Kinect [1] and even user biosignals capture through
the MYO and Emotiv devices [2], [3]. The idea is that machines will not only
receive orders from users but also they will perceive their emotional states or
behaviors using all this information to execute the different actions [4], [5].
c© Springer International Publishing Switzerland 2015
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200 J.A. Rincon et al.

The information increase generated by the new ways of interaction has made
appear the need of using other computational toolkits to classify and process
information to benefit user. The AI tools such as pattern recognition ones, auto-
matic learning, and multi-agent systems (MAS) allow the development of this
kind of tasks, creating environments that adapt to human needs to improve his
welfare and life quality.

Human beings manage themselves in different environments, either in the
working place, at home or in public places. At each one of these places we per-
ceive a wide range of stimuli, that interfere in our commodity levels modifying
our emotional levels. For instance, the high levels of noise or the temperature con-
ditions may produce stress situations. Before each one of these stimuli, humans
answer varying our face gestures, body or bio-electrical ones. These variations
in our emotional states could be used as information useful for machines. Nev-
ertheless, it is needed that the machines will have the capability of interpreting
or recognizing such variations. This is the reason for implementing emotional
models that interpret or represent the different emotions.

Emotional models such as OCC [6] presented by Ortony, Clore & Collins and
the PAD model [7] are the most used ones to detect or simulate emotional states.
Nevertheless, these models don’t allow the execution of intelligent decisions based
on the emotional state perception. Between these toolkits, we can find MAS,
which are able to modify their behavior based on the emotional state perception.
This way, it is obtained that the agent being part of the MAS contains an
emotional model able of interpreting and/or emulating different emotional states.
To detect emotional states, it is needed to include pattern recognition algorithms,
automatic learning contributing to the decision making to execute an action. For
instance, if an agent detects that the user presents an emotional state of sadness,
it is able to counter that emotional state by executing actions trying to modify
it. This way a clean and transparent human-machine interaction is obtained.
However, this situation is only valid for a lonely entity inside the environment.
The incorporation of more entities inside the environment (multiple emotions)
is not contemplated by current emotional models.

The goal of this work is to give a first approach to a social emotional model
including multiple emotions between humans and agents. Our model uses as base
the PAD emotional model to represent the social emotion of a group.

2 Previous Approaches

This section presents an introduction to the emotional models OCC and PAD.
The goal is to give a general view of both emotional models.

2.1 Ortony, Clore & Collins: OCC

The OCC model designed by Ortony, Clore & Collins is a model frequently used
in applications where an emotional state can be detected or simulated. This has
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allowed to create applications to emulate emotions in virtual humans [8] and to
create agents reacting to stress situations [9].

The OCC model specifies 22 emotional categories, which are divided into five
processes: 1) the classification of the events, the action or the found object, 2)
the quantification of the affected emotions intensity, 3) the interaction between
the just generated emotion with the existing ones, 4) the cartography of the
emotional state of one emotional expression and 5) is the one expressed by
the emotional state [10]. In OCC model is observed. These processes define the
whole system, where the emotional states represent the way of perceiving our
environment (objects, persons, places) and, at the same time, influencing in our
behaviour positively or negatively [11]. However, the OCC model utilization
presents one complication due mainly to his high dimensionality.

2.2 PAD Model

The PAD is a simplified model of the OCC model. This model allows to represent
the different emotional states using three values. These three values are usually
normalized in [−1, 1], and correspond to the three components conforming the
emotional model (Pleasure, Arousal, Dominance). These components can be
represented in a R

3 space.
Each one of the components conforming the PAD model allow to influen-

tiate the emotional state of an individual in a positive or negative way. This
influence evaluates the emotional predisposition of such individual, modifying
in this way his emotional state. The Pleasure-Displeasure Scale measures how
pleasant an emotion may be. For instance both anger and fear are unpleas-
ant emotions, and score high on the displeasure scale. However joy is a pleas-
ant emotion. This dimension is usually limited to 16 specific values. ( [12], pp.
39–53). The Arousal-Nonarousal Scale measures the intensity of the emotion. For
instance while both anger and rage are unpleasant emotions, rage has a higher
intensity or a higher arousal state. However boredom, which is also an unpleas-
ant state, has a low arousal value. This scale is usually restricted to 9 specific
values([12], pp. 39–53).The Dominance-Submissiveness Scale represents the con-
trolling and dominant nature of the emotion. For instance while both fear and
anger are unpleasant emotions, anger is a dominant emotion, while fear is a sub-
missive emotion. This scale is also usually restricted to 9 specific values ([12], pp.
39–53).

As have been presented above, the existing emotional models are thought
to detect and/or simulate human emotions for a lonely entity. That is, it is not
taken into account the possibility of having multiple emotions inside an hetero-
geneous group of entities, where each one of such entities have the capability of
detecting and/or emulating one emotion. The need of detecting the emotion of
an heterogeneous group of entities can be reflected in the different applications
that could be obtained. With the appearance of the different smart devices, ubiq-
uituous computation and ambient intelligent, emotional states turn into valuable
information, allowing to develop applications that help to improve the human
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being life quality. Therefore, it is needed to create a new model that allow to
detect the emotion of a group.

At this point, the two emotional models are used in applications where MAS
are is involved, allowing to determine the emotional model PAD is most appro-
priate for our model. This is mainly due to the emotional representation is per-
formed with three normalized values and not 22 as the OCC model poses. So as
obtaining the quantified emotion of each of the individuals, which allows obtain-
ing total emotion of the agent group. It is for this reason that this work wants to
pose a possible solution to this problem, pretending to give a first approximation
of a social emotional model based on the PAD model on SEPAD.

3 Social Emotional Model Based on PAD

This section proposes a model of social emotion based on the PAD emotional
model. This model will represent the social emotion of a heterogeneous group of
entities capable of expressing and/or communicate emotions. To define a model
of social emotion, it is necessary first to define the representation of an emotional
state of an agent on the PAD model. The emotion of an agent agi is defined
as a vector in a space R

3, represented by three components that make up the
PAD emotional model. The variation of each component allows to modify the
emotional state of the agent (Equation 1).

E(agi) = [Pi, Ai, Di] (1)

A first approach to of a social emotion representation of a group of n agents
Ag = {ag1, ag2, ..., agn} is obtained by averaging their P , A, D values (Equation
2). This average will enable us to determine where the central emotion (CE ) of
this group of agents and be visualized in the PAD space.

P̄ =

∑n
i=1 Pi

n
, Ā =

∑n
i=1 Ai

n
, D̄ =

∑n
i=1 Di

n
(2)

The final result is a vector in the space R
3 which is the core emotion or

CE(Ag) of a group of agents (Equation 3).

CE(Ag) =
[
P̄ , Ā, D̄

] (3)

The CE(Ag) by itself is not enough to represent the social emotion of a group
of agents, since there may be different groups of agents with the same central
emotion but in a very different emotional situation. Figures 1 and 2 1, show two
different situations where the central emotion is the same. In Figure 1 a group of
agents is observed with CE(Ag) = [0.0, 0.22, 0.45]. In Figure 2 another group of
agents is observed with completely different emotions, but generating the same
central emotion of the agents shown in Figure 1.

Clearly, the CE(Ag) is not enough to represent the social emotion of an
agent group. As it can be seen in the previous example the emotions of an agents
1 The red triangles represent the different agents, green triangle represents the central

emotion CE(Ag) and the blue point refers to (0,0,0).
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Fig. 1. Group of agents with two subgroups completely opposite

Fig. 2. Group of agents with two subgroups with more nearest emotions

group can be very different but have the same CE. This is why it is necessary
to introduce some measurement about the distance of the agents with respect to
the CE. To do this we include the definition of the maximum distances of agent
emotions respect to CE(Ag). In order to calculate the maximum distances, the
Euclidean distance (Equation 4, 5, 6) is used as follows.

mP (Ag) = max

(√
(Pi − P̄ (Ag))2

)
, ∀agi ∈ Ag (4)

mA(Ag) = max

(√
(Ai − Ā(Ag))2

)
, ∀agi ∈ Ag (5)

mD(Ag) = max

(√
(Di − D̄(Ag))2

)
, ∀agi ∈ Ag (6)

The results of these equations can be represented as a vector of maximum
distances (Equation 7).
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m(Ag) = [mP (Ag), mA(Ag), mD(Ag)] (7)

The m(Ag) can indicate if there exist agents having their emotional state far
away from the central emotion. From a graphical perspective it is also possible
to use these maximum distances to plot an enveloping which encapsulates all
emotions, allowing the limit of all the agents to be defined. To represent this
enveloping shape of emotions an ellipsoid as a geometric figure was used. This
ellipsoid (Figure 3) 2 can be adapted to represent different emotional states,
which allows a dynamical way for displaying the social emotion of a group.

Fig. 3. Ellipsoid enveloping the emotions of a group of agents

Furthermore, considering m(Ag) as a part of the definition of the social
emotion of a group of agents, there may be situations in which m(Ag) is not
enough. In Figure 4 and 5 a group of agents is shown with similar CE(Ag) and
m(Ag), but with completely different emotional situations. In order to solve this
problem the notion of standard deviation (SD) is introduced. This SD allows the
calculation of the level of emotional dispersion of this group of agents around
the central emotion CE(Ag) for each component of the PAD(Equation 8).

σP (Ag) =

√√√√√√
n∑

i=1

(Pi − P̄ (Ag))
2

n
, ∀agi ∈ Ag

σA(Ag) =

√√√√√√
n∑

i=1

(Ai − Ā(Ag))
2

n
, ∀agi ∈ Ag

σD(Ag) =

√√√√√√
n∑

i=1

(Di − D̄(Ag))
2

n
, ∀agi ∈ Ag

(8)

2 This figure is a snapshot of the emotion of a group of agents in a specific time
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Fig. 4. Group of agents with two subgroups with central emotion different but equal
maximum distances

Fig. 5. Group of agents with two subgroups with central emotion different but equal
maximum distances

The result of each of the above equations can be represented as a vector
(Equation 9), which allow to determine the level of emotional dispersion.

σ (Ag) = [σP (Ag), σA(Ag), σD(Ag)] (9)

From this definition, it can be deduced that:

1. if σ (Ag) >> 0, the group has a high emotional dispersion, i.e. the members
of the group have different emotional states.

2. if σ (Ag) ∼= 0, the group has a low emotional dispersion, this means that
individuals have similar emotional states.

Adding the emotional dispersion in the definition of the social emotion of a
group of agents, the social emotion of a group of agents Ag = ag1, ag2, ..., agn

can be defined by the following triplet (Equation 10).
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SE(Ag) = (CE(Ag), m(Ag), σ (Ag)) (10)

Where CE(Ag) is the central emotion, m(Ag) represents the maximum dis-
tances and σ (Ag) represents the emotion dispersion of an agent group.

Based on this model it is possible to determine the emotional distance among
different groups of agents or between the same group in different instants of time.
This will allow to measure the emotional distance between the current social
emotional group and a possible emotional target. This approach can be used as
a feedback in the decision making process in order to take actions to try to move
the social emotion to a particular area of the PAD space or to allow that the
emotional state of a group of agents can be approached or moved away from
other groups of agents. From an emotional point, of view these movements or
actions are domain-dependent and are out of he scope of this model. In Equation
11 the profile of the emotional distance function is defined as the distance of the
social emotions of two groups of agents.

ΔSE : SE(Ag
i
), SE(Ag

j
) → [0, 1] (11)

According to this profile, Equation 12 shows how we calculate this emotional
variation. The equation calculates three distances corresponding to the three
components of the SE. Given two groups of agents Agi, Agj with social emo-
tions SE(Agi), SE(Agj) respectively, the emotional distance between these two
groups is calculated as:

ΔSE(SE(Ag
i
), SE(Ag

j
)) =

1

2

(
ωcΔ(CE(Ag

i
), CE(Ag

j
))

+ωdΔ(m(Ag
i
), m(Ag

j
))

+ωvΔ(σ (Ag
i
), σ (Ag

j
))

) (12)

where ωc + ωd + ωv = 1; ωc, ωd, ωv ∈ [0, 1] (13)

and Δ calculates the vectorial distance between two vectors. As every dimension
of the PAD space is bounded between [−1, 1], each Δ will give values between
[0, 2]. Therefore, ΔSE will have a range between [0, 1].

Calculating the distance among social emotions allows the study of the behav-
ior of emotional-based agents, either minimizing or maximizing the ΔSE(SE
(Agi), SE(Agj)) function. This way, it can be achieved that an agent group
approaches or move away of an specific emotional state. To do this it is nec-
essary to modify through stimuli the individual emotions from each agent and
therefore changing the social emotion. Nevertheless, how to maximize or mini-
mize the emotional distance is domain-dependent and it is out of the scope of
this paper.

4 Case Study

A practical application which uses the previously proposed model is presented
in this section. This application example is based on how music can influence in
a positive or negative way over emotional states [13], [14], [15].
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The application example is developed in a bar, where there is a DJ agent in
charge of play music and a specific number of individuals listening the music.
The main goal of the DJ is to play music making that all individuals within the
bar are mostly happy as possible. Each of the individuals will be represented
by an agent, which has an emotional response according to its musical taste.
That is, depending on the musical genre of the song, agents will respond varying
their emotional state. Moreover, varying emotions of each agent will modify the
social emotion of the group. The different scenarios have been designed in order
to show how the social emotion can facilitate the decision making of the DJ.
In each scenario the DJ agent plays a song. Once the song has ended, the DJ
evaluates the social emotion of the group of listeners that are within the bar. In
this way, the DJ agent can evaluate the effect that the song has had the song
over the audience. This will help the DJ to decide whether to continue with the
same musical genre or not in order to improve the emotional state of the group.

4.1 Scenario 1: Group of Agents with Low Emotional Dispersion

The first case analyzed is one in which the emotional states of the agents are
close. This emotional difference may be due mainly because the agents have
little differences in their musical tastes. The social emotion in this scenario has
a EC(Ag) very close to all the values of the agents and the m(Ag) and σ (Ag)
values will be very small and in many cases close to zero. This provokes that
the DJ will try to play songs of similar generes trying to maintain this situation,
which is not the ideal situation but it can be considered as a very good situation.
A graphical representation of this example can be seen in Figure 6 while Table 1
shows the different emotional states of each of the agents in this group.

Table 1. Individual emotion of each agent and its magnitude in the PAD space

Agents P A D Emotional State

ag 0 0.90 0.0 0.90 Happy
ag 1 0.70 0.0 0.91 Happy
ag 2 0.80 0.0 0.95 Happy
ag 3 0.85 0.0 0.99 Happy
ag 4 0.91 0.0 0.89 Happy
ag 5 0.93 0.0 0.86 Happy
ag 6 0.89 0.0 0.83 Happy
ag 7 0.79 0.0 0.81 Happy
ag 8 0.92 0.0 0.89 Happy
ag 9 0.81 0.0 1.0 Happy

As it can be see in the Figure 6 all the represented emotions in this group
are around the emotion Happy, achieving a social emotion with these values of
SE(Ag) = ([0.85, 0.0, 0.9], [0.85, 0.0, 0.9], [0.07, 0.0, 0.06]).

4.2 Scenario 2: Group of Agents with High Emotional Dispersion

In this second case it is represented the existence of a group of agents emo-
tionally dispersed in the bar. These agents have completely different emotions
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Fig. 6. Scenario 1: Group of agents with low emotional dispersion

Table 2. Individual emotion of each agent and its magnitude in the PAD space

Agents P A D Emotional State

ag 0 -0.9 -0.9 -0.9 Remorse
ag 1 -0.7 0.6 0.0 Anguish
ag 2 0.9 0.9 0.0 Joy
ag 3 0.9 -0.5 0.9 Satisfaction
ag 4 -0.7 0.8 -0.9 Hurt
ag 5 0.9 0.9 0.9 Admiration
ag 6 0.9 0.0 0.9 Happy
ag 7 -1.0 1.0 0.9 Anger
ag 8 1.0 1.0 -0.9 Love

Fig. 7. Scenario 2: Group of agents with high emotional dispersion

distributed along the PAD space. The emotional values of each of the agents can
be seen in Table 2. This high dispersion is reflected in the calculated values of
the social emotion (SE(Ag) = ([0.14, 0.42, 0.1], [1.14, 1.32, 1.0], [0.87, 0.67, 0.79]).
In this case, the social emotion is very different and more complicated to manage
then the previous case. The central emotion is very far from the emotional states
of each agent and the maximum distances and dispersion values are high too.
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So, from the perspective of the DJ this scenario is very chaotic and unwished
because it is difficult to choose which kind of music is the most appropriated.
In this case the DJ should try to move the central emotion to a state close to
”happy” testing different musical styles and analyzing carefully the effect of each
song in the social emotion of the group.

5 Conclusions and Future Work

A new model for representing social emotions has been presented in this paper.
The goal of this model is to give a first approach for the detection and simula-
tion of social emotions in a group of intelligent entities. This social emotion model
builds on the PAD emotional model, which allows the representation of individ-
ual emotions in intelligent entities. The proposed model of social emotion uses the
individual emotions of each entity of a group, allowing us to represent the emotion
of that group as a triplet consisting of three vectors (EC(Ag),m(Ag)andσ (Ag)).
This definition allows us to represent the emotional state of a group of entities that
are placed in a specific environment. Moreover, the model adds the mechanisms
to compare the social emotional state of two groups of agents or the social emo-
tion of a group in different time instants. The social emotion of a group of agents
not only allows a global view of the emotional situation of the group, moreover
it can be used as a feedback in order to change the emotional state of the group
or only of a part of the agents. As future work we want to introduce the human
within the model, adding their emotional state through the analysis of body ges-
tures or through the face. To do this, specialized hardware must be used in order to
obtain this information, helping to create environments in which humans interact
in a transparent way with intelligent entities employing their emotional states.
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Abstract. Multi-agent approach to study coordination among intel-
ligent cars is discussed. Intelligent cars are presented as a promising
domain for multi-agent applications as modelling, simulations and coor-
dination algorithms. AgentDrive coordination platform is introduced to
illustrate possibilities in development of such applications. AgentDrive
allows development of coordination algorithms and their validation via
simulation. The coordination algorithms notion covers some of the fol-
lowing tasks: dynamic routing, trajectory planning, or collision avoidance
and cooperation. Simulation can be performed in an arbitrary level of
detail by using various external physics simulators.

Keywords: Multi-agent simulation · Autonomous vehicles coordina-
tion · Integrated driving and traffic simulation

1 Introduction

Development of intelligent cars and assistance systems is motivated by two main
arguments. The first one is the safety of road traffic. There were about 26 000
deaths on roads in European Union in 20131. Second argument is that the tech-
nologies can improve inefficient usage of resources. The most spelled resources
in this context are road infrastructure and fuel.

In recent years, the research in the domain of autonomous vehicles is greatly
accelerated. A lot of technologies for autonomous drive support or advanced
driver assistance systems (ADAS) have been developed and deployed in produc-
tion. The self-driving cars are already being tested in the real traffic, but the
most of the technologies currently available are car-centric oriented. The research
domain of connected cooperating vehicles faces difficulties of transfer the scien-
tific results to the reliable production ready technology. Such research crosses
the borders of the fields of telecommunication, information processing, robotics,
distributed planning and control. While the development of vehicle-to-vehicle

1 http://ec.europa.eu/transport/road safety/specialist/statistics/index en.htm
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(V2V) communication standards almost reaches the wide-spread implementa-
tion in car production, the autonomous cooperative systems research domain is
disconnected from this stream.

The assistance systems that rely on car mounted sensors are limited by
the local knowledge. The connected (communicating) vehicles broaden the per-
ception by information obtained via communication from other cars or infras-
tructure. Shared sensory information and V2V communication abilities enable
to deploy effective coordination mechanisms. The coordination can vary from
awareness of other cars to explicit cooperation or negotiation. Our interest is in
mechanisms of coordination of cars, while we assume the vehicles are equipped
with technologies providing perception of the environment.

The development of coordination mechanisms among intelligent vehicles is
complex task. Let us assume we develop a theoretical coordination mechanism,
then we need to validate it in realistic scenarios. Safety and economic reasons
motivate usage of simulators for wide spectrum of applications where deployment
of new technologies is risky or expensive. Coordination mechanism is a convenient
technology to be simulated before deployment in real world. The simulation
should cover realistic physical models of vehicles, realistic communication, and
realistic sensor models. The simulation should be also scalable in size of scenario
and number of cars. Scalability enables to study the influence of coordination
mechanisms on traffic flows in congested areas.

2 Motivation for Development of AgentDrive Platform

The purpose of the AgentDrive platform is to support development of coordina-
tion mechanisms. It allows to deploy and to test coordination mechanisms in the
various level of abstraction. The scalability in the terms of number of (heteroge-
neous) agents in the scenario with flexible level of simulation detail is essential
for development of coordination mechanisms for future (semi-)autonomous vehi-
cles in the everyday traffic situations. The traffic simulation and realistic driving
simulation features are combined in the AgentDrive platform.

The multi-agent nature of the domain motivates usage of the agent-based
modelling of car drivers. We consider drivers to be agents responsible for control-
ling physical car models. The coordination mechanism is to be designed among
these agents. The development of coordination mechanisms is usually an itera-
tive process. The methods are prototyped considering perfect execution in the
first stage. Realistic execution with uncertainty and with more detailed models
of vehicles is gradually incorporated into the development process. The agents –
drivers are independent of the physical models of the related cars and the physics
simulation detail can vary using various physics simulators – from perfect plan
execution to realistic drive simulation.

The integration of realistic physical models of cars into the traffic simulation
offers realistic interaction of cars with each other. Since driving simulators focus
on believable realistic car physics, these can be integrated as a physics engine
for traffic simulation. Various driving simulators exist and can provide the traffic
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simulation with realistic physics and visualization. The integration of human-in-
the loop is natural in driving simulators, not in the traffic simulators. Integration
of driving simulator into the traffic simulation brings the human factor into the
traffic simulation. Therefore, mechanisms controlling vehicles in traffic simulator
need to deal with human controlled vehicles.

From driving simulator perspective, the coordination mechanism among traf-
fic can be seen as a module responsible for controlling traffic vehicles, thus it can
provide realistic autonomous traffic in driving simulators. Such traffic autonomy
is rare in driving simulators available on the market. Autonomous drive can be
introduced into the driving simulation by implementing sophisticated sensors to
sense and map the environment or by providing structured environment data.
Structured road network is the base for most of the traffic simulations. The
networks are commonly generated from real map data (e.g. OpenStreetMaps).
Integration of the traffic simulation with driving simulation is beneficial for users
of both driving and traffic simulators. Traffic simulation is confronted by chal-
lenges related to realistic physics and human-in-the-loop tests. Driving simula-
tion is extended by interaction with autonomous traffic.

Additional technologies are needed to integrate driving and traffic simula-
tors. The driving and traffic simulation is based on the common world model.
The world model is based on the real world – real map data. The driving sim-
ulation requires physical model of the world, the traffic simulation requires the
structured world description – road network. The unified approach to the world
model and it’s compatible representation in driving and traffic simulation is vital
for successful integration.

The domain of the traffic simulators usually focusses on traffic scenarios with
statistical measures. On the other hand the driving simulators usually targets
on realistic user single-car experience. AgentDrive fills the gap between these
two approaches – it is focused on many-car realistic (cooperative) drive in the
realistic traffic situations.

3 Related Work

Simulation platforms related to traffic, driving, sensor and network simulations
are discussed in this section. We focus on platforms or projects that are open to
modification, integration and research.

The most used traffic simulator is called SUMO (Simulation of Urban MObil-
ity) [5]. It is an open-source simulation suite. SUMO is a microscopic traffic sim-
ulator enriched by a set of tools related to a preparation of simulation scenarios.
SUMO is a well matured system that is widely used by research communities.
Import or generation of both road network and mobility model are the key
features of the tool. Similar to SUMO, MATSim [1] is a relevant open-source
framework for large-scale agent-based traffic simulations.

Agent-based modelling of traffic allows to model individual heterogeneous
drivers, also to study the influence of local interactions to the complex system.
The emergent effect of the social behaviour to the overall system is generally
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discussed in [3]. A review of usage of agent-based for traffic simulation providing
motivation and examples of the agent-based approach is in [2].

The main applications of driving simulators are in research of driver behavi-
our, training of drivers and entertainment. There is a wide range of features
addressed by driving simulators. One of the most important features is a realistic
human driver experience. There are high-end simulators in research laboratories
of many manufacturers. Daimler2, Toyota3 or Ford4 are just few examples. These
high-end simulators are equipped with large motion platforms providing realistic
accelerations. The main disadvantage of these simulators is the cost of acquisition
and operation.

Professional simulation companies like Vires5 or Oktal6 provide usually a
scale of solutions. High-end simulator with a cabin on a motion platform is
the most advanced, realistic and expensive solution. Simpler solution is a static
cabin or only seats equipped with visual projection. The basic solution is the
simulation software without any special peripheries.

An interesting project in the area is OpenDS7. OpenDS is an open-source
driving simulator open to modification and integration. OpenDS is based on a
game engine jMonkeyEngine (jME)8. The jME provides the simulator with a
3D visualization and game-like physics. OpenDS uses a possibility of importing
various 3D models in jME. All scenes can be prepared in advance and loaded.
Individual models can also be added using related XML format settings files or
loaded directly in source code. OpenDS also contains so-called Drive Analyser,
which allows to replay a drive and to perform further analysis after the simulation
run itself. OpenDS is a driving simulator aiming mainly on human-machine
interaction community. There are several prepared scenarios and drive tasks in
OpenDS, nevertheless creation of a new experiment in OpenDS is possible.

Vehicular communication (V2X) is a big step towards transportation safety.
V2X communication brings new possibilities and challenges into the related
research areas, but the evaluation of concepts with higher number of real cars
is expensive. It motivates the experimentation in simulations. The vehicles with
communication units and infrastructure units form VANET – vehicular ad-hoc
network. The network simulation can be performed in dedicated simulators (e.g.
ns-2, ns-3, OMNeT++, JiST/SWANS), but there is a need of providing a mobil-
ity model in addition to network simulation. The common way to provide the
mobility model is usage of traffic simulators.

2 http://www.mercedesclass.net/safety-2/driving-simulator-2/driving-simulator/
3 http://www.toyota-global.com/innovation/safety technology/safety

measurements/driving simulator.html
4 http://www.extremetech.com/extreme/133549-inside-virttex-fords-amazing-

driver-distraction-simulator
5 http://www.vires.com/products.html
6 http://www.oktal.fr/en/automotive/simulators-operational-needs
7 http://opends.eu
8 http://jmonkeyengine.org

http://www.mercedesclass.net/safety-2/driving-simulator-2/driving-simulator/
http://www.toyota-global.com/innovation/safety_technology/safety_measurements/driving_simulator.html
http://www.toyota-global.com/innovation/safety_technology/safety_measurements/driving_simulator.html
http://www.extremetech.com/extreme/133549-inside-virttex-fords-amazing-driver-distraction-simulator
http://www.extremetech.com/extreme/133549-inside-virttex-fords-amazing-driver-distraction-simulator
http://www.vires.com/products.html
http://www.oktal.fr/en/automotive/simulators-operational-needs
http://opends.eu
http://jmonkeyengine.org
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The communicated information by network simulation can have impact on
traffic simulation e.g. rerouting in case of a reported accident, so the integrated
closed-loop simulation is necessary for realistic scenarios.

TraNS [6] is one of the first simulator with bidirectional binding of mobility
model and network simulation. TraNS combines ns-2 with SUMO traffic sim-
ulator. It seems to be no longer developed since 2008. iTetris 9 project is a
successor of TraNS as it combines SUMO with ns-3. The project is funded by
EU FP7 framework and aims to be compliant with European standard for V2X
technologies.

Vehicles in Network Simulation (Veins) [7] is also using SUMO as a traf-
fic simulator but for network simulation the OMNet++ is used. The project is
actively maintained, its third version was released. The V2X Simulation Runtime
Infrastructure (VSimRTI) [8]10 is a comprehensive framework that allows to cou-
ple different simulators in simulation. The tests were done with traffic simulators
SUMO, VISSIM and network simulators ns-3, OMNeT++, JiST/SWANS.

The driving simulators enables simulation with 3D visualization, physics sim-
ulation and human-in-the-loop simulation. We converged to experiment mainly
with OpenDS as it is open-source, it allows us to adapt it for our specific pur-
poses. The integration process of OpenDS serves us to proof the concept of
general driving simulator integration. The large community around SUMO gen-
erates numerous useful tools to work with maps or mobility models. The tools
and data structures used by SUMO are convenient for our purposes. Network
simulation is not yet integrated into AgentDrive platform. The binding of a net-
work simulation with our simulation platform is discussed as a future work in
the Section 7.

4 AgentDrive Architecture

AgentDrive simulation platform architecture is built on the top of two main
components: a coordination module and a physics simulation. The decomposition
of a car into a reasoning agent and a physical model is to be seen in Figure 1.
The decomposition allows us to validate coordination methods on various level
of simulation detail varying from simple mathematical movement model to a
realistic physical drive simulation. The subset of modules needed for a basic
setting with simplistic physics simulation is highlighted by red color in Figure 1.
This subset represents a core of the AgentDrive platform. The core consists of
a coordination module, interface to connect to physics simulation and simplistic
physics simulator. The coordination module – traffic simulation environment and
multi-agent coordination module – is described in Section 5.

The simulator with idealistic plan execution is useful for development of
coordination mechanisms. A developer can see what exactly the coordination

9 http://www.ict-itetris.eu/platform.htm
10 http://www.dcaiti.tu-berlin.de/research/simulation/download/

http://www.ict-itetris.eu/platform.htm
http://www.dcaiti.tu-berlin.de/research/simulation/download/
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Fig. 1. AgentDrive architecture. Core of the AgentDrive platform is highlighted by
red color. Coordination is to be implemented in multi-agent coordination module. The
environment of the module – road network is generated using SUMO tools from OSM
map data. Physics of the vehicles is simulated in external physics simulation. The
physics simulation can be implemented by a driving simulator. In case the driving
simulation is used, the blue modules are additionally available.

mechanism is proposing. When the developer is satisfied with functionality in
the simulator with perfect execution then the challenge of imperfect execution
in realistic physics is introduced.

The experiments with the realistic physics can be performed after replace-
ment of the simple simulator by an advanced one. Advanced simulator can be
used even for a single vehicle or a selected subset of vehicles. The specification
of the interface between coordination module and physics simulation is crucial.
Proper specification of the interface enables application of the coordination mod-
ule in various simulators, while the development of the coordination methods
within coordination module is independent from the specific physics simulation
properties. Therefore, physics simulation module is described in Section 6.

We are proposing to use a realistic driving simulator as the physics simu-
lation module. The extensions of the platform by using a driving simulator are
illustrated in Figure 1 (blue modules). Driving simulator integration provides the
platform with realistic simulation of physics, 3D visualization and possibility of
the human-in-the-loop experiments.
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5 Coordination Module

Purpose of the coordination module is to embrace individual agents that are
responsible of controlling related individual cars. The module implementation is
based on a simulation toolkit Alite [4]. The simulation environment is based on
a road network model. The creation of the environment based on the real world
data is important feature of the module.

5.1 Multi-agent Simulation

The coordination module is a multi-agent simulation environment itself where
agents correspond to individual cars. The multi-agent simulation allows to use
distributed coordination methods as well as the centralized ones. An agent in this
context is specified as an entity that can perceive and act on the environment.
The sensors and actuators respectively are used to provide interactions with the
environment. We use a new agent implementation for each coordination method.

Implementing an agent in our context means to implement a mechanism
to create a plan of the related vehicle(s) with respect to the sensed state of
the environment. Our intention is to allow a user of the AgentDrive platform
to use a wide spectrum of coordination mechanisms. Free-drive based methods
for collision avoidance as well as methods based on structured road network
can be implemented. Cooperative methods can be implemented by defining a
communication protocol among agents.

The module provides environment representation that the agents operate
in. An agent senses the environment including the related car state. The mod-
ule synchronizes the environment with a physics simulator. The environment is
updated by data from physics simulation. The physics simulation (particularly
the car models) executes the plans received from the coordination module (i.e.
related agents).

5.2 Environment Representation

The environment consists of the car representation and structured model of the
world. The world is considered to be 2-dimensional in coordination module. The
terrain is not considered, only the road network is taken into account. Obstacles
are implicitly defined by border of the roads. It is sufficient if the navigation of
the cars is based on road following methods. We can also explicitly specify the
obstacles, that is used by methods that are based on a free ride and a collision
avoidance.

Road Network. Realistic scenarios are more convenient than artificial road
networks, so we decided to build our scenarios on real map data. We have chosen
to use open data, particularly OpenStreetMaps11 is the first choice.

11 http://www.openstreetmap.org/

http://www.openstreetmap.org/
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The representation of the environment in the coordination module corre-
sponds to representation used in traffic simulators. Actually the scenario speci-
fications are built on the SUMO data model [5]. We use SUMO tools to import
XML-based road definition from OSM map data.

The structured road network is used for routing on the level of a city. The
path is obtained by graph-based algorithms (e.g. A∗). Also waypoint navigation
is based on the road network, the waypoints trace the shape of the roads.

The data model of roads also contains information about junctions and allows
the coordination module to handle junctions. The features required to be avail-
able in the data model of the road network are enumerated and described in the
following list.

1. Shape representation – the data is describing the particular shape of the
road infrastructure

2. Routing – data allows to find sequence of road segments to get from segment
A to segment B

3. Navigating – data considers lanes in segments (e.g. only right lane allows to
turn right in junction)

4. Smooth/drivable – lanes that are structurally connected are also geographi-
cally connected (without discontinuities)

The road network representation is in general sufficient for coordination mod-
ule, but there are several issues we needed to deal with. Although routing feature
is usually satisfied, there are still anomalies in data that can cause unexpected
behaviour. An example can be seen in Figure 2. The car in figure is routed to
exit the main street and to join back the main street immediately. A bug in con-
nection between two segments of main street caused that the cars are routed this
strange way, potentially creating nontrivial problems in the driving simulation.
Anomalies like this are hard to be detected automatically. But in case where a
bug like this matters, it usually strongly affects a traffic flow, so it is not hard
to detect it by observation of the visualization of the simulation.

Localization. Procedure of localization of a car in the road network is extend-
edly used. The reason is that a position of a car is obtained in coordinates and
it is needed to be decided which of road network segments it corresponds to. It
is a consequence of our design where dynamics of a car is simulated in physics
module (possibly with human controlled free ride) and an agent reasoning on
road network is in the coordination module. The complexity of the procedure is
reduced by usage of kd-trees as a structure to store the road segments. Every
vehicle is dynamically localized using the actual position mapped to the road
network, so the error introduced by data, physics or human driver are a part
of the simulation and provide a realistic noise for the coordination module (of
course, it can be avoided by using the accurate data or simplified drive simulation
with perfect execution of plans).
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Fig. 2. Visualization of SUMO network data of Prague (left), the red and green image
is also used for texturing of the terrain. An example of a bug in data is shown on right,
the vehicle is routed to leave a main street to immediately join back instead of just
following the main street.

Fig. 3. Visualization layers in AgentDrive. The left image shows the graph visualization
of the road network. Complex junction (city center of Prague) imported from OSM is
in the middle image. The right image contains blue areas representing obstacle areas
used by free-ride collision avoidance methods.

5.3 Visualization

The visualisation of coordination module results is a crucial component for the
development. The visualization component is optional and can be easily switch
off. The visualization is also easily expandable by new layers. New layers can
be registered by for example an agent implementation. So any method used
for coordination can provide a visualization specific for the method (e.g. plan-
ning graphs, velocity obstacles, potential fields, etc.). Examples can be seen in
Figure 3.

6 Physics Simulation

Since the physics simulation is more tool than primary research topic for us, we
focus on defining interface of such simulation rather than on its implementation.

The interface from coordination module to simulator is designed in three
layers. The maneuver, waypoint and actuator layers are presented. The layers
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Fig. 4. Three layers architecture of physics simulation interface – maneuver, waypoint
and actuator

Fig. 5. Architecture of integration of AgentDrive and OpenDS

allow to implement the simulation in desired level of detail (see Figure 4). It
means that the physical model of car is controlled by sequence of maneuvers,
waypoints or actuator adjustments. The maneuver layer is the highest level. A
maneuver is to be performed by several waypoints, waypoint can be reached by
sequence of actuator adjustments.

An agent can operate in various level of abstraction and choose the interface
level accordingly. Depending on the selected level of detail there is a need to
translate the plan from higher level to lower one in the coordination module.

The usage of higher levels of the interface is desirable if the physics simulator
implements the level of control of the models. The translation from higher level to
lower one (e.g. maneuver to waypoints) is usually better to be performed in the
physics simulator. There is more information about the physical model of the
controlled cars available to implement effective control strategy. The choice of
interface level depends on the level of abstraction of agent’s reasoning and on
the availability and quality of the controllers in physics simulator.

The proposed architecture is reflected in an already implemented solution.
An example of the implementation of physics simulation module follows.



AgentDrive: Towards an Agent-Based Coordination of Intelligent Cars 221

Fig. 6. Driver’s view in OpenDS with integrated HMI for collision avoidance support.
The system provides the driver with the visual representation of a proposed plan. The
proposed lane to follow is highlighted by blue, the speed adjustment is proposed via
green or red signal of appropriate intensity. There is an example of an instruction to
change lane to left to overtake (left image). Second case shows how the red color informs
the driver of proposal to slow down (right image) because of speeding in this case.

Particular integration of OpenDS in the role of physics simulator with coor-
dination module is depicted in Figure 5. OpenDS is a driving simulator that
supports control of traffic cars on the level of waypoints. There is a controller of
cars that navigates cars to follow so called follow box. The coordination module
then feeds the trajectory of the follow box with waypoints. Note that OpenDS
is a driving simulator, so there is a car controlled by a human-driver available.
The manually driven car has a related agent in coordination module as the
other traffic cars. In contrast to traffic cars the driven car execution of plan
is in responsibility of the human driver. The plan is presented to the driver
by a human-machine interface (see Figure 6). In fact it can be seen by driver
as a driver assistance system. The system using the coordination module as a
back-end. Moreover the human driver potentially introduces a huge source of
uncertainty and error in the plan execution that may help a lot in development
of car-to-car coordination schemes.

We need to create scenarios in both physics simulation and coordination
module. The structure of the world or road network is important in coordina-
tion module where we use the network to navigate cars. The graphical repre-
sentation is needed mainly in physics simulation module where we have also 3D
visualization (e.g. visualization of OpenDS). The representation of both modules
should correspond.

3D World in Physics Simulation. We were then faced the problem how to
generate 3D world in physics simulation based on the OSM data.

Unfortunately elevation data is in general not provided in OSM. We decided
to model terrain from SRTM12 height maps. The resolution of the raw data is
about 90 meters in Europe. The precision is too low to be able to direct drive on

12 https://lpdaac.usgs.gov/products/measures products table

https://lpdaac.usgs.gov/products/measures_products_table
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Fig. 7. Terrain with high cross slope (left) and flattened terrain (right)

Fig. 8. Driving in 3D world. A generated world (Dresden, Germany) with flat terrain
and buildings by OSM2World (left) and the same city but with terrain based on SRTM
(right).

the surface, so the terrain is smoothed according the road network. Our aim was
to eliminate too high cross slope of the roads. We flatten the terrain by equalizing
elevation of area on the roads and applied blurring by Gaussian kernel on the
height map. The difference between original and processed terrain data can be
seen on Figure 7.

The visualisation of the road network is possible without creating 3D model
of all the roads. The road can be visualized by texturing model of the terrain.
An example of an alphamap of Prague city center is in Figure 2.

Another approach is to use a OSM2World13 tool to generate 3D buildings
directly from OSM. OSM2World can read OSM data and create 3D model for
example in .OBJ format. The shape of a building is an optional tag in OSM. An
example of a city where this additionally information is to be found in OSM is
Dresden in Figure 8. The OSM2World can also generate a terrain but we decide
to use only the buildings because the support of elevation in OSM2World is

13 http://osm2world.org/

http://osm2world.org/
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fragile – for instance we had troubles with z-fighting of multiple layers in one
plane.

The combination of the presented approaches – OSM2World for the 3D build-
ing shapes and terrain data from SRTM combined with the road network given
by SUMO – revealed to be the most progressive approach usable in majority of
potential scenarios. One of the most important aspects for the proper integration
of generated world data is to fit all the layers into common base and scale. It
is necessary to harmonize all the transformations of the whole tool chain to get
expected result.

7 Conclusion

We introduced the AgentDrive platform, its implementation architecture and
main components. We described functionality and some lessons learned during
development of the platform. The tools related to creation of scenario from real
world data were presented. Their integration into the simulation platform was
proposed. The presented simulation tool proved to be viable in various traffic
scenarios and environment settings. The integrated drive and traffic simulation
perspective enables to increase the validity of the experimental environment for
testing a wide range of cooperative vehicles algorithm in the realistic traffic
scenarios. The human in the loop experimental capabilities enable to perform
experiments with a mixed deployment of future driver assistant systems. Pre-
sented cars modelling and simulation shows a promising potential not only for
development of intelligent assistant systems, but also as an experimental plat-
form for coordination algorithms and their validation via simulation. Examples
of experiments with the AgentDrive platform including videos can be found at
the project website14.

Further extension of the platform will focus on following areas:

Network Simulation Integration. Next step towards more realistic simulation
considering communication issues in V2V is to model network. The integration of
network simulator seems to be the convenient option. We are experimenting with
network simulators that we presented in Section 3. The bidirectional binding of
mobility model with network simulation is required for most of the possible V2V
application.

Sensor Simulation. The models of sensors used in AgentDrive are very simple.
Usually we model only visibility range. The sensors are essential for perception
of the world. The realistic simulation should consider limitations of the real
sensors and noise in the data. One of the most suitable extension can be inte-
gration of specific sensor simulation tools developed for car manufacturers, such
as PreScan15.
14 http://agents.fel.cvut.cz/agentdrive/
15 PreScan, https://www.tassinternational.com/prescan

http://agents.fel.cvut.cz/agentdrive/
https://www.tassinternational.com/prescan
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Empirical Evaluation. For further comparison of various coordination meth-
ods the metrics need to be specified. Measuring performance of the coordination
methods would be beneficial for development. The measurement of performance
could also serve as indicator of functionality of the coordination methods in
case of testing during development on the AgentDrive platform. The platform is
open for any specific metrics to be analyzed on the level of detail the model is
implemented. So far, the implemented measures consist of traffic properties and
car oriented measures (e.g. speed profile, fuel consumption, gear logging, etc.).
Additional specific measures for particular scenarios will be introduced.
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Abstract. Industry involvement in the Ambient Intelligence (AmI)
domain together with openness and complexity expected from context-
aware applications drive research into generic context management mid-
dleware (CMM) solutions. However, the variety of AmI scenarios requires
flexibility in design-time and run-time deployment options, while existing
CMM approaches do not sufficiently address the means to easily config-
ure and engineer such mechanisms. In response to these challenges we
propose a context management middleware with a design based on tech-
niques and principles from the research fields of Multi-Agent Systems
and the Semantic Web. We focus on showing how deployment princi-
ples based directly on the application context model and ontology-based
configuration options offered by CONSERT lead to flexible development.
We showcase the usage of our solution with a scenario from the area of
smart university life management.

Keywords: Ambient Intelligence · Context management · Multi-agent
systems · Semantic web · Deployment flexibility

1 Introduction

Ambient Intelligence (AmI) is nowadays a well recognized area of research with a
clear sign of industry take-up in activity areas like home monitoring and automa-
tion or smart cities. As application space is rapidly increasing, ever stronger
importance is placed on deployment flexibility and runtime adaptability of sys-
tems that handle information management within context-aware applications.
While existing proposals for context management middleware (CMM) solutions
in the literature present various methods for managing context information (in
terms of acquisition and reasoning mechanisms, processing architectures, etc.),
not much work seems to focus on concrete methods of easing application devel-
opment by means of specification and runtime control of the deployment of their
c© Springer International Publishing Switzerland 2015
Y. Demazeau et al. (Eds.): PAAMS 2015, LNAI 9086, pp. 225–239, 2015.
DOI: 10.1007/978-3-319-18944-4 19
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context management approaches. Given that many AmI scenarios involve work-
ing with multi-dimensional and dynamic context models, we consider that an
ease of usage in context management configuration becomes important. Let us
introduce the following scenario to see the importance of the above issues.

Alice is a student, currently in a tram on her way to a CS master course
taking place at the Computer Science Faculty at 10:00. It is currently 9:55 and
Alice’s smartphone receives an automatic notification from the tram’s smart
transportation system. It informs of an estimate of 7 minutes until Alice’s stop.
Knowing her walking speed, Alice’s smartphone computes that she will be 5 min-
utes late for her class and automatically sends this information to a service
managing teaching related activities at her university. Bob, the CS course pro-
fessor, is subscribed to this same service and receives Alice’s notification. Since
Bob wants all students to be present when his course begins, he decides to start
the class 5 minutes late. After the course, Alice meets with Cecille and the two
decide to talk about their AmI course project. They get to the AmI laboratory and
sit down to discuss their ideas. Upon arrival, their smartphones automatically
connect to the system responsible for managing situations in the AmI-Lab. Using
information about noise-level and body posture (e.g. Kinect camera), the AmI-
Lab manager soon determines that Alice and Cecille are in an ad-hoc meeting
and notifies their smartphones. Alice’s personal manager than deduces that she
is busy. Meanwhile, Dan, a friend of Alice who is in a separate room, wants to
meet with her for lunch. He subscribes for Alice’s availability status to the faculty
building manager. When Alice and Cecille finish their meeting, Dan is notified
that she is available, so he contacts her to grab lunch.

In response to challenges explained above, our objective is to create a flexi-
ble and configurable CMM, able to address different scenarios. To this end we
build our solution based on techniques and principles from the Semantic Web
and Multi-Agent Systems research fields. We propose an agent-based context
management architecture where the functionality of units that make up the con-
text information provisioning path (sensing, coordination, dissemination, usage)
is carefully encapsulated within the behaviours of a designated agent. The ini-
tial and runtime deployment of agents that handle the management needs of a
context-aware application is further guided by ontology-based specifications.

In this work, Section 2 presents the foundations of our proposed CMM. In
Section 3 we explain how the deployment of context management agents can
be specified based on characteristics of the application context model. Section 4
details deployment runtime management in terms of agent life cycle and inter-
actions. A software-centric analysis of flexible context management deployment
advantages and their exemplification on hand of the reference scenario is given
in Section 5. We present related work in Section 6 and conclude the paper in
Section 7.

2 CONSERT Middleware Foundations

CONSERT (an acronym formed from CONtext asSERTion) is our solution
for a context management middleware offering support for expressive context
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modeling and reasoning, flexible deployment options and adaptable context pro-
visioning mechanisms. Figure 1 presents a global view of the CONSERT CMM
architecture and control relations. The application level creates an ontology-
based context model, loaded and used at runtime by a reasoning component
(CONSERT Engine) which is controlled by an agent-based context management
logic. Interaction between the middleware and the application and sensing layers
occurs through OSGi-based adaptor services.

2.1 Context Modeling and Reasoning

We use semantic web technologies as a uniform and expressive mean for con-
text representation and reasoning. Applications build a context model using
the CONSERT Ontology1, which defines a context meta-model [1]. It contains
three modules (core, annotation and constraint) able to express context con-
tent (i.e. ContextAssertions describing the situation of ContextEntities), context
meta-properties (e.g. source and quality-of-context - QoC metrics) and context
integrity, uniqueness or value constraints.

A context model developed with the CONSERT ontology is leveraged at run-
time by the CONSERT Engine, a software component handling context updates,
higher-level inference, constraint and consistency checking, as well as asyn-
chronous query answering. The engine inference mechanism performs semantic
event processing, employing a rule-based derivation approach using SPARQL
CONSTRUCT queries coupled with ontology reasoning. The custom reason-
ing mechanisms of the CONSERT Engine are built using the Apache Jena and
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Fig. 1. Conceptual overview of the CONSERT Middleware

1 http://purl.org/net/consert-core-ont, http://purl.org/net/consert-annotation-ont,
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SPIN frameworks2. Its implementation as an OSGi-compliant service compo-
nent allowing the developer to extend it with custom constraint resolution and
inference scheduling services.

2.2 Multi-agent Based Management Architecture

The CONSERT Middleware uses a multi-agent system (MAS) based manage-
ment architecture. The design principles from the MAS domain allow us to
individually encapsulate each aspect of the context provisioning life cycle (sens-
ing, coordination, dissemination, usage), thereby opening up the possibility for
more flexible management (cf. Section 4). Our proposed CMM uses the set of
agents shown in Figure 1. A CtxSensor agent interacts with sensors using adap-
tors to translate from sensor data into statements from the CONSERT Ontology.
A CtxCoord agent manages the main life cycle of the CMM using the CONSERT
Engine to control context reasoning and consistency. A CtxQuery Handler agent
responds to actual dissemination requests, while a CtxUser agent provides the
interface with the application specific code above it.

From an implementation perspective, the context management agents run over
JADE3. The behaviour-based reasoning cycle and FIPA-compliant4 interaction
protocols are well suited for implementing the context provisioning logic. JADE
distribution options (e.g. JADE containers, message transfer protocols), on the
other hand, support the middleware distribution and configuration options we dis-
cuss in Section 3.

Figure 1 depicts a generic instance of the CONSERT Middleware. The set of
agents deployed within an application (e.g. the AmI-Lab smart room) to serve
its context production, management or consumption needs form a Context Man-
agement Group (CMG) and the lifecycle of a CMG is overseen by an OrgMgr
agent. However, as we explore in Sections 3 and 4, an application can be struc-
tured to use one or more CMGs (e.g. like on Alice’s smartphone), depending on
the multi-dimensionality of the application context model. The way in which the
composition and deployment of a CMG is configured is the subject of the next
section.

3 Context Management Deployment Policies

In the scenario concerning Alice’s academic activity management we saw that
the application managing her interactions in the university was confronted with
several types and dimensions of context information. From an engineering per-
spective, we can distinguish both elements that are fixed (e.g. the sensor control
system within the AmI laboratory) as well as mobile ones (e.g. the smartphones
of people in the university). Furthermore, reasoning with context information
can take place both in a fixed node (e.g. deducing an ad-hoc meeting in the AmI
2 https://jena.apache.org/,http://spinrdf.org/
3 http://jade.tilab.com/
4 http://www.fipa.org/

https://jena.apache.org/, http://spinrdf.org/
http://jade.tilab.com/
http://www.fipa.org/
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laboratory) or in a mobile one (computing and communicating Alina’s availabil-
ity status).

The conceptual and technical deployment options of the CONSERT Mid-
dleware are meant to address important concerns like the ones above, in the
attempt to reduce application development effort. Specifically, we define a set of
notions that a developer can use to design and specify the deployment structure
of agents from the CMGs used in a context-aware application. These specifica-
tions are given as declarative deployment policies that use an ontology-based
configuration vocabulary.

3.1 Context Management Structuring Elements

Following the application engineering analysis made above, a first element that
influences the deployment of context management agents is scale. The CONSERT
Middleware supports two deployment schemes: centralized-local and decentralized-
hierarchical.

The first scheme represents an organization where there is a single application
context model, with a centralized provisioning control and local consumption of
context information. Examples where this setting could be used are applications
providing smart document management on a device [3] or even all-in-one smart
home platforms [10].

The decentralized-hierarchical scheme targets applications of larger scale,
with a distributed context model, a decentralized provisioning control, mobile
nodes and non-local context consumption. Our reference scenario provides a
typical example of such an application.

Examples of this would range from the one in the scenario we presented to
smart city applications.

To deployment structure can be further characterized by two key concepts
which create a binding between CMGs and the application context model: Con-
text Dimension and Context Domain.

ContextDimension. Let us note that, in literature, most applications (from
medium to large scale ones) structure their context provisioning process along
one privileged direction (e.g. space, user activity). Our notion of Context Dimen-
sion reflects this idea and is defined as a binary ContextAssertion (expressed
using the CONSERT Ontology), belonging to one of the five categories which
Zimmermann et al. [2] use to characterize the statements of an application con-
text model: individuality, space, time, activity and relations. In examples from
our scenario, the ContextAssertion locatedIn(Person, UniversitySpace) is
a spatial ContextDimension. On the other hand, the information exchanged by
Alice with the university system that manages the CS Lecture ContextDomain
belongs to an engagedIn(Person, TeachingActivity) activity dimension. The
purpose of ContextDimensions is to provide a means to distinguish between
different contextual interactions. These interactions can be further refined and
logically separated into context interaction domains, which are defined next.
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ContextDomain. The subject part of a ContextDimension are ContextEntities
which can be generally regarded as consumers of context information (e.g. a
person). The objects, on the other hand, are instances of ContextEntities which
define values along the ContextDimension. The values delimit consumption do-
mains for context information related to them. This introduces our notion of a
ContextDomain, representing the set of context statements actively used by an
application, given a ContextDimension value.

Taking the example of locatedIn(Person, UniversitySpace), the faculty
building and the AmI laboratory are instances of the UniversitySpace Context-
Entity. They represent differentContextDomain values along the locatedInCon-
textDimension. Similarly the CS course represents a ContextDomain value on the
engagedIn(Person, Teaching Activity) dimension. The Person instance is the
entity that consumes context information produced in these ContextDomains.

By default, the ContextDomains created from a ContextDimension are fed-
erated with each other (i.e. they form a flat network). However, if the Context-
Entities that give the values of a ContextDimension are characterized by
inclusion-like EntityDescriptions (e.g. partOf(AmI -Lab, FacultyBuilding)),
this fact can be exploited to create a ContextDomain tree-based hierarchy along
that dimension. This option allows an application aware of the existence of sev-
eral ContextDomains and their potential hierarchy to perform complex query
mechanisms. Due to paper size limitations, we discuss these concerns in a tech-
nical report5. A decentralized-hierarchical deployment setting is therefore con-
figured in terms of one or more ContextDimensions and the ContextDomains
arising from them.

3.2 Context Deployment Policies

The CONSERT Middleware allows developers to make use of the previously
defined concepts to structure the context management needs of their application.
Such specifications are achieved through context deployment policies. A deploy-
ment policy defines a set of properties that declare the make up of the context
model of a ContextDomain and the composition (in terms of agent types) of a
CMG that is assigned to handle the context management needs of that particular
domain. This is a distinguishing feature of the CONSERT Middleware. We envi-
sion a design model where a CMG is dedicated to the production, coordination
or consumption of information from a given ContextDomain (i.e. a one-to-one
mapping). More insight about this idea is given in Section 5, on hand of examples
from the reference scenario.

To express a deployment policy, we create a configuration vocabulary defined
by the CONSERT Deployment Ontology6, which we detail next.

Platform Specifications. In Section 1 we mentioned that context manage-
ment agents are implemented over JADE. The platform-specific vocabulary of
5 http://aimas.cs.pub.ro/people/alexandru.sorici/consert-domain-based-query-

report.pdf
6 http://purl.org/net/consert-deployment-ont

http://aimas.cs.pub.ro/people/alexandru.sorici/consert-domain-based-query-report.pdf
http://aimas.cs.pub.ro/people/alexandru.sorici/consert-domain-based-query-report.pdf
http://purl.org/net/consert-deployment-ont
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the CONSERT Deployment Ontology specifies the JADE infrastructure-related
options that setup the CMM platform for a given machine. Specifically, it config-
ures the platform name, host and port number for the JADE main container and
the address of the HTTP message transport protocol used for contacting agents
remotely. The excerpt below shows an example of the container configuration for
the AmI-Lab manager from our reference scenario (using Turtle7 RDF syntax):

:Container_EF210 a orgconf:AgentContainer ;
orgconf:containerHost "localhost" ;
orgconf:containerPort 1099 ;
orgconf:hasMTPHost "localhost" ;
orgconf:hasMTPPort 7778 ;
orgconf:platformName "AmI-Lab".

Context Domain Specifications. On a configured CONSERT Middleware
platform, a developer can specify one or several ContextDomains, depending
on the deployment scheme (centralized-local or decentralized-hierarchical) and
context model structure he gives to the application. A ContextDomain is always
characterized by a context model document and an applicationId, which serves
to identify the particular context model managed on the platform. This would
be a typical configuration in simple, centralized deployments where the context-
aware application needs not consider multiple dimensions of context.

In decentralized settings however, a ContextDomain configuration can addi-
tionally specify the URIs of the ContextDimension and ContextDomain value for
which the context model is provided. The example below shows the configuration
given for the AmI-Lab domain from the reference scenario:

:AmILab_Domain a orgconf:ContextDomain ;
orgconf:hasContextModel :EF210_ContextModel ;
orgconf:hasDomainDimension person:locatedIn ;
orgconf:hasDomainRangeEntity space:Laboratory ;
orgconf:hasDomainRangeValue ami:AmILab .

The CONSERT Deployment Ontology defines further vocabulary that helps
describe the composition of the context model used in a ContextDomain. This
is done in terms of RDF documents that define the model content, annotations,
constraints and inference rules using the CONSERT Ontology (cf. Figure 1).
A last configuration option is the one indicating the domain hierarchy docu-
ment. Remember from section 3.1 that ContextDomain may build hierarchies
along a ContextDimension in a decentralized deployment scheme. This docu-
ment holds the overview of this hierarchy and is exploited at runtime by the
OrgMgr agent, as we detail in Section 4.

Agent Specifications. In the beginning of the section we explained that each
ContextDomain is managed by a CMG. However, the composition of the CMG
(i.e. what type of agents from Figure 1) depends on the required servicing or
usage of the ContextDomain information on a given physical node.

For example, in applications using a centralized-local deployment, with a single
context model, there will usually be one instance of CtxCoord, CtxQueryHandler

7 http://www.w3.org/TR/turtle/

http://www.w3.org/TR/turtle/
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and CtxUser agents and one or more CtxSensors. In a decentralized-hierarchical
setting, however, the type of agents deployed on a machine depend on whether it
is a manager, or producer/consumer of the context model associated to the Con-
textDomain. On managing nodes, an instance of CtxCoord and CtxQueryHandler
will usually be present, while on mobile consumers, one CtxUser and several
CtxSensor instances may be possible.

Using the deployment ontology, a developer can create the specifications of
required CMG agents. He can configure their address (i.e. name, container and
ContextDomain they belong to), the assigned OrgMgr agent that manages their
lifecycle and an optional provisioning policy which guides the behavior of the
agents at runtime. We reported on methods of context provisioning adaptation
in the CONSERT Middleware in other work [4]. In the example below we see a
sample configuration for the coordinator agent of the AmI lab domain.

:CtxCoord_AmILab a orgconf:CtxCoordSpec ;
orgconf:assignedOrgManager :OrgMgr_AmILab_Address ;
orgconf:hasAgentAddress :CtxCoord_AmILab_Address ;
orgconf:hasControlPolicy :CtxCoord_ProvisioningPolicy .

In the next Section we explore how the deployment specifications are bundled
together and used at application runtime as well as how the lifecycle of the agents
forming a CMG is dynamically managed.

4 Context Management Deployment

In Figure 1 we see that the CONSERT Middleware implementation is based on
the OSGi service component specification. The code for the CONSERT Engine,
management agents and different application adaptors is packaged as OSGi bun-
dles. More importantly, however, the CMG deployment specifications themselves
are packaged in the same way. In the following, we explore the advantages of
this design choice.

4.1 Deployment Configuration Packaging

In Section 3.2 we presented three types of specification: platform-related, Con-
textDomain-related and agent-related. Platform configurations are included in
a platform-config file, whereas specifications about ContextDomain information
model and CMG agent composition are included in a agent-config file.

When using the CONSERT Middleware, an application developer will always
create a default (or bootstrap) configuration bundle, identifiable by a pre-defined
Bundle-Name attribute, which must contain the platform-config file. When the
application launches this bundle, an activator service called CMMPlatformMan-
ager automatically creates the JADE platform according to the configuration
given in the platform specifications. This service is accessible throughout the
runtime of the application and allows the developer to manage (install, start,
stop, uninstall) the lifecycle of CMGs on the platform.

In settings where the application uses only one ContextDomain (e.g. a
centralized-local scheme) the bootstrap bundle can typically also include the
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agent-config file. In this case the CMMPlatformManager will automatically
launch the configured context management agents, which will handle the defined
context model. However, in more complex cases, like the one in our reference sce-
nario (e.g. on Alice’s smartphone), the application will require several CMGs,
each one used for a specific ContextDomain. The agent-config files that configure
the CMGs are each packaged in a corresponding bundle. The CMMPlatform-
Manager can automatically track all bundles of this type and uniquely identify
them using their applicationId specification. In this way, launching the CMG
required for interacting with a particular ContextDomain becomes as easy as
starting the corresponding bundle. We explore how the CMMPlatformManager
manages the lifecycle of a CMG bundle in what follows.

4.2 Context Management Group Lifecycle

Figure 2 depicts the packaging mechanisms discussed previously. It also shows
that when the application level launches a CMG bundle, it will first create the
OrgMgr agents which oversees the lifecycle of the CMG agents. The OrgMgr reads

Fig. 2. CONSERT Middleware Deployment Engineering

the specifications contained in the agent-config file and deploys the configured
agents in a well-defined order (coordinator → queryhandler → sensors →
user). The agent is responsible for relaying all lifecycle-related commands (e.g.
start, stop) from the application level to the managed CMG agents.

The OrgMgr also maintains the overview of existing ContextDomain hierar-
chies. In Section 3.2 we mentioned the optional specification of a domain hier-
archy document. When a hierarchy exists, the OrgMgr uses this document to
know which are the parent and child ContextDomains of the domain he man-
ages. This information is essential in decentralized-hierarchical schemes, where
an application can make domain-based queries or perform broadcasts of static
or profiled context information along a ContextDimension. The CtxUser and
CtxQueryHandler agents that handle such application requests interact with
their respective OrgMgrs to ensure appropriate message routing. However, details
of the agent protocols involved in federated queries and context information
broadcasts are left out due to paper size restrictions.
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A last responsibility of OrgMgr agents is in mobile node handling, more pre-
cisely in detecting when a node enters and leaves a ContextDomain. To handle
automatic domain detection in the CONSERT CMM, an application has two pos-
sibilities. The first one implies mobile node proactivity and involves using the
CMG from the bootstrap configuration bundle to detect the ContextAssertion
informing about the current ContextDomain. The second one uses the OrgMgr of
a ContextDomain to inform the OrgMgr of a mobile node of entering or leaving
the domain. To do this the domain manager uses special deduction rule tem-
plates defined in the CONSERT Ontology that allow it to detect when Context-
Assertions matching the ContextDimension of its domain are produced. From
the subject part of that assertion, the domain OrgMgr can extract the necessary
information to contact the OrgMgr of the mobile node.

5 Context Management Engineering Analysis

In recent technical reports we validated and discussed the runtime performance of
the CONSERT Engine8 and the benefits of a policy-based control of the context
provisioning process within a CMG9. Results from both reports are based on a
simulation of the ad-hoc meeting situation within the AmI laboratory that is
part of our current reference scenario.

However in this work we want to perform an analysis of the support for engi-
neering context-aware applications offered by CONSERT, given its design model,
and report on how our middleware would potentially ease the development of
the entire scenario given in the introduction.

5.1 Ease of Development Analysis

Component-Based Design. One of the strong feature of CONSERT Middle-
ware is that it promotes a component-based design, both internally and at appli-
cation level. Internally, both CONSERT Engine and context management agents
are software units that encapsulate control-flow, providing a clearly defined con-
text provisioning process. However, relevant aspects of this process (e.g. context
model, sensing update modes, coordination policies) are entirely specifiable by
the application. In this sense, CONSERT promotes reuse by design, as the agents
and CONSERT Engine can be reused within many context-aware applications
with different context management needs (see also Section 5.2).

A CONSERT Middleware instance provides however key variation-points by
means of service implementations (most notably at reasoning level) that allow
an application to adapt and extend the context management process. Specifi-
cally, the application can implement custom constraint resolution and inference
scheduling services and configure their usage in the CONSERT Engine either
through the ControlAdaptor or through declarative configurations which we
discuss next.
8 http://aimas.cs.pub.ro/people/alexandru.sorici/consert-engine-performance-report.

pdf
9 http://aimas.cs.pub.ro/people/alexandru.sorici/consert-provisioning-report.pdf

http://aimas.cs.pub.ro/people/alexandru.sorici/consert-engine-performance-report.pdf
http://aimas.cs.pub.ro/people/alexandru.sorici/consert-engine-performance-report.pdf
http://aimas.cs.pub.ro/people/alexandru.sorici/consert-provisioning-report.pdf
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Configuration-Based Development. CONSERT defines configuration op-
tions for almost all context management aspects it supports. It uses semantic
web technology to create vocabulary for policies that determine the deploy-
ment of context management units and control of the context provisioning pro-
cess within a deployed context management group (sensing and coordination
policies). Parameters controlling update modes, enabled inference rules, current
inference scheduling services etc., are configurable at initialization and change-
able at runtime by the application layer, leading to a very customizable context
management process. Our experience in developing the AmI-Lab simulation of
the reference scenario shows that declarative configuration options significantly
lower programming effort. For example, each CMG in the simulation (AmI-Lab
management, Alice and Cecille’s smartphones, etc) requires the definition of a
single agent-config file to specify both required agent types, connectivity infor-
mation and context model elements. The ontology-based vocabulary means that
these files can be edited using readily available semantic web IDEs (e.g. Protege,
TopBraid) alleviating development effort even further.

Flexible Provisioning. A last strong feature we want to point out is the
availability of clear application structuring elements (ContextDimensions and
ContextDomains) which depend on the application context model itself. The
fact that a CMG lies in a 1-to-1 mapping with a ContextDomain and that its
configuration is packaged as an OSGi bundle means that its lifecycle can be
directly tied to dynamic use of the context information within that ContextDo-
main. This mapping promotes separation of concerns and makes the CMG a
unit of control encapsulation. This can furthermore be exploited as an exten-
sibility mechanism for context management. It means that an application can
define several CMG configurations that manage, provide or consume information
from the same ContextDomain. Each configuration will however specify different
provisioning instructions for the agents of the CMG using declarative policies
and custom services as explained in the previous two paragraphs. The applica-
tion can then use the CMG lifecycle management support to dynamically choose
among defined CMGs that perform the same management but in different ways.
For example, to reduce energy consumption when events are less dynamic in
the AmI-Lab, a managing CMG that configures CtxSensors with lower update
times and a CtxCoord with less complex inference rules can be dynamically
swapped instead of a more demanding configuration.

5.2 Scenario Deployment Example

In what follows, we revisit the example scenario and explain how the presented
application could benefit from the modularized development advantages dis-
cussed above.

The application managing Alice’s university related activities handles context
information from multiple domains. Figure 3 models the application in terms of
ContextDimensions and ContextDomains and shows the composition of CMGs
that manage the context models assigned to each ContextDomain on both fixed
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Fig. 3. ContextDomain view, CONSERT Middleware instance deployment and agent
connections for analyzed scenario

and mobile nodes. Notice the bootstrap CMG on Alice’s smartphone. It man-
ages Alice’s private information, but also acts as a receiver for notifications of
entering / leaving a ContextDomain. Thus, using the CtxUser of the bootstrap
instance, the application level is informed when Alice enters the tram and the
AmI laboratory, or when it is time to take her CS lecture activity into consider-
ation.

Upon entering the tram, the application level requests that the CMG instance
responsible for the locatedIn(Person, PublicTransport) ContextDimension
be installed. At the same time, seeing as Alice must attend her CS lecture, the
application level requests a similar process for the CMG handling the engagedIn
(Person, CourseActivity) ContextDimension and the CS Lecture Context-
Domain. The CtxUser from the tram CMG retrieves the estimated station arrival
time. The application level transfers this information to the bootstrap instance,
where Alice’s private walking speed is factored in to compute her estimated delay.
Then, the application level can use this information and the CtxUser from the
CS lecture CMG to notify the CtxCoord on the node managing the CS lecture
ContextDomain at the university of her delay.

When Alice steps out of the tram, the bootstrap CMG will be notified that
she has left the Tram101 ContextDomain, so the application level will request
the stop of the CMG responsible for the context information of that domain.

In the Ambient Intelligence laboratory, the node managing the ContextDo-
main contains a CtxCoord and CtxQueryHandler, as well as two CtxSensors that
send updates about detected human postures (Kinect cameras) and noise lev-
els (microphones) near each desk of the laboratory. When Alice enters the lab,
the bootstrap CMG is informed that she entered the AmI Lab ContextDomain.
The CtxUser of the CMG that the application level launches on her smartphone
for this ContextDomain connects to the CtxQueryHandler on the management
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node and subscribes for notifications of being in an ad-hoc meeting, to find out
if Alice is busy.

The interactions above show the benefits of developing context-aware appli-
cations with the CONSERT Middleware. Creating CMG bundles for individual
context domains of an application makes development of the specific context
model easier, helps encapsulate the associated provisioning logic and provides
support for management of CMG life cycle at application runtime.

6 Related Work

Many works from the AmI research field have discussed in recent years the idea of
context-driven configuration, deployment and composition of component-based
smart services [5–7]. However, the issue of flexible and configurable deployment
of the context management solution itself has been explored to a much lesser
extent.

SOLAR [8] defines a pervasive computing infrastructure built around a P2P
network of processing nodes called Planets. Its strength lies in the extensive
number of services provided by Planets (e.g. resource discovery, fault-tolerance,
mobility management) as well as in its focus on reusable, distributed opera-
tors that use the filter and pipe paradigm to form DAG-like processing flows.
Solar provides configuration options for internal communication services that
underpin its functionality, as well as XML-based definitions of operator com-
positions. However, the available configurations only serve at infrastructure and
operator deployment initialization. Support for lifecycle management of deployed
provisioning services is limited and no mean is available to structure or group
the operators required by an application according to the dimensionality of the
context model. This leaves developers with a flat application design space, in
contrast to options of the CONSERT CMM. Furthermore, the system envisions
Planets as fixed high-performing computing nodes, in contrast to our agent-
based CMM which, in its centralized-local deployment setting, can also be used
in lighter-weight nodes (e.g. in smartphones).

COSMOS [9] and COPAL [10] are CMMs that adopt a component-based
development and configuration approach, similar to our own. COSMOS uses the
FRACTAL10 architecture description language to configure its context nodes,
while COPAL creates its own DSL to define the functionality and relationships
of its processing components as well as their grouping into deployment artifacts.
However, both COSMOS and COPAL use simple attribute-value based repre-
sentations of context information and are thus limited in both representation
expressiveness as well as provisioning structure capability. In contrast to our
approach, the two works do not detail methods to dynamically control context
management components at runtime and are limited to centralized deployments.

The ACAI [11] system proposes an agent-based context-aware infrastruc-
ture. However, the agent model used in ACAI differs from our own, as it is less

10 http://fractal.ow2.org/fractaladl/

http://fractal.ow2.org/fractaladl/
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focused on providing individually deployable context provisioning units and more
on building a dependable infrastructure for context-aware applications. The app-
roach presents representation and reasoning capabilities similar to those of CON-
SERT and defines a custom wrapper over the SIP11 protocol to provide discovery
of remote ACAI management nodes. However, the work offers no configuration
support and, as in the case of SOLAR, is very rigid in its infrastructure-focused
deployment, being unsuitable for application scenarios that are lighter-weight or
that require a different context model partitioning besides spatial.

Lastly, CoCA [12] and CROCO [3] are two CMM proposals having many
points in common with our work (e.g. ontology-based content representation,
meta-property processing, consistency management). However, neither of these
works discusses means to structure the deployment of their context provisioning
elements and they do not seem to offer any configuration support, thus leading
to a much more demanding development effort compared to the CONSERT
Middleware.

7 Conclusions

The CONSERT Middleware presented in this work proposes a component-based
implementation and offers flexible deployment options. The engineering analysis
on hand of the envisioned scenario highlights the offered development benefits.
They stem from defining application structure by exploiting the dimensionality
of a context model and by supporting declarative deployment specifications. Fur-
thermore, the dynamics of mobile applications are addressed through a proper
lifecycle management of deployed context management agents.

In future work we wish to create a toolkit exploiting our current application
design paradigm. It will help developers specify context model structure and
context management deployment configurations much more easily. In a parallel
endeavour, we intend to use the increased autonomy potential offered by our
agent-based context management architecture. We wish to introduce the abil-
ity of establishing context-level agreements (the context-awareness analogues of
service-level agreements) that take into account specific goals set for each agent
of a CMG. We consider such a feature to be of significant importance in future
AmI applications.
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Abstract. This paper illustrates how the multi-agent approach, or para-
digm, can help in the modeling and the simulation of smart grids in the
context of MS4SG (a joint project between LORIA-INRIA and EDF
R&D). Smart grids simulations need to integrate together pre-existing
and heterogeneous models and their simulation software; for example
modeling tools of the power grids, of telecommunication networks, and
of the information and decision systems. This paper describes the use of
MECSYCO as a valid approach to integrate these heterogeneous models
in a multi-agent smart grid simulation platform. Several use cases show
the ability of MECSYCO to effectively take into account the require-
ments of smart grids simulation in MS4SG.

Keywords: Multi-agent · Smart grids ·Multi-modeling ·Co-simulation ·
DEVS

1 Introduction

The 2020 Climate and Energy Package of the European Union (20% renewable,
20% energy savings and 20% reduction in emissions of greenhouse gases) has
led to the rapid development of production from intermittent energy sources
(wind, solar photovoltaic -PV-). This is certainly the phenomenon the most
significant of the evolution of electrical systems in the past five years. In France,
the installed capacity of the wind farms increased from 3.5 GW in early 2009
to almost 8 GW in late 2013. In the same period, the installed PV capacity has
been multiplied by 50 (4.5 GW in 2013). The emergence of renewable energy,
but also of new uses of electricity (heat pumps, electric vehicles), the control of
peak consumption and the desire to constantly improve the provision of quality

c© Springer International Publishing Switzerland 2015
Y. Demazeau et al. (Eds.): PAAMS 2015, LNAI 9086, pp. 240–251, 2015.
DOI: 10.1007/978-3-319-18944-4 20



Multi-agent Multi-model Simulation of Smart Grids in the MS4SG Project 241

led to a necessity to develop more intelligent systems, especially in distribution
networks. Such systems are usually called smart grids.

The French DSO (Distribution System Operator) ERDF operates distribution
networks having a cumulative total length of 1,250,000 kilometers, mainly in rural
areas with overhead power lines. To face these new challenges, ERDF opted sev-
eral years ago to perform demonstrator systems in some regions of France (e.g. the
demonstrator VENTEEA in Aube nearby Troyes which intends to test innovative
technologies for the medium voltage grid where Enel Green Power France operates
lots of wind farms) and in the French islands (e.g. the demonstrator MILLENER
in La Reunion where the lack of interconnection of the grid increases the risk of
failure during peak periods). However, despite the advantages of real prototypes,
it is not easy to find a local area for experimentation and it is long and expensive
to enroll industrial or residential customers. In this sense, the smart grid simula-
tion is an attractive technological solution to test new distributed algorithms (e.g.
advanced voltage management) or original operating mode (e.g. islanding) before
their use in real prototypes and even in the real networks.

This paper illustrates how the multi-agent paradigm can help in the modeling
and the simulation of smart grids in the context of MS4SG (Multi-Simulation for
Smart-Grids), a joint project between LORIA-INRIA and EDF R&D. The main
goal of the proposed platform is to model real systems, allowing the simulation
of different domains of the smart grids at the same time, namely the electrical
domain, the information domain and the decision domain. To demonstrate the
capacity of the proposed platform to perform simulation with different domains,
three case studies are proposed considering three distinct problems. In the first
case, a real high voltage network of La Reunion Island is simulated and an agent
is used to detect congestion situations. This agent will transmit the congestion
information to the decision level which is responsible to find a best solution
to solve the problem. The second case is focused in the MV network with two
overhead feeders under a fault situation. The main goal is to show the inter-
operability between the electrical domain and the telecommunication domain
under a very stressing scenario, namely a ground phase default. Finally, a third
case study will be presented to show the interoperability of the three domains
of a smart grid. In this example the system should determine the load shedding
considering two house equipped smart-meter with bi-directional communication
systems and equipments to control the equipments and appliances. The entire
platform was developed considering complex scenarios, real operation situations
and the future hierarchical decision structure.

In the next part, we explain the requirements of smart grids simulation
especially the ability to design a system as a set of heterogeneous interacting
subsystem (namely multi-modeling). We then introduce MECSYCO 1 (Multi-
agent Environment for Complex SYstems CO-simulation) – formely based on
AA4MM (Agents & Artefacts for Multi-Modeling) – a multi-agent approach for
multi-modeling and multi-simulation, and explain how it enables to design a
1 The MECSYCO library is available under the Affero General Public License v3 on

http://mecsyco.fr.

http://mecsyco.fr
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multi-model and its execution. The next section details different use-cases of
smart grid simulations developed in the MS4SG project, before discussing the
examples and concluding.

2 Requirements in Smart-Grids Simulation

As stated in the previous section, modeling and simulating a smart grid system
should integrate different domains of expertise; at least power grid, communica-
tion, information and decision systems. In MS4SG, each domain uses different
tools. The electricity one uses executable Modelica [1] models exported from
Dymola [2] or EMTP-RV (ElectoMagnetic Transient Program, Restructured
Version [3]) as modeling tools of power grid components; the telecommunication
network one may use NS-3 [4] or OMNeT++ [5] depending on the protocols
requirements, and decision systems can be modeled with UML-oriented tools
such as Enterprise Architect [6]. Moreover, operators such as ERDF already
own heterogeneous business models designed on different simulation softwares,
potentially non-interoperable together.

This state is our starting assumption: tools exist and they must be inte-
grated together. The central problem is then the multi-simulation that intends
to simulate the whole as the coordinated simulation of several heterogeneous
and interacting simulators. Handling heterogeneity and enabling the interaction
between components can be envisaged at different levels:

– software interoperability level: software exist in each domain and must inter-
operate even though they are not conceived with that purpose ;

– formalism level: each domain uses the most convenient formalism(s) for
itself [7], ordinary and differential equations for power grids, event-based
in telecommunication networks, etc ;

– time management level: as simulation of smart grids involves several simu-
lators, the time management in each simulator is potentially different (with
constant or variable time-step, event-based, ...);

– information representation level: each software uses its own representation
and data exchanges imply an information mapping between tools ;

– programming languages level: API can be in different languages ;
– hardware level: basically, for legal reason (e.g. non-replicable licenses) some

software must be executed on a specific machine. More generally, some soft-
ware may need specific resources and require to use dedicated hardware ;

– co-simulation norms and standards integration level: as smart grids are in
an industrial finality, standards should be used in the simulation.

Different solutions exist (for example HLA [8] for software interoperability)
at the different levels but they are mainly conceived independently and taking
into account all the requirements imposes to integrate all of these solutions [9].
For instance, [10], [11] and [12] are focused on the coupling between power grid
models and communication models. Regarding the requirements listed above,



Multi-agent Multi-model Simulation of Smart Grids in the MS4SG Project 243

they only try to bring solutions for the integration of the different formalisms
used by these two kinds of models.

In addition to these requirements, the activity of modeling and simulation
brings its own (classical) requirements (calibration, validation, etc.). Moreover,
the integration of several heterogeneous components brings new requirements.

The first is about incremental system design: starting from simple use cases
to more elaborate ones. This implies to be able to add new models (and then
simulators) in the system, but also to remove or exchange components [9].

The second is about tools supporting modeling and simulation activity. As
the activity gathers several domains [13], levels of concerns have to be separated:
domain experts have to focus on the modeling phase, specialists of the theory of
modeling and simulation will focus on formalism integration and computer sci-
entists on software interconnection. As a consequence, there is a need of support
for domain experts in modeling to fill the gap between system domains and the
co-simulation of software.

In MS4SG, we chose the MECSYCO approach, that answers these require-
ments by using the multi-agent paradigm, to develop simulations of smart grids.

3 The MECSYCO Approach

MECSYCO proposes concepts and tools to describe a system and to simu-
late it as a set of interacting heterogeneous models/simulators. It relies on the
multi-agent paradigm to envisage a multi-model as a set of interacting mod-
els/simulators: each couple model/simulator corresponds to an agent, and the
data exchanges between the simulators correspond to the interactions between
the agents. Originality compared to other multi-agent multi-model approaches
is to consider the interactions in an indirect way within the Agents and Artifacts
(A&A) paradigm [14,15].

Within this paradigm, artifacts support interactions between models as pro-
cesses outside of the models and express them independently of the models’
internal functioning. As a consequence, the simulators interoperability issue is
managed by the artefacts. The information representation mapping issue is man-
aged as a transformation service of the artefact in charge of the interaction
between models.

MECSYCO proposes a meta-modelling approach based on the multi-agent
metaphor to describe a heterogeneous multi-model. The MECSYCO multi-agent
concepts are represented graphically and associated with semantic and syntac-
tic constraints guaranteeing a non ambiguous description. These concepts are
formalized with DEVS [16] (Discrete Event System Specification) operational
specifications enabling to derive from a graphical representation to an executable
multi-simulation. The DEVS formalism ensures the integration of different for-
malisms [17] with discrete and continuous dynamics [18], and include simulation
algorithms. An example of the integration of equation based model with DEVS
can be found in [17] and [19].

MECSYCO relies on four concepts to describe a multi-model. A model mi

is a partial representation of the target system implemented in a simulator
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(Figure 1d). It has a set of input and output ports. The models are the pre-
existing parts we want to interconnect to build a multi-model. An m-agent Ai

manages a simulation model mi and is in charge of interactions of this model
with the other ones (Figure 1a). The behavior of an m-agent is specified by the
DEVS simulation protocol to enable agent coordination. A model artifact Ii
reifies interactions between a simulation m-agent Ai and its simulation model
mi (Figure 1c). An interaction from Ai to Aj is reified by a coupling artifact
Ci
j (Figure 1b). A coupling artifact Ci

j that has two roles: for Ai, it is an out-
put coupling artifact, whereas for Aj it is an input coupling artifact. The
coupling artifacts can transform the data exchanged between the models using
operations.

(a) (b) (c) (d)

Fig. 1. Symbols of the MECSYCO components for simulation (a) m-agent Ai, (b)
coupling artifact Ci

j , (c) model artifact Ii, (d) model mi

Inour implementationofMECSYCO,coordinationbetweenmodels is achieved
in a fully decentralized way thanks to the m-agents behavior. This behavior corre-
sponds to the parallel conservative DEVS simulator based on the Chandy-Misra-
Bryant (CMB) algorithm [20]. Detail on the integration of the CMB algorithm in
the multi-agent paradigm of MECSYCO can be found in [21].

4 Building a Multi-Model with MECSYCO

The key steps to build a multi-model with the MECSYCO approach assume the
existence of the different simulators and of the MECSYCO library (see (a)). The
starting point is to define the structure of the multi-model, that is how models
are connected and what kind of information are exchanged between models. The

(a) (b)

Fig. 2. (a) Graph of relations between models. (b) The corresponding MECSYCO
diagram.
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next step is to define the equivalent of the intuitive graph with the MECSYCO
primitives (see Figure 2). Each model corresponds to an m-agent with its model
artifact and its simulator. Each information exchange is reified by a coupling
artifact. This implies two aspects to be defined: i) model artifacts (see (b)); ii)
information types and transformation operations between types (see (c)). From
the specifications of these components, it becomes possible to have the equivalent
code and then to deploy the system (see (d)).

(a) Existing Components: Simulators and MECSYCO library. The app-
roach assumes the existence of simulators corresponding to the different parts
of the multi-model. In order to be compatible with MECSYCO , these simu-
lators are supposed to be compliant with the DEVS formalism.
Each concepts of MECSYCO has operational specifications. This enables
to have each basic component to be programmed (currently either in Java
or C++) by instantiating predefined classes with the right types and/or
operations.

(b) Connecting Simulators to MECSYCO. This corresponds to the defi-
nition of a model artifact (that acts as a DEVS wrapper [19]) for each type
of simulator and coupling used in the multi-model.
Concretely, this means defining five functions corresponding to the primitives
of the DEVS simulation protocol2:

– init() sets the parameters and the initial state of the model.
– processExternalEvent(ein, t, xk) processes the external input event ein

at simulation time t in the kth input port of the model.
– processInternalEvent(t) processes the model event scheduled at time t.
– getOutputEvent(yk) returns ekout, the external output event at the kth

output port of the model.
– getNextInternalEventT ime() returns the time of the earliest scheduled

internal event of the model.
(c) Defining Operations. Operations perform the information mapping

between simulators. They have to be defined and attached to coupling arti-
facts. They can correspond to scale transformation (from meters to kilome-
tres), information reduction (from a list of values to its mean), etc.

(d) Software Deployment. We developed several instantiations of the
MECSYCO software that allow different deployment choices: from single
process (in JAVA or in C++) to an hybrid (JAVA and C++), distributed
(on several machines) execution thanks to a specific implementation of the
coupling artifacts (with DDS middleware [23]).

5 Smart-Grids Multi-Simulation

This section describes different use cases based on real scenarios of smart grids
simulation. It shows the ability of MECSYCO to effectively take into account
the requirements of smard-grids simulation. Section 5.1 explains the integration
of existing software in the MECSYCO framework. Next three cases (from simple
to complete) are detailed and underline the kinds of requirements to meet.
2 Details on the design of a new model artifact are given in [22].
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5.1 Software Integration in MECSYCO : Defining Model Artifacts

Grid Domain The design of models in the electrical domain can be done with
various tools such as Modelica-based simulators [1], EMTP-RV [3], Matlab, etc.
A common characteristic of these tools is their compliance with the Functional
Mock-up Interface (FMI) [24]. Such models are equation based (algebraic or
differential).

FMI is a standard [25] to handle the coupling of models described by differ-
ential, algebraic, and discrete equations. It enables to export a set of equations
with its solver as FMUs (Functional Mock-up Units). Simulating with a set of
FMUs implies to design a master component; role played by MECSYCO.

EDF R&D made the choice to use this standard to develop their models.
As a consequence, we had to define a model artifact for FMU simulators. Once
defined any FMU can be connected to MECSYCO . As FMI standard has been
conceived for coupling purpose, it was quite easy to design these model artifacts.

Communication Network Domain: Simulators in communication network domain
are mainly event-based. The major tools are NS-3 [4] and OMNeT++ [5] that
were not designed to interoperate together.

In the case of the NS-3 simulator we developed a model artifact with some
efforts to have some genericity [22]. For OMNeT++, we re-use an existing (but
more ad-hoc) possibility (see Section 5.3).

5.2 Single Domain Example

In electrical domain, we started with simple examples to demonstrate the inte-
gration of a model in MECSYCO. The aim of these examples was i) to show the
technical feasibility, ii) to produce the same results as simulations with other
approach (classical simulation), and iii) to manage real cases. For this use case,
the Réunion island was simulated with a steady state case of the correspond-
ing high voltage grid (modeled with an FMU). Basically, the simulation system
involves an m-agent AREU for simulating the Réunion island power grid and
another m-agent ACHK for detecting traffic congestions by checking the state
variables. We were able to integrate this model by developing the FMI generic
model artifact.

5.3 Power Grid and Communication Network

A second challenge in the electrical domain, was to design systems with different
interacting sub-models. As smart grids simulation requires the use of IP network
models for the communication network part (Telecom), we worked on an example
coupling electrical models and communication network models.

This use case corresponds to a medium voltage (MV) grid with two overhead
feeders. When a ground phase default occurs on a feeder, the theory says that
it is possible to determine whether the default is upstream or downstream from
the measuring point depending on the fact that the residual voltage and the
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Fig. 3. The HWP use case to simulate. The HWP protections (highlighted in the
diagram) are separately modeled as two FMUs connected to the MV power grid FMU.

residual current are in phase or in phase opposition. The system (named HWP
meaning Homopolar Wattmetric Protection) is described in Figure 3.

Messages (e.g. ”residual current”, ”residual voltage” or ”breaker to open”)
are sent over a communication network including the protections and a Super-
visory Control And Data Acquisition. From the perspective of the grid power
modeling, the two protections in Figure 3 are represented by the same model.
They both detect the default but only one is supposed to clear it. The template
corresponding to this use case is shown in Figure 4a.

The communication network models are executed by OMNeT++ (m-agent
AO++). Since a standard HLA ambassador was available for OMNeT++ [26],
we exploited this possibility for integrating it in MECSYCO. We needed to
develop a special model behaving as an HLA Federate. In this way, OMNeT++
is connected to the MECSYCO multi-simulation through a standard HLA RTI.
The other models in this example are contained in FMUs (m-agents AHWP1 &
AHWP2 corresponding to protections and AGRID corresponding to the power
grid). Simulation results for both protections are shown in Figures 4b and 4c.

This example was the opportunity to run a complete example in a decentral-
ized manner. This example is multi-formalisms, with equation-based models for
the protections and the grid, and event-based models for OMNeT++.

5.4 Power Grid, Communication and Information System Domains

The final example combines electrical models and communication network mod-
els with an information (and decisional) system model (I.S.). These three kinds
of model correspond to the three main fields of smart grid. The template of this
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Fig. 4. (a) Template corresponding to the HWP use case. (b) Simulation results for
the m-agent AHWP1 , corresponding to the protection detecting a ground phase default,
with the fault signal in blue. (c) Simulation results for the m-agent AHWP2 .

use case is described in Figure 5. It corresponds to a load shedder with a cascado-
cyclic algorithm and two consuming houses. Each house is equipped with a heat
pump and an AMI (Advanced Metering Infrastructure) smart meter (m-agents
AAMI1 and AAMI2). The heat pumps are always enabled, except in a time slot
determined by the ALSF (Advanced Load Shedding Function) decisional sys-
tem (m-agent AALSF ). This last sends a message to meters for indicating their
time slot (specific to each house), and the meters are responsible for enabling or
disabling the heat pump (thanks to the m-agent AGRID) during the simulation
according to this information. Each meter has to confirm the consideration of
the message received, by responding a boolean to the ALSF.

Each meter, the Power grid and the decisional system are modeled with
FMUs and the communication network models are directly implemented with the
NS-3 IP network simulator software. On the MECSYCO side, we used the generic
model artifact for NS-3 (see Section 5.1). Each message exchanged between the
decisional system and the grid or the meters is simulated by NS-3, through the
m-agent ANS3.

This use case was tested with a real life demonstrator and five houses. We
measured the voltage consumed by the group of houses, supposed to be reduced
by the load shedding. We can then compare these measurements to the simula-
tion results.

This example is multi-formalisms (FMUs are equation-based while NS-3 mod-
els are event-based), multi-languages (m-agents for FMUs are written in Java
while the NS-3 m-agent is in C++) and multi-platforms (m-agents for FMUs are
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Fig. 5. The cascado-cyclic load shedder use case with only two AMI

executed on Windows while the NS-3 m-agent is on GNU/Linux). Moreover, the
time-scale used for the FMUs is the minute while the time-scale used for NS-3
is the nanosecond. This issue was solved thanks to an operation at the coupling
artifact level.

6 Discussion

The examples show the ability of MECSYCO to build multi-simulations that
involve different domains of expertise, using different formalisms and different
tools. Furthermore, they show its ability to integrate existing models developed
on different tools and existing norms or standards. A summary of the challenges
managed in the two previous examples is given in Tab. 1.

Table 1. Overview of the heterogeneity and interoperability challenges managed in
the two multi-domain examples

Use Case Model Domain Simulator Platform Language Formalism Time Scale

HWP

Protection 1
Electricity FMU Windows

Java
Equational

ms
Protection 2

Grid
O++ Telecom OMNeT++ GNU/Linux Event

Cascado-
cyclic

AMI 1-5 Electricity FMU
Windows Java

Equational
s

ALSF I.S. Ad-hoc Automaton
NS-3 Telecom NS-3 GNU/Linux C++ Event ns

We also wish to emphasize several aspects. The coordination of simula-
tors and the formalisms integration is ensured by the DEVS formalization of
MECSYCO. To design a new application, efforts are put on simulators integra-
tion into MECSYCO framework and on information representation and trans-
lation. There is no need to redesign a new coordination algorithm. A model
artefact has to be built once for all (e.g. for FMUs) for a given kind of coupling.

Using a decentralized multi-agent paradigm and implementing its concepts
with a decentralized coordination algorithm ease the deployment on several
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machines (with possibly different operating systems) and with different program-
ming language. The step comes after the multi-model design: domain experts can
focus on the multi-model design while computer scientists will focus on imple-
mentation stage.

7 Conclusion

The paper presented how the multi-agent paradigm through the MECSYCO
approach can be successfully applied for the smart grids multi-model simulation.
It demonstrated through examples developed in a joint project between LORIA-
INRIA and EDF R&D how multi-agent can answer the requirements of the smart
grids domain.

Three detailed examples showed a real use case (La Réunion island); a multi-
domain, multi-formalism example; and finally described a complete use case
under development. All these examples were developed in order to provide prac-
tical (multi-agent) solutions to EDF in the perspective of performing modeling
and simulation based studies instead of experiments with real demonstrators.

As short term perspectives, we envisage to integrate business tools as pre and
post processing of information: generating automatically the physical domain
from CIM (Common Information Model3) as input of the multi-simulation and
connecting business tools to visualize simulations.

Acknowledgments. This work is partially funded by EDF R&D through the strategic
project MS4SG.
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On a new approach for the simulation of transients in power systems. Electric
Power Systems Research 77(11) (2007)

4. Henderson, T.R., Roy, S., Floyd, S., Riley, G.F.: NS-3 project goals. In: Proceeding
of WNS2 2006, p. 13. ACM (2006)

5. Varga, A., Hornig, R.: An overview of the OMNeT++ simulation environment. In:
Proceedings of ICST, p. 60 (2008)

6. Enterprise Architect. http://www.sparxsystems.com.au/products/ea/index.html
7. Vangheluwe, H., De Lara, J., Mosterman, P.J.: An introduction to multi-paradigm

modelling and simulation. In: Proc. AIS2002, pp. 9–20 (2002)

3 An IEC (International Electrotechnical Commission) standard to model data in the
power grids.

http://www.3ds.com/products-services/catia/capabilities/modelica-systems-simulation-info/dymola
http://www.3ds.com/products-services/catia/capabilities/modelica-systems-simulation-info/dymola
http://www.sparxsystems.com.au/products/ea/index.html


Multi-agent Multi-model Simulation of Smart Grids in the MS4SG Project 251

8. 1516 WG - HLA Evolved Working Group: IEEE standard for modeling and sim-
ulation (M&S) high level architecture (HLA)- framework and rules. IEEE Std
1516–2010 (Revision of IEEE Std 1516–2000), pp. 1–38, August 2010

9. Siebert, J., Ciarletta, L., Chevrier, V.: Agents and artefacts for multiple models
co-evolution: building complex system simulation as a set of interacting models.
In: Proceedings of AAMAS 2010, pp. 509–516 (2010)

10. Hopkinson, K., Wang, X., Giovanini, R., Thorp, J., Birman, K., Coury, D.:
EPOCHS: a platform for agent-based electric power and communication simulation
built from commercial off-the-shelf components. IEEE T Power Systems (2006)

11. Nutaro, J., Kuruganti, P., Miller, L., Mullen, S., Shankar, M.: Integrated hybrid-
simulation of electric power and communications systems. In: IEEE PES 2007,
pp. 1–8 (2007)

12. Lin, H., Sambamoorthy, S., Shukla, S., Thorp, J., Mili, L.: Power system and
communication network co-simulation for smart grid applications. In: 2011 IEEE
PES (ISGT), pp. 1–6 (2011)

13. Galán, J.M., Izquierdo, L.R., Izquierdo, S.S., et al.: Errors and artefacts in agent-
based modelling. JASSS 12(1), 1 (2009)

14. Omicini, A., Ricci, A., Viroli, M.: Artifacts in the A&A meta-model for multi-agent
systems. AAMAS 17(3), 432–456 (2008)

15. Ricci, A., Viroli, M., Omicini, A.: Give agents their artifacts: the A&A approach for
engineering working environments in MAS. In: Proc. AAMAS 2007. ACM (2007)

16. Zeigler, B., Praehofer, H., Kim, T.: Theory of Modeling and Simulation: Integrating
Discrete Event and Continuous Complex Dynamic Systems. Academic Press (2000)

17. Vangheluwe, H.: DEVS as a common denominator for multi-formalism hybrid sys-
tems modelling. Proc. of CACSD 2000, 129–134 (2000)

18. Zeigler, B.P.: Embedding DEV&DESS in DEVS. In: Proc. of DEVS 2007 (2006)
19. Quesnel, G., Duboz, R., Versmisse, D., Ramat, É.: DEVS coupling of spatial and
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and David Soĺıs Mart́ın2
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Abstract. In this paper we present a multi-agent platform designed to
support p2p auctions on agricultural products. Experiments show that
it could be feasible to integrate a platform, which is de-centralized by
nature, into the current socioeconomic environment. The reason is that
this market is managed by hard-centralized ecosystem, and experiments
with our system show a significant reduction in marketing margins for
the benefit of consumers and producers.

1 Introduction and Motivation

In Spain, the existence of some issues in the relation between producers and inter-
mediaries in agricultural markets is well known. One can find a large number of
news that reveal the significant price increase that takes place since the product
leaves the production zone until it arrives to final consumers. This increase not
only affects to final consumers, but also producers are warning about the low
income that they get, which even could not cover production costs.

This rigid business ecosystem contrasts with the astonishing number of trans-
actions through P2P auctions, applied to very different goods and services by
means of Internet. For example, in 2001, eBay had 42 million users and it auc-
tioned 1 million items per day. Internet auctions are available to anyone with a
computer or mobile and an internet connection [2].

In this paper, we propose a Multiagent System (MAS), called iaBastos, to
provide an infrastructure to support auctions between agricultural producers
and final consumers (or retailers). More specifically, in this work we study if it
is affordable to decentralize hard-centralized markets.

Within the scope of similar markets, the use of auctions in fish markets is
well known. For example MASFIT [1] is a system where software agents live
together with human agents in the auction process of fish. In the scope of agri-
cultural products, it is usual to find only sites like http://www.arcocoag.org
or http://www.naranjasyfrutas.com, where users can search producers for a
specific product, which aims to bring that two profiles closer.

c© Springer International Publishing Switzerland 2015
Y. Demazeau et al. (Eds.): PAAMS 2015, LNAI 9086, pp. 255–258, 2015.
DOI: 10.1007/978-3-319-18944-4 21
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Fig. 1. left: MAS architecture, right: MAS ecosystem associated to iaBasto

2 iaBastos’ Architecture

The iaBastos platform provides support to a system more complex than a sim-
ple contact directory between producers and consumers; it is a complete and
autonomous auction system. Unlike MASFIT system, in this platform, there
is not any integration between human and software agents within the auction
process, in which only take part software agents (see Fig. 1).

The architecture has five main modules (see Fig. 1 left):

• Database: Django’s ORM allows to abstract the database management.
• Business module: Implements business logic (user management, authoring

and authentication) and interacts with the Database module.
• REST web services: allow the MAS to interact with the business module.
• MAS: Developed using JADE platform [5] (http://www.jade.tilab.com)

and FIPA English Auction Interaction Protocol Specification (http://www.
fipa.org/specs/fipa00031/). It performs the autonomous auction pro-
cess.

• Web and Android app: provides an user interface where auction rules can
be managed, and achieved contracts can be looked up. The android app
also provides instantaneous notifications and warnings on smartphones and
tablets.

Another key difference with respect to MASFIT -and other auction systems-
is that in our case we have three target profiles, buyers, sellers and carriers (those
providing logistics). To solve this issue we have to split the auction process in
two semi-independent auctions as it is shown in Fig. 1 (right). When the auction
system runs, it takes all rules, defined by different profiles, into the system.
Randomly, it takes the first farmer rule and starts an auction to find a buyer.
All buyers have to consider how much money they must save in order to find
a transport. After the auction between the farmer and buyers finishes, if a deal
is reached, the auction between the buyer and carriers starts. If an agreement
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is reached in both auctions, users will be notified and the system will continue
with the next farmer. Otherwise, the previous deal between farmer and buyer
will be dismissed. The auction system will continue working until any new deal
can be found.

Therefore, we can find the following software agents:

• SynAgent: this agent is responsible for getting all available rules through the
web appropriate service.

• BuyerRuleAgent: this agent represents a buyer rule and its mission is to buy
a product taking into account the constraints.

• SaleRuleAgent: this agent is responsible for selling the farmer products.
• CarrierRuleAgent: this agent represents the carrier’s behavior in order to get

a transport contract.
• BuyerAndFarmerDeal: this agent tries to find transport after a buyer has

achieved a deal with a farmer.

3 Experimentation

As we mentioned earlier, three profiles can be found in our system (see Figure 1).
After the registration process, the user has to set the rules based on his profile.
Farmers has to set products (from harvests) as well as sale rules (based on quality,
minimum sale price, minimum weight for orders, etc.); buyers has to set the buyer
rules (based on quality product, maximum buying price, kilogram range, ...) and
carriers in the same way (maximum weight per order, maximum distance,etc.).
Once the overall rule set is in the system the MAS dynamics starts.

Fig. 2. up: savings obtained by each buyer, middle: mean sale price per kilogram by
each farmer, down: total profit per kilogram obtained by each carrier
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For demonstration purposes, we have created an experimental set of produc-
ers, consumers (or retailers) and carriers around the city of Seville. To be as
realistic as possible, such agents have been geolocated in order to compute road
distances. Farmer rules (what product, what quality and the minimum sale’s
price) are designed, taking minimum price a higher value than the current sale
prices get by producers. Further, we have been created buyer and transport rules.
We have considered 68 buyer rules, 20 farmer rules and 10 carrier rules.

When the system stops, it has got 61 deals. As shown in Figure 2, most buyers
have obtained very good savings with a mean of 29%. Farmers are buying its
products to a mean price of 0.27 cents. This price is very higher than the current
mean market. Carriers offered transport to a mean of 6 cents per kilogram, with
a very low standard deviation.

4 Conclusions

This work presents a MAS-based auction system oriented to agricultural market.
The system is composed by a website, a mobile app and the multi-agent system.
Actually, it is a beta version and we are studying different agent strategies to
get a more advantageous system for all profiles (farmers, buyer and carriers) and
adding new functionalities to the website. For example, to give carriers tools for
managing his routes and deliveries.

On the initial question, whether is possible to decentralize hard-centralized
markets, we think that it is truly possible, we have margin on buyer savings
and on sale price. The only remaining doubt is if society is ready to take this
system on.
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Abstract. Multi-Agent Systems have been widely used for traffic simu-
lation. The modeling of individuals allows indeed to introduce a behav-
ioral diversity which is crucial to obtain realistic simulation outcomes.
The recent growth of open geographical databases and related flow infor-
mation provides an opportunity for enhancing traffic simulators with
data automatically retrieved from the real world and updated regularly.
We present here TrafficGen, a highly modular platform based on the
integration of such open data within a library of rule-based behaviors,
in order to provide a versatile decision support tool in traffic.

Keywords: Multi-agent simulation · GIS · Road traffic · Traffic gener-
ator · Decision support system

1 Introduction

Individual-based approaches proved very early their benefits in traffic simula-
tion [1,2], especially to assess the outcome of individual decisions at a macro-
scopic scale. But the diversity of goals of such simulations, from flow prediction
to immersive simulation to study car ergonomics, either in academic or industrial
contexts, lead to the development of dedicated tools with a lack of reusability
and adaptability. Yet, there is a growing need for simulation tools able to han-
dle and compare various scenarios and hypotheses, so as to support decision in
traffic management or public policies. More recently, the use of statistical data
to tune the behaviors of driver agents has also become a growing issue [3,4].
The TrafficGen project, which is demonstrated here, is meant as an answer to
this problematic by studying how to combine flexibility in behavior design and
model revision, together with the use of geographical data and flow information
in several open formats.

2 Main Purpose

Modular and flexible behavior modeling. In most traffic simulators, agents are in
general limited to vehicles: cars, bicycles, buses, etc. and by extension, pedestri-
ans. Those agents are in charge of modeling all the traffic complexity through
c© Springer International Publishing Switzerland 2015
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their behaviors, which are tightly dependent on the aims of the simulator. But,
in order to test and compare various scenarios or assumptions, e.g. regarding
intermodality, or drastic changes in transport policies, the key problem is rather
to endow the user with the capability of accessing explicitly (and intelligibly)
the behavioral models that reflect those assumptions, choosing those to use in a
scenario, and easily redesigning the experiments, without being forced to rewrite
any line of code.

To do so, we rely upon the “Interaction-Oriented Approach” (IODA) which
handles each entity involved in the system as an agent [5] endowed with capabilites
of interacting with the others [6]. Interactions are abstract condition/action rules
which constitute the declarative part of the models, and are designed indepen-
dently from the agents. Hence, they offer a modular and reusable way to build
and test the behaviors of all agents in various contexts. Driver habits, path plan-
ning, scripted routes, environment learning, can be modeled through this unified,
rule-based approach, and combined to build arbitrarily complex vehicle behaviors.

Exploitation of open data. Besides, we aim at using the growing amount of open
data available both in geographical information systems and in transport, in
order to enhance the realism of simulations. Regarding traffic path information,
we tackled two formats: OSM, used in the OpenStreetMap participatory project1

which provides exhaustive cartographic information, and OpenDrive2, designed
for describing road features.

Depending on the purpose of each experiment, data related to an interest
area are retrieved, then filtered to keep only relevant information (e.g. highways,
cycle lanes, or tram lines) which is also mapped to the corresponding kinds
of vehicles. Besides, special transport items such as roads, crossroads, traffic
lights, bus stops, tram stations, etc. are also represented by agents according to
the IODA approach, so that they are endowed with a behavior (even simple)
which can be modified interactively during the simulation (e.g. during market
hours some roads are closed). This allows to reduce the complexity of driver
agents by delegating part of their behaviors to infrastructure agents, in a way
close to the affordances theory [7]. In order to generate realistic populations
of vehicles, generator agents can be placed on ways and parameterized either
through probability laws or real data. Finally, additional agents measure the
characteristics of simulated vehicles (probes) so as to bridge the gap with the
macroscopic level, or introduce specific events (such as a local speed reduction
in response of pollution peaks) [8].

3 Demonstration

The TrafficGen platform demonstrated here has been built as a proof of concept
in order to asses our approach (and not currently for competing in performances
with industrial products). In this demonstration, we can select any interest area
1 http://wwww.openstreetmap.org
2 http://www.opendrive.org

http://wwww.openstreetmap.org
http://www.opendrive.org
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from OpenStreetMap, apply the filtering to select part of the available ways
within a few seconds, and run the simulation (see fig. 1). We give examples
of interactive experiments that can be carried out (road closing, local speed
reduction, etc.) and of the corresponding measurements. The level of detail can
be tuned according to the needs (fig. 2), and depending on the aims of the
experiments other transport modes can be studied within the same platform
(e.g. metro, fig. 3), by changing the filter.

Fig. 1. From an extraction of OSM data (left), the relevant ways are imported in
TrafficGen (middle) for building the appropriate environment for the simulation (right)

Fig. 2. Left: part of the city center of Lille (France) loaded in TrafficGen; right: Traffic
on French highway A23

4 Conclusion

We have presented and demonstrated the TrafficGen platform, aimed at pro-
viding a multi-purpose approach to traffic simulation, by allowing the user to
easily compare scenarios and hypotheses within actual geographical data and
flow information. This tool has proven its efficiency to model road traffic (fig. 1,
2) as well as rail (fig. 3). Ongoing work on this project focus, on the one hand,
on concrete case studies in the city of Lille (France) based on recorded traffic
measures, and on the other hand, the extension of our model towards multi-level
simulation, grounded on our previous work in this domain [9].
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Fig. 3. A simulation of the subways of Lyon (left) and Paris (right) in TrafficGen
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Abstract. The main purpose of this research is to develop an agent-based Distri-
buted Analytical Search (DAS) tool to search and query distributed data sources 
regardless of data’s location, content or format from a natural language query. 

1 Introduction 

DAS allows end users to query distributed data sources in natural language without 
having to know the source formats and locations. DAS answers queries through the 
following stages: 

• Accepts a search query from a user in natural language via a web interface. 
• Automatically translates the query to a set of sub-queries by deploying a com-

bination of planning and traditional database query optimization techniques. 
• Generates a query plan represented in XML and guide the execution by 

spawning intelligent agents with wrappers as needed for distributed sites. 
• Merges the answers returned by the agents and return them to the user. 

The distributed query execution as described above therefore avoids downloading 
large volumes of Mobility and SALUTE (size-activity-location-unit-time-equipment) 
data records from these remote tables to the host site. An example query in this con-
text that we will be using throughout the paper is “Show Salute platforms from NAIs 
with mobility no go.”  

 

Fig. 1. SALUTE and Mobility tables stored in different remote DB with some example rows 

2 Demonstration  

Figure 2 depicts a screenshot that demonstrates the main webpage for the DAS tool. 
The left side shows the User Query input, the lower right side shows the optimized 
 

NAI FROM ACTIVITY EQUIPMENT TIME SIZE

47 JSTARS Milling Vehicles 14:20 40-60

65 UAV Emplaced BMP 18:12 ?

91 LRS Meeting AK 47 10:30 100-200

20 IMINT Digging Truck 05:10 1

… … … … … …

NAI Mobility

47 Slow Go

23 No Go

49 Go

43 Go

… …

SALUTE NAI-Mobility
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Fig. 2. DAS web-based use interface 

plan in XML format, the upper right side shows the status, and the middle shows the 
merged results obtained from an Accumulo table and MySQL table. 

The user will select a domain from a dynamic list. Once a domain is selected, the 
user will begin typing a query in the textbox below the domain selection. DAS auto-
matically translates a natural language query to its equivalent SQL representation to be 
executed against structured data. We are making use of the publicly available Stanford 
parser and the dependency relations that it generates from a given sentence 
representing a user query in the context of a given database. The algorithm also makes 
use of the underlying database scheme and its content. The algorithm exploits the 
structure of the database to generate a set of candidate SQL queries, which we re-rank 
with a heuristics based ranking algorithm developed in-house. In particular we use 
linguistic dependencies in the natural language question and the metadata to build a set 
of plausible SELECT, WHERE and FROM clauses enriched with meaningful joins. 

Once the translation is complete, possible SQL queries are returned to the user. 
The list of translated queries that the user is presented with is displayed in rank order 
as shown in Figure 2. However, the “correct” translation in terms of relevancy is not 
always ranked highest due to the ambiguity of natural language. 

The user can select any translation by clicking on it and then click the execute button 
below the list of SQL translations. At this point DAS starts by preparing an execution 
plan whereby subqueries are created and optimized prior to execution. In the UI presen-
tation layer, the user is presented with the XML-based plan that DAS will execute. 

Once the plan has been created by DAS, we will know how many queries will be 
executed at a maximum, and this number will be presented to the user. In some in-
stances the number of queries planned will not be the same as the number of queries 
executed. This is primarily due to the fact that some nodes may be unavailable when 
contacted by an agent. Since it is a basic assumption that nodes will be or become 
unavailable for querying, DAS can and does continue the execution on available 
nodes. The user is presented with a new statistic so s/he are alerted to the fact that not 
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all queries will be executed and by extension that some nodes on the network are not 
available. However should unavailable nodes become available during the course of 
execution, they will be included in the execution.  

The final step in carrying out a user’s request for data is performed by the Query Ex-
ecution module. The Query Execution module controls all aspects of agent creation, 
migration, data retrieval, and collaboration. The module receives a list of sub-queries 
from the Planning and Optimization systems and generates a series of mobile agents to 
carry out these sub-queries. 
For each agent, the module 
creates an itinerary of the vari-
ous sites to be visited and the 
data retrieval and processing 
tasks to be executed at each 
site. Each mobile agent is then 
spawned and the system waits 
for the return of each agent 
with its associated data. Upon 
return, the system performs 
any required data joining, 
processing, and formatting 
before displaying the results to 
the user. 

Our mobile agent approach 
as shown in Figure 3 created 
multiple Plan Agents and Query Agents as part of the Query Execution module. These 
mobile agents were built on top of the Aglets 2.02 API along with Tahiti server run-
ning on the Java 1.8. But we now have the ability to replace Aglets with our in-house 
mobile agent platform. Aglets is a Java mobile agent platform and library. An aglet is a 
Java agent that is able to autonomously and spontaneously move from one host to 
another. The Plan Agents and Query Agents inherit the properties of an Aglet. 

Figure 4 shows the DAS demo implementation environment that we have created.  
We have set up three database servers to emulate storing and serving big data from a 
variety of environments, includ-
ing Hadoop-based cloud and a 
traditional database server. 
These servers are connected via 
a router providing fixed IP ad-
dresses to these servers, thus 
creating local area network. The 
servers are connected by a 
common maintenance terminal 
for configurations. 

The table below shows a 
comparison between distributed 
and centralized database as well 
as direct parallel querying and 
sending the Agents to remote 

Fig. 3. Plan Agent spawning Query Agents processing 
information from several databases 

Fig. 4. Agent collaboration 
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locations. Centralized DB consisted of 2.1 million rows of data stored in a SALUTE 
table in MySQL. Distributed DB consisted of three remote Databases with 0.7 million 
rows of SALUTE data per remote database. It took less than half the time to retrieve 
2.1 million records from three distributed databases than the same amount of records 
from one centralized database. There is not much difference between the direct paral-
lel approaches as opposed to sending the mobile agents remotely. 

 
 Direct  Mobile Agent 

Centralized MySQL DB  
(2.1M rows of records returned) 

7 min 43 sec 7 min 32 sec 

Distributed in 3 remote MySQL DB 
(0.7M each) 
(2.1M rows of records returned) 

3 min 22 sec 3 min 12 sec 

 
Plan Agents and Query Agents have been configured to run on both Windows and 

Ubuntu Operating systems. Testing is being done on different machines to ensure that 
the DAS system can operate in a heterogeneous environment. 

The ability to have multiple clients querying from different browsers or different 
machines has been designed and implemented. A unique session directory is created 
when a user chooses a particular translated query to execute. The plan XML docu-
ment and all the other relevant documents that are related to this particular query will 
be contained in this unique session directory. Relevant files include the status XML 
file and the partial and merged results.  

The limits of our system have been continuously subjected to stress testing by 
sending huge data results across the wires. Gigabytes of data have been loaded across 
several data sources. Up to 3 million result objects per remote data source have been 
sent through the wires. There were no issues with using the mobile Agents and we run 
into heap space issues with the direct approach. Major refactoring was implemented 
to accommodate the migration of huge data results into different machines. We con-
tinued to encounter heap space issues as we continue to increase the data and several 
steps were taken to improve performance. Memory management is continuously mo-
nitored and managed. 

3 Conclusion 

The paper presented an approach and an architecture of a distributed data base search 
system using mobile agents. DAS semantically analyzes natural language queries 
from a web-based user interface and automatically translates the queries to a set of 
subqueries by deploying a combination of planning and traditional database query 
optimization techniques. It then generates a query plan represented in XML and guide 
the execution by spawning intelligent agents with various types of wrappers as needed 
for distributed sites. The answers returned by the agents are merged appropriately and 
returned to the user. We have demonstrated DAS using a variety of data sources that 
are distributed and heterogeneous. The tool is the prime product of our company with 
big enterprises as our target market. 
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Abstract. Collaborative platforms are useful to mediate the interac-
tion among the different actors involved on a crisis management. This
paper demonstrates the grounding of the policies that regulate crisis
management activities on the concrete environment where the collabo-
rative platform is deployed. This grounded regulation is enabled by the
abstractions and constructs of the Situated Artificial Institution model.

1 Introduction

Crisis management deals with disasters such as flooding, car crashes, etc. Given
the inherent distributed and decentralized nature of crisis management, multi-
agent systems (MAS) are a well suited approach to conceive collaborative man-
agement platforms to mediate the interaction among the different (and possibly
distant) actors involved on this activity (e.g. police, firefighters, citizens, etc).
A key issue on crisis management, that must be considered in the collaborative
platforms, are the overall policies that regulate and coordinate the autonomous
actions of the different actors. To be effective, the norms expressing the policies
related to the crisis management must be anchored in the physical environment
where the collaboration takes place. For example, a norm stating that the mayor
is obliged to command an evacuation will be effective when an specific actor is
identified as mayor and when a specific action is interpreted as a command
to evacuation (Figure 1). This demonstration shows how a Situated Artificial
Institution (SAI), as conceived in [1], anchors the norms regulating the crisis
management on a collaborative platform deployed on a network of TangiSense
tables [2,3].

2 Main Purpose

The collaborative crisis management platform conceived in [3] is deployed on
a network of TangiSense tables [2]. This is the environment where the human
actors act. They put tangible objects equipped with RFID tags on the table
c© Springer International Publishing Switzerland 2015
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The mayor is obliged to command evacuation 

mayor command evacuation 

count as count as

Norms

Status 
Functions

Constitutive 
Rules

Environment

table_mayor

Fig. 1. SAI overview

to signal their intended actions on the crisis management. Since these tangible
interactions do not have per se any meaning in the crisis management, it is nec-
essary to institutionalize the facts occurring in the environment, giving them the
proper meaning in the particular application (e.g. the tangible B in the position
(C,D) counts as the evacuation of the downtown). Such institutionalization is
important to the regulation of the scenario that is, ultimately, the regulation of
the activities of the actors in the tangible equipments.

To provide this anchoring of the regulation in the environment, we turn to
Situated Artificial Institution (SAI), as proposed in [1]. SAI provides the abstrac-
tions and constructs to ground the norms on the environment. Norms on SAI do
not point to the concrete elements implementing the system. Rather, they refer
to status functions, that are the institutional interpretation of environmental
facts. This interpretation is specified through constitutive rules. The main pur-
pose of this demonstration is to show norms, status functions and constitutive
rules, as conceived and arranged in SAI, providing the regulation to the crisis
management scenario based on facts that do not have, themselves, meaning in
such scenario. The focus is on the SAI rather than on the tangible equipments.
The SAI platform handles the informations coming from the environment and,
according to the SAI specification, performs the constitution of status functions,
i.e. relates the status functions to the environmental elements. The constitution
determines then the activations, fulfilments, violations, etc, of the norms.

3 Demonstration

We consider a simplified use case where the goal is to evacuate a zone. The actors,
in this activity, are (i) the Mayor, that in charge to evacuate (or to command
it) a secure zone and (ii) the Firefighters (FF), that are in charge to evacuate
insecure zones.

This use case is realized in an environment composed of two tables, identi-
fied as table mayor, and table fire brigade, used by the mayor and FF respec-
tively. From the SAI perspective, the agents are also part of the environment.
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The relevant events that may occur in the environment are (i) checkin(AgentID,
TableID), triggered when the agent AgentID checks into the table TableID,
and (ii) putTangible(TableID,TangiID,X,Y,AgentID), triggered when the agent
AgentID puts a tangible TangiID on the coordinates (X,Y ) of TableID. The
relevant environmental properties that compose the environmental state, pro-
vided by databases, GIS, etc, are (i) nbInhabitants(ZoneID,X) holding when the
ZoneID has X inhabitants and (ii) security phase(ZoneID, Phase) holding when
the ZoneID is on security phase Phase ∈ {preventive, emergency}.

The SAI specification that defines the situated regulation of the scenario is
illustrated below:

status functions:
agents: mayor, firefighter.

events: evacuate(Zone).

states: secure(Zone), insecure(Zone), electric risky(Zone).

norms:
/*The mayor is permitted to evacuate secure zones*/

1: secure(downtown): mayor permitted evacuate(downtown)

/*The mayor is prohibited to evacuate insecure zones*/

2: insecure(downtown): mayor prohibited evacuate(downtown).

/*Firefighters are prohibited to evacuate secure zones*/

3: secure(downtown): firefighter prohibited evacuate(downtown).

/*The firefighter is obliged to evacuate insecure zones*/

4: insecure(downtown): firefighter obliged evacuate(downtown).

constitutive rules
/*** Agent-Status Functions constitutive rules ***/

/*Actors carry the status functions according to their check in the tables*/

1: Actor count-as mayor

when checkin(table mayor,Actor) while not(Other is mayor)|Other==Actor.

2: Actor count-as firefighter when checkin(table fire brigade,Actor).

/*** Event-Status Functions constitutive rules ***/

/*Mayor putting tangibleObject1 on (15,20) means the mayor evacuating the downtown*/

3: putTangible( ,tangibleObject1,15,20,Actor) count-as evacuate(downtown)

while Actor is mayor.

/*FF putting tangibleObject2 on (15,20) means the FF evacuating the downtown*/

4: putTangible( ,tangibleObject2,15,20,Actor) count-as evacuate(downtown)

while Actor is firefighter.

/*** State-Status Functions constitutive rules ***/

/*A zone in preventive phase is secure if it does not poses electrical risks

and if it has at most 500 inhabitants*/.

5: security phase(Zone,preventive) count-as secure(Zone)

while not(electric risky(Zone)) &

((nbInhabit(Zone,X)& X<=500) | (phase(Zone,preventive) is secure(Zone)))

/*A zone in preventive phase is insecure if it poses electrical risks*/.

6: security phase(Zone,preventive) count-as insecure(Zone)

while electric risky(Zone).

/*A zone in emergency phase is insecure*/

7: security phase(Zone,emergency) count-as insecure(Zone).

/*The downtown is electric risky if the firefighter puts the tangible tangibleObject3 on (15,20)*/

8: count-as electric risky(downtown)

when putTangiNote( ,tangibleObject3,15,20,Actor) while Actor is firefighter.

The norms define the expected behaviour of the agents on the crisis man-
agement. For example, the norm 1 states that, when the downtown is secure,
the mayor is permitted to perform a tangible interaction that, from the institu-
tional perspective, means the evacuation of the downtown. On other hand, it is
prohibited to do that when the downtown is insecure (norm 2). Firefighters, on
their turn, are prohibited to evacuate the downtown when it is considered secure
(norm 3) but are obliged to evacuate it when it is considered insecure (norm 4).

Note that the norms do not refer to the concrete elements of the environment.
They do not specify neither who is the mayor and the firefighter, nor which
tangible interaction is considered an evacuation, nor when a zone is considered
secure or insecure. These components of the norms are status functions that
are constituted by environmental elements according to the specified constitutive
rules. The constitutive rules 1 and 2 define that the actor that act on the tangible
equipments producing the event checkin(Actor,Table) carries the status function
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of mayor or firefighter. They define, thus, who are the actors targeted by the
norms. The constitutive rules 3 and 4 define the tangible interactions that mean,
in the institution, the evacuation of the downtown, defining thus, what the actors
must do or avoid to comply with the norms.

While the constitutive rules 1 to 4 define the concrete actors and tangi-
ble interactions related to the norms, the constitutive rules 5-8 define the con-
crete situations that, from the institutional perspective, mean that downtown is
either secure or insecure. The constitutive rule 5 defines that the property secu-
rity phase(downtown,preventive) holding in the environment means, from the
institutional perspective, that the downtown is secure if (i) the it does not pose
electrical risks and (ii) if the it has, at most, 100 inhabitants. Note that while
the number of inhabitants is a property of the environment, a Zone is electrical
risky if the firefighter puts the tangible object tangibleObject3 on the coordi-
nates (15, 20) of the table (constitutive rule 8). By the constitutive rules 6 and
7, the downtown is insecure either when the environment indicates that crisis
management is on emergency phase or when it is considered electrical risky.

4 Conclusion

The policies referring to crisis management activities are not related per se to
the concrete interaction on the tangible equipments. On other hand, the concrete
elements involved on the tangible interactions do not have, per se, any meaning
in the crisis management. This paper demonstrates how the SAI model, through
its abstractions and constructs, conciliates these two dimensions, grounding the
policies of crisis management on the environment where the collaboration takes
place. SAI provides two levels of interpretation to the tangible interactions: first,
they are interpreted as elements of the crisis management domain and, then,
interpreted as either valid or invalid interactions on crisis management.
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Abstract. The need to provide realistic feedback against decisions made
within business games is a requirement if business games are to continue
to remain relevant in training towards increasingly complex business sce-
narios. We attempt to address this problem by using software agents to
simulate individuals and to model their actions in response to business
decisions. In our initial studies we use agent technologies to simulate con-
sumers who will make buying decisions based on their own preferences
and those within their social network. Other applications are search for
structure in complex contexts, or verification of predicted values based
on theoretical considerations. In this demo paper we present the tool set
AGADE (Agile Agent Development Environment) which incorporates
agent based and semantic technologies to address this. It is applied to
simulate different market mechanisms in a mobile phone market.

Keywords: Multi-agent system · BDI · OWL ontology · Market simu-
lation · Human behaviour

1 Introduction

Traditionally, business games attempt to model real world business scenarios.
They are typically based on mathematical models where cause-and-effect rela-
tionships are basically represented in difference and differential equations. Agent-
based systems are perfectly suited to describe individuals and their behaviour
rather than effects through equations and thresholds. Behaviour can be modelled
for each agent and its effects on the comprising environment can be determined
by running simulations. The BDI software model (belief-desire-intention) pro-
vides a common well established approach for building multi-agent simulations.
Moreover ontologies can be used to make world knowledge available to the agents
which can then determine their actions in accordance with this knowledge. We
demonstrate how ontologies can be integrated into the BDI concept namely into
the popular agent framework Jadex [4]. Each agent will maintain its knowledge
c© Springer International Publishing Switzerland 2015
Y. Demazeau et al. (Eds.): PAAMS 2015, LNAI 9086, pp. 271–274, 2015.
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in an individual ontology and then access this dynamically during runtime. The
generic approach will allow the simulation of different scenarios which can easily
be modelled by creating appropriate ontologies. The approach is implemented in
an interactive round based multi-agent simulation tool (AGADE). It was applied
to simulate different market mechanisms in a mobile phone market, which will
be presented in this demonstration.

2 Main Purpose

AGADE aims at providing an integrated environment in which round based
multi-agent simulations can be modelled and executed. Its emphasis lies on mod-
elling individuals that are aware of their environment, have knowledge and are
able to learn. A means for that is integrating ontologies and multi-agent systems
so that the modelling of knowledge is shifted to writing OWL ontologies. Pow-
erful inference engines are then available and can be exploited from within the
BDI infrastructure.

3 Demonstration

AGADE is a round based multi-agent tool set designed to support the devel-
opment and calibration of dynamic business scenarios. It is based on the Jadex
framework which allows the definition of BDI agents. Agents are active parts of
a complex social structure, allowing them to not only communicate but also to
permanently learn from each other.

In our case study of a mobile phone market we have to distinguish between
customer and seller agents. Therefore we have to define two types of agents and
the number of agents each type that are to take part in the simulation. Before
starting a simulation we have to define the social structure comprised of the
mutual relations of all agents. We provide an adjacency matrix (see Fig. 1) in
which we can manually define the who knows whom relations or calculate them
using an appropriate algorithm such as Barabasi’s preferential attachment [1].
Influence matrices quantify the mutual influence agents may have. Addition-
ally other relational aspects (each with its own adjacency and influence matrix
respectively) can be built e.g. random graph like structures. These matrices can
be used to define the degree of technical understanding an agent a attributes
to another agent b or the quantified degree to which one agent is affected by
another.

Each agent is equipped with its own inference engine (reasoner) and private
ontology which is accessed using the OWL API [3]. Social aspects and informa-
tion about the agent’s current state are mapped to the ontology. The simulation
itself can be controlled using the GUI displayed in Fig. 2. On the top of the GUI
the control buttons are located: Because of AGADE’s round-based approach,
between any two rounds a simulation can be halted so that further inspections
of the current state of affairs are possible. Simulation data is displayed continu-
ously.
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Fig. 1. Adjacency matrix setup Fig. 2. AGADE simulation GUI

On the right hand side of the screen there is a graphical display of the social
structure formed by all participating agents. The vertices of the graph represent
the agents using different shapes for different agent types and different sizes to
indicate the popularity (the amount of edges connected to them) of an agent.
The agent types are visualised by different geometrical forms: squares represent
sellers and consumers are represented by circles. The edges between the vertices
depict the relations of the agents giving a precise description of each relation as
they are labelled with the respective relation indices. The colours of the consumer
vertices indicate the state of the respective agents e.g. the happiness with their
current product.

On a very abstract level AGADE (see Fig. 3) knows two different kinds of
BDI agents: A director type agent that acts as some kind of conductor for the
simulation which triggers the beginning of each new round and participant type
that comprises any kind of agent participating in the simulation (i.e. consumer
and seller).

Fig. 3. Abstract view on the AGADE architecture
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Each round is composed of four phases:

Control phase. The director processes commands issued by the user during
execution of the last round. GUI components are updated.

Calculation phase. The director tells every single participant to make its nec-
essary calculations (e. g. updating its happiness value).

Socialisation phase. Agents update their mutual relationships and possibly
build new relationships.

Acting phase. The next agent actions are triggered. This depends on the indi-
vidual state and the rules expressed in the agent’s ontology.

Note that the ontology based belief base leads to a very flexible architecture,
because important aspects of the agent do not have to be coded statically any
more but may be expressed in the rules of the ontology.

4 Conclusion

The demonstration shows that multi-agent simulations can indeed be created by
modelling agent behaviour through OWL ontologies and integrating that with
the BDI concept. This reduces programming efforts as it is no longer necessary
to code the complete agent logic in a programming language. Together with
AGADE’s ability to define social environments for the agents realistic simula-
tions of real world scenarios can be built. Proof of concept was given in a case
study with a scenario where agents are part of a typical social structure (small
world network) [2]. The tool is designed to carry arbitrary simulations as long as
the underlying structures of the scenario can be modelled by means of ontologies
(individual aspect) and social structure.
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Abstract. BactoSim is an agent-based platform for simulating the con-
jugation in spatially structured bacterial populations, which are the con-
ditions typically found on naturally occurring colonies such as biofilms
or in agar-based laboratory cultures. The model provides a set of key
indicators which can be visualized in real time as the simulation evolves
and saved as for further analysis.

1 Introduction

The bacterial conjugation is a natural process where bacterial cells interchange
circular DNA fragments known as plasmids. Conjugative plasmids are the vehi-
cles of antibiotic resistance spreading in hospitals and also may carry genes
which are responsible for bacterial virulence and pathogenicity [2]. Therefore
it is worth to understand how they are propagated and that is the key point
where individual-based models come to help to shed light over the inner intri-
cacies of the process. The most common strategy for modeling conjugation was
some variation of differential equations with mass action kinetics using whole
population data for model calibration. But one of the main drawbacks of this
approach is that it fails to take into account local variations and assume well-
mixed environments which clearly are not realistic assumptions. In order to
produce a more structurally realistic representation for conjugation, a spatially
explicit individual-based model is required where agents have their own individ-
ual internal state and interact only with their closest neighbors being the changes
in spatial position of agents exclusively consequence of the shoving relaxation
due to the colony growth process.The BactoSim code and binaries are available
for download1. The simulator is part of project European project PLASWIRES
which also includes the simulator BactoSim II [1].

2 Main Purpose

In this paper we provide a brief overview of the BactoSim simulation platform.
The main objective of the software is to provide a computational workbench for
1 http://goo.gl/TDGxNr
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using bacterial plasmid as a ”wiring protocol” for harnessing the power of bac-
terial cell-cell communication as a tool for multicellular synthetic biology. This
is achieved using an integrative approach where molecular level and individual-
based observations are incorporated within the simulation model. Hence all rel-
evant data about the system under study is used as model parameters and to
implement the model rule base. This is a bottom-up approach where we specify
how agents must evolve thereby producing an emergent global behavior. That
kind of models is also useful for producing new insights about the process being
studied, suggesting sometimes counter intuitive ideas about what local processes
are responsible for some global system comportment. The simulation software
was developed using the Repast Symphony multi-agent simulation platform [3].

3 Demonstration

The simulation model is comprised by a discrete set of agents each of them
representing a single bacterial cell βi, i = 1 . . . N where N is the current popu-
lation size at the simulated time t. The agents interact with other agents and
with the environment which holds some amount of nutrient. The environment is
implemented using a value layer of repast framework [3]. The βi agents lives and
evolve in a computational domain represented as a 1000 × 1000 discrete2 grid,
corresponding to a real surface of 1mm2. In approximately 20 minutes of wall
clock, BactoSim is able to simulate 600 minutes of colony growth with a final
population of 105 bacterial cells.

The bacterial cells evolve during the simulated time having their state vari-
ables updated by some processes representing the intra and intercellular behav-
ior of every agent βi. Hence, at a functional high level, the model have a set
of processes P = (p1 . . . p5) each of them standing respectively for the Uptake,
Diffusion, Division, T4SS expression (a protein needed for plasmid conjugation),
Shoving relaxation and finally the Conjugation. The execution of these processes
is shuffled in order to avoid any bias and the state of agents and the value layer
holding the nutrient particles are updated asynchronously. The bacterial cells
have three different states, namely R, D and T standing respectively for plasmid
free (or recipient cells), plasmid donors (cells originally infected by plasmid) and
transconjugant cells which are those plasmid free cells that have been infected
by a donor or transconjugant cell.

The model requires the input of two groups of parameters, the first group is
related to the definition of virtual plasmid-host features which will be simulated
and the second group allows the specification of the initial population sizes. The
first group includes the parameters G which is the doubling time for plasmid free
cells3, the point of cell cycle where conjugation is deemed most prone to happen
[4], the T4SS expression and the conjugation cost. The value of γ0 must be also
introduced, that parameter tells the model how many conjugations, on average,
2 Actually it is implemented as a repast multiOccupancy2D allowing cells to overlap
in some extent, in the same way it really happens in a real bacterial colony.

3 The values of doubling time for D and T cells are both emergent properties of model.
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(a) Initialization (b) t = 600 minutes

Fig. 1. The BactoSim Virtual Agar-Plate view for simulated version of R1 plasmid.
The color scheme used is green for R cells, red for D cells and blue for T cells. The
light-green, light-read and light-blue colors are used to represent depleted nutrient
zones where cells are no longer dividing.

(a) T/(T + R) (b) Population (c) Doubling time

(d) γ0 (e) R0 (f) % Horizontal

Fig. 2. Sample of the output provided by the BactoSim model
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are performed by bacterial cells. Model requires also two flags which allow the
definition of repressed and conjugative plasmids.

The second group of parameters includes the value of N0 or the initial popu-
lation size which must be introduced in the model as a concentration in cells/ml
and the initial proportion of donor cells as a percentage of N0. Besides of these
two groups the model has an optional parameter for a polynomial equation fitted
to the experimental data which serve as a simple visual assessment of the quality
of simulated data, an example of this can be seen in Figure 2a.

The model generates a lot of output with both quantitative and qualitative
data about the evolution of the agents and the colony global outcomes. With
respect to qualitative data a sample output is show in Figure 1 which represents,
in some extent, a virtual agar-plate where bacterial agents interact and evolve
during the simulated time.

The virtual-plate provides a simple visual tool to assess whether the colony is
growing in a realistic pattern. Besides of the ”plate view”, BactoSim generates
six performance indicators shown in Figure 2: the T/(T + R) rate in Figure
2a, the population size and the doubling time in Figure 2b and 2c, the γ0,
R0 (Basic Reproduction Number) and the ratio of new infections caused by
horizontal transfers in Figures 2d, 2e and 2f respectively

4 Conclusions

In this paper we have presented the main features of BactoSim simulation envi-
ronment and the master lines which have been used to implement the conjugation
model and it is worth to mention that it is still an ongoing process. As has been
outlined the objective of our model is twofold, on the one hand it is intended to
be a predictive tool and on the other hand the model is a helpful tool to gather
insights on the intra-cellular process which are building the global dynamics of
the conjugation cell-cell communication at a whole colony level.
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Abstract. Smart mobile devices have fostered new interaction scenarios
that demand sophisticated interfaces. The main developers of operating
systems for such devices have provided APIs for developers to implement
their own applications, including different solutions for developing graph-
ical interfaces, sensor control and voice interaction. In this paper, we
describe a context-aware multimodal conversational agent for Android-
based mobile devices that dynamically incorporate user specific require-
ments and preferences as well as characteristics about the interaction
environment, in order to improve and personalize the service that is
provided.

Keywords: Human-agent interaction · User interfaces · Conversational
agents · Spoken and multimodal interaction · Mobile devices · Android

1 Introduction

Multimodal interactive systems offer the user combinations of input and output
modalities for interacting with mobile devices, taking advantage of the natural-
ness of speech [1]. Different vendors offer APIs for the development of applica-
tions that use speech as a possible input and output modality, but developers
have to design ad-hoc solutions to implement the interaction management.

Speech access is then a solution to the shrinking size of mobile devices (both
keyboards to provide information and displays to see the results). Besides, speech
interfaces facilitate the access to multiagent systems [2], especially in environ-
ments where this access is not possible using traditional input interfaces (e.g.,
keyboard and mouse). It also facilitates information access for people with visual
or motor disabilities.

In this paper we describe a practical application showing how context-aware
multimodal conversational agents can be easily integrated in hand-held Android
mobile devices. The developed Android conversational agent uses geographical
context in order to provide different location services to its users.

This work was supported in part by Projects MINECO TEC2012-37832-C02-01,
CICYT TEC2011-28626-C02-02, CAM CONTEXTS (S2009/TIC-1485).
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2 Main Purpose

Our proposal is focused on the development of multimodal conversational agents
for mobile devices operating with the Android OS [3]. Our proposal integrates
the Google Speech API to include the speech recognition functionality in a mul-
timodal conversational agent. The development of multimodal systems involves
user inputs through two or more combined modes, which usually complement
spoken interaction by also adding the possibility of textual and tactile inputs pro-
vided using physical or virtual keyboards and the screen. In our contribution,
we also model the context of the interaction as an additional valuable informa-
tion source to be considered in the fusion process. We propose the acquisition of
external context by means of the use of sensors currently supported by Android
devices. The Android sensor framework (android.hardware package) allows to
access these sensors and acquire raw sensor data.

The dialog manager of the system is based on a previously developed statisti-
cal methodology [4]. The visual structure of the user interface (UI) is defined by
means of layouts, which are defined by declaring UI elements in XML or instanti-
ating layouts elements at runtime. Finally, we propose the use of the Google TTS
API to include the text-to-speech functionality. The android.speech.tts package
includes the classes and interfaces required to integrate text-to-speech synthesis
in an Android application.

3 Demonstration

We have developed a practical multimodal city street and entertainment guide
for Android-based mobile devices. The app can be operated visually and orally.
As a city guide, it is able to locate interesting sites near the current position of
the user or a different starting point indicated by the user. It is able to locate sites
such as banks, libraries or restaurants and to retrieve and display information
about these sites, visualize their position in different maps, show routes and
information, and navigate (Figure 1).

Also, the user can introduce and describe his own points of interest, which
can be either permanent, e.g. preferred pub; or temporal, e.g. placed where
he parked or a meeting point (Figure 2). As an entertainment guide, it also
facilitates information about movies, theaters and other cultural activities. The
information is provided in Spanish.

In order to provide the functionalities described, the system engages in a
dialog with the user to retrieve different pieces of information that are com-
plemented with the context-awareness capabilities of the system. This way, the
system response is adapted taking into account the specific preferences and sug-
gestions selected by the users, as well as to the context in which the interaction
takes place.

The statistical models for the user’s intention recognizer and dialog manage-
ment modules were learned using a corpus acquired by means of an automatic
dialog generation technique previously developed [5]. The application also allows
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Fig. 1. System functionality to look for specific places and show the corresponding
information

Fig. 2. “Where is my car?” functionality and configuration options for the agent

users to complete a profile corresponding to their preferences on the location of
the initial maps, preferred travel facilities, preferred types of stores, and specific
details for each one of them. With regard to cultural activities, the application
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collects user preferences (sports, movies, music, and museums) and film affinities
(gender, country, year range, categories to be excluded, or favorite theaters).

The developed multimodal conversational agent uses Google Maps, Google
Directions and Google Places. Google Maps Android API makes it possible to
show an interactive map in response to a certain query. It is possible to add
markers or zoom to a particular area, also to include images such as icons, high-
lighted areas and routes. Google Directions is a service that computes routes to
reach a certain spot walking, on public transport or bicycle, and it is possible to
specify the origin and destination as well as certain intermediate spots. Google
Places shows detailed information about sites corresponding to number of cate-
gories currently including 80 million commerces and other interesting sites. Each
of them include information verified by the owners and moderated contributors.
The application also employs the android.speech libraries described in the pre-
vious section.

4 Conclusions

In this paper we have described a practical application of combining conversa-
tional agents and hand-held Android mobile devices to develop context-aware
multimodal applications. The developed Android conversational agent uses geo-
graphical context in order to provide different location services to its users. To
develop this system we have defined the complete requirements for the task and
developed the different modules, and the necessary information to be incorpo-
rated in user profiles.

We are currently undergoing the next phases in the deployment of the appli-
cation. We want to carry out a detailed study of the user rejections of system-
hypothesized actions using the values extracted from the user profile, and study
the benefits that could be derived from including additional features in the user
intention recognition model related to the user emotional state. With the results
of these activities, we will optimize the system, and make it available the in
Google Play.
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5. Griol, D., Carbó, J., Molina, J.: An Automatic Dialog Simulation Technique to
Develop and Evaluate Interactive Conversational Agents. Applied Artificial Intel-
ligence 27(9), 759–780 (2013)



© Springer International Publishing Switzerland 2015 
Y. Demazeau et al. (Eds.): PAAMS 2015, LNAI 9086, pp. 284–287, 2015. 
DOI: 10.1007/978-3-319-18944-4_28 

EXPLAIN_MAS: An Agent Behavior Explanation System 

Aroua Hedhili Sbaï () and Wided Lejouad Chaari 

National School of Computer Studies (ENSI), University of Manouba, Tunis, Tunisia 
{aroua.hedhili,wided.chaari}@ensi.rnu.tn 

Abstract. Agent-Based Simulations are well adapted to model complex social 
systems in various domains. The simulation is considered as an efficient way to 
predict, to explore and to test hypothesis for problems that cannot be reproduced 
in the real world. We are convinced and we fully believe that the simulation  
of complex systems requires the development and the execution of a complex 
Multi-Agent System (MAS). To face this complexity, users need to understand 
how such a complex MAS operates. This paper focuses on the explanation of 
agents’ behaviors and their way to act and interact. For this purpose, we propose 
to associate the MAS with a Knowledge Based System for Explanation (KBSE) 
called EXPLAIN_MAS. 

Keywords: Agent behavior · Reasoning explanation · Causal map · Simulation 

1 Introduction 

Multi-Agent Systems (MAS) have, on the one hand, the traditional advantages of the 
resolution of problems as modularity, parallelism and reliability. On the other hand, 
they inherit the attractive features of the artificial intelligence as the symbolic treat-
ment of knowledge. In addition, they support sophisticated scenario of interactions 
(cooperation, coordination, negotiation). These aspects have classified MAS as com-
plex systems marked by the lack of a global control. In fact, agents use their own 
knowledge, their environment perceptions and their interactions to reach their goals. 
So, we consider that it is crucial to elucidate, to interpret and to deal with the proceed-
ing of the intelligent resolution of agents in a dynamic, complex, and open system. In 
order to deal with this issue, first, we focused on the explanation in knowledge based 
systems particularly expert systems. Second, we reviewed the existing works in MAS 
area. In this context, there are two directions that have underlined these works: The 
auto-explanation [1] and the modular one [2]. We think that the presented directions 
have limits. In fact, the auto-explanation starts with the design and the development of 
the MAS, so it could not be applied in already developed systems. Then, it affects the 
system performance by overloading the agent; each agent should resolve a problem 
and at the same time deal with the explanation process. The proposed approaches in 
the second direction depend on the application domain and the development platform. 
Furthermore, explanation mechanisms in expert systems cannot be applied directly in 
MAS considering their features (parallelism, interaction, etc.). In order to overcome 
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the above limits, we are realizing a separate modular explanation system. This system 
is dynamic and independent of the functionality of the system to explain, and the type 
of involved agents.   

2 Main Purpose 

We propose in this paper an intelligent approach. This approach consists in three 
principal modules: an observation module, a modeling module and an interpretation 
one. The observation module presents the knowledge acquisition phase. It detects 
agents' activities and collects their execution context in what we called an explanation 
structure presented as the tuple <K, A, G, R> (Knowledge, Action, Goal, Relation). 
The tuple attributes point out the explanatory knowledge. These knowledge describe 
the main reasoning concepts for each agent "i" at a moment "t" in the tuple  
< , , , > [3]. We consider that the explanatory knowledge could 
not reflect an explanation of agent performed actions, they are deprived of a clear and 
a semantic explanation. Consequently, we identify the causal links between these 
knowledge attributes to elucidate the cause/effect relationships among visualized 
events. So, we proceed according to different levels of construction in order to build 
connected causal maps in what we call an Extended Causal Map (ECM) [3]. These 
levels denote several types of causal links. The first level presents a temporal one. It 
describes a causal graph where the concepts are the reasoning states, . These con-
cepts express the detected agents’ behaviors while the graph arrows ( , ) show 
the alteration between behaviors. Each observed behavior depicted in the graph con-
cept is represented in our case with the explanatory knowledge collected in the tuple  
<K, A, G, R>.  Therefore, from this level we generate a second level, labeled hori-
zontal level, that indicates the causal relations between the tuple attributes. Further-
more, we recognize additional causal links via the temporal relation depicted between 

 and that refer to the detected behaviors of, on the one hand, the same agent, 
and on the other hand, of different agents. So, we consider that there are causal rela-
tions between explanatory knowledge collected at the moment  in the tuple 
< , , , > and the ones collected at the moment  in the tuple 
< , , , >  for the same agent. These relationships out-
line an internal vertical level in the ECM. This level indicates the causal relations 
between the actions performed by the agent and its satisfied goals. Then, we note that 
the relation between the behaviors of different agents of the MAS depends on the 
interaction process elaborated between these entities. We remind that each performed 
communication act is detected by the observation module, and its execution parame-
ters are stored in the attributes  and . So, we focus on these attributes for each 
agent at different moments to describe and analyze the established interactions. We 
create these causal maps in what we call an external vertical level based on the per-
formatives of the agent communication language. This level presents the causal links 
between the explanatory knowledge acquired at the moment "t" of the agent "i", 
< , , , > , and the ones acquired at a moment " t' "of the agent "j", 
< , , , >. Further, a knowledge representation model as a graph 
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could provide a visual interpretation in terms of a set of relationships between con-
cepts. Such interpretation is easier if the graph has a limited number of nodes and 
arrows. This is not the case of our ECM elaborated for complex systems like MAS. 
So, we propose to associate this causal map with an interpretation formalism to de-
duce a  knowledge for explanation. We define the CAUMEL language [4] based on 
the first-order and the temporal logics.  

3 Demonstration 

Our work has been validated on a MAS simulation of large scale emergency rescue 
SimGenis [3].  The interface depicted in the figure 1 shows the required tabs to con-
figure this application. When the simulation is launched, the explanation is triggered.  

 

Fig. 1. SimGenis interface 

First, each action performed by agents is observed and the explanatory knowledge 
are acquired in real time. The observation module is developed using the aspect-oriented 
programming with the AspectWerkz1  tool.  Then, the appropriate causal map is built 
according to the different levels (temporal, horizontal, internal vertical, external vertic-
al). We present in the figure 2 some 3D causal maps generated, during the SimGenis 
execution. Eventually, each produced map is interpreted and translated to predicates 
using CAUMEL. In the second part of the figure 2, we point out some of these predi-
cates. The interface contains a narrator agent to report the explanation process.  

                                                           
1  http://aspectwerkz.codehaus.org/ 
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1 Introduction

When provided with the support of proper development and maintenance tools,
programmers are more likely to work efficiently and produce high-quality soft-
ware [1,2]. A mature and professional Integrated Development Environment
(IDE) provides the required tools in an integrated manner and allows those
tools to be easily adapted for use in new contexts as well [3].

Providing these capabilities for agent-oriented programming (AOP) is not
trivial. Specific features of agents like decision cycles, rule-based evaluations,
mental states, external environments, and embedded knowledge representation
(KR) technologies pose specific challenges to the design and development of
an IDE for AOP. These challenges significantly differ from object-oriented or
functional programming for example, as those paradigms do not (inherently) deal
with for instance distributed execution, database inspection, and logic inference.

In this paper, we present a mature and professional IDE for the multi-
agent programming language GOAL1 [4]. In contrast to other AOP devel-
opment environments, our approach is novel, as we fully integrate all agent
and agent-environment development tools within one environment. Other AOP
development environments are generally composed of several standalone tools
[5]. For instance, running or debugging an agent after editing its program code
is usually performed in a separate application (pop-up).

2 Main Purpose: MAS Development Tool

In order to obtain the requirements for the design of a full-fledged development
environment, the needs of a developer in all areas of the (agent) software devel-
opment process have been identified. These design requirements can be split
into three distinct areas of application, reflecting the three different phases of a
software development process [2,6]: development, analysis, and debugging.

Debugging is especially important but also especially hard in a rule-based
context [7]. A direct insight into the relationship between an agent’s exhib-
ited behavior and its program code should be provided whilst debugging. More-
over, the display of a mental state should have advanced features like sorting or
1 https://ii.tudelft.nl/trac/goal

https://github.com/goalhub
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searching, making them easier to use, especially when a large number of objects
is present in such a state. To facilitate program development and analysis, the
code-editor should be up-to-date with the latest industry-standards such as auto-
completion and a source outline. In addition, the execution platform or mental
state inspector should not be separated from the editing environment. This does
not only prevent a developer from having to use (and thus familiarize with) dif-
ferent interfaces, but also ensures a developer is not forced to use a large amount
of programs or windows simultaneously. Significant room for improvement exists
[5], and the whole field of AOP might benefit from the creation of a mature and
adaptable agent programming IDE that raises the standard.

3 Demonstration: Eclipse for GOAL

In this section, we will discuss the GOAL programming language, its new IDE
in Eclipse, and the development of accompanying educational environments.

GOAL Agents. GOAL is a language for programming autonomous decision sys-
tems at the knowledge level with a rich set of language features. Knowledge,
beliefs and declarative goals are used to specify the (desired) state of an envi-
ronment. The programming language facilitates the specification of strategies or
policies inspired by human common sense decision making. A strategy is specified
as a set of condition-action rules where conditions are evaluated on an agent’s
mental state. Actions can be either internal or external. An external action is an
action that is performed by the agent’s corresponding entity in an environment,
whilst an internal action only affects the agent itself. A KR language is used to
represent the information agents have about such an environment in order to
achieve their goals. GOAL does not commit to any particular KR language. A
hierarchical structure can be imposed on the decision making processes by using
modules, facilitating encapsulation and reuse.

Eclipse IDE. The presented IDE for GOAL uses the Eclipse platform to pro-
vide a full-fledged development environment for agent programmers, integrating
all agent and agent-environment development tools in a single well-established
setting. The Eclipse platform is based on an open architecture in which each plug-
in can focus on a specific feature, adding new functionalities without impact to
other tools [8]. This allows for building on top of well-known existing frameworks.
By using Eclipse and the DLTK framework [9], for example, a state-of-the-art
editor for GOAL has been created. Its features include syntax highlighting, auto-
completion, a code outline, code templates, bracket matching, and code folding.
By using a newly designed ANTLR 4 grammar [10], specifically its new ‘lex-
ical modes’ feature for ‘language islands’, exchangeable support for embedded
KR languages is provided. In addition, a testing framework for the validation of
agents based on temporal operators has been created.

The debugger implementation makes use of the DBGP protocol [11]. By
representing each agent as a thread, run, pause (break), and kill (stop) actions are
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automatically provided. A ‘debug model’ is used to customize the presentation
of these threads, allowing a display of an agent’s runstate. When a thread is in a
paused state, the mechanisms provided by Eclipse and DBGP are used to display
the mental state of an agent in a sortable and searchable manner. Finally, a
code stepping mechanism is enabled for paused threads. This mechanism allows
a developer to execute a program in a step-wise fashion, halting on specific
instructions and thus facilitating the evaluation of the effects of specific code
sections. The resulting debugger interface is illustrated in Fig. 1.

Fig. 1. A feature highlight of the debugging interface for GOAL agents in Eclipse

Agent Environments. The integration of all of these agent development tools
within the Eclipse platform also facilitates the integrated development of both
the agents and the environments they operate in. Changes to an environment’s
program code (in Eclipse) can be immediately used by and thus reflected in a
corresponding agent program (in Eclipse). This is for example beneficiary for
the development of the several educational environments2 that are developed
alongside the GOAL language as well, like the Blocks World for Teams (BW4T)
[12] and Unreal Tournament [13].

Example. In order to demonstrate the complete set of agent development tools
that our IDE offers, we will use the ‘Hello World’ toy-example. By default, an
agent can instruct this environment to print some text. We will add some features
to this (Java) environment, which the agent can directly implement through our
feature-rich editor. However, as this might not work out as intended, we will
2 https://github.com/eishub

https://github.com/eishub
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need to debug the behavior of the agent by using our new code stepping tool.
Besides demonstrating the stepping debugger with this example, we will use the
first-person shooter Unreal Tournament 3 to illustrate an agent development
process for a complex and real-time environment as well.

4 Conclusion

In this paper, we have presented a mature and comprehensive IDE for the multi-
agent programming language GOAL, implemented as an Eclipse plug-in that
provides both editing and debugging facilities. The development of agent envi-
ronments is promoted by facilitating this in the same working environment. This
implementation aims to raise the standard for the whole field of AOP, and facil-
itates future work on providing a better insight into an agent’s behavior by for
example a navigable mental state history and self-explaining agents.
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1 Introduction

One of the main aspects of the recent wave of revolutions in the so-called
Arab Spring is the absence of a strong political leadership, substituted by an
intensive use of social network technologies as a mean to obtain mass mobi-
lization, as noted by Hussain and Howard (2013). This evidence is in sharp
contrast with the previous historical experience: in fact, charismatic figures, like
Robespierre, Lenin, Mao and Khomeini, have shaped the major revolutions in
History.

2 Main Purpose

The present paper tries to provide an explanation for this radical change into
an agent-based framework. In particular, this paper presents a model in which a
subjugated population of agents decides to rebel or not against a central author-
ity. This decision is made under two different settings: in the absence of a social
network, with and without charismatic leaders, in one case; and in the presence
of a social network, in the other case. The simulations of the model show that,
without the use of social media, influential leaders are necessary to obtain a
huge mass mobilization while, in the presence of a social network, it is possible
to observe such a result without the need of a strong political leadership.

I am grateful to professor Paolo Pellizzari, my thesis supervisor, and to three anony-
mous referees for their extremely useful comments and suggestions.
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3 Demonstration

The population of agents interacts in a bidimensional torus space and the results
of this interaction are followed over time.

Each agent i is endowed with two time-invariant characteristics: a value for
the grievance gi, drawn from a uniform distribution on the [0, 1] interval, and
a value for the ability to persuade other agents to rebel, which measures the
influential power of the agent, denoted by pi and drawn again from a uniform
distribution on the [0, 1] interval.

Following Epstein (2002), at each time agents decide to be quiet or active,
i.e., to rebel or not against the central authority, according to a threshold-based
rule. In the present model, the activation rule involves: i) the level of grievance
gi; ii) the average persuasion agent i is exposed to, indicated with p̄it; iii) finally,
a deterrence term represented by the probability of being arrested Pt−1, which
is determined by the aggregate behavior of agents in the previous period.

Combining these quantities, the decision rule can be defined: agent i becomes
active if and only if inequality

gi + βp̄it − γPt−1 > τ (1)

holds, where β, γ and τ are positive parameters.
The average persuasion each agent can be exposed to (p̄it) is the result of

three potential sources. The first of them is the presence of already active agents
in the neighboring positions. The second source is represented by the presence of
revolutionary leaders in the neighborhood: this second type of players is charac-
terized by an extraordinary high persuasion ability taking a much higher value
compared to the average persuasion of the population of agents. Moreover, lead-
ers are always active, except when they are in jail, as it will be explained below.
Finally, the third source of propaganda is the social media technology: in some
model simulations, it is assumed that a fraction of agents is connected to a social
network and, consequently, it is subject to the persuasion of the other connected
rebellious agents, no matter their geographical location.

In any period t the probability of arrest for a single active player is a decreas-
ing function of the fraction of rebel forces to the overall population:

Pt =
exp

[
−φ(nAt+nLt

na+nl
)
]

1 + exp
[
−φ(nAt+nLt

na+nl
)
] (2)

where nAt
is the number of active agents in the population, nLt

is the number of
active leaders, na and nl are the numbers of agents and leaders, respectively, in
the population, and φ is a positive constant. If an agent or a leader is arrested,
he turns from active to quiet and the number of periods in jail is drawn from a
uniform distribution on the [0, jmax] interval, like in Epstein (2002).

Furthermore, it is assumed that at each time only a fraction θ of agents
decides to change its status from quiet to active or vice versa. In order to start
the revolution, at time t0 a shock occurs and, starting from this period, a greater
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fraction of agents, equals to θ + σ, decides to change or not its status. In the
case of the Arab Spring, this shock may represent the Mohamed Bouazizi’s self-
immolation, which gave rise to the revolution in Tunisia.

Six simulations of the model have been performed to demonstrate the main
thesis of the paper. For each of these simulations three graphs are reported: the
time series of the number of quiet, active and jailed agents. These graphs are
shown in Figure 1.
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Fig. 1. Time series of the number of quiet, active and jailed agents for different simu-
lations of the model
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In all simulations, the period before the revolution is characterized by small
episodes of rebellion involving very few agents because only a small fraction of
the population takes into consideration the possibility of rebelling: these riots are
immediately suppressed by the government. At time t0 = 100, a shock happens
and a considerable number of agents evaluates the decision to rebel or not against
the central authority. The following situation depends strongly on the presence
of influential political leaders and on the availability of a social network.

In the first simulation, without political leaders and social media, the rebel
activity increases after the shock but it remains bounded geographically because
the transmission mechanism of the rebellion is only local: this results in a modest
turmoil after the start of the revolution, as shown in the first row of Figure 1.

Results change substantially with an influential leader. In this scenario, the
number of active agents increases after the shock and it persistently remains at
an high value for a long period of time (second simulation). With two influential
leaders this effect is even reinforced: in fact, the number of active players is
anchored to a very high value during the entire observed period after the start
of the revolution, as can be seen by the graphs in the third row.

This last result can be equivalently reached without political leaders, intro-
ducing a social network technology connecting a sufficient number of agents. In
fact, if the fraction of connected population is very low (1% in the fourth simu-
lation), the rebel activity is very modest after the shock. On the contrary, if the
number of connected agents is slightly higher (5% in the fifth simulation), the
diffusion mechanism allowed by the social network is able to stimulate massive
protests after the shock. The same is true for a percentage of connected agents
equal to 10%, as presented in the last row.

4 Conclusions

The presence of a social network technology connecting a reasonable number of
agents is able to generate massive protest movements by increasing the overall
connectivity of the society. This mechanism explains why modern revolutions
can be generated by social media without the need of a strong and influential
political leadership, as happened in the Arab Spring uprisings.
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1 Introduction 

According to Brazilian National Electric Energy Agency (ANEEL), the electric 
energy consumption is one of the main indicators of both the economic development 
and the quality of life of a society. However, the electric energy consumption data of 
individual home use is hard to obtain due to several reasons, such as privacy issues 
[1]. In this sense, the social simulation based on multiagent systems comes as a 
promising option to deal with this difficulty through the production of synthetic 
electric energy consumption data.  

In the context of Artificial Intelligence, agents are defined as computational 
entities, embedded in an environment, which are able to perceive it and act on it. A 
computational agent has specific properties, such as: it operates under autonomous 
control, perceiving its environment, persists for a period of time, adapts to changes 
and it is able to accept goals [2]. There are several programming environments that 
are designed to work with agent-based modeling, however with different advantages, 
as shown in [3].  MultiAgent System (MAS) ofter a computing environment where 
programs that has a certain degree of autonomy  (agents) interact with each pther in 
fulfillment of individual and collective goals [4]. 

The main categories that are associated with techniques for residential demand 
modeling are: top-down and bottom-up [5]. The top-down model uses total consump-
tion of energy estimates of the residential sector, along with other relevant macro 
variables, for example, assigns the power consumption to the housing sector characte-
ristics [5-7]. On the other hand, the bottom-up model identifies the contribution of 
each end-user consumption of total residential sector energy [8-9]. Bottom-up ap-
proaches refine the modeling of energy consumption, allowing the simulation of the 
effect of technological improvements and policy decisions in the household electricity 
consumption. 

The authors [7, 10] have conducted studies aimed at reducing consumption by per-
suasion of residential consumers of electricity. About 20 years ago, there were few 
examples of persuasive technologies influencing the human decisions. The web was 
not ubiquitous, and the systems were not designed to change behavior, for they were 
more focused on data processing and increased productivity. Currently, experiments 
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with the persuasive technologies are emerging via the web (from e-commerce to social 
networks), video games (Wii Fit, Dance Dance Revolution), smartphones (applications 
in general) and specialized electronic devices (pedometers, smart TV), [11]. 

This paper proposes a multiagent bottom-up approach to model the behavior of res-
idential energy consumers’ in Brazil, the model’s name is SapiEns. Consumers and 
their behavior household are modeled by multiagent techniques calibrated using data 
provided by the Brazilian Program of Household Estimate (POF), [12].  

The authors chose to use the NetLogo simulator to implement the scenario analy-
sis. Our approach differs from other methods on four main issues. First, some of the 
model parameters, which make the simulation, are easily calibrated by using the aver-
age data of the literature [12]. Second, the same system may be applied in different 
simulation environments involving degree of scalability (from several hundred mil-
lion), the heterogeneity of individuals and home profiles. Thirdly, the MAS approach 
is responsible for simulating the complexity of the system by sharing use of the 
equipments and the relationship between the consumers. Finally, we used the concept 
of persuasion to optimize the power consumption by sending messages to the con-
sumer when he leaves home and forgets connected equipment. 

2 Main Purpose 

The proposed of SapiEns system is to understand the triggers was sending to the user, 
and they can make decisions based on these messages. The system should select the 
message according to a classification created for each user (pre-defined according to 
the persuasion theory [13,14]) and send these triggers in order to obtain the best  
possible result, that is, the largest number of positive responses. If this happens, the 
system must understand that there is a repetitive behavior of the user, and thus devel-
oping into an autonomous system which is able to make decisions without consulting 
the user. However, if the triggers receive a greater number of negative responses, the 
system must understand that the user prefers leave equipment switched on during that 
time, so removing the trigger related to the equipment in question. 

Our approach is to generate profiles based on the responses of electricity consum-
ers for each message answered by the user. This paper simulates the final consumer 
and residential appliances through the energy consumption data of parameters  
obtained from the literature [12]. This will allow the consumer behavior analysis 
(cognitive agents) according to the equipment located in their homes (reactive 
agents). The consumer is defined at the beginning of the simulation, as a cognitive 
agent who can forget any connected equipment when you go out or asleep. For the 
construction of this method the following design decisions were taken: 

– Users and equipments are modeled as computational agents. This decision was 
taken to make it possible to simulate the behavior of consumers in their homes 
and the interaction with each other household members. Thus, it becomes poss-
ible to analyze the complex behaviors that arise from the interactions of the 
agents; 
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– Each household has at least one and up to three people. This decision was based 
on the average number of people per household found in the literature [12]; 

– Sending of messages is done randomly, so there's not a predefined period for 
submission of messages; 

3 Demonstration 

The authors conducted a case study involving nine equipment on the  Intelligent Au-
tomation Core Laboratory of the Federal University of Rio Grande (Nautec - Furg), 
among them: two refrigerators, two air conditioners and five computers. The equip-
ments remain connected for up to eight hours in the laboratory, being under the use of 
researchers. Were performed twenty simulations over a period of 24 hours. In ten of 
these users answered the messages of triggers and another ten consumers did not re-
spond. 

The simulator allows to simulate one or more residences according to need user. In 
addition, it allows you to select the maximum number of consumers for each simula-
tion. In addition, the tool saves the consumption and response messages every minute 
simulated in a text file, allowing a detailed analysis of the behavior of consumers 
throughout the simulation. 

Simulating could persuade consumers to disconnect the equipment answering mes-
sage of the triggers, there was a consumer 3,33kWh. We consider the price per kWh 
as R $ 0.47, so consumers spent on average R$ 1.57 per day. Furthermore, the simula-
tions where users were not convinced to turned off the equipments  there was a con-
sumption of 4.64 kWh, doing the same analogy of the price per kWh, consumers 
spent an average of R$ 2.18 per day. From these two types of simulation we can con-
clude that persuaded users consumed around approximately 28% less than the others. 

4 Conclusion 

In this work we chose to POF data because it is a study that enables the analysis of 
various issues in Brazil. This proposal is based on data that were collected throughout 
the Brazilian territory (urban and rural) allowing the analysis of expenses, income and 
household consumption. However, we found a problem with the lack of data as the 
standard deviations for the means that were not provided, which limits the usefulness 
of the statistics. The objective is to build a simulation methodology for consumers of 
electricity, which is a simplification of the real world and on the basis of information 
obtained from the literature. 

Thus, as can be seen from the presented results, the use of the agent paradigm and 
the NetLogo tool is a viable alternative for simulations of electric user profiles. This is 
due to the fact that many utility company behaviors inherent in this service may be 
mapped to different types of agents which are inserted respectively in a virtual envi-
ronment. From the foregoing, the project is considered relevant and continuity can  
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bring benefits to distributors, through better planning of distribution network, and for 
users, as an educational tool for better use of energy. Through the survey, the follow-
ing topics were identified that could be realized as an extension to this work: Con-
struction of fuzzy logic for the development and demonstration of consumer profiles; 
and improving communication between the tool and NetLogo database. 
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Abstract. As the cost of traffic congestion continues to rise traffic
engineers have become more inclined to pursue Intelligent Traffic Sys-
tems to maximize the capacity of existing road networks. In this paper
we demonstrate an auction-based traffic controller which exploits all the
benefits of a market-based agent coordination system but it does not
require vehicles to have any special software to utilize said system. Our
auction-based traffic controller is better at reducing delay and increas-
ing throughput in a simulated city, as compared to fixed-time signal
controllers.

Keywords: Multi-agent systems · Auctions · Traffic signal control

1 Introduction

Traffic management focuses on improving the traffic flow of road networks using
a variety of methods such as variable speed limits, road signs, traffic signals,
lane management and ramp metering. Traffic signals are one of the most com-
mon means by which traffic flow is controlled. These simple devices are at the
forefront of the fight against traffic congestion. Improving traffic performance
through optimising traffic signal settings is more cost effective than making
structural changes to roadways. Therefore there have been many attempts to
develop algorithms to optimise traffic signal settings. Adaptive Urban Traffic
Controllers (UTCs), such as RHODES [6], OPAC [3] and SCOOT1 are systems
that continually change traffic signal settings in order to prevent traffic con-
gestion and maintain adequate traffic flow [7,11]. Adaptive UTCs use various
road sensors to model traffic conditions and calculate the optimal traffic signal
settings in real-time or offline. Adaptive UTC systems are difficult to develop,
maintain and scale [11]. They often require expert knowledge in order to fine-
tune their working parameters. Our long term goal is to develop an adaptive
UTC that uses existing road sensors but provides a more flexible platform for
managing traffic.
1 http://www.scoot-utc.com

c© Springer International Publishing Switzerland 2015
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2 Main Purpose

Researchers have investigated many ways to cope with the complex and dynamic
nature of traffic. We view traffic control as a coordination problem similar to
those found in Multi-Robot Routing [4]. We propose using auctions to facil-
itate coordination behaviour amongst the traffic signals [2]. In our solution,
traffic signal agents take part in auctions in order to manage the amount of
time opposing vehicle manoeuvres have access to the intersection. This partic-
ular auction-based method of controlling the traffic signals is unique because
it does not involve vehicles (or drivers) taking part in the auction. Using sta-
tionary agents in this manner offers many advantages over using vehicles as the
focal point of the auction [9]. Other auction-based traffic controllers that rely on
vehicle agents (software specifically designed to run on a vehicle that enables it
to participate in the auction) [1,8,10] are entirely infeasible since such software
(and prerequisite hardware) does not exist.

Fig. 1. Grid city (insets: SUMO junctions with vehicle detects (induction loops)
labelled)

3 Demonstration

We demonstrate our auction-based traffic control method using Simulation of
Urban MObility (SUMO) an open source microscopic traffic simulator [5]. We
developed a client application to control the simulation using SUMO’s Traffic
Control Interface (TraCI) through a TCP socket. We demonstrate the effec-
tiveness of our traffic control mechanism in a simulated Manhattan-style road
network aptly named “Grid” city (shown in Figure 1).

Grid city contains 25 traffic signals, but only the 21 four-way junctions (the
four corners do not have opposing traffic flows) have adaptive traffic signals.
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At each intersection there are four induction-loops (vehicle detectors), one for
each traffic flow entering the intersection, that provide data on the volume of
traffic occurring at the intersection. The exact positions of the induction-loops
are shown in the insets of Figure 1.

We examine two methods of traffic control (or traffic signal bidding rules):
Saturation (SAT) and Saturation with Queuing (SATQ).

SAT. In the SAT method, the traffic signal agents use the saturation (Equa-
tion 1) of their road segment as a bidding rule. The saturation of a road segment
is the ratio of the volume of traffic (v) to its estimated capacity (c) (defined by
the physical road network). Traffic signal agents are only concerned with the
single block preceding the junction they manage. For example, the west/east
traffic signal agent collects traffic data one block west and one block east of its
location.

bid = v/c (1)

SATQ. The SATQ method functions similarly to the SAT method, except
that its bidding rule (Equation 2) is augmented with road occupation (u) which
is an indication of how “full” the road is. The road occupation provides vital
information on the traffic behaviour of static vehicles or vehicle queues (which
is not found in traffic volume measurements). A traffic camera could be used to
obtain this data.

bid = (v/c) + u (2)

4 Conclusion

In this paper we present an auction-based traffic controller which does not use
vehicle agents. Our approach takes advantage of road sensor devices (induction
loops) that are currently available and in use by other adaptive UTCs such as
SCOOT. Of particular interest is the ability of SATQ to reduce travel time
even though the agents are acting locally. Our mechanism exhibits traits that
make it ideal for a real-time adaptive traffic signal controller: it has minimal
communications overhead, it is highly reactive to changing traffic conditions
and its design is uncomplicated.
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1 Introduction 

The challenge in long term digital preservation (LTDP) of complex objects – consist-
ing of text, video, images, music, 3D information, sensor data, etc. generated through-
out all areas of our society – is real and growing at an exponential pace. An already old 
study by the International Data Corporation (IDC) found that in 2012 the information 
created and replicated broke the zettabyte barrier growing by a factor of 9 in just  
five years [2]. The LTDP of such information will become a pervasive as well as  
ubiquitous problem that will concern everyone who has digital information to be  
kept for long time, implying a shift in at least a couple of software and hardware  
generations.  

Currently the level of automation in DP solutions is low. The preservation process 
currently involves many manual stages but should be approached in a flexible and 
distributed way, combining intelligent automated methods with human intervention. 
The scalability of existing preservation solutions has been poorly demonstrated; and 
solutions have often not been properly tested against diverse digital resources or in 
heterogeneous environments [4]. These problems, together with the rapid obsoles-
cence of software and hardware due to frequent update of private vendors, make DP 
one of the most challenging application areas for MAS. 

As was explained at [3], the prevailing paradigm is centralized, top-down, where 
institutions are the main players. We propose studying a change of paradigm, mainly 
bottom-up, where the digital objects self-preserve.  

Our research is based in studying what self-preservation behaviors need the digital 
objects (DOs), based in computation intelligence (CI), and related methods of cost 
management under their own budget, powered by a social network as an environment 
that enables their behavior under the policy that “preservation is to share”. In this 
concept, DOs become active actors in their own LTDP, here named the Self-
Preserving Digital Object (SPDO) [1], which has a DP budget devoted to funding the 
replication of the objects and other operations such as format migration or finding a 
safe storage within a social network of users; in all, an environment where they will 
“live”.  
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2 Main Purpose 

We focus on the migration strategy (ensure that the digital information is re-encoded 
in new formats before the old format becomes obsolete) to simulate DP activities of 
refreshing and migration while SPDOs sharing using different computational intelli-
gence methodologies. We conceived the migration of SPDO formats as a replication 
(copies) of files in different formats and refreshing as a copy in the same format. The 
SPDOs will be distributed over a network of computers or devices as an environment 
that enables the behavior of the SPDOs in an attempt to preserve them. 

Migrated copies of SPDOs are created in various formats following a migration 
strategy to ensure their survival against Software Adoption Waves (SAW), which 
occur regularly. SAW are defined as massive format changes that DOs suffer 
throughout their lifetime after the shifts of software and hardware, resulting in the 
likely “disappearance” of a percentage of the SPDOs when they become unreadable 
or inaccessible due to the accumulation of technological changes that provokes their 
obsolescence. 

In our model, a network with nodes represents the users’ computers (the sites) and 
the connections among nodes determine which users are friends with who else, result-
ing in a social network devoted to the DP. 

In all the experiments, DOs travel through the network that is build up out of a so-
cial network and distribute copies of them for preservation. These copies maintain 
links to the parent SPDO because they correspond to a same object. Each node 
representing a user’s computer might only be able to read a specific format of files 
after suffering a SAW. Formats range from oldest to newest to simulate the 
processing of files in a computer when these files can only be read by special soft-
ware installed in the computer (the site). The files in older formats become unreada-
ble when they are no longer compatible with the new software versions installed on a 
given computer after several migrations.  

The following describes the three CI algorithms that have been implemented over 
the SPDO behaviors: 

• Multi-Population Genetic Algorithm (MPGA),  
• Ant Colony Algorithm (ACA),  
• and Virus-Based Algorithm (VBA), approach that we implanted it similar to a 

computer worm. SPDOs try to move through the entire network selecting connec-
tions randomly but attempting to spread as far away as possible replicating them-
selves, with some limitations for not collapsing the system. 

3 Demonstration 

TiM simulations are deployed over 35-year period in which a SAW occurs every  
5 years. After every SAW it is the time at which SPDOs show severe symptoms of 
obsolescence and an urgent need of DP or curation. We use the month as the temporal  
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unit at every step for our simulations, and thus, there is a SAW every 60 steps  
(12 months × 5 years), and an execution has a total length of 420 steps (12 months x 
35 years). The three CI algorithms as a SPDO behaviors have been simulated and 
Table 1 shows all the parameters of the simulations. 

Table 1. Formulation of the parameters used for the TiM experiment 

Parameters MPGA ACA VBA 
Total simulation time 35 years 
Equivalence of 1 simulation step 1 month 
Total waves 6 (for 35 years) 
Percentage of DOs involved in a SAW 72% 
# DOs associated to any user  Between 1 and 5 
Preservation service for each user 100% 
Percentage of statistical stability 99.3% 
Random seed 123456789 

Percentage of mutation 
2% of the 
population   

Percentage of exchange  
2% of the 
population   

Percentage of nodes of the network 
where ants can make copies 

 20%  

Period in which nodes are changed 
where ants can make copies  3 years  

Maximum number of copies that  a DO 
can have at each site   1 

 
The function watts.strogatz.game() from R package igraph was used to create the 

small-world graph of 1000 nodes. The graph was checked to ensure that it was simple 
and connected. The clustering coefficient (CC) resulting from the graph is 0.48 and 
the average path length (APL) is 4.41. It was added as default network that can be 
chosen with the simulator. 

The results of the experiments are shown in Fig. 1, that show the evolution of the 
average entropy over the simulation period, where the X axis are the steps of the si-
mulation (months) and the Y axis is the entropy value (measure that indicates the  
 

 

Fig. 1. Comparison of CI algorithms over 35-year period 
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preservability of the system). Looking the results obtained with this experiments, in 
the end of the simulation the highest entropy value is obtained with the ACA, but the 
period before is also of the same importance (SPDO must be accessible and reproduc-
ible by users at any time) and in that case both VBA and MPGA are better solutions 
than ACA. In this case is difficult to select the best because the three executions have 
positive entropy values during all the simulation, but the one that have higher entropy 
as a mean is VBA (high entropy value indicates high expected preservation). 

4 Conclusions  

In this paper we have presented an environment that simulates the digital assets onto 
the future and allows studying what self-preservation behaviors need the digital ob-
jects, based in computation intelligence, and related methods of cost management 
under their own budget, powered by a social network as an environment that enables 
their behavior under the policy that preservation is to share. The key differentiation 
feature of TiM is that digital objects become active actors in their own long term digi-
tal preservation. Then, TiM design considerations and implementation details are 
presented. Additionally, a demonstration illustrates some of the functionalities of our 
proposal. 

Future work will follow in the direction of studying variations of the CI algorithms 
that we performed, adding electronic auctions of preservation and curation services 
for these objects to be preserved and use real social network topologies and make the 
topology varying with time to have more realistic simulation. 

We hope that TiM evolves with the addition of new functionalities and that this 
software becomes a helpful tool for the digital preservation research community. 
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Abstract. This article aims to give an approach of a social emotional
model, which allows to extract, calculate, represent and manage the
social emotion of a group of intelligent entities. The emotional model
is based on the PAD model allowing the representation of the emotion
of a group of intelligent entities in a 3-D space. The social emotional
model presented in this paper uses individual emotions of each one of the
entities, which are represented in the emotional space PAD. The social
emotional model allows the creation of simulations, in which the emo-
tional states are used in the decision-making of the intelligent entities.

1 Introduction

Human beings manage themselves in different environments, either in the work-
ing place, at home or in public places. At each one of these places we perceive a
wide range of stimuli, that interfere in our commodity levels modifying our emo-
tional levels. For instance, the high levels of noise or the temperature conditions
may produce stress situations. Before each one of these stimuli, humans answer
varying our face gestures, body or bio-electrical ones. These variations in our
emotional states could be used as information useful for machines. Nevertheless,
it is needed that the machines will have the capability of interpreting or recognis-
ing such variations. This is the reason for implementing emotional models that
interpret or represent the different emotions. Emotional models such as OCC [1]
presented by Ortony, Clore & Collins and the PAD model [2] are the most used
ones to detect or simulate emotional states. Nevertheless, these models don’t
allow to execute intelligent decisions based on the emotional state perception.

In this work we define a social emotional model which includes multiple
emotions between humans and software agents. Our model is based on the
PAD model to represent the social emotion of a group. Specifically, our pro-
posal employs the emotional state of a group of agents (humans or not) in an
AmI application. Concretely, we propose in this paper a system for controlling
automatically the music which is playing in a bar. The main goal of the DJ is
to play music making that all individuals within the bar are mostly as happy as
possible. Each of the individuals is represented by an agent, which has an emo-
tional response according to his musical taste. That is, depending on the musical
genre of the song, agents will respond varying their emotional state. Moreover,
varying emotions of the agents will modify the social emotion of the group.
c© Springer International Publishing Switzerland 2015
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2 Social Emotional Model

This section proposes a model of social emotion based on the PAD emotional
model. To define a model of social emotion, it is necessary first to define the rep-
resentation of an emotional state of an agent on the PAD model. The emotion
of an agent agi is defined as a vector in a space R

3, represented by three compo-
nents that make up the PAD emotional model. The variation of each component
allows to modify the emotional state of the agent (Eq. 1).

#»
E(agi) = [Pi, Ai, Di] (1)

The social emotion representation of a group of n agents Ag = {ag1, ag2, ...,
agn} is composed by a triplet that allows us to define the social emotion (SE ).
This triplet is formed by a central emotional vector

#    »

CE(Ag) (obtained by aver-
aging the P , A, D values of the group of agents); the maximal distance vector
#»m(Ag) (which is a measure of the maximum euclidean distance of the agents
with respect to the

#    »

CE); and the standard deviation (SD) vector #»σ (Ag) (which
allows the calculation of the level of emotional dispersion of the group of agents
around the central emotion

#    »

CE(Ag)). This triplet can be expressed as follows
(Eq. 2):

SE(Ag) = (
#   »
CE(Ag), #»m(Ag), #»σ (Ag)) (2)

Based on this model it is possible to determine the emotional distance among
different groups of agents or between the same group in different instants of time.
This will allow to measure the emotional distance between the current social
emotional group and a possible emotional target. This approach would facilitate
the decision making in order to take actions to try to move the social emotion to
a particular area of the PAD space or to allow that the emotional state of a group
of agents can be approached or moved away from other groups of agents. From
an emotional point of view, these movements or actions are domain-dependent
and are out of the scope of this model. In Equation 3 the profile of the function
which calculates the emotional distance of two groups of agents is defined.

Δ : SE(Ag
i
), SE(Ag

j
) → [−1, 1] (3)

According to this profile, Equation 4 shows how we calculate this emotional
variation. The equation calculates three distances corresponding to the three
components of the SE. Given two groups of agents SE(Agi), SE(Agj), the emo-
tional distance between these two groups is calculated as:

Δ(SE(Ag
i
), SE(Ag

j
)) =

1

2

(
ωcΔc(

#   »
CE(Ag

i
),

#   »
CE(Ag

j
))

+ωdΔd(
#»m(Ag

i
), #»m(Ag

j
))

+ωvΔv(
#»σ (Ag

i
), #»σ (Ag

j
))
)

(4)

where ωc + ωd + ωv = 1; ωc, ωd, ωv ∈ [0, 1] (5)

Calculating the distance among social emotions allows the study of the
behavior of emotional model based agents, either minimizing or maximizing
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the Δ(SE(Agi), SE(Agj)) function. This way, it can be achieved that an agent
group approaches or move away of an specific emotional state. To do this, it is
necessary to modify through stimuli the individual emotions from each agent
and therefore changing the social emotion. Nevertheless, how to maximize or
minimize the emotional distance is domain-dependent and it is out of the scope
of the paper.

3 Demo

A practical application which uses the previously proposed model is presented
in this section. This application example is based on how music can influence
in a positive or negative way over emotional states [3]. The application example
is developed in a bar, where there is a DJ agent in charge of play music and
a specific number of individuals listening the music. The main goal of the DJ
is to play music making that all individuals within the bar are mostly happy
as possible. Each of the individuals will be represented by an agent, which has
an emotional response according to its musical taste. That is, depending on the
musical genre of the song, agents will respond varying their emotional state.
Moreover, varying emotions of each agent will modify the social emotion of the
group. The different scenarios have been designed in order to show how the social
emotion can facilitate the decision making of the DJ. In each scenario the DJ
agent plays a song. Once the song has ended, the DJ evaluates the social emotion
of the group of listeners that are within the bar. In this way, the DJ agent can
evaluate the effect that the song has had the song over the audience. This will
help the DJ to decide whether to continue with the same musical genre or not
in order to improve the emotional state of the group.

As an example, we can see Figure 1, where we show a vitrual distribution of
the bar where different entities represent humans that are in the real world. To
build it we used Unity3D1 to create the virtual representation, and we used free
3D models for the bar and human representation2. On the right of Figure 1 it
can be seen the representation of the emotional states of the group of agents. In
this case the emotional states of the agents are very close. This low emotional
difference may be due mainly because the agents have little differences in their
musical tastes. The social emotion in this scenario has a

#    »

CE(Ag) very close to all
the values of the agents and the #»m(Ag) and #»σ (Ag) values will be very small and
in many cases close to zero. This provokes that the DJ will try to play songs of
similar generes trying to maintain this situation, which is not the ideal situation
but it can be considered as a very good situation.

As it can be see in the Figure 1 all the represented emotions in this group
are around the emotion Happy, achieving a social emotion with these values of
SE(Ag) = ([0.85, 0.0, 0.9], [0.85, 0.0, 0.9], [0.07, 0.0, 0.06]).
1 http://unity3d.com/
2 http://tf3dm.com/3d-model/vega-strike-starship-bar-economy-class-88446.html,

http://tf3dm.com/3d-model/alexia-89488.html,
http://tf3dm.com/3d-model/dante-33087.html

http://unity3d.com/
http://tf3dm.com/3d-model/vega-strike-starship-bar-economy-class-88446.html
http://tf3dm.com/3d-model/alexia-89488.html
http://tf3dm.com/3d-model/dante-33087.html
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Fig. 1. An example scenario of the virtual bar and a graphical representation of the
social emotion when the agents have similar musical tastes

4 Conclusions and Future Work

A new model for representing social emotions has been presented in this paper,
giving a first approach for the detection and simulation of social emotions in a
group of intelligent entities. The proposed model uses the individual emotions
of each entity of a group in order to calculate and represent the emotional state
of that group. Moreover, the model adds the mechanisms to compare the social
emotional state of two groups of agents or the social emotion of a group in
different time instants. The social emotion of a group of agents not only allows
a global view of the emotional situation of the group, moreover it facilitates the
group decision making in order to change the emotional state of the group or
only of a subgroup of the agents. The paper introduces also a demo about how
to calculate, represent and use the social emotion of a group of persons which
are in a pub.

Acknowledgments. This work is partially supported by the MINECO/FEDER
TIN2012-36586-C03-01 and the FPI grant AP2013-01276 awarded to Jaime-Andres
Rincon.

References

1. Ortony, A.: The Cognitive Structure of Emotions. Cambridge University Press, May
1990

2. Mehrabian, A.: Analysis of affiliation-related traits in terms of the PAD tempera-
ment model. The Journal of Psychology 131(1), 101–117 (1997)

3. Whitman, B., Smaragdis, P.: Combining musical and cultural features for intelligent
style detection. In: Proc. of the 3rd International Conference on Music Information
Retrieval (ISMIR 2002), pp. 47–52, Paris, France, October 2002



Developing Agent-Based Driver Assistance
Systems Using AgentDrive

Martin Schaefer(B) and Jiri Vokrinek

Agent Technology Center, Department of Computer Science, Faculty of Electrical
Engineering, Czech Technical University in Prague, Prague, Czech Republic

{martin.schaefer,jiri.vokrinek}@fel.cvut.cz
http://agents.fel.cvut.cz/agentdrive/

Abstract. We demonstrate how AgentDrive platform can be used to
develop agent-based driver assistance systems. We expect that new V2X
technologies penetrating automotive industry can lead to more sophis-
ticated coordination mechanisms among road vehicles. Driver assistance
system that is enabled to communicate with other vehicles promises safer
and more efficient future of road traffic. AgentDrive allows to prototype
agent-based coordination mechanisms. The developer using our platform
is provided with a tool to prepare realistic simulation scenarios. The sce-
narios are based on real world data generated from OpenStreetMap. The
development of the sophisticated multi-agent coordination algorithms is
supported by possibility to evaluate the algorithms in arbitrary level of
simulation detail. Human-in-the-loop simulation is enabled by integrat-
ing a driving simulator. Developers are empowered to challenge multi-
agent coordination algorithms by the presence of a human driver in the
control loop.

Keywords: Multi-agent simulation · Autonomous vehicles coordina-
tion · Integrated drive and traffic simulation · Advanced driver assistance
system

1 Introduction

Road safety and comfort of the drivers motivate development of Advanced Driver
Assistance Systems (ADAS). All of the key players in automotive industry equip
new models with various assistance systems, e.g., adaptive cruise control, emer-
gency braking system or parking assist.

Nowadays the ADAS technology is based on single robot principles. Data is
collected by sensors, fusion and interpretation of sensory data precede reasoning.
The systems in most cases present the result of the reasoning to the driver, in
some cases directly apply actuation.

The concept of connected vehicles based on the V2X technologies opens the
field to new approaches. Communication between vehicles or communication of
vehicles and road infrastructure enables applying more advanced coordination
mechanisms. There is possibility of distributed sensing among vehicles. Moreover,
explicit cooperation of vehicles can solve conflicting situations in traffic.
c© Springer International Publishing Switzerland 2015
Y. Demazeau et al. (Eds.): PAAMS 2015, LNAI 9086, pp. 312–315, 2015.
DOI: 10.1007/978-3-319-18944-4 35
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2 Main Purpose

AgentDrive is a multi-agent simulation platform for development of advanced
coordination mechanisms of road vehicles [2]. The platform supports prototyp-
ing of advanced driver assistance systems. AgentDrive provides a developer with
a realistic simulation. The scenarios are generated from real world maps – Open-
StreetMaps1 (OSM). The architecture of AgentDrive is depicted in Figure 1.

Fig. 1. AgentDrive architecture. Core of the AgentDrive platform is highlighted by
red color. Coordination is to be implemented in multi-agent coordination module. The
environment of the module – road network is generated using SUMO tools from OSM
map data. Physics of the vehicles is simulated in external physics simulation. The
physics simulation can be implemented by a driving simulator. In case the driving
simulation is used, the blue modules are additionally available.

The architecture is modular, for example simulation of physics is performed
in several levels of realism. Built-in idealistic simulation with perfect execution
is used for initial experiments with algorithms. Later, an integration of realistic
driving simulation offers validation in more realistic environment. Integration
with various external simulators and a HMI devices is possible, e.g., for cooper-
ative drive on highway [4].

1 http://www.openstreetmap.org/

http://www.openstreetmap.org/
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3 Demonstration

Lane merging assistant is a particular ADAS to increase road safety mainly on
highways. We demonstrate on this example how AgentDrive platform can be
used:

1. to prepare a simulation scenario,
2. to prototype the ADAS logic using agent technologies,
3. to perform proof-of-concept simulations,
4. to evaluate usability by introducing Human-in-the-loop simulation.

Simulation scenario in AgentDrive is generated from chosen OSM area. Extracted
road network is used for navigation of the vehicles by controlling mechanisms
in coordination module (see Figure 1). Physics simulation, 3D visualization
and Human-machine interaction is provided by integrated driving simulator –
OpenDS2. The interaction with human driver is visualized in Figure 2. The
driver is instructed by the driver assistance system visually. The suggestions
for the driver are outputs of multi-agent coordination algorithms. Other vehicles
(traffic) are autonomous. It means that the traffic vehicles are controlled directly
by agent-based coordination mechanism.

Fig. 2. Driver’s view in OpenDS with integrated HMI for collision avoidance support.
The system provides the driver with the visual representation of a proposed plan. The
proposed lane to follow is highlighted by blue, the speed adjustment is proposed via
green or red signal of appropriate intensity. There is an example of an instruction to
change lane to left to overtake (left image). Second case shows how the red color informs
the driver of proposal to slow down (right image) because of speeding in this case.

The core of the implementation of the ADAS functionality is in the Multi-
Agent Coordination module (see Figure 1). Each vehicle is represented by an
agent in the coordination module. An agent’s reasoning is based on the sensed
state of the environment. Considering the example of the lane merging assis-
tant, the agent needs to consider vehicles around and to decide how to adjust
the speed and whether it is desirable to change the lane or not. There is variety

2 http://opends.de

http://opends.de
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of approaches that can implement such a coordination mechanism in the Agent-
Drive platform. We already experimented with reactive methods [1] or coopera-
tive planning [3].

4 Conclusions

AgentDrive platform supports development of agent-based driver assistance sys-
tems. The agent-based approach for such application is motivated by vehicu-
lar communication and its consequence of need for sophisticated coordination
mechanisms in road traffic domain. Realistic simulations with human drivers,
real world based scenarios and agent-based coordination framework offer a wide
range of applications. Multi-agent coordination prototyping, user acceptability
or studies of impact of the novel coordination approaches on the traffic flow are
examples of the topics that can be addressed by AgentDrive platform. Develop-
ment of an advanced driver assistance system need to cover all of the mentioned
steps.
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1 Introduction 

Worldwide electricity markets (EM) have undertaken a great revolution with the 
emergence of the liberalized market [1]. The restructuring of the constituent sectors of 
EM (production, marketing, transportation and distribution) turned EM into a more 
competitive environment, which in turn led to increased decision-making difficulty. 
In order to overcome the complexity and unpredictability of this sector, simulation 
tools began to be a great investment area. EM simulators are tools that help clarifying 
the functioning of markets in order to create profiles of the participant players through 
the analysis, study and forecast of different scenarios [2]. The profiles of participant 
players allow the understanding of the type of strategies taken by them and support 
their decision-making processes. 

The emergence of simulation platforms has been a huge added value since it revo-
lutionized the understanding of the markets operation. Additionally, simulation plat-
forms allow the testing of different participants’ behaviors as well as new rules and 
operations of regulators and market participants [3-5]. 

However, simulators of multi-agent energy markets face some problems when it 
comes to apply the simulated results in reality. In order to create realistic scenarios it 
is necessary to consider all the real information about the characteristics and beha-
viors of the players, as well as markets’ specifications. This information is available 
on web platforms of market operators (e.g. MIBEL market data is available in [6]); 
however, it is not easily interpreted or extracted, which brings many limitations to the 
process of generating realistic scenarios. Once this limitation is surpassed and the 
necessary information is obtained, the main problem becomes the treatment of this 
information in order to create simulations of realistic scenarios. 

In order to overcome the difficulty that EM simulators face to create realistic sce-
narios, the Realistic Scenarios Generator (RealScen) has been developed [7]. RealS-
cen uses real data gathered from diverse sources to define the amount, characteristics 
and behavior of the software agents used in EM simulations, depending on the simu-
lation requirements and on each EM specifications. 
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2 Main Purpose 

RealScen has been developed with the purpose of providing EM simulators with ade-
quate means to create realistic scenarios [7]. In particular, RealScen allows obtaining 
and processing real data and using this data to create the desired scenario. RealScen 
also allows managing the dimension of the created scenario taking into account possi-
ble limitations of processing resources and execution time required to perform simula-
tions, given that usually thousands of players participate in real EM. 

In order to accomplish its purpose, the scenario generation process, presented in 
Fig. 1, starts with the selection of real data to consider for the scenario. It is possible 
to indicate what market types to consider (e.g. Day-Ahead Market and Balancing 
Market), or even consider market types originating from different markets (e.g. Day-
Ahead Market of MIBEL and Balancing Market of EPEX). 

 

Fig. 1. RealScen scenarios generation process 

After selecting the desired data, RealScen allows reducing the dimension of the sce-
nario through data mining techniques, in order to facilitate the study of the generated 
scenario. Fuzzy logic is applied in order to support the determination of the best di-
mension for the scenario by combining the desired size (indicated by the user) with the 
amount of existing data, resulting in the most appropriate value of scenario dimension. 
In order to create the desired amount of agents from a larger source of data concerning 
all real market players a clustering technique is used. This technique enables grouping 
real players by the similarity of the characteristics chosen by the user. The players’ 
characteristics that are used for the clustering process may have different weights to 
indicate their impact on the clustering process. Once this process is completed, the 
limited amount of created agents is able to represent a summarization of the larger 
quantity of real players that has been initially read. Thus, RealScen allows obtaining 
scenarios with smaller dimensions, which represent lower simulation times and re-
source consumption without losing the quality of the data.  

After the definition of the size of the picture, RealScen allows creating Virtual 
Power Players (VPP) [8]. VPPs are entities that manage aggregations of lower dimen-
sion agents that, by themselves, cannot compete on equal terms on the market with 
larger dimension agents.  

Finally, in order to be able to simulate the desired EM with the obtained agents, a 
price and energy forecast is performed for the selected day based on their historical 
energy transactions. RealScen uses three forecasting methods: Artificial Neural Net-
works (ANN), Support Vector Machines (SVM) and simple averages. Considering 
several methods allows the user to choose between a better quality forecast, but with a 
longer runtime or a much faster forecast yet with not so good prediction abilities. 
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3 Demonstration 
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4 Conclusion 

Due to the constant changes that EM are subject to and the increasing complexity in 
these environments, EM simulators are, more than ever, essential for the study and 
comprehension of EM. EM simulators are tools with the ability to study the characte-
ristics, behavior, rules and other specifications of the markets in order to support 
players in their participation in these markets and operators and regulators in foresee-
ing market behavior and experiment potential changes and alternative market solu-
tions. The projection of simulated results into the reality is however a difficult task 
due to the huge number of participant entities and the dynamism and unpredictability 
of the EM sector. 

In order to increase the potential of EM simulators, RealScen generates realistic 
simulation scenarios through real transaction data, being able to represent participants 
in a smaller sample, in order to simplify the study of their behavior and help them in 
the decision-making process. In addition, new markets with unique characteristics can 
be studied and compared due to the possibility provided by RealScen of combining 
market types from different markets, hence diversifying the study range and potential. 
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1 Introduction

These demonstrations show the current results of the DEVS-based platform
called MECSYCO (Multi-agent Environment for Complex SYstems CO-simula-
tion), formerly named AA4MM (Agents & Artifacts for Multi-Modeling[1]), in
the context of smart grids simulation with different use cases based on real
scenarios.

This work (described in [2]) results of MS4SG (Multi-Simulation for Smart-
Grids), a joint project between LORIA-INRIA and EDF R&D which aims at
providing attractive technological solutions to test new distributed algorithms
(e.g. advanced voltage management) or original operating mode (e.g. islanding)
before their use in real prototypes and even in the real networks.

2 Smart Grid Simulation

The modeling and simulation of a smart grid system should integrate differ-
ent domains of expertise (at least: power grid; communication; and information
and decision systems). In MS4SG, each domain uses different tools; and, in
the same domain, several different tools may have to cohabit. For example, the
electricity domain uses executable Modelica[3] models exported from Dymola
[4] or EMTP-RV (ElectoMagnetic Transient Program, Restructured Version[5])
as modeling tools of power grid components; the telecommunication network

c© Springer International Publishing Switzerland 2015
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domain may use NS-3[6] or OMNeT++[7] depending on the protocols require-
ments; and decision systems can be modeled with UML-oriented tools such as
Enterprise Architect [8].

The central problem is then the multi-simulation that intends to simulate
the whole as the coordinated simulation of several heterogeneous and interact-
ing simulators. Handling heterogeneity and enabling the interaction between
components can be envisaged at different levels such as the one of formalisms,
of time management, of information representation, etc.; with the constraint of
integrating co-simulation norms and standards.

The solution we adopted is based on a meta-modeling approach with multi-
agent concepts (Agents and Artifacts [9]) to describe a heterogeneous multi-model.
These concepts are formalized with DEVS[10] (Discrete Event System Specifica-
tion) operational specifications. The DEVS formalism ensures the integration of
different formalisms with simulation algorithms. We chose as simulation algorithm
the parallel conservative DEVS simulator based on the Chandy-Misra algorithm
[11] that enables a decentralized execution. We exploited its possibility by imple-
menting the concepts either in C++ or in Java.

The resulting middleware, MECSYCO, is able to integrate the different kinds
of heterogeneity of the smart grid use cases and to simulate the whole in a
decentralized way.

3 The Concept-Grid Use Case

The demonstration is a use case, Concept-Grid, that combines electrical models
and communication network models with a decisional system model. These three
kinds of model correspond to the three main fields of smart grids. This use case
was tested with a real life demonstrator stated at EDF Lab Les Renardières and
named Concept-Grid. This demonstrator includes an MV/LV electrical grid with
five real houses enabling measurements to compare with the simulation results.

Fig. 1. Overview of the Concept-Grid use case

A general overview of the use case is described in Fig. 1. It corresponds
to a load shedder with a cascado-cyclic algorithm and five consuming houses.
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Fig. 2. The Concept-Grid use case with the different simulators interactions

Each house is equipped with a heat pump and an AMI (Advanced Metering
Infrastructure also known as Linky) smart meter. The heat pumps are always
enabled, except in a time slot determined by the ALSF (Advanced Load Shedding
Function) decisional system. This last sends a message to meters to indicate
their shedding time slot (specific to each house); the meters are responsible for
enabling or disabling the heat pump during the simulation according to this
information.

This use case involves different types of heterogeneity:

– multi-domain: ALSF corresponds to a decisional model, communications
between equipments correspond to two communication network models (PLC
and Ethernet) and power grid to electrical models;

– multi-simulator: communication models are simulated with NS-3, power grid
components and AMI as FMUs1 and decision system is currently simulated
in an ad-hoc Java automaton;

– multi-formalism: FMUs are equation-based, NS-3 models are event-based;
– multi-language: FMU wrappers and decision system are in Java language,

NS-3 is in C++;
– multi-platform: FMUs are executed on Windows while NS-3 is on GNU/Linux.

Implementation involves several different existing simulators: the power grid
(one FMU), the AMIs (one FMU for each), the communication network (NS-3)
and the decision system (an automaton in Java). Each simulator is managed by
an agent (namely m-agent) in charge of the interactions of its model with the
other ones. Interactions are reified through artifacts. M-agents and artifacts are
provided by the MECSYCO middleware. Wrappers of simulators are specific to
1 Each FMU (Functional Mock-up Unit) corresponds to a set of equations with its

solver, exported from tools compliant with FMI (Functional Mock-up Interface), a
standard [12] to handle the coupling of models described by differential, algebraic,
and discrete equations.
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the simulation software (we only developed one FMU-wrapper, not one for each
simulator). Fig. 2 corresponds to the interactions between the simulators.

Demonstrations show the results provided by the simulation. In addition,
they are completed by pedagogical proof of concepts focusing on each specific
issue solved by MECSYCO.

4 Conclusion

The demonstrations show a use case based on smart grid real scenarios as an
example of complex system. They demonstrate the ability of the MECSYCO
simulation middleware to handle different kinds of heterogeneity in a homoge-
neous, multi-agent oriented point of view with a fully decentralized execution.
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