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Preface

For several years now, the Web has exceeded its initial instantiation of being a
document-centric space. Following its many evolutions, it has become a virtual place
where people and software can cooperate within mixed communities. It supports a
hybrid society where humans and Web robots interact in particular through shared
metadata. These large-scale interactions create many problems, and in particular the
ongoing need to reconcile the formal semantics of computer science (logics, ontologies,
typing systems, etc.) on which the Web architecture is built, with the soft semantics of
people (posts, tags, status, and so on) through which Web content is created.

As the Web becomes a ubiquitous infrastructure reflecting all the objects of our
world, we witness ever-increasing frictions between formal semantics and social
semantics. This trend is also amplified by the growing number of datasets published,
interlinked, and reused on the Web. This expanding Web of data, together with the
schemas, ontologies, and vocabularies used to structure and link it, forms a formal
Semantic Web with which we have to design new interaction means to support the next
generation of Web applications.

Another perspective on the above can be found by considering how the initial graph
of linked pages of the Web has been joined by a growing number of other graphs
including: sociograms capturing social network structures, workflows specifying
decision paths to be followed, browsing logs capturing trails of navigation, automata of
service compositions specifying distributed processing, linked open data from distant
datasets, etc.

Moreover, these graphs are distributed over many different sources with very dif-
ferent characteristics. Some subgraphs are public (e.g. DBpedia), while others are
private (e.g. semantic intraWebs). Some subgraphs are small and local (e.g., a user’s
profile on a device), and some are huge and hosted on clusters (e.g., Wikipedia). Some
are largely stable (e.g., a thesaurus for Latin), some change several times per second
(e.g., sensor data in a city), etc. And each type of graph of the Web is not an isolated
island. Graphs interact with each other: the networks of communities influence the
message flows, their subjects and types, the semantic links between terms interact with
the links between sites and vice versa, the small changing graphs of sensors are joined
to the large stable geographical graphs that position them, etc. Not only do we need the
methods to represent and analyze each kind of graph, we also require the means to
combine them and to perform multi-criteria analyzes on their combinations.

As soon as we want to analyze and combine these many facets of one Web, we face
the general challenge of the Web. If it is true that the Web architecture is designed
through standards, its participatory nature makes the Web emerge as an openly co-
constructed global object. The “world-wide way” of deploying the Web everywhere
and for everything implies that, as the Web is spreading into the world, the world is
spreading into the Web. The resulting world “wild” Web that is being created and is
evolving every day is contaminated by the complexity of our world. This complexity



implies that a huge challenge for Web development is its need for large-scale multi-
disciplinary cooperation: the three ‘W’s of the World Wide Web call for the three ‘M’s
of a Massively Multidisciplinary Methodology, and the Semantic Web is no exception
to this. The diversity of linked data within the Semantic Web is an asset to address the
diversity of resources identified on the Web. But for the Semantic Web to reach its full
potential, it needs in return to embrace the multidisciplinary needs of the Web. ESWC
2015 embeds the above, being a truly interdisciplinary event.

The ESWC Conference is now established as a yearly major venue for discussing
the latest scientific results and technology innovations related to the Semantic Web.
This 12th edition took place from May 31st to June 4th 2015 in Portoroz, Slovenia.
Besides having a main focus on advances in Semantic Web research and technologies,
we, the Chairs of ESWC 2015, decided to broaden the scope to span other relevant
research areas. The core tracks of the research conference were complemented with
new tracks focusing on linking machine and human computation at Web scale (Cog-
nition and Semantic Web, Human Computation and Crowdsourcing).

This choice also resulted in three exciting invited keynotes. Lise Getoor (University
of California) explained how to combine statistics and semantics to turn data into
knowledge, building on state-of-the-art optimization methods in a distributed imple-
mentation to solve large-scale knowledge graph extraction problems. Viktor Mayer-
Schönberger (Oxford Internet Institute/Oxford University) discussed why Big Data
really matters a lot and why we need to be cautious and well aware of its limitations.
Massimo Poesio (University of Essex) showed what crowdsourcing tells us about
cognition taking the special case of a game-with-a-purpose designed to collect data
about anaphora.

The main scientific program of the conference comprised of 42 papers: 33 research
papers and 9 in-use, selected out of 164 submissions, which corresponds to an
acceptance rate of 23% for the 145 research papers submitted, and of 47% for the 19
in-use papers submitted. This program was completed by a demonstration and poster
session, in which researchers had the chance to present their latest results and advances
in the form of live demos. In addition, the PhD Symposium program included 12
contributions, selected out of 16 submissions.

To have an open, multidisciplinary, and cross-fertilizing event, we complemented
the conference program with 21 workshops, 9 tutorials, as well as 5 challenges and the
EU Project Networking session. This year, an open call for challenges allowed us to
select and support 5 challenges.

As General and Program Committee chairs, we would like to thank the many people
that were involved in making ESWC 2015 a success.

First of all, our thanks go to the 24 track chairs and 427 reviewers including 107
external reviewers for ensuring a rigorous blind review process that led to an excellent
scientific program and an average number of 4.75 reviews per article. This was also
completed by an inspiring selection of posters and demos chaired by Serena Villata and
Christophe Guéret.

Special thanks go to the PhD Symposium Chairs, Claudia d’Amato and Philippe
Cudré-Mauroux, who proposed and managed a very constructive organization ensuring
a real mentoring to all the brilliant students who participated.
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We had a great selection of workshops and tutorials thanks to the dynamism of our
Workshop Chairs Catherine Faron and John Breslin and Tutorial Chairs Elena Simperl
and Antoine Isaac.

Thanks to our EU Project Networking Session Chairs Frédérique Segond, Jun Zhao,
Erik Mannens, and Sergio Consoli we had the opportunity to arrange meetings and
exciting discussions between the contributors of the leading research projects.

Thanks to the work of Elena Cabrio and Milan Stankovic and all the Challenges
Chairs, we successfully established a challenge track with an open call leading to a very
useful comparison of the latest solutions for five challenge areas.

Thanks to STI International for supporting the conference organization, to Ioan
Toma (from STI) for taking care of the budget. Of course we warmly thank our local
organizers, in particular Marko Grobelnik, Špela Sitar, and Monika Kropej from the
Jožef Stefan Institute Ljubljana. youvivo GmbH and in particular Martina Hartl
deserves special thanks for the professional support of the conference organization.

We are very grateful to Mauro Dragoni, our Publicity Chair who kept our com-
munity informed at every stage and Serge Tymaniuk, who administered the Website.

Our Sponsor Chair Blaž Fortuna played an extremely important role in collecting
sponsorships for the conference, the awards and the grants. And of course we also
thank our sponsors listed in the next pages, for their vital support to this edition of
ESWC.

We also want to stress the huge work achieved by the Semantic Technologies
coordinators Anna Lisa Gentile, Andrea Giovanni Nuzzolese, Luca Costabello, Lionel
Medini, and Fuqi Song who developed a new version of our “ESWC Conference Live”
mobile app.

Special thanks also to our Proceedings Chair Antoine Zimmermann, who did a
remarkable job in preparing this volume with the kind support of Springer.

March 2015 Fabien Gandon
Marta Sabou
Harald Sack
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Combining Statistics and Semantics to Turn
Data into Knowledge

Lise Getoor

University of California, USA

Abstract. Addressing inherent uncertainty and exploiting structure are fundamental to turning
data into knowledge. Statistical relational learning (SRL) builds on principles from probability
theory and statistics to address uncertainty while incorporating tools from logic to represent
structure. In this talk I will overview our recent work on probabilistic soft logic (PSL), an SRL
framework for collective, probabilistic reasoning in relational domains. PSL is able to reason
holistically about both entity attributes and relationships among the entities, along with
ontological constraints. The underlying mathematical framework supports extremely efficient
inference. Our recent results show that by building on state-of-the-art optimization methods in a
distributed implementation, we can solve large-scale knowledge graph extraction problems with
millions of random variables orders of magnitude faster than existing approaches.



Why Big Data Matters - A Lot

Viktor Mayer-Schönberger

Oxford University, UK

Abstract. Much has been made of “big data”, our ability to gain novel insights from a
comprehensive set of data points, but a lot of it is hype, and marketing-speak to sell more tools and
consulting. In this talk, I will explain what Big Data really is, why it isnt just a marketing fad or the
tool du jour, but a new way of making sense of the world around us, and consequently why Big
Data matters a great deal, in particular also in the context of semantic technologies. But I will also
mention why we need to be cautious and well aware of Big Data limitations when utilizing it.



What Crowdsourcing Tells Us about Cognition:
The Case of Anaphora

Massimo Poesio

University of Essex, UK

Abstract. Crowdsourcing is usually seen primarily as an inexpensive and quick way of creating
large resources for a variety of Artificial Intelligence tasks. However, our work with Phrase
Detectives, a game-with-a-purpose designed to collect data about anaphora, suggests that
collecting large numbers of judgments about very large amounts of data also tells us a lot about
the extent to which human subjects agree or disagree about the interpretation of such data. In the
talk I will introduce Phrase Detectives and discuss our results and their implications.
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Abstract. Currently one of the challenges for the ontology alignment
community is the user involvement in the alignment process. At the same
time, the focus of the community has shifted towards large-scale match-
ing which introduces an additional dimension to this issue. This paper
aims to provide a set of requirements that foster the user involvement
for large-scale ontology alignment tasks. Further, we present and dis-
cuss the results of a literature study for 7 ontology alignments systems
as well as a heuristic evaluation and an observational user study for 3
ontology alignment systems to reveal the coverage of the requirements in
the systems and the support for the requirements in the user interfaces.

1 Motivation

The growth of the ontology alignment area in the past ten years has led to the
development of many ontology alignment tools. The progress in the field has been
accelerated by the Ontology Alignment Evaluation Initiative (OAEI) which has
provided a discussion forum for developers and a platform for an annual evalua-
tion of their tools. The number of participants in the OAEI increases each year,
yet few provide a user interface and even fewer navigational aids or complex
visualization techniques. Some systems provide scalable ontology alignment algo-
rithms. However, for achieving high-quality alignments user involvement during
the process is indispensable.

Nearly half of the challenges identified in [29] are directly related to user
involvement. These include explanation of matching results to users, foster-
ing the user involvement in the matching process and social and collaborative
matching. Another challenge aims at supporting users’ collaboration by provid-
ing infrastructure and support during all phases of the alignment process. All
these challenges can be addressed by providing user interfaces in combination
with suitable visualization techniques.

The demand for user involvement has been recognized by the alignment com-
munity and resulted in the introduction of the OAEI Interactive track in 2013.
Quality measures for evaluation of interactive ontology alignment tools have
been proposed in [25]. The results from the first two editions of the track show
c© Springer International Publishing Switzerland 2015
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the benefits from introducing user interactions (in comparison with the systems’
non-interactive modes). In the first edition the precision for all (five) participants
and the recall for three was raised. For the second edition three (out of four)
systems increased their precision and two their recall. The test cases presented
in [13] show that simulating user interactions with 30 % error rate during the
alignment process has led to the same results as a non-interactive matching.

With the development of the ontology engineering field the size and complex-
ity of the ontologies, the alignments and, consequently, the matching problems
increase as emphasized in [29] by the large-scale matching evaluation challenge.
This trend is demanding scalable and (perhaps) novel user interfaces and inter-
actions which is going to impose even stricter scalability requirements towards
the algorithms in order to provide timely response to the users. Scalability, not
only in terms of computation, but also in terms of interaction is one of the crucial
features for the ontology alignment systems as stated in [13]. According to [27]
user interactions are essential (in the context of large ontologies) for configur-
ing the matching process, incremental matching and providing feedback to the
system regarding the generated mapping suggestions.

This paper provides requirements for ontology alignment tools that encour-
age user involvement for large-scale ontology alignment tasks (Sect. 2). We also
present the results from a literature study (Sect. 3) and two user interface eval-
uations (Sect. 4) to reveal the coverage of the requirements in current ontology
alignment systems and the support for the requirements in their user interfaces.
Section 5 concludes the paper.

2 Requirements for User Support in Large-Scale
Ontology Alignment

This section presents requirements for ontology alignment systems meant to fos-
ter user engagement for large-scale ontology alignment problems. We extend the
requirements in [8] which address the cognitive support that should be provided
by an alignment system to a user during the alignment process. While they are
essential for every alignment system, their influence becomes more pressing with
increasing ontology size and complexity. Further, the focus in the community has
shifted towards large-scale matching since the time they have been developed.
Thus other requirements (not necessary related to the user interface) to assist
the user in managing larger and more complex ontologies and alignments are
in demand. They are extracted from existing works and systems and from the
authors’ personal experience from developing ontology alignment and debugging
systems [16–18]. These requirements contribute to the development of a com-
plete infrastructure that supports the users during large-scale alignment tasks
and may pose additional visualization and interface requirements. We note that
the requirements in [10] and [7] may also be seen as subsets of the requirements
in this paper.

The requirements identified in [8] are based on research in the area of cognitive
theories. They are grouped in four conceptual dimensions (Table 1). The Analysis
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Table 1. Cognitive support requirements adapted from [8].

Dimensions Requirements

Analysis and Generation
Dimension

#3.1: automatic discovery of some mappings;

#3.2: test mappings by automatically transforming
instances between ontologies;

#3.3: support potential interruptions by saving and
returning users to given state;

#3.4: support identification and guidance for resolving
conflicts;

Representation
Dimension

#4.1: visual representation of the source and target
ontology; (I)

#4.2: representation of a potential mapping describing
why it was suggested, where the terms are in the
ontologies, and their context; (I,E)

#4.3: representation of the verified mappings that
describe why the mapping was accepted, where the
terms are in the ontologies, and their context; (I,E)

#4.4: identify visually candidate-heavy regions; (I)

#4.5: indicate possible start points for the user; (E)

#4.6: progress feedback on the overall mapping
process; (E)

#4.7: feedback explaining how the tool determined a
potential mapping; (E)

Analysis and Decision
Making Dimension

#1.1: ontology exploration and manual creation of
mappings; (I,M) tooling for the creation of temporary
mappings; (M)

#1.2: method for the user to accept/reject a suggested
mapping; (M)

#1.3: access to full definitions of ontology terms; (I)

#1.4: show the context of a term when a user is
inspecting a suggestion; (I)

Interaction Dimension #2.1: interactive access to source and target
ontologies; (I)

#2.2: interactive navigation and allow the user to
accept/reject suggestions; (I,M)

#2.3: interactive navigation and removal of verified
mappings; (I,M)

#2.4: searching and filtering the ontologies and
mappings; (I)

#2.5: adding details on verified mappings and manually
create mappings; (M)



6 V. Ivanova et al.

and Generation dimension includes functions for automatic computation and trial
execution of mapping suggestions (potential mappings), inconsistency detection/
resolution and services for interrupting/resuming the alignment process. The map-
pings and mapping suggestions together with explanations why/how they are sug-
gested/accepted are visualized by services in theRepresentation dimension. Other
functions include interactions for overview and exploration of the ontologies and
alignments and feedback for the state of the process. The Analysis and Decision
Making dimension considers the users’ internal decision making processes and
involves exploration of the ontology terms and their context during the process
of discovering and creating (temporary) mappings, and validating mapping sug-
gestions. The requirements in this dimension can be considered to utilize the func-
tionalities represented by the requirements in the Interaction dimension—during
which the user interacts with the system through its exploration, filtering and
searching services in order to materialize his/her decisions by creating mappings
and accepting/rejecting mapping suggestions.

The requirements provided by the Representation and Interaction dimensions
are involved in the human-system interaction and can be roughly separated in the
following three subcategories of the user interface category (shown in Table 2)—
manipulation (M), inspection (I) and explanatory (E) requirements. Those in
the first category include actions for transforming the mapping suggestions in
an alignment—accept/reject mapping suggestions, add metadata and manually
create mappings, etc. Similar functionalities are needed for the ontologies (#5.0),
as well, since the user may need to, for instance, introduce a concept in order
to provide more accurate mappings, as described in [20] as well. Those in the
second category cover a broad set of actions for inspecting the ontologies and
alignments—exploring the ontologies, mappings and mapping suggestions, search
and filter by various criteria, zoom, overview, etc. The third category includes
services for presenting information to the user, for instance, reasons to suggest/
accept a mapping suggestion, how the tool has calculated it, hinting at possible
starting points and showing the current state of the process.

Various requirements arise from the tendency of increasing the size and com-
plexity of the ontologies, alignments and alignment problems. They are grouped
in the infrastructure and algorithms category in Table 2. We do not discuss tech-
niques for large-scale matching [27] or matching with background knowledge
despite they affect the interactivity of the systems and thus indirectly influence
the user involvement.

Aligning large and complex ontologies cannot be handled on a single occa-
sion. Thus the user should be able to suspend the process, preserve its state and
resume it at another point in time (#3.3). Such interruptions of the align-
ment process (#5.1) may take place during different stages, for instance,
during the computation of mapping suggestions, during their validation, etc. At
the time of interruption the system may provide partial results which can be
reused when the alignment process has been resumed. SAMBO [17] implements
this by introducing interruptible computation, validation and recommendation
sessions.
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Table 2. Requirements to support user involvement in large-scale matching tasks.
(supported (�); partly supported (+); special case, details in the text (*); not
supported (-))

Requirements AlViz SAMBO PROMPT CogZ RepOSE AML COMA

la
rg

e-
sc

al
e

us
er

in
te

rf
ac

e
m

an
ip

ul
at

e #2.5;1.1 create mapping manually �(*) � � � + - �(*)
#2.2;1.2 accept/reject suggestion �(*) � � � � - �(*)
#2.5 add metadata to mapping - � � � - - -
#2.3 move a mapping to list - � � � + - -
#5.0 ontology � - � � - - -

in
sp

ec
t

#2.2;1.4 mapping suggestions �(*) � � � + - �(*)
#2.3 mappings �(*) � � � � � �(*)
#4.4 heavy-regions � - - � - - +
#2.4 filter/search -/� -/� -/- �/� -/- +/� -/�
#4.1/2/3;2.1;1.1/3 ontologies � � � � � + �

ex
pl

ai
n

#4.2/7;5.8 why/how suggested + + � � + + +
#4.3 why accepted - � � � - - -
#4.5 starting point + - - + � - +
#4.6 process state � + + � + - +

in
fr

as
tr

uc
tu

re
&

al
go

ri
th

m
s #5.1;3.3 sessions + � + + + - �

#5.2 clustering � + - � � � �
#5.3 reduce user interventions - + + - - - -
#5.4 collaboration - - - - - - -
#5.5 environment - + + - - + +
#5.6 recommend/rank - � + + � - �
#5.7;3.4 debugging - � � � � � -
#5.8;4.2/7 matchers configuration - � + + � � �
#5.9.1;3.2 trial execution - - - - - - -
#5.9.2;1.1 temporary decisions � + + � - - -

Another strategy to deal with large-scale tasks is to divide them into
smaller tasks (#5.2). This can be achieved by clustering algorithms or grouping
heuristics. Smaller problems can be more easily managed by single users and
devices with limited resources. The authors of AlViz [19] highlight that clus-
tering the graph improves the interactivity of the program. Clustering of the
ontologies and alignments will allow reusing visualization techniques that work
for smaller problems. A fragment-based strategy is implemented in [6] where the
authors also note that not all fragments in one schema would have corresponding
fragments in another.

In the context of large-scale matching it is not feasible for a user to validate
all mapping suggestions generated by a system, i.e., tool developers should aim
at reducing unnecessary user interventions (#5.3). The authors in [25]
define a measure for evaluating interactive matching tools based on the num-
ber and type of user interventions in connection with the achieved F-measure.
LogMap2 [13] only requires user validation for problematic suggestions. In [17]
the authors demonstrate that the session-based approach can reduce the unnec-
essary user interventions by utilizing the knowledge from previously validated
suggestions. GOMMA [15] can reuse mappings between older ontology versions
in order to match their newer versions. PROMPT [23] logs the operations per-
formed for merging/aligning two ontologies and can automatically reapply them
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if needed. Reducing the user interventions, but at the same time effectively com-
bining manual validation with automatic computations are two of the challenges
identified in [24]. The authors in [5] and [28] discuss criteria for selecting map-
ping suggestions that are shown to the user and strategies for user feedback
propagation in order to reduce the user-system interactions. The same issues in
a multi-user context are presented in [4]. A dialectical approach reusing partial
alignment to map portions of two ontologies without exposing them is evaluated
in [26].

Matching large ontologies is a lengthy and demanding task for a single user. It
can be relaxed by involving several users who can discuss together and decide on
problematic mappings in a collaborative environment. The social and collabo-
rative matching (#5.4) is still a challenge for the alignment community [29].

Another challenge insufficiently addressed [29] by the alignment community
is related to the environment (#5.5) where such collaboration could hap-
pen. Apart from aligning ontologies it should also support a variety of functions
for managing alignments as explained in [7]. The environment should support
communication services between its members as well—discussion lists, wikis,
messages, annotations, etc.

Providing recommendations (#5.6) is another approach to support the
user during the decision making process. They can be based on external resources,
previous user actions, etc. and can be present at each point user intervention is
needed—choosing an initial matcher configuration [1,17], validating mapping
suggestions [16] etc.

The outcome of the applications that consume alignments is directly depen-
dent on the quality of the alignments. A direct step towards improving the qual-
ity of the alignments and, consequently, the results from such applications is the
introduction of a debugging step during the alignment process (#5.7). It
was shown in [11] that a domain expert has changed his decisions regarding map-
pings he had manually created, after an interaction with a debugging system.
Most of the alignments produced in the Anatomy, LargeBio and even Conference
(which deals with medium size ontologies) tracks in OAEI 2013 are incoherent
which questions the quality of the results of the semantically-enabled applica-
tions utilizing them. According to [13] reasoning-based error diagnosis is one of
the three essential features for alignment systems. Almost half of the quality
aspects for ontology alignment in [20] address lack of correctness in the align-
ment in terms of syntactic, semantic and taxonomic aspects. The increasing size
and complexity of the alignment problem demands debugging techniques thus
a debugging module should be present in every alignment system. The authors
in [14] show that repairing alignments is feasible at runtime and improves their
logical coherence when (approximate) mapping repairing techniques are applied.
Since ontology debugging presents considerable cognitive complexity (due to the,
potentially, long chains of entailments) adequate visual support is a necessity.

In the field of ontology debugging there is already ongoing work that addresses
explanation of defects. These techniques could be borrowed and applied to ontol-
ogy alignment to address the challenge for explaining the matching results
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to the users (#4.2, #4.7). The authors in [24] specify generating human under-
standable explanations for the mappings as a challenge as well. The authors
in [1] implement advanced interfaces for configuring the matching process
(#5.8) which provide the users with insights of the process and contribute to
the understanding of the matching results.

Trial execution of mappings (#5.9.1) (what-if) will be of even greater
help during the debugging and alignment by aiding the user understanding the
consequences of his/her actions. Additionally support for temporary deci-
sions (#5.9.2), including temporary mappings (#1.1), list of performed actions
and undo/redo actions, will help the user to explore the effects of his/her actions
(and reduce the cognitive load).

3 Literature Study

A literature study was performed on a number of systems (presented in [12]).
The systems were selected because they have mature interfaces, often appear
in user interface evaluations and accommodate features addressing the align-
ment of large ontologies. Table 2 shows the systems support for the requirements
identified in Sect. 2. The manipulation and inspection requirements are almost
entirely supported by the first four systems. However to be able to draw con-
clusions for the level of usability of the different visualization approaches, a user
study is needed. It is worth noting that COMA++ and AlViz do not distin-
guish between mappings and mapping suggestions (�(*)), a functionality that
may help the users to keep track which correspondences have been already vis-
ited. The least supported category from the requirements in [8] is the one that
assists the users most in understanding the reasons for suggesting/accepting
mapping suggestions. While PROMPT and CogZ provide a textual description
to explain the origin of mapping suggestions, the other tools only present a confi-
dence value (which may (not) be enough depending on how familiar the domain
expert already is with the ontology alignment field). Other requirements in this
category include providing a starting point and a state of the process. Even
though rarely supported they can often be observed by the number/status of
the verified suggestions. Some systems limit the amount of data presented to the
user by using sessions and clustering. Only two systems preserve the state of the
process during interruptions. The others partially address the session require-
ment by save/load (ontologies and alignments) functions but without preserving
the already computed suggestions. Almost all of the tools support clustering of
the content presented to the user (not necessary for all views/modes) to avoid
cluttering of the display. Clustering during the computations is also often sup-
ported.

4 User Interface Evaluations

As a further step in our study, we conducted a usability evaluation to reveal
to what level the requirements are supported. We applied a multiple method
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approach by conducting an observational study and a heuristic evaluation to
address the three aspects of the ISO 9241-11 standard for usability: efficiency,
effectiveness, satisfaction. We selected three ontology alignment systems (CogZ,
COMA 3.0 and SAMBO), from those in the literature study, that support as
many as possible of the requirements in the user interface category; were freely
available to us and that could be used without the installation of additional soft-
ware packages. Details for their configurations are available in [12]. We evaluated
the user interfaces using a heuristic evaluation (effectiveness) by an expert user
as well as through an observational study (efficiency, effectiveness) using novice
users. The satisfaction aspect is addressed by the SUS questionaire [2].

4.1 Heuristic Evaluation

Our first evaluation is a heuristic evaluation. We present its most important
findings here, the entire evaluation is available in [12]. It aims to reveal usabil-
ity issues by comparing the systems’ interfaces to a set of accepted usability
heuristics. This evaluation considers Nielsen’s ten heuristics defined in [22] and
presented briefly below. We note that these heuristics are not related in any way
to the requirements in Table 2.

a. Simple and Natural Dialog—provide only absolutely necessary information,
any extra information competes for the users’ attention; group relevant infor-
mation together and follow gestalt principles;

b. Speak the Users’ Language—use users’ familiar terminology and follow the
natural information workflow; use metaphors with caution;

c. Minimize the Users’ Memory Load—pick from a list rather than recall from
the memory; use commonly recognizable graphic elements;

d. Consistency—the same things are at the same place and perform the same
function; follow accepted graphical/platform/etc. conventions;

e. Feedback—provide timely feedback for all actions and task progress informa-
tion;

f. Clearly Marked Exits—provide components to revoke or reverse actions;
g. Shortcuts—design the system proactively rather than reactively, provide

accelerators for (experienced) users or default configurations for novice users;
h. Good Error Messages—meaningful error messages showing the problem in

users’ language and possible recovery actions instead of system codes;
i. Prevent Errors—provide confirmation dialogs for irreversible actions;
j. Help and Documentation—provide documentation for different type of users.

SAMBO provides two separate modes—Suggestion Align and Align
Manually—to validate and create mappings. The system is web-based and the
navigation between the modes is performed with a button, however, a link would
be a more intuitive choice {d}. Both modes provide minimalistic design but they
also contain elements that are not necessary for the tasks and take vertical space
on the screen—the logo and the email address at the bottom {a}. The browser
window in the Suggestion Align mode is divided into two parts by a thick gray
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line but the buttons above and below are very close to it, {a}, and thus the
components may be perceived as one instead of different units. The informa-
tion belonging to a concept is grouped together and enclosed in a box in the
upper and central parts {a}. All mappings for a concept are presented as a list.
The user can annotate and rename a mapping using the text fields below. Each
mapping can be accepted as equivalence or subsumption mapping or rejected by
the corresponding buttons. Their labels clearly explain their function, however,
the buttons’ color matches the background color, they are glued together and
slightly change their appearance on hover. Since they perform the most impor-
tant function in this mode they can be designed such that they stand out among
the other elements {a}. The bottom part of the screen encloses several elements
with various functions {a}—the button for navigation between the modes is
aligned together with the undo button, a button that automatically aligns the
remaining potential mappings and a label that provides information for them.
This label is actually a link which lists all remaining suggestions but it does not
look clickable {d}. Below is the history label with the same issues and a warning
box next to it shows a message relevant to the previous action. The window is
divided similarly in the Align Manually mode. The top and central parts contain
both ontologies represented as unmodifiable indented trees, the comment box is
below them together with a search field. The buttons for creating mappings are
aligned with the undo button (placed on the other side of the screen) and their
labels look differently than in the other mode {d}. The search function has sev-
eral issues—it is case sensitive, accepts only exact input (no autocomplete or
correction) and it should be activated by the search button next to the text
field. The search reloads both trees and loses the current selection. It does not
jump to hit and highlights only the first match in the hierarchy.

COMA 3.0 is a desktop system which provides one view during the align-
ment process [21]. Most of the screen space is occupied by the two ontologies
which are placed side-by-side. Several labels below each ontology show statistical
information regarding its structure which is not directly related to the ontology
alignment task {a}. As a concept is selected the labels are updated to show the
concept name and path to it in the hierarchy. The labels for both ontologies are
connected through small colored squares. Their colors resemble mappings color-
coding but no explanation what they represent is given {a}. Search boxes are
available for each of the ontologies. Selected functions from the toolbar menus
are available through the buttons in the resizable left side of the screen {c}. The
ontologies are represented as unmodifiable indented trees where explicit guid-
ing lines connect a concept with its parent. The mappings are depicted with
color-coded lines in the red-green spectrum depending on their confidence val-
ues. There is no explicit distinction between validated and potential mappings
as there is in the other two systems {c}. In our opinion the list with calcu-
lated mappings in COMA 3.0 is closer to (and thus considered as) mapping
suggestions, since the users go through it and choose which of them (not) to
keep in the final alignment. If a concept in a mapping is selected the system
automatically shows the other concept in the mapping if it is under a unfolded
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branch {g}. The user cannot select a mapping. All actions for a mapping are
available through its concepts’ context menus {d}. To achieve more intuitive
interaction the mappings should be selectable and the corresponding actions
should be available in the mappings context menu {d}. Actions available for a
single mapping include Create Correspondence, Delete Correspondence and Set
Highest Similarity Value. The last action is only available for mappings com-
puted by the system and carries the ’validate mapping’ semantics, i.e., the user
wants to preserve this correspondence in the final alignment. However its phras-
ing significantly differs from the phrasing of the other two {b, d}. The search
function has several issues—the scroll bar shows pink markers where the results
appear but there is no jump to hit. Only concepts under expanded branches are
considered during the search.

CogZ has a more complex interface than those of the other two systems.
The screen is divided into two major resizable views—each side of the upper
part contains an ontology represented as a unmodifiable indented tree; the space
between them is occupied by their mappings; the bottom part contains three
tabs. The mappings can be selected and have a tooltip but do not have a con-
text menu {d}. Several buttons above the mappings are used to apply different
functions to them. The mark as mapped/temporary and (m−) buttons apply
actions on potential mappings while (m+), (m−) and (t+) are used to add,
delete and add temporary mappings. (m−) is placed in group with (m+) and
(t+) and at a distance from mark as mapped/temporary (it also looks differently
from them) {d}. Four buttons are aligned with these above and apply different
filters on the mappings. They have different icons but two of them have the same
tooltip. There is a search box above each ontology and a red-green progress bar
which shows the state of the process {e}, i.e., what portion of the mappings for
each ontology are validated. Next to the progress bar a toggle button filters the
ontologies according to the different mappings.

The first tab in the bottom part contains a table with all potential mappings.
When a potential mapping is selected it is also highlighted in the upper view
(if it is not filtered) {g}. A search strip on top of the table is activated on
a key press {g}. Four buttons on top of the search strip and at the far right
corner apply actions on a single potential mapping. They are almost unnoticeable
due to their distance, color, unfamiliar icons and tooltips (view/create/remove
operation) {a}. A double click on a potential mapping opens the same dialog as
the view/create operation buttons. At the same time there is a Create Mapping
button at the very bottom of the window which is much more visible than these
four; it does not show the same dialog as them. The three operation buttons could
be moved down to the Create Mapping button or in a potential mapping context
menu (currently not existing) {d}. The Create Mapping button attracts attention
even when the user is working at the upper part of the screen. This is due to its
size, the size of the buttons (smaller) at the top of the upper view and probably
because of the unclear separation of both views. In short the system provides
several buttons with different appearance and tooltips which look like they are
meant for the same two actions, i.e., validate and create a mapping {c, d}. The
reason why the system has calculated the mapping is shown at the bottom {c,
e}. The second tab shows the completed mappings and is synchronized with the
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upper view {c, d, g}. The third tab contains two parts, each showing (as a graph)
the neighborhood of the selected concept in each ontology.

The system provides carefully designed search functionality—it filters away
the concepts which do not match the search criteria and jumps to the first hit
{g}. The concept names consisting of more than a word and including space are
enclosed in a single quote (’). When searching for those the users have to use the
same character at the beginning of the input or ‘*’ which replaces an arbitrary
number of characters.

4.2 Observational User Study

We conducted an observational user study in order to achieve better understand-
ing of how the systems support the requirements in the manipulation, inspection
and explanation categories. We describe the study design, the participants and
show its results.

Procedure and Participants. 8 participants took part in the study—3 master
and 5 PhD students (7 male, 1 female). All had Computer Science background
and acquired basic ontology engineering knowledge as part of ongoing or past
university courses. Each participant performed between 11 and 17 tasks with
the systems (since not all of the systems supported all of the requirements).
The study was scheduled for 2 sessions, which lasted for 2 h (with a break after
1 h) and 1 h, respectively. It was expected that the user would work with each
system for approximately 1 h. To prevent carry-over effects (learning) between
the systems we changed the order in which they were presented to the users. We
also used a different order of the input ontologies.

We used the two ontologies from the Anatomy track from the OAEI 2014—
AMA (2,737 concepts, 1,807 asserted is-a relations) and NCI-A (3,298 concepts,
3,761 asserted is-a relations) as representatives of the smallest use cases in a
large-scale setting.

The study was conducted as follows. Each participant was presented with a
project introduction and a tutorial during the first session. The tutorial provided
basic knowledge about ontologies and ontology alignment and ended with several
small tasks in order to ensure that all participants possessed the same level
of understanding. After that the participants started solving the tasks with a
particular system. Before the first task with each system the participants received
the same hints on how to use search (since there are issues in all three systems).
They were observed by one of the authors who took notes regarding their actions
and their comments after each task and regarding the systems. The observer
provided the right answer if a participant gave a wrong one.

Tasks Design. The tasks in the study were developed to include as many of
the requirements in the user interface category as possible. Most of the require-
ments in the infrastructure and algorithms category were not covered due to
their limited support in the systems and since they would require significantly
longer sessions and domain knowledge. A brief description of the tasks and the
corresponding requirements are listed in Table 3. Some tasks were performed
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Table 3. User study tasks.

Task Requirement

A. Discard following potential mapping. #2.2, 1.2

B. Count mapping suggestions for X in A and Y in B. #2.2

C. Find ONE parent and child for X in A and Y in B. #2.1/4, 1.1/4, 4.1/2/3

D. Keep following potential mapping. #2.2, 1.2

E. Create following mapping. #2.5, 1.1

F. Count ALL parents and children of X in A and Y
in B.

#2.1/4, 1.1/4, 4.1/2/3

G. Find in the system why/how it has suggested
potential mapping between X in A and Y in B.

#4.2, 4.7

H. Set up the system to display ALL concepts in
potential mappings.

#2.4

I. Find a concept that has nearby children and/or
parents with more than 10 potential mappings.

#4.4

J. Give estimation of the validated mappings. #4.6

K. Write in the system your arguments to decide there
is a mapping between X in A and Y in B.

#2.5

L. Record in the system the mapping between X in A
and Y in B is correct, such that you can change your
current decision.

#1.1, 5.9.2

M. Give estimation of the potential mappings for
validation.

#4.6

N. Set up the system to display ALL concepts in
verified mappings.

#2.4

O. Find in the system why the mapping X in A and Y
in B was created/accepted.

#4.3

P. Show in the system ALL concepts for which you may
change your decision.

#2.4

twice since we were interested in their subsequent execution times. Task success
and task times were collected for each task. The participants filled in the Sys-
tem Usability Scale (SUS) [2] questionnaire after all tasks with one system were
completed. They were asked to provide at most three things that they like and
dislike after working with each system as well.

Results. Table 4 shows the number of participants that successfully completed
each of the tasks per system. Although we collected time per task and task
success for task G (*) in COMA 3.0 we use this to understand how the users
perceive the similarity value. COMA 3.0 does not provide explicit explanation
why it has suggested a potential mapping. It provides the similarity value on top
of the link however it was not directly perceived as an explanation by the users.
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Table 4. Number of participants (max 8) successfully completed a task. / Average
task time per system in seconds. (details in the text (*); not applicable (-))

Several were looking for an explicit explanation. Three of the participants stated
that if they would know the matching algorithm they would know the reason.

The first 6 tasks were solved with varying success by the participants. Most
(4 out of 6) who did not complete task A in COMA 3.0 chose a wrong option to
reject the mapping—instead of deleting a mapping using Delete Correspondence
they used the ’X’ button which deletes the entire alignment. The participant
who did not solve task A in CogZ could not find the mapping but after help
from the observer he was able to solve it. The success in task B varied due to
different reasons. For SAMBO most users (4 out of 7) could not find where the
mapping suggestions are listed. They had to open a separate link, however the
link looks like a label. For COMA 3.0 the users provided wrong numbers due
to not realizing that a concept may exist in several places in the tree and as a
consequence several lines represent a mapping between the same two concepts.
For CogZ 2 participants did not understand the task and 2 gave wrong numbers
since they were counting the suggestions between the two ontologies while one
of the ontologies was filtered because of previous search. Most of the users that
did not solve task F (all systems) did not realize that a concept may appear
several times in the hierarchy although this was hinted in the task description
and a similar situation appeared in task B. Task E in CogZ was not solved
since 2 participants had problems finding one of the concepts, 1 participant
did not realize that it is not a mapping suggestion and looked at the mapping
suggestions list (after help from the observer he still had problems finding it). As
mentioned earlier there is no explicit separation between mappings and mapping
suggestions in COMA 3.0. Thus the way task D (*) is interpreted is that the
user keeps the mapping if he chooses Sets Highest Similarity Value. In 3 out of
6 cases the participants selected Retain only Fragment Correspondences.

Table 4 also shows the average time per task per system. The task times
for task A (*) in SAMBO are not directly comparable with the other systems
due to the system’s design and study scenario. While the user has to search
for a mapping suggestion in COMA 3.0 and CogZ and then delete/remove it in
SAMBO the suggestion was presented to the user (due to the system design).
Task A (*) in CogZ took much longer for one of the participants. The average
time for this task is 1:35 min if we exclude his time from the results. The task
success and time improved significantly for the subsequent execution of tasks A,
D and E. Figure 1 shows the results of the SUS questionnaire.
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Fig. 1. SUS questionnaire scores. (average (left) and boxplot of the dataset (right))

4.3 Discussion

In [12] we discuss the results of the user study and heuristic evaluation in connec-
tion with the requirements from Table 2. Here we present additional important
findings.

Several issues became noticeable while observing the users performing the
tasks and in their comments after each task. In several cases the users could
not complete a task or gave a wrong answer because they could not find the
concept they were looking for because of the visualization. Although COMA 3.0
provides guiding lines 3 users counted a sibling concept as a parent, while for
others the guiding lines were very helpful. One participant counted one parent
twice in CogZ. In SAMBO two had problems aligning parents and children in
the trees, two others used a pen to align the concepts.

Another issue appeared around the tree representation of the ontologies. The
participants had to consider multiple inheritance, i.e., the same concept appears
several times under different parents (and thus places) in an ontology, for task B
(COMA 3.0) and F (all three). An example of multiple inheritance was given in
the tutorial as well. Two participants did not experience difficulties with that but
only one of them managed to solve all F tasks correctly. All other participants
did not think of searching for more than a single occurrence of a concept. While
some of them did not make the same mistake again others did it in the B and
after that in the F tasks with the same system.

As commented in the heuristic evaluation the search functionality was tricky
and due to it several tasks were not successfully completed. In three cases that
happened with SAMBO. 5 participants complained about the search functional-
ity in COMA 3.0 as well. Although CogZ provided the best search functionality
among the three systems two users did not solve task E due to search problems
as well.

Another issue that constantly appeared across all systems was the terminol-
ogy (also covered by the second Nielsen heuristic in Subsect. 4.1). While it should
be noted that the participants are not regular ontology alignment systems users
all of them have had an ontology engineering course. Thus the terminology is
not completely new for them. SAMBO uses the term mapping suggestions for
potential mappings, Suggestion Align for the mode where potential mappings
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are validated and Remaining Suggestions for the mappings left for validation.
Two users were unsure what Suggestion Align means/does and two others com-
plained about the other two terms. The term correspondence denotes a mapping
in COMA 3.0 and Match Result—the alignment. Two users were unsure for the
meanings of the options in the context menu. It was observed that the users hes-
itated to press Set Highest Similarity Value. The terminology issue in CogZ had
another aspect—the users were not confident in choosing actions. As said earlier
CogZ has Mark as mapped, (m+), Create Mapping, View operation, Create oper-
ation and a View operation dialog which opens on double click on a potential
mapping. The users were unsure of using Mark as mapped in at least four cases.
One user was not sure what Remove operation does and three others said they
were wondering which button to use.

We list briefly comments that appeared in the like/dislike section and other
observations for each system. One of the most appreciated features in SAMBO
was the Suggestion Align view. Remaining suggestions and History were also
explicitly mentioned although lists with potential/completed mappings are pre-
sented in CogZ as well. Apart from the search and terminology the users also
disliked that the potential mappings were not shown in the Align Manually
mode. In COMA 3.0 the users liked the mapping representation—color-coded
lines between the trees. Many of the users tried to select a mapping by clicking
on it and were also looking for a context menu. One disliked that the mapping
context menu actually appeared for a concept. This comment can be juxtaposed
to heuristic {d} in Subsect. 4.1 which suggests that common conventions should
be followed. The Neighborhood View appeared as one of CogZ advantages. The
users expected a context menu in the table with potential mappings as well.
During the first task several users were confused because it was not clear which
ontology is presented on which side of the screen. One user stated that the but-
ton Create Mapping draws attention and the two views are not well separated.
Comparing the three systems CogZ was most unstable in the sense that it was
not clear if an action took place.

It comes at no surprise that most of the tasks are supported in CogZ since
they are based on the requirements in the manipulation, inspection and expla-
nation categories which are based on [8]. As shown in Tables 2, 3 and 4 SAMBO
and COMA 3.0 cover fewer requirements. The explanation category is the least
supported. As it can be seen from the task success and time the users showed
varying performance at the beginning which improved in terms of success and
decreased in time to the last tasks. CogZ achieved the highest SUS score from the
three (Fig. 1) which falls at the border between OK and GOOD in the adjective
rating scale in [3]. COMA 3.0 scored a bit higher at SUS than SAMBO, both
at the beginning of the OK interval. OK should not be perceived as satisfactory
but rather that improvements are needed. SUS provides a good assessment of
the perceived usability of a system with a small sample as in our case and SUS
scores have “modest correlation with task performance” [3]. As take away issues
from this study we would pinpoint the search and filter functionality especially
in large-scale context, explicit explanation of the matching results (reduces the
users cognitive load) and the Suggestion Align mode which was appreciated by
the users.
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5 Conclusions and Future Work

We have developed and presented requirements to foster user involvement in
large-scale ontology alignment and have conducted a user study to reveal to what
extent the requirements in the user interface category are supported in three
selected systems. A heuristic evaluation was conducted by one of the authors as
well to provide additional critique to the systems interfaces and cover aspects
slightly or not mentioned in the user study (e.g., positioning of the elements on
the screen). We also showed that the heuristic evaluation can provide quick yet
valuable feedback for the user interface design.

The literature study showed that the requirements in the infrastructure and
algorithms category are supported to a varying degree and more research
and support is needed in, e.g., sessions, reducing user intervention, collaboration
and trial execution. The explanation category, which assists the users most in
understanding the reasons for suggesting/accepting mapping suggestions, is the
least supported from the first three categories. The user interface evaluations
show that state-of-the-art ontology alignment systems still have many weak-
nesses from a usability point of view. The study highlighted the importance of
seemingly trivial issues like search and issues like ontology visualization which
become crucial in a large-scale setting. Regarding our study, one limitation, that
needs to be addressed in future work, is that all systems in the interface evalua-
tions represent ontologies as trees. It was shown in [9] that a graph representation
may be more suitable when dealing with multiple inheritance.

Acknowledgments. We thank the National Graduate School in Computer Science
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Abstract. A major challenge in information management today is the
integration of huge amounts of data distributed across multiple data
sources. A suggested approach to this problem is ontology-based data
integration where legacy data systems are integrated via a common ontol-
ogy that represents a unified global view over all data sources. However,
data is often not natively born using these ontologies. Instead, much data
resides in legacy relational databases. Therefore, mappings that relate
the legacy relational data sources to the ontology need to be constructed.
Recent techniques and systems that automatically construct such map-
pings have been developed. The quality metrics of these systems are,
however, often only based on self-designed benchmarks. This paper intro-
duces a new publicly available benchmarking suite called RODI , which
is designed to cover a wide range of mapping challenges in Relational-
to-Ontology Data Integration scenarios. RODI provides a set of differ-
ent relational data sources and ontologies (representing a wide range of
mapping challenges) as well as a scoring function with which the perfor-
mance of relational-to-ontology mapping construction systems may be
evaluated.
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1 Introduction

Data integration is a big challenge in industry, life sciences, and the web, where
data has not only reached large volumes, but also comes in a variety of formats.
Integration increases the utility of data, it provides a unified access point to
several databases and allows to analyse them, e.g., by correlating their data and
identifying important patterns [3,5].

One of the major challenges in the integration task is to address the het-
erogeneity of data. A promising recent approach to address this challenge is
to use ontologies, semantically rich conceptual models [12], to provide a con-
ceptual integration and access layer on top of databases [27]. The ontology is
‘connected’ to databases with the help of mappings that are declarative specifi-
cations describing the relationship between the ontological vocabulary and the
elements of the database schema.

Ontologies are already available in many domains, and many of them can
naturally be employed to support integration scenarios. For example, in biology
there is the Gene Ontology and in medicine [7] there is the International Clas-
sification of Diseases (ICD) ontology. Another recent example is schema.org, an
ontology to mark up data on the web with schema information. Industrial exam-
ples include NPD FactPages ontology [17,30] created for petroleum domain and
Siemens ontology [15] created for the energy sector.

Mappings, however, cannot easily be reused since they are typically specific
for each source database. Thus, they usually need to be developed from scratch.
Creating and curating relational-to-ontology mappings manually is a process
that often involves an immense amount of human effort [25]. In order to address
this challenge, a number of techniques and systems [10,13,18,22,24,28,32] have
been recently developed to assist in the relational-to-ontology data integration
problem, either in a semi-automatic fashion or by bootstrapping initial map-
pings. However, claims about the quality of the created mappings are only
based on self-designed benchmarks, which make comparisons difficult. While
there already exist some standardized benchmarks or testbeds for data inte-
gration scenarios in data warehousing [26] or for ontology alignment [21], these
benchmarks do not include the mapping challenges that arise from relational-
to-ontology mappings.

In this paper we present a systematic overview of different types of mapping
challenges that arise in relational-to-ontology data integration scenarios. Based
on these types of mapping challenges, we selected existing ontologies and created
corresponding relational databases for our benchmark to have a good coverage
of all types. Moreover, the benchmark queries have been designed such that each
query targets different mapping challenges. That way, the results of the scoring
function for the individual queries can be used to draw inferences on how good
different types of structural heterogeneity are supported by a certain integration
system.
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As the main contribution this paper introduces a new publicly available
benchmarking suite1 called RODI which is designed for Relational-to-Ontology
Data Integration Scenarios. RODI provides researchers with a set of different
relational data sources (schema and data) and ontologies (only schema) that
model data of research conferences (e.g., sessions, talks, authors, etc.). The chal-
lenge of the benchmark is to map the schema elements of the relational database
to the schema elements of the ontology in order to instantiate the ontology. In
addition, the benchmark provides a set of query pairs (i.e., a query over parts
of the database and an equivalent query over the ontology). The idea is that
each of the query pairs targets schema elements that represent different types of
mapping challenges. Moreover, the benchmark also provides a scoring function
to evaluate the quality of the mappings created by a certain tool. For covering
other forms of heterogeneity, our benchmark provides extension points that allow
users to integrate other relational databases, ontologies and test queries.

Thus, RODI is an end-to-end integration benchmark to test different map-
ping challenges. We decided to design an end-to-end integration benchmark
instead of evaluating individual artifacts of the data integration process (i.e.,
correspondences, mappings, ...) since existing systems implement a wide range
of different integration approaches that do not allow a good way of compari-
son. For example, a major difference is that some integration systems directly
map relational databases to ontologies (e.g., IncMap [24]) while other tools first
translate the relational database into an ontology and then apply an ontology
alignment technique (e.g., BootOX [10]) resulting in different artifacts during
the integration process.

The outline of our paper is the following. Section 2 provides a classification
of the different types of mapping challenges. Section 3 gives an overview of our
benchmark and describes the details about the ontologies and relational data-
bases as well as the benchmarking queries and the evaluation procedure. Section 4
illustrates the initial use of our benchmark suite by evaluating four mapping gen-
eration systems. Finally, Sect. 5 summarizes related work and Sect. 6 concludes
the paper.

2 Mapping Challenges

In the following we present our classification of different types of mapping chal-
lenges in relational-to-ontology mapping. As top level of the classification, we
use the standard classification for data integration described by Batini et al. [2]:
naming conflicts, structural heterogeneity, and semantic heterogeneity.

2.1 Naming Conflicts

Typically, relational database schemata and ontologies use different conventions
to name their artifacts even when they model the same domain and thus should

1 Download at: http://www.fluidops.com/downloads/collateral/rodi1.0-2.zip.

http://www.fluidops.com/downloads/collateral/rodi1.0-2.zip
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use a similar terminology. While database schemata tend to use short identifiers
for tables and attributes that often include technical artifacts (e.g. for tagging
primary keys and for foreign keys), ontologies typically use long “speaking”
names. Moreover, names in ontologies include IRIs with prefixes (that refer to a
namespace). Thus, the main challenge is to be able to find similar names despite
the different naming patterns.

Other model differences include the use of plural vs. singular form for entities,
common tokenization schemes, use of synonyms etc. that are not present in other
data integration scenarios (e.g., relational-to-relational or ontology alignment).

2.2 Structural Heterogeneity

The most important differences in relational-to-ontology integration scenarios
compared to other integration scenarios are structural heterogeneities. We dis-
cuss the different types of structural heterogeneity covered by RODI .

Type Conflicts: Relational schemata and ontologies represent the same arti-
facts by using different modeling constructs. While relational schemata use
tables, attributes, as well as constraints, ontologies use modeling elements such
as classes and subclasses (to model class hierarchies), data and object properties,
restrictions, etc. Clearly there exist direct (i.e., naive) mappings from relational
schemata to ontologies for some of the artifacts (e.g., classes map to tables).
However, most real-world relational schemata and corresponding ontologies do
not follow any naive mapping. Instead, the mapping rules are much more com-
plex and there exist big differences (i.e., type conflicts) in the way how the same
concepts are modeled. One reason is that relational schemata are often optimized
towards a given workload (e.g., they are normalized for update-intensive work-
loads or denormalized for read-intensive workloads) while ontologies model a
domain on the conceptual level. Another reason is that some modeling elements
have no direct translation (e.g., class hierarchies in ontologies can be mapped to
relational schemata in different ways). In the following, we list the different type
conflicts covered by RODI :

1. Normalization Artifacts: Often properties that belong to a class in an ontology
are spread over different tables in the relational schema as a consequence of
normalization.

2. Denormalization Artifacts: For read-intensive workloads, tables are often
denormalized. Thus, properties of different classes in the ontology might map
to attributes in the same table.

3. Class Hierarchies: Ontologies typically make use of explicit class hierarchies.
Relational models implement class hierarchies implicitly, typically using one
of three different common modeling patterns (c.f., [8, Chap. 3]). In the fol-
lowing we describe those patterns (see Fig. 1): (1) In one common variant
the relational schema materializes several subclasses in the same table and
uses additional attributes to indicate the subclass of each individual. Those
additional attributes can take the shape of a numeric type column for disjoint
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Fig. 1. Class hierarchies – ontology vs. relational schema

subclasses and/or a combination of several type or role flags for non-disjoint
subclasses. In this case, several classes need to be mapped to the same table
and can be told apart only by secondary features in the data, such as the value
in a type column. (2) Another common way is to use one table per most spe-
cific class in the class hierarchy and to materialize the inherited attributes
in each table separately. Thus, the same property of the ontology must be
mapped to several tables. (3) A third variant uses one table for each class
in the hierarchy, including for possibly abstract superclasses. Tables then use
the same primary key to indicate the subclass relationship. This variant has
a closer resemblance to ontology design patterns. However, it is also rarely
used in practice, as it is more difficult to design, harder to query, impractical
to update and usually considered unnecessary.

Thus, the main challenge is that integration tools should be capable to resolve
different levels of (de-)normalization and different patterns implementing class
hierarchies in a relational schema when mapping a schema to an ontology.

Key Conflicts: In ontologies and relational schemata, keys and references (to
keys) are represented in different ways. In the following, we list the different key
conflicts covered by RODI :
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1. Keys: Keys in databases are often (but not always) explicitly implemented
using constraints (i.e., primary keys and unique constraints). Keys may be
composite and in some cases partial keys of a table identify different related
entities (e.g., denormalized tables on the relational side). Moreover, ontologies
use IRIs as identifiers for individuals. Thus, the challenge is that integration
tools should be able to generate mapping rules for creating IRIs for individuals
from the correct choice of keys.

2. References: A similar observation holds for references. While references are
typically modeled as foreign keys in relational schemata, ontologies use object
properties. Moreover, sometimes relational databases do not model foreign
key constraints at all. In that case an integration tool must be able to derive
references from relational schema (e.g., based on the naming scheme or indi-
viduals).

Dependency Conflicts: These conflicts arise when a group of concepts are
related among themselves with different dependencies (i.e., 1 : 1, 1 : n, n : m)
in the relational schema and the ontology. While relational schemata use foreign
keys over attributes as constraints to model 1-1 and 1-N relationships explic-
itly, they can only model N-M relationships in an implicit way using an addi-
tional connection table. Ontologies, on the other hand, model functionalities (i.e.,
functional properties or inverse functional properties) or they define cardinalities
explicitly using min- and max-cardinality restrictions. However, many ontologies
do not make use of these constraints and thus are often underspecified.

2.3 Semantic Heterogeneity

Besides the usual semantic differences between any two conceptual models of
the same domain, two additional factors apply in relational-to-ontology data
integration: (1) the impedance mismatch between the closed-world assumption
(CWA) in databases and the open-world assumption (OWA) in ontologies;2 and
(2) the difference in semantic expressiveness, i.e., databases may model some
concepts or data explicitly where they are derived logically in ontologies. The
challenge is thus to bridge the model gap. In general, this challenge is inherent
to all relational-to-ontology mapping problems.

3 RODI Benchmark Suite

In the following, we present the details of our RODI benchmark: we first give
an overview, then we discuss the details of the data sets (relational schema and
ontologies) as well as the queries, and finally we present our scoring function to
evaluate the benchmark results.

2 Other notions of impedance mismatch exist (e.g., modeling of values vs. objects).
The OWA/CWA notion is most relevant w.r.t. specific mapping challenges.
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Fig. 2. Overview of the RODI benchmark

3.1 Overview

Figure 2 gives an overview of our benchmark. In its basic version, the benchmark
provides three target ontologies (T-Box only) and different relational source
databases for each ontology (schema and data) varying in the types of mapping
challenges that are covered.

As the primary domain for testing, we chose the conference domain: it is
well understood, comprehensible even for non-domain experts but still complex
enough for realistic testing and it has been successfully used as the domain of
choice in other benchmarks before (e.g., by the OAEI [21]). For each ontology, we
provide different variants of corresponding databases, each focusing on different
types of mapping challenges.

The benchmark asks systems to create mapping rules from the different
source databases to their corresponding target ontologies. We call each such
combination of a database and an ontology a benchmark scenario. For eval-
uation, we provide query pairs for each scenario to test a range of mapping
challenges. Query pairs are evaluated against the instantiated ontology and the
provided databases, respectively. Results are compared for each query pair and
aggregated in the light of different mapping challenges using our scoring function.

In order to be open for other data sets and different domains, our bench-
mark can be easily extended to include scenarios with real-world ontologies and
databases. In our initial version, we already provide one such extension from a
real-world application of the oil and gas domain.

3.2 Data Sources

In the following, we discuss the data sources (i.e., ontologies and relational
schemata) as well as the combinations used as mapping scenarios for the bench-
mark in more details.

Conference Ontologies. The conference ontologies in this benchmark are pro-
vided by the Ontology Alignment Evaluation Initiative (OAEI) [21] and were
originally developed by the OntoFarm project.3 We selected three particular
3 http://nb.vse.cz/∼svatek/ontofarm.html.

http://nb.vse.cz/~svatek/ontofarm.html
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ontologies (CMT, SIGKDD, CONFERENCE), based on a number of criteria:
variation in size, the presence of functional coherences, the coverage of the
domain, variations in modeling style, and the expressive power of the ontol-
ogy language used. In SIGKDD, we have fixed a total of seven inconsistencies
that we discovered in this ontology.

Relational Schemata. We synthetically derived different relational schemata
for each of the ontologies, focusing on different mapping challenges. First, for
each ontology we derived a relational schema that can be mapped to the ontology
using a naive mapping as described in [11]. The algorithm works by extracting
an entity-relationship (ER) model from an OWL DL ontology. It then translates
this ER model into a relational schema according to text book rules (e.g., [8]). We
extended this algorithm to consider ontology instance data to derive more proper
functionalities (rather than just looking at the T-Box as the existing algorithm
did). Otherwise, the generated naive relational schemata would have contained
an unrealistically high number of n : m-relationship tables. The naively trans-
lated schemata of the algorithm are guaranteed to be in fourth normal form
(4NF), fulfilling normalization requirements of standard design practices. Thus,
the naive schemata already include various normalization artifacts as mapping
challenges. Also, all scenarios reflect the kind of semantic heterogeneity that is
inherent to relational-to-ontology mappings.

From each naively translated schema, we systematically created different
variants by introducing different aspects on how a real-world schema may differ
from a naive translation and thus to test different mapping challenges:

1. Adjusted Naming: As described in Sect. 2.1, ontology designers typically con-
sider other naming schemes than database architects do, even when imple-
menting the same (verbal) specification. Those differences include longer vs.
shorter names, “speaking” prefixes, human-readable property IRIs vs. tech-
nical abbreviations (e.g., “hasRole” vs. “RID”), camel case vs. underscore
tokenization, preferred use of singular vs. plural, and others. For each naively
translated schema we automatically generate a variant with identifier names
changed accordingly.

2. Varying Hierarchies: The most critical structural challenge comes with differ-
ent relational design patterns to model class hierarchies more or less implic-
itly, as we have discussed in Sect. 2.2. We automatically derive variants of
all naively translated schemata where different hierarchy design patterns are
presented.

3. Combined Case: In the real world, both of the previous cases (i.e., adjusted
naming and hierarchies) would usually apply at the same time. To find out
how tools cope with such a situation, we also built scenarios where both are
combined.

4. Removing Foreign Keys: Although it is considered as bad style, databases
without foreign keys are not uncommon in real-world applications.
The mapping challenge is that mapping tools must guess the join paths to
connect tables of different entities. Therefore, we have created one dedicated
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Table 1. Scenario combinations

CMT CONFERENCE SIGKDD

Naive (�) (�) (�)

Adjusted naming � � �
Cleaned hierarchies � � �
Combined case (�) (�) �
Missing FKs - � -

Denormalized � - -

scenario to test this challenge with the CONFERENCE ontology and based
it on the schema variant with cleaned hierarchies.

5. Partial Denormalization: In many cases, schemata get partially denormalized
to optimize for a certain read-mostly workload. Denormalization essentially
means that correlated (yet separated) information is jointly stored in the
same table and partially redundant. We provide one such scenario for the
CMT ontology.

Mapping Scenarios. For each of our three main ontologies, CMT, CON-
FERENCE, and SIGKDD, the benchmark includes five scenarios, each with
a different variant of the database schema (discussed before). Table 1 lists the
different versions. All scenarios cover the main semantic challenges and to some
degree also the structural challenges. Renamed scenarios cover the naming con-
flicts challenge. Scenarios with cleaned hierarchies and advanced cases mostly
address structural heterogeneity but also stress the challenge of semantic differ-
ences more than other scenarios. To keep the number of scenarios small for the
default setup, we differentiate between default scenarios and non-default scenar-
ios. While the default scenarios are mandatory to cover all mapping challenges,
the non-default scenarios are optional (i.e., users could decide to run them in
order to gain additional insights). Non-default scenarios are put in parentheses
in Table 1. Similarly, we include scenarios that require mappings of schemata to
one of the other ontologies (e.g., mapping a CMT database schema variant to
the SIGKDD ontology), but do not consider them as default scenarios either.
They represent more advanced scenarios.

Data. In RODI , we provide data to fill both the databases and ontologies, as
all ontologies are provided as empty T-Boxes, only. All data are first generated
as A-Box facts for the different ontologies, and then translated into the corre-
sponding relational data. Actually, for the evaluation it would not be necessary
to generate data for the ontologies. However, this design simplifies the evalua-
tion since all databases can be automatically derived from the given ontologies
as described before. Our conference data generator deterministically produces a
scalable amount of synthetic facts around key concepts in the ontologies, such as



30 C. Pinkel et al.

conferences, papers, authors, reviewers, and others. In total, we generate data for
23 classes, 66 object properties (including inverse properties) and 11 datatype
properties (some of which apply to several classes).

3.3 Queries

We test each mapping scenario with a series of query pairs, consisting of seman-
tically equivalent queries against the instantiated ontology and the provided
databases, respectively.

Each query pair is based on one SPARQL query, which we then translated
into equivalent SQL for each corresponding schema using the same translation
mechanism as used for schema translation. To double-check that queries in each
pair are in fact equivalent, we manually checked result sets on both ends. Queries
are manually curated and designed to test different mapping challenges.

To this end, all query pairs are tagged with categories, relating them to
different mapping challenges. All scenarios draw on the same pool of 56 query
pairs, accordingly translated for each ontology and schema. However, the same
query may face different challenges in different scenarios, e.g., a simple 1 : 1
mapping between a class and table in a naive scenario can turn into a complicated
n : 1 mapping problem in a scenario with cleaned hierarchies. Also, not all query
pairs are applicable on all ontologies (and thus, on their derived schemata).

3.4 Evaluation Criteria

It is our aim to measure the practical usefulness of mappings. We are there-
fore interested in the correctness (precision) and completeness (recall) of query
results, rather than comparing mappings directly to a reference mapping set.
This is important because a number of different mappings might effectively pro-
duce the same data w.r.t. a specific input database. Also, the mere number of
facts is no indicator of their semantic importance for answering queries (e.g., the
overall number of conferences is much smaller than the number of paper sub-
mission dates, yet are at least as important in a query about the same papers).

We therefore define precision and recall locally for each individual test (i.e.,
for each query pair) and use a simple scoring function to calculate averages for
different subsets of tests, i.e., for tests relating to a specific mapping challenge.

Unfortunately, precision and recall cannot be measured immediately by
naively checking results of query pairs tuple by tuple for equality, as different
mappings typically generate different IRIs to denote the same entities. Instead,
we define an equivalence measure that is agnostic of entity IRIs.

In the following, we define tuple set equivalence based on a more general
equivalence of query results (i.e., tuple sets):

Definition 1 (Structural Tuple Set Equivalence). Let V = IRI ∪ Lit ∪
Blank be the set of all IRIs, literals and blank nodes, T = V × ... × V the set of
all n-tuples of V . Then two tuple sets t1, t2 ∈ P(T ) are structurally equivalent
if there is an isomorphism φ : (IRI ∩ t1) → (IRI ∩ t2).
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For instance, {(urn:p-1, ‘John Doe’)} and {(http://my#john, ‘John Doe’)} are
structurally equivalent. On this basis, we can easily define the equivalence of
query results w.r.t. a mapping target ontology:

Definition 2 (Tuple Set Equivalence w.r.t. Ontology (∼O)). Let O be a
target ontology of a mapping, I ⊂ IRI the set of IRIs used in O and t1, t2 ∈ P(T )
result sets of queries q1 and q2 evaluated on a superset of O (i.e., over O plus
A-Box facts added by a mapping).

Then, t1 ∼O t2 (are structurally equivalent w.r.t. O) iff t1 and t2 are struc-
turally equivalent and ∀i ∈ I : φ(i) = i.

For instance, {(urn:p-1, ‘John Doe’)} and {(http://my#john, ‘John Doe’)} are
structurally equivalent, iff http://my#john is not already defined in the target
ontology. Finally, we can define precision and recall:

Definition 3 (Precision and Recall under Tuple Set Equivalence). Let
tr ∈ P(T ) be a reference tuple set, tt ∈ P(T ) a test tuple set and trsub, ttsub ∈
P(T ) be maximal subsets of tr and tt, s.t., trsub ∼O ttsub.

Then the precision of the test set tt is P = |ttsub|
|tt| and recall is R = |trsub|

|tr| .

Table 2. Example results from a query pair asking for author names (simplified)

We observe precision and recall locally on each query test, i.e., based on how
many of the result tuples of each query are structurally equivalent to a reference
query result set. Table 2 shows an example with a query test that asks for the
names of all authors. The corresponding query pair here would be:

SQL: SELECT name FROM persons WHERE person_type = 2.

SPARQL: SELECT ?name WHERE {?p a :Author; foaf:name ?name}).

Result set 1 is structurally equivalent to the reference result set, i.e., it has found all
authors and did not return anything else, so both precision and recall are 1.0. Result
set 2 is equivalent with only a subset of the reference result (e.g., it did not include
those authors who are also reviewers). Here, precision is still 1.0, but recall is only
0.5. In case of result set 3, all expected authors are included, but also another person,
James. Here, precision is only 0.66, but recall is 1.0.

To aggregate results of individual query pairs, a scoring function calculates the
averages of per query numbers for each scenario and for each challenge category. For
instance, we calculate averages of all queries testing 1 : n mappings.
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3.5 Extension Scenarios

Our benchmark suite is designed to be extensible, i.e., additional scenarios can be
easily added. The primary aim of supporting such extensions is to allow actual real-
world mapping challenges to be tested on a realistic query workload alongside our more
controlled default scenarios.

To demonstrate the feasibility of extension scenarios we added and evaluated one
example of an extension scenario in our benchmark suite, based on the data, ontology
and queries from The Norwegian Petroleum Directorate (NPD) FactPages [30]. The
test set contains a small relational database (≈40 MB), but with a relatively complex
structure (70 tables, ≈1000 columns and ≈100 foreign keys), an ontology covering the
domain of the database (with ≈300 classes and ≈350 properties), and 17 query pairs.
The database and ontology are constructed from a publicly available dataset containing
reference data about past and ongoing activities in the Norwegian petroleum industry,
and the queries in the test set are built from real information needs collected from
end-users of the NPD FactPages.

4 Benchmark Results

Setup: In order to show the usability of our benchmark and the usefulness and signifi-
cance of its results, we have performed an initial evaluation with four systems: BootOX
[9,16], IncMap [23,24], morph/MIRROR4 and ontop [29].

(1) BootOX (Bootstrapper of Ox ford) is based on the approach called ‘direct map-
ping’ by the W3C:5, i.e., every table in the database (except for those representing n : m
relationships) is mapped to one class in the ontology; every data attribute is mapped to
one data property; and every foreign key to one object property. Explicit and implicit
database constraints from the schema are also used to enrich the bootstrapped ontology
with axioms about the classes and properties from these direct mappings. Afterwards,
BootOX performs an alignment with the target ontology using the LogMap system [31].
(2) IncMap maps an available ontology directly to the relational schema. IncMap rep-
resents both the ontology and schema uniformly, using a structure-preserving meta-
graph for both. (3) morph/MIRROR (M appIngs for Rdb to Rdf generatOR) is a tool
for generating an ontology and R2RML direct mappings automatically from an RDB
schema. morph/MIRROR has been implemented as a module of the RDB2RDF engine
morph-RDB [28]. (4) ontop is an ontology-based data access system that also includes
a module to automatically compute direct mappings and a simple ontology with the
vocabulary used in the mappings. For the last step of aligning to the target ontology
we have coupled both morph/MIRROR and ontop with LogMap in a similar setup to
the one used in BootOX .

Results: For each of those systems we were running the default scenarios of our bench-
mark (as discussed in Sect. 3). We mainly report overall aggregates but also highlight
some of the most interesting findings in more detail.

Table 3 shows precision, recall and f-measure averaged over all tests for each
scenario. What becomes immediately apparent is that measured quality is relatively
modest. Another surprising observation is that for each system, precision, recall and
f-measure are always the same per scenario. A manual analysis of results has shown,

4 https://github.com/oeg-upm/MIRROR.
5 http://www.w3.org/TR/rdb-direct-mapping/.

https://github.com/oeg-upm/MIRROR
http://www.w3.org/TR/rdb-direct-mapping/
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that the reason for this behavior is linked to the relatively low overall quality: systems
did only solve some of the simpler query tests and those tend to result in atomic answers,
which may be either correct or incorrect, but nothing in-between. For instance, if a query
asks for the number of author instances, the result in either correct (p = r = f = 1.0) or
incorrect (p = r = f = 0.0). Systems did surprisingly well on some tests of medium diffi-
culty, e.g., author names (where, e.g., some other persons could be mistaken for authors)
and scored p = r = f = 1.0 in all cases where they submitted any results at all. For the
most complex queries, where results could be likely in ]0; 1[, systems failed the query tests
completely. We expect this behavior to change as systems improve in general and overall
scores go up.

Best numbers are generally reached for “adjusted naming” scenarios, which are
close to the naive ontology translation and thus schemata resemble their correspond-
ing ontologies most closely. Besides the generic model gap and those, these scenar-
ios only test the challenges of naming conflicts and normalization artifacts. Quality
drops rapidly for almost all other types of scenarios, i.e., whenever we introduce addi-
tional challenges that are specific to the relational-to-ontology modeling gap. With a
few exceptions, BootOX and ontop perform better than the others. Where differences
appear between the two of them, ontop surprisingly outperforms BootOX . Note that
those two similar setups differ mostly in that ontop only produces a very simple ontol-
ogy while BootOX tries to additionally include some knowledge encoded in the database
structure. Results hint that this additional knowledge may be noisy. For CMT, IncMap
outperforms other systems both adjusted names and cleaned hierarchies. This is inter-
esting, as IncMap has been designed to work on typical databases and CMT differs from
the other ontologies insofar as it contains relatively flat class hierarchies and results in
a somewhat more realistic relational database even when translated naively. The gener-
ally low numbers of morph/MIRROR come as a surprise. We had expected it to perform
similarly to or somewhat better than BootOX as it follows the same idea of leveraging
knowledge from the database schema to build a better ontology, but does so more sys-
tematically. The effect of noise seems to be insufficient as an explanation in this case. As
morph/MIRROR is still under development, we assume that some of the effects may be
related to technical issues that we could not isolate and identify as such.

The drop in accuracy between “adjusted names” and “cleaned hierarchies” is mostly
due to the n : 1 mapping challenge, introduced by one of the relational patterns to
represent class hierarchies which groups data for several subclasses in a single table.
Neither of the systems managed to solve even a single test on this challenge.

In the most advanced cases, all systems lose on the additional challenges, although
to different degrees. For instance, all systems failed to solve any of the tests specifically
targeted to the challenge of denormalization artifacts. (For BootOX and ontop, there
is no difference to the “cleaned hierarchies” scenario as the systems failed the relevant
queries already on that simpler scenario.) While BootOX stands up relatively well in
those most advanced scenarios, IncMap records significant further drops. ontop failed
to produce mappings for the advanced scenario involving missing foreign keys.

All systems struggle with identifying properties, as Table 4 shows. A close look shows
that this is in part due to the challenge of normalization artifacts, with no system suc-
ceeding in detecting any properties that map to multi-hop join paths in the tables. Here,
IncMap shows its stronger suit, mapping datatype properties with an average f-measure
of up to 0.5. It has however to be noted that we test properties only in the context of
their domains and ranges, i.e., to succeed in a property test, a correct mapping at least
for its domain class is a precondition, making those tests generally harder.

On NPD FactPages, our extension scenario with real-world data and queries, all
four tested systems fail to answer any of the 17 query tests correctly. Given the previous
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Table 3. Average results of all tests per scenarios. Precision, Recall and F-measure
are all equal as systems fail the more complex tasks while simpler ones are atomic.

Scenario BootOX IncMap MIRROR ontop

P R F P R F P R F P R F

Adjusted naming

CMT 0.33 0.33 0.33 0.5 0.5 0.5 0.28 0.28 0.28 0.39 0.39 0.39

CONFERENCE 0.33 0.33 0.33 0.26 0.26 0.26 0.27 0.27 0.27 0.37 0.37 0.37

SIGKDD 0.45 0.45 0.45 0.21 0.21 0.21 0.3 0.3 0.3 0.45 0.45 0.45

Cleaned hierarchies

CMT 0.28 0.28 0.28 0.44 0.44 0.44 0.17 0.17 0.17 0.28 0.28 0.28

CONFERENCE 0.23 0.23 0.23 0.16 0.16 0.16 0.23 0.23 0.23 0.3 0.3 0.3

SIGKDD 0.16 0.16 0.16 0.11 0.11 0.11 0.11 0.11 0.11 0.16 0.16 0.16

Combined case

SIGKDD 0.16 0.16 0.16 0.05 0.05 0.05 0.11 0.11 0.11 0.16 0.16 0.16

Missing FKs

CONFERENCE 0.17 0.17 0.17 0.03 0.03 0.03 0.17 0.17 0.17 - - -

Denormalized

CMT 0.28 0.28 0.28 0.22 0.22 0.22 0.22 0.22 0.22 0.28 0.28 0.28

Table 4. Average F-measure results for the adjusted naming scenarios. ‘C’ stands for
queries about classes, ‘D’ stands for queries involving data properties and ‘O’ stands
for queries involving object properties

Adjusted naming BootOX IncMap MIRROR ontop

C D O C D O C D O C D O

CMT 0.67 0.0 0.0 0.67 0.50 0.0 0.56 0.0 0.0 0.78 0.0 0.0

CONFERENCE 0.67 0.0 0.0 0.42 0.24 0.0 0.53 0.0 0.0 0.73 0.0 0.0

SIGKDD 0.69 0.0 0.0 0.34 0.0 0.0 0.46 0.0 0.0 0.69 0.0 0.0

results from the default scenarios, this was to be expected. The query tests in NPD
FactPages consist of real-world queries, only. Just as systems failed the most complex
queries in the (generally still simpler) default scenarios, they also failed all queries in
the extension scenario.

5 Related Work

Mappings between ontologies are usually evaluated only on the basis of their underlying
correspondences (usually referred to as ontology alignments). The Ontology Alignment
Evaluation Initiative [21] provides tests and benchmarks of those alignments that can
be considered as de-facto standard. Mappings between relational databases are typi-
cally not evaluated by a common benchmark. Instead, authors compare their tools to
an industry standard system (e.g., [1,6]) in a scenario of their choice. A novel TPC
benchmark [26] was created only recently.

Similarly, evaluations of relational-to-ontology mapping generating systems were
based on one or several data sets deemed appropriate by the authors and are therefore
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not comparable. In one of the most comprehensive evaluations so far, QODI [32] was
evaluated on several real-world data sets, though some of the reference mappings were
rather simple. IncMap [24] was evaluated on real-world mapping problems based on
data from two different domains. Such domain-specific mapping problems could be
easily integrated in our benchmark through our extension mechanism.

A number of papers discuss different quality aspects of such mappings in gen-
eral. Console and Lenzerini have devised a series of theoretical quality checks w.r.t.
consistency [4]. In another benchmark, Impraliou et al. generate synthetic queries to
measure the correctness and completeness of OBDA query rewriting [14]. The presence
of complete and correct mappings is a prerequisite to their approach. Mora and Corcho
discuss issues and possible solutions to benchmark the query rewriting step in OBDA
systems [20]. Mappings are supposed to be given as immutable input. The NPD bench-
mark [19] measures performance of OBDA query evaluation. Neither of these papers,
however, address the issue of systematically measuring mapping quality.

6 Conclusion

We have presented RODI , a benchmark suite for testing the quality of generated
relational-to-ontology mappings. RODI tests a wide range of relational-to-ontology
mapping challenges, which we discussed of the paper.

Initial results on four systems demonstrate that existing tools can cope with sim-
pler mapping challenges to varying degrees. However, all tested tools fail on more
advanced challenges and are still a long way from solving actual real-world problems.
In particular, results show that mapping accuracy degrades massively when relational
schemata use design patterns that differ greatly from the corresponding ontologies (e.g.,
in scenarios with “cleaned hierarchies”). We also gave detailed feedback about specific
shortcomings to the authors of several of the tested systems, which has already lead to
adjustments in one case and will lead to improvements in others.

As the main avenue of future work, we plan to conduct a both broader and deeper
evaluation, also involving a greater number of systems. Another interesting aspect
would be the addition of further extension scenarios to cover data from a number of
application domains out of the box.
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Abstract. We introduce VocBench, an open source web application for editing
thesauri complying with the SKOS and SKOS-XL standards. VocBench has a
strong focus on collaboration, supported by workflow management for content
validation and publication. Dedicated user roles provide a clean separation of
competences, addressing different specificities ranging from management aspects
to vertical competences on content editing, such as conceptualization versus
terminology editing. Extensive support for scheme management allows editors to
fully exploit the possibilities of the SKOS model, as well as to fulfill its integrity
constraints. We discuss thoroughly the main features of VocBench, detail its
architecture, and evaluate it under both a functional and user-appreciation
ground, through a comparison with state-of-the-art and user questionnaires
analysis, respectively. Finally, we provide insights on future developments.

Keywords: Collaborative thesaurus management � SKOS � SKOS-XL

1 Introduction

SKOS [1] provided public institutions and other organizations with a fast path toward
the Semantic Web [2], by allowing them to represent in RDF thesauri and other
knowledge organization systems (KOSs) [3] traditionally adopted for tasks such as
resource indexing, query expansion and faceted search. SKOS proves advantageous [4]
for representing concept-based KOSs on the Semantic Web and the Linked Data [5], as
it fosters interoperability of resources and the development of distributed applications.
Additionally, SKOS-XL [6] provides an extension for describing terms, through lexical
relationships and various metadata, concerning aspects such as history notes, editorial
workflows and publication status. The SKOS specification is intentionally loose in
defining the semantics of the provided modeling, in order to accommodate the variety
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of existing practices and guidelines for the compilation of KOSs. Furthermore, many of
the constraints that are part of the SKOS specification are not expressed through OWL
axioms: verifying the logical consistency of a KOS through OWL-compliant systems is
thus insufficient for validating it. Dedicated editors should then ensure the consistent
use of SKOS (possibly adopting dedicated validators [7, 8]), while at same time
implementing useful abstractions over raw data. The maintenance of a SKOS dataset is
often beyond the possibility of a single developer, since thesauri tend to be heavy-
weight (i.e., composed of many concepts and labels). Moreover, the normative nature
of thesauri requires them to be “[…] developed, managed and endorsed by practice of
communities” [9]. As such, thesaurus development should be a collaborative effort,
rather than a top-down process independent from the communities that the thesaurus
aims to serve.

In this paper, we present VocBench, a collaborative Web-based multilingual the-
saurus editor, which complies with SKOS and its extension SKOS-XL. VocBench
allows for collaborative management of the overall editorial workflow, by introducing
different roles with specific competencies.

2 Motivations and Requirements

In 2008, the AIMS group of the Food and Agriculture Organization of the United
Nations (FAO, http://www.fao.org/) fostered the development of a collaborative plat-
form for managing the Agrovoc thesaurus [10]: the “Agrovoc Workbench”. The rising
interest in such a platform from other FAO departments and several other organizations
motivated its reengineering into a more general thesauri management system: Voc-
Bench. Its latest incarnation – VocBench 2, the system presented here – has been
developed in collaboration between FAO and the ART group of the University of Tor
Vergata in Rome (http://art.uniroma2.it). VocBench 2 has been rethought as a fully-
fledged collaborative platform for thesauri management, available free-of-use and open
source, offering native RDF support for SKOS-XL thesauri, while retaining from its
original version the focus on multilingualism, collaboration and on a structured content
validation & publication workflow.

VocBench is meant to satisfy the needs of large institutions and organizations
(though may be adopted in smaller settings as well), by matching an assortment of
requirements:

R1. Multilingualism. Properly characterizing the data in different natural languages is
fundamental, especially for thesauri, due to their use in Information Retrieval.

R2. Controlled Collaboration. Opening up to communities is important, though the
development of authoritative resources demands for the presence of some control to be
exerted over the resource lifecycle.

R3. Data Interoperability and Consistency. Interoperability of several resources –

which is at the basis of SKOS adoption – critically depends on data integrity and
conformance to representation standards. However, the flexibility of SKOS translates to
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an underspecified model, at the same time exhibiting formal constraints that are even
beyond the expressiveness of OWL. It is thus important that VocBench enforces a
consistent use of SKOS, by preventing the editors from generating invalid data.
Properly covering the whole family of RDF modeling languages is also part of this
requirement, as SKOS actually sits on top of OWL and may benefit from the reuse of
OWL vocabularies adding additional domain properties or specific modeling axioms.
Finally, support for alignment to other datasets is also a must for the Linked Data
World.

R4. Software Interoperability/Extensibility. The system should be able to interact
with (possibly interchangeable) standard technologies in the RDF/Linked Data world.

R5. Scalability. The system must deal with (relatively) large amount of data, still
offering a friendly environment. User Interface must take that into account.

R6. Under-the-hood data access/modification. While a friendly UI for content
managers/domain experts is important, knowledge engineers need to access raw data
beyond the usual front-ends, as well as to benefit from mass editing/refactoring
facilities.

R7. Ease-of-use for both users and system administrators. This was a particularly
important requirement in migrating from the first VocBench (adopted in a close, though
large, community) to its second version, released as an open-source free-of-use system.

Fig. 1. VocBench user interface showing a fragment of the AGROVOC thesaurus
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3 The New VocBench 2

VocBench (also abbreviated as VB) has been conceived as a web application accessible
through any modern browser, therefore disburdening end users from software instal-
lation and configuration. Many of the limitations of VB1 with respect to the require-
ments described in the previous section were related to the lack of a real RDF backend.
While VB1 was based on the API of Protégé 3 OWL (a non-native OWL wrapper
around the legacy Protégé 3 frame-based model), VB2 has been re-designed to rely on
the capabilities of Semantic Turkey [11], an RDF management platform already
developed and currently maintained by University of Tor Vergata. Semantic Turkey
(ST from now on) offers an OSGi service-based layer for designing and developing
OWL ontologies and SKOS/SKOS-XL thesauri. A lightweight Firefox interface is
available for use as a desktop tool, now complemented by VB, which mainly differ-
entiates for its collaborative nature (and the focus on thesauri).The insight on usability
of real thesaurus publishers informed the development. Specially, FAO and its partners
provided great support for shaping user interaction and collaboration capabilities,
therefore ensuring that VocBench was indeed functioning and meeting its user
requirements.

In the rest of this section, we discuss the main characteristics of the software.

User Interface (UI). The user interface consists of multiple tabs, each one associated
with specific information and functionalities. A quick exploration of the available tabs
is sufficient to discover most of the VocBench functionalities, at least at the user level.

Figure 1 offers a typical view of VocBench, with the concept tree on the left, and
the description of the selected concept on the right, centered on the term tab, listing all
terms in the different languages available for the resource. Concepts in the tree may be
shown through their labels in all of the selected languages for visualization. An option
allows to toggle between preferred labels and all labels. Also the multilingual char-
acteristics (requisite R1) of VB are not limited to content management, as the UI
is itself localized in different languages, currently: English, Spanish, Dutch and
Thailandese.

Controlled Collaborative Editing through Role-based Access Control. A single
installation of VocBench may handle multiple independent thesauri. Upon registration,
users indicate the thesauri they are interested in and the roles they want to cover; at any
time, the administrator may grant additional permissions. VocBench promotes the
separation of responsibilities through a role-based access control mechanism, checking
user privileges for requested functionalities through the role they assume (req. R2).
A completely customizable access policy specifies roles and their assigned privileges.
New roles can be created, and existing ones can be modified. The default policy
recognizes typical roles and their acknowledged responsibilities: Administrators,
Ontology editors, Term editors (Terminologists), Validators and Publishers.

Formal Workflow and Recent Changes. Collaboration is essential for distributing
effort and reaching consensus on the thesaurus being developed. To facilitate collab-
oration, VocBench provides an editorial workflow in which editors’ changes are
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tracked and stored for approval by content validators. This workflow management is
supported by role-based access control, by providing users with different roles so to
enforce the separation between their responsibilities. In a collaborative environment,
where users may proactively edit a shared resource, it is important to have means for
monitoring the situation. Regarding this aspect, the ability to control recent changes to
the thesaurus is useful for detecting hot sections and coordinating with other editors.
In VocBench, users can see recent changes both in the Web user interface and as an
RSS feed.

Advanced Scheme Management. The definition of scheme in SKOS is blurred, as the
SKOS reference [1] neutrally defines the scheme as an “aggregation of concepts” while
SKOS primer [12] promotes schemes as identifiers for thesauri themselves, though
reporting that several issues exist: #secskoscontainment. VocBench allows to manage
thesauri organized around multiple concept schemes. Users can switch across schemes
by selecting them through the relevant Schemes tab in the user interface. The Concepts
tab shows the concept hierarchy and filters out concepts not belonging to the selected
scheme. Concepts may belong to more than one scheme but must be in at least one,
otherwise they are dangling, as they cannot be seen in any scheme view. VocBench
functionalities are well-behaved with respect to schemes, as actions that would generate
dangling concepts are forbidden, detailing the cause of the impediment to the users. In
any case, since data can be loaded from pre-existing sources developed outside of
VocBench, a fixing utility for dangling concepts is available through the UI. This will
be part of a larger section dedicated to Integrity Constraints Validation, providing issue
detection and repair actions (thus meeting requirements R3), which is currently
available in ST and its Firefox UI and will ported to the UI of VB in the forthcoming
VB2.4.

Vocabulary Import and Data Import/Export. The SKOS standard defines a very
general, domain-agnostic, meta-model for the representation of KOSes. VocBench
allows to import ontology vocabularies (from the web, file system or even a dedicated
local mirror), providing additional shared descriptors (e.g. additional properties, which
reflect specific conceptual and lexical relations for the domain of interest) for modeling
the thesaurus. Data import/export is available for all notable RDF serialization formats.
Metrics & SPARQL Querying. VocBench supports the computation of several
metrics concerning the thesaurus itself and the collaborative workflow. These metrics
are grouped with respect to common themes: distribution of labels across different
languages, structure of the thesaurus, vocabulary use and workflow statistics. Structural
metrics are helpful in assessing the granularity (hierarchy depth) of the thesaurus, its
scope (hierarchy width) and its level of uniformity (variance of metrics). Statistics
about the use of vocabulary properties help in understanding the completeness of the
resource. Finally, workflow statistics support management of the entire editing process.

In addition to statistics and visualizations provided by VocBench, users may for-
mulate SPARQL 1.1 queries to select information precisely, or to perform analytical
tasks. The query editor is based on the open source project Flint SPARQL Editor
(https://github.com/TSO-Openup/FlintSparqlEditor), which provides syntax highlight-
ing and completion. The Flint syntax completion has been customized to be fed with
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information (e.g. the adopted namespaces and their chosen prefixes) originating from
the edited thesaurus. Availability of SPARQL updates completes the above in order to
fulfill requirement R6.

Alignment. From version 2.3 (latest stable version at the time of writing), VocBench
features a dedicated tab in the concept description area, showing alignments to other
thesauri. Currently, the creation of alignments can either be performed manually, by
inserting URIs as values of the various SKOS mapping properties, or be assisted in case
of mappings to other thesauri managed by the same instance of VocBench. In the latter
case, a concept-tree browser with advanced search interfaces (which can be manually
prompted or automatically populated with the lexicalizations of the local concept)
facilitates the identification of the best matching concepts from the targeted datasets.

4 Architecture

VocBench has a layered architecture (Fig. 2) consisting of a presentation and multi-user
management layer, a service layer and a data management layer. The first layer is
implemented as a Web application, powered by GWT (Google Web Toolkit, http://
www.gwtproject.org/). The other layers coincide with the Semantic Turkey RDF
management platform, equipped with an extension providing additional services
expressly developed for VocBench. VocBench is also in charge of user and workflow
management, since these aspects are not covered by Semantic Turkey. User accounts
and tracked changes are stored in a relational database accessed through a JDBC
connector. The ST backend manages the data and implements all the required editing
functionalities. The interface between the frontend and backend consists of a series of
lightweight Web services in the spirit of the Web API movement. Semantic Turkey
provides core services related to project management, OWL and RDFS ontologies,
SPARQL, etc. Furthermore, the adoption of OSGi allows for dynamic plugging of
extensions: in particular, other than realizing additional services, different connectors
for specific RDF middleware and triple storage technologies can be provided (req. R4).
VocBench is currently shipped with a connector for Sesame2 [13], supporting all of its
storage/connection possibilities: in memory, native, remote connection and their
respective configurations. The remote connection is particularly useful, as it allows
VocBench to connect to Sesame2 compliant triple stores (e.g. GraphDB [14]) without
need for a dedicated connector. VocBench RDF API are based on OWL ART (http://
art.uniroma2.it/owlart/), an abstraction layer supporting access to different triple stores.
Different connectors can be implemented from scratch in terms of those API, or by
reusing middleware already bridged through other existing connectors. For instance,
the Virtuoso triplestore [15] is compatible with the Sesame API, but requires a dedi-
cated client library: it thus needs to be introduced by a specific connector, though its
implementation may be largely realized as an extension of the already existing Sesame
connector.

Particular attention has been paid to system scalability (req. R5), both on perfor-
mance and maintenance aspects. To this end, information is provided to the frontend as
much as possible in an incremental fashion (e.g., each level of the concept hierarchy, as
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nodes are expanded). Also, though we tried to maintain a meaningful core set of RDF
services, many functionalities (especially in the user interface) require the composition
of several calls. We thus provided both per-service ad hoc solutions (heavy weight
single services realizing specific functionalities) and general development facilities for
the injection of additional information into common API calls (e.g. the rendering of
RDF resources is available as an extension point, with different implementations being
dynamically injectable into the SPARQL queries of several services).

A continuous check-on-start life cycle satisfies requirement R7: VB technically
never recognizes itself as installed/deployed, rather at each application startup it checks
that the complete set of pre-requisites for a correct start is satisfied. Whenever a new VB
version is installed, if new features have been introduced, or mandatory configuration

Fig. 2. VocBench 2 extensible architecture
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options added, or the database requires update batches, the system will identify these
needs and react accordingly, eventually interacting with the user upon necessity.

5 Related Tools

In this section, we survey other thesaurus editors that we will later compare to Voc-
Bench. We analyzed the latest versions of the systems (unless differently reported, as in
the case of SKOSed) by asking evaluation licenses when necessary, as in the case of
proprietary tools. Even though our survey is certainly incomplete with respect to
existing tools (e.g. we have never received the license we requested for Topbraid EVN,
http://www.topquadrant.com/products/topbraid-enterprise-vocabulary-net/), we believe
our sample is representative of existing technologies.

WebProtégé, http://webprotege.stanford.edu/ [16] is an open source web based system
for collaborative ontology development. Unfortunately, WebProtégé has not a dedi-
cated support for SKOS (it covers editing of OWL/OBO), however it has been included
in the survey due to extensive support to collaboration, which is an important aspect in
our review. WebProtégé is available as a locally installable web application, also
offered as a free service via a public portal. It has a clean user interface, organized in a
collection of tabs, which in turn contain widgets showing different types of informa-
tion. The user interface is completely configurable: users (even at runtime) can add,
remove or reposition the widgets within a tab as well as add/remove tabs themselves.

WebProtégé relies on the collaboration plugin for Protégé 3 [17], providing change
tracking, inline discussions and notifications. It also features an access control mech-
anism for user groups, based on configurable policies enforced at various granularities.
It has a plugin architecture, which supports the development and deployment of
additional functionalities. Integration with other applications is also possible through
the API provided by the service and backend layers.

PoolParty, http://www.poolparty.biz/ [18] is a proprietary Web based editor for the-
sauri utilizing Linked Data. It exists in different editions, possibly bundled with other
tools supporting semantic tagging and semantic search. Buying options include both
on-premises installation and hosted solutions. For our analysis, we obtained a free
evaluation account for PoolParty Advanced Server version 4.5.1 (rev 5429).

PoolParty supports by default SKOS and has an optional add-on for SKOS-XL.
SKOS compliance includes concept lists and collections; PoolParty does not explicitly
attach concepts to schemes, but the sole connection with a scheme lies in the reach-
ability from one of its top concepts (this is in contrast with the specification of non-
entailment of scheme containment along concept hierarchies, specified in Sect. 4.6.4 of
the SKOS Reference [1]). PoolParty supports custom modelling vocabularies expressed
in RDFS or OWL, either locally edited or imported from external sources.

Version Tracking is supported, as the system performs access control to some
extent. An add-on further enables an approval workflow based on the existing role
based access control mechanism. Editing history is shown both at project level and at
entity level.
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PoolParty supports the lookup over resources published as LOD, either to gather
additional information or to create mappings. Similarly, different projects can be linked
together, for instance, to enable concept mapping. Additionally, PoolParty publishes a
SPARQL endpoint, dereferenceable URIs, and a wiki with limited editing capabilities.

Depending on the specific settings, quality criteria are enforced interactively (i.e.,
illegal operations are blocked), or violations are simply recorded in a quality report.

PoolParty uses Sesame2 as an abstraction layer over different RDF triple stores,
possibly supporting inference. APIs for integration with other applications are avail-
able, ranging from basic synchronization up to text mining and indexing applications.

TemaTres, http://www.vocabularyserver.com/, is an open source web application for
the management, publication and sharing of controlled vocabularies. TemaTres adopts
a term-based meta-model for the representation of thesauri and controlled vocabularies
in general. While vocabularies are inherently monolingual, a form of multilingualism is
supported through alignments between vocabularies (on the same instance of Tem-
aTres, or remotely accessible through a dedicated web service interface). It is possible
to export the data in several formats as well as to import from SKOS and tabular
representations. Due to the term-based nature of the model, the export to SKOS is often
confusing as, for instance, two terms bound as synonyms are actually exported as
two different skos:Concepts. Each vocabulary is associated to a single skos:
ConceptScheme.

TemaTres has a rigid access control mechanism based on user roles (administrator,
editor, guest). It also features workflow management, which is based on the transition
of terms from the candidate status to either accepted or rejected. Editing of a term
changes the last modification date, but it is not subjected to further approval. In other
words, once a term is approved, changing it does not revert its status from accepted.

Facilities for data quality include metrics and a flexible reporting generator.
TemaTres exposes an API for integration with other systems, such as a thesaurus

publishing interface, and a WordPress plugin. A TemaTres add-on, TemaTres Key-
words Distiller, supports the automatic categorization of unstructured content.

SKOSEd, https://code.google.com/p/skoseditor/ [19]. An open source plugin for
Protégé 4.x for editing SKOS thesauri, SKOSEd represents an exception in our survey
as, differently from the aforementioned systems, it is not a web application but a
desktop tool, which however we consider worth being mentioned. Being embedded
into an ontology editor, SKOSEd allows interweaving SKOS and OWL constructs, and
inherits from the hosting environment various capabilities: reasoning, usage search and
various rendering options (enhanced through SKOS labelling properties).

We have evaluated version 1.0-alpha(build04) on Protégé 4.1 as, unfortunately, the
more recent version 2.0-alpha has a bug related to scheme management: once a scheme
has been created, it is no longer possible to create new concepts.

SKOSEd adds to Protégé a dedicated tab, offering tree visualization of concept
hierarchies, as well as an input form tailored to the SKOS model. However, the system
adopts the same form for concepts and concept schemes; consequently, a user can
easily assert that a concept scheme is a top concept of another concept scheme. The
hosting environment allows creation and import of additional RDFS and OWL

46 A. Stellato et al.

http://www.vocabularyserver.com/
https://code.google.com/p/skoseditor/


vocabularies. Despite this overall flexibility, the SKOS view is somewhat rigid, since
the widget for asserting related concept is not aware of possible refinement provided by
additional vocabularies. In fact, these properties are only accessible as other properties.

SKOSEd supports plugging of external reasoners to determine whether the the-
saurus being edited is consistent with respect to the OWL definition of the SKOS
model.

As for PoolParty, the concept tree visualization is only based on the membership of
topconcepts to a given scheme, not filtering out narrower concepts not belonging to it.

Being an extension of Protégé 4.x, SKOSEd may not be used in conjunction with
the collaboration framework developed for Protégé 3.x.

6 Functional Evaluation

In this section, we compare VocBench to the previously reviewed tools with respect to
dimensions expressing interesting and useful features (Table 1).

The first consideration is that VocBench is open source and free to use. This fact is
particularly unique among the most accredited thesaurus editors (e.g. PoolParty or
Topbraid EVN), which are typically proprietary. The open source nature is advanta-
geous, since it allows wide customizability for specific uses, as well as the possibility to
add features to the mainstream distribution. TemaTres seems to depend on a term-based
representation of thesauri, which can be exported to many formats, including SKOS.
The downside of this approach is the somewhat approximated and limited support to
SKOS constructs. VocBench is the only editor natively supporting the SKOS-XL
specification (followed by PoolParty with its dedicated SKOS-XL addon).

Support for concept schemes is practically inexistent in TemaTres (each thesaurus
is a scheme), while PoolParty and SKOSEd suffer from the same issue with improper
entailment of scheme membership inherited from topConcepts. Conversely, VocBench
fits better the intended semantics of concept schemes in SKOS with its Advanced
Scheme Management features.

The grounding of SKOS in a specific domain/application or editorial environment
is realized by the adoption of other RDF vocabularies. SKOSEd is the most advanced
with respect to the creation capability, as it is embedded in the ontology editor Protégé.
The downside of this power is lesser control on the data being edited/created. Voc-
Bench, on the other hand, though not providing the full OWL editing capabilities of
Protégé, still allows limited property editing and supports owl:importing external OWL
vocabularies.

Obviously, all the systems support import/export of the edited thesaurus. TemaTres
has an extensive support for different formats, not limited to RDF. PoolParty and
TemaTres are also able to import data from tabular representations, such as spread-
sheets, based on a set of statically defined conventions for their format. VocBench has
not such a built-in feature in its User Interface. However, we have already developed a
highly flexible converter, Sheet2RDF (http://art.uniroma2.it/sheet2rdf/), and made it
available for the Firefox interface of Semantic Turkey. It is possible to use the Firefox
UI over the same ST instance that is backing VocBench, thus making the whole
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Table 1. Comparison of thesaurus management tools
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process require no export/import nor adaptation of data. Sheet2RDF integration inside
VocBench UI is also under development.

The RDF framework supports the automatic inference of implicit facts from the
explicitly represented knowledge. Reasoning might be useful to materialize redundant
information in SKOS thesauri, e.g. skos:broader/narrower relationships, or their tran-
sitive closure through skos:broader/narrowerTransitive, or even more elaborated facts
determined by axioms defined in the domain vocabularies. VocBench and PoolParty
exploit the reasoning capabilities provided by the implementations of the knowledge
base, while SKOSed and WebProtégé generally assume that reasoning is performed not
in real-time, but by an external component connecting to the backend holding the data.

In traditional ontology development, reasoning is important to formally validate the
ontology, by verifying its logical consistency: this is not the case for SKOS thesauri,
since most assumptions about the use of SKOS are not explicitly encoded as formal
OWL axioms. Therefore, assessing and improving the quality of SKOS thesauri
requires dedicated solutions. PoolParty supports different sets of validation rules, which
can be enforced during editing or used to generate quality reports. VocBench enforces
the consistent use of SKOS constructs, such as the already described constraints on
concept scheme management or the uniqueness of preferred labels in a given language,
by providing both in line validation and fixing utilities for ingested non-orthodox data.

Another feature relevant for data quality is the possibility to compute metrics and
generate various types of reports. Tools differ from each other in terms of the metrics
they are able to calculate.

WebProtégé stands up for its support to coordination, by providing history,
watching and discussion facilities. VocBench and PoolParty do support history as well,
and in addition they support change validation, with VocBench distinguishing more life
cycle states than PoolParty. TemaTres has an even more limited set of states, and, as
said, once a term has been accepted, subsequent editing does not cause revert the state
back from accepted. In both VocBench and PoolParty, validation leverages the role-
based access control mechanism. PoolParty has a couple of roles, while VocBench has
a more fine-grained and flexible mechanism, which is based on primitive permissions
associated with specific actions. Then, specific roles are defined as an assignment of
these permissions. VocBench provides by default roles commonly found in thesaurus
development processes; nonetheless, it is possible to create new roles as desired. Thus,
VocBench allows matching each role to a specific set of competences and duties.

Most of the tools, including VocBench, offers great flexibility for the connection to
RDF semantic stores targeting different tradeoffs between requirements. Similarly,
these tools tend to support the development of extensions and the integration with other
systems. In VocBench, this is achieved by a pluggable architecture and APIs offered to
clients. Even the RSS feed can be seen as API to support coordination with other tools,
since it contains all the relevant information about each change. Individual editors may
subscribe to this RSS feed to be warned of thesaurus changes, which can be considered
as a form of watching.

Finally, in some of these tools the aforementioned extendibility supports complex
features related to semantic integration beyond thesaurus editing. PoolParty may be
integrated with unstructured content analysis systems, as well as with semantic search
systems. TemaTres supports the federation of different vocabularies, in order to
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establish links between them. VocBench has been equipped with ontology alignment
capabilities, currently either by manual data entry or by assisted browsing of other
projects internally managed by the application.

7 User Community and Evaluation

VocBench 2.0 was released in November 2013. Thanks to word-of-mouth about the
previous VocBench 1.x, and to the insights about the new features and larger flexibility
the new version would have brought, it has immediately gathered the interest of a
discrete number of organizations (http://aims.fao.org/tools/vocbench/partners).

The current version of the system is VB2.3, released March 2015.

VocBench has a public Web site: http://vocbench.uniroma2.it/. Two mailing lists
have been made available to support users (http://groups.google.com/group/vocbench-
user) and developers (http://groups.google.com/group/vocbench-developer). To eval-
uate the appreciation of VocBench among its users, we administered an online
questionnaire to the mailing subscribers. We received 11 anonymous responses which
have been made publicly available (http://vocbench.uniroma2.it/purl/VocBench-User-
Questionnaire_2014-10.zip). The questionnaire is composed of three sections: user
profiling, a usability evaluation and features evaluation.

The respondents considered themselves quietly proficient with thesaurus editing, as
well as with languages of the RDF family, although in the latter case the answers were
more scattered. Users experiences with other tools confirmed our belief in the repre-
sentativeness of our survey of thesaurus editors.

We adopted the USE questionnaire (http://hcibib.org/perlman/question.cgi?form=
USE) to evaluate how VocBench users perceive its usability along four dimensions:
usefulness, ease of use, ease of learning and satisfaction. Each dimension is evaluated
through a set of Likert-items (with scores ranging from 1 to 7). Table 2 reports the
average score regarding each dimension.

The first row of the table represents the average over the entire sample. All averages
represent an encouraging result, especially if considering that the highest value was
given to Usefulness: this means that users believe that using this tool aids them in their
work despite they consider it not very easy to use and to be learned.

We divided the respondents into two disjoint groups based on whether they
reported to have adopted other related tools (64 %) or not (36 %). The usability metrics
on the experienced group are consistently (and uniformly) higher than those obtained

Table 2. USE values

Usefulness Ease of use Ease of learning Satisfaction

Global 5,34 4,49 5,11 4,93
Experienced 5,58 4,66 5,18 5,02
Inexperienced 4,97 4,19 5,00 4,79

50 A. Stellato et al.

http://aims.fao.org/tools/vocbench/partners
http://vocbench.uniroma2.it/
http://groups.google.com/group/vocbench-user
http://groups.google.com/group/vocbench-user
http://groups.google.com/group/vocbench-developer
http://vocbench.uniroma2.it/purl/VocBench-User-Questionnaire_2014-10.zip
http://vocbench.uniroma2.it/purl/VocBench-User-Questionnaire_2014-10.zip
http://hcibib.org/perlman/question.cgi?form=USE
http://hcibib.org/perlman/question.cgi?form=USE


from the inexperienced one. This is a good indicator as somewhat reflects a good
positioning with respect to the state of the art.

The last part of the questionnaire was aimed at surveying the perceived value of
some of the most important features of VocBench, in terms of interestingness, effec-
tiveness and easiness of use. For each dimension, a 7-point scale was used. Table 3
shows the average agreement on each dimension and the rows are ordered in
decreasing order of how they are perceived as interesting by the users.

Unsurprisingly, collaboration related features are the top rated characteristics. The
only negative value in that table (below 4) is the easiness of the triple store connec-
tivity, which is, though, an intrinsically complex feature, negatively affected by the still
scarce standardization of triple store connectivity. Users are however interested
(average score: 5) in the possibility to plug different stores or even RDF middleware.

8 Conclusion and Future Work

VocBench addressed the need of an open-source general-purpose editor of SKOS-XL
thesauri supporting a formalized editorial workflow. In this paper, we discussed the
features of VocBench and its architecture. Then, we surveyed a representative sample
of related tools, to identify important features, and to show that VocBench mostly
covers them and in some cases surpasses the state-of-the-art.

A vibrant user community1 grew around VocBench initially inside various
departments of FAO, and later spread across other organizations with analogous needs.
Continuous user feedback allowed us to spot bugs and to improve the usability of
VocBench.

The most important improvement we are working on consists in a more extensive
and uniform access to internal and external resources (such as Linked Open Data). This
will be particularly useful for improving the alignment user experience, with users
browsing both local and LOD resources from within the VocBench interface, per-
forming alignments in a seamless way. Another improvement is towards more com-
plete extensibility: as we previously mentioned, Semantic Turkey has already support

Table 3. Feature evaluation

It’s easy to use It’s effective It’s interesting

History 5,38 5,50 6,33
SPARQL querying 4,00 5,40 6,29
Publication workflow Management 5,50 5,63 6,22
Collaborative management 5,75 5,88 6,11
Scheme management 4,83 5,17 5,57
Role-based access control 5,33 5,22 5,40
Reasoning 4,29 4,43 5,38
Triple store connectivity 3,67 4,50 5,00

1 See http://vocbench.uniroma2.it/support/ and the related community and mailing lists links.
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for extensions, however when it comes to the UI extensions, the GWT framework is
rather limited due to its java → javascript compilation phase. We will explore how to
overcome this limitation. By following the user evaluation results, we will also add
more data connectors for covering the most notable middlewares and triple stores.
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Abstract. Ontology learning (OL) aims at the (semi-)automatic acqui-
sition of ontologies from sources of evidence, typically domain text.
Recently, there has been a trend towards the application of multiple
and heterogeneous evidence sources in OL. Heterogeneous sources pro-
vide benefits, such as higher accuracy by exploiting redundancy across
evidence sources, and including complementary information. When using
evidence sources which are heterogeneous in quality, amount of data pro-
vided and type, then a number of questions arise, for example: How many
sources are needed to see significant benefits from heterogeneity, what is
an appropriate number of evidences per source, is balancing the number
of evidences per source important, and to what degree can the integra-
tion of multiple sources overcome low quality input of individual sources?
This research presents an extensive evaluation based on an existing OL
system. It gives answers and insights on the research questions posed for
the OL task of concept detection, and provides further hints from expe-
rience made. Among other things, our results suggest that a moderate
number of evidences per source as well as a moderate number of sources
resulting in a few thousand data instances are sufficient to exploit the
benefits of heterogeneous evidence integration.

Keywords: Heterogeneous evidence sources · Ontology learning ·
Evidence integration · Spreading activation

1 Introduction

Ontologies are a cornerstone technology and backbone for the Semantic Web,
but the manual creation of ontologies is cumbersome and expensive, therefore
there have been many efforts towards (semi-)automatic ontology generation in
order to assist ontology engineers.

The process of ontology learning (typically from text) in a first step extracts
facts (lexical entries) and patterns (evidence) from text, and then turns them
into shareable high-level constructs. This includes the identification of domain
concepts, which is an ontology learning (OL) task building on term extraction
and the detection of synonyms [2].
c© Springer International Publishing Switzerland 2015
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OL evolved from working on static domain text to Web sources, and more
recently there are a few approaches that make use of multiple and heterogeneous
data sources (see next section for more details). The introduction of heteroge-
neous sources into the learning process offers the potential for higher levels of
accuracy, on the other hand there are challenges regarding the meaningful inte-
gration and balancing (of the impact) of sources. Manzano-Macho et al. [6] list
some of the reasons for increased accuracy when using heterogeneous evidence
sources: (i) redundancy of information in different sources represents a measure
of relevance and trust, and (ii) additional sources can provide complementary
data and valuable information that the other sources did not detect.

The question arising is to quantify the gains in accuracy in various OL tasks
when using heterogeneous evidence sources. In this paper we take a detailed look
on gains in the concept detection task. So, the research question is: How does the
number and the characteristics of heterogeneous evidence sources affect accuracy
(i.e. the ratio of relevant concept candidates) in concept detection? In other
words, the problem is as follows: We start with an OL system that includes a
number of (heterogeneous) evidence acquisition methods, which basically provide
terminology (heterogeneous lists of terms). These are the input, the output of
concept detection are a number of domain concept candidates. In the evaluation
section we study the impact of the (i) number of evidence sources, (ii) number
of evidences per source, (iii) heterogeneity and quality of sources and (iv) the
balance between sources on the accuracy of concept detection.

The evidence used in the OL system is heterogeneous in various respects. It
originates from different sources such as Web documents, social Web APIs, and
structured sources, and from different extraction methods applied. This leads to
heterogeneity regarding the quality of evidence, the vocabulary used, the number
of evidences and the dynamics of the source (see Sect. 4).

The experiments are conducted with an OL system (see Sect. 3) that gen-
erates lightweight ontologies using the spreading activation algorithm [5] to
integrate evidence. Lightweight ontologies typically only contain concepts, taxo-
nomic relations and unlabeled non-taxonomic relations, and are applied in many
areas, e.g. to fuel everyday applications like Web search and enabling intelli-
gent systems [19]. For the experiments, the architecture generated lightweight
ontologies in two different domains (“climate change” and “tennis”) in monthly
intervals from scratch. As spreading activation is a simple and intuitive way to
integrate heterogeneous evidence, the results can largely be generalized to other
OL systems and integration logics for heterogeneous evidence which use a similar
approach.

The outline of the paper is as follows: After presenting related work in Sects. 2
and 3 introduces the OL system used in the experiments. Section 4 provides
details about the heterogeneous sources of evidence. Results of the extensive
experiments are found in Sects. 5 and 6 concludes with a summary, the main
contributions, and future work.
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2 Related Work

Most OL systems learn ontologies from only one source, typically domain text,
e.g. Text2Onto [4] or OntoLearn Reloaded [14]. Some authors, e.g. Sanchez and
Moreno [12], combine corpus-based methods with Web statistics for ontology
learning tasks. Others exploit structured data present in the current Semantic
Web, e.g. Alani [1], who proposes a method for ontology building by cutting
and pasting segments from online ontologies. More recently, some systems start
to make use of heterogeneous evidence sources in OL. Using only one evidence
source typically results in modest levels of accuracy [6], the combination of sev-
eral sources may partially overcome this problem.

Manzano-Macho et al. [6] present an architecture which learns from multiple
sources using a number of methods. In the acquisition layer the system learns
hypotheses about candidate elements (the core terminology of the domain) which
include a probability of relevance and relations to other candidate elements.
Acquisition uses statistical methods as well as NLP tools and visual (HTML
layout-based) methods. Furthermore, the system filters for domain relevance,
detects domain concepts and taxonomic relations, and evaluates the resulting
ontology against a pre-selected reference ontology. OntoElect [13] is methodol-
ogy for ontology engineering, which applies term extraction to papers by domain
experts. They also describe termhood saturation experienced when extending
the collection of papers. Among the few papers which focus on OL from het-
erogeneous sources is also an approach by Cimiano et al. [3] to learn taxonomic
relations. This method converts evidence into first order logic features, and then
uses standard classifiers (supervised machine learning) on the integrated data to
find good combinations of input sources. The input sources include data from
lexico-syntactical pattern matching, head matching and subsumption heuristics
applied to domain text. Völker et al. [15] propose a similar approach which uses
the confidence scores of several heterogeneous methods as features in a classifier,
aiming to enrich existing ontologies with disjointness axioms. Manzano-Macho
et al. [6] focus on small corpora of high quality domain text, our system however
uses noisy and evolving data from the Web and also includes more diverse sources
such as APIs from social media Websites and a linked data source (DBpedia).
In terms of evaluation, we employ user-based evaluation with domain experts
(see below), whereas Manzano-Macho et al. [6] compare their results against a
reference ontology. Gacitua and Sawyer [8] present a quantitative comparison
of technique combinations for concept extraction. Although the goal is simi-
lar to our work, they investigate which process pipeline of NLP techniques is
most helpful for term extraction from a domain corpus, whereas we study the
balancing of term lists stemming from heterogeneous evidence sources.

As mentioned, the skillful combination and balancing of evidence sources is a
crucial factor to leverage the potential of heterogeneous sources. Spreading acti-
vation, which is a method for searching semantic networks and neural networks,
is the key tool to integrate evidence sources in our framework. Spreading acti-
vation is also frequently used in information retrieval. In his survey Crestani [5]
concludes that spreading activation is capable of providing good results in asso-
ciative information retrieval.
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3 The Ontology Learning Framework

As each ontology is generated from scratch, it is straightforward to measure and
compare results obtained by using different settings (regarding the evidence from
heterogeneous input sources). The experiments discussed in this paper were con-
ducted with an OL system first published by Liu et al. [11]. The generated ontolo-
gies are lightweight [18], most OL systems aim at learning ontologies which make
little or no use of axioms (lightweight ontologies) [19].

Fig. 1. The Ontology learning framework.

As the basic OL framework has been presented before, its description will be
kept to a minimum. This section focuses on the new components and elements
necessary to understand the evidence integration processes.

The basic workflow of the system, shown in Fig. 1, is as follows:

1. The OL starts from a small seed ontology – typically only a few concepts, for
example[global warmingsubClassOfclimate change.] in thedomainof cli-
mate change, in the tennis domain it is [tennis match subClassOf tennis.].

2. Collection of evidence for all seed concepts from the evidence sources (details
on the sources of evidence are found in the next section).

3. Integrate the evidence in a so-called semantic network.
4. Transform the semantic network into a spreading activation network.
5. The spreading activation algorithm yields new concept candidates (concept

detection phase).
6. Domain experts rate concept candidates as either relevant to the domain or

non-relevant.
7. Relation detection and positioning of new (relevant) concepts in the ontology.
8. Start over with step one, using the extended ontology as seed ontology in the

next iteration. Thereby the ontology gets bigger and more granular.
9. Finally, after a predefined number of extension iterations: Stop.
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The parts of Fig. 1 highlighted light-gray are the most interesting regarding
the evaluation of the system. These parts are either covered in more detail in
the upcoming section (evidence sources), or in the remainder of this section.

The neural network technique of spreading activation is a crucial algorithm in
the system, used for the selection of new candidate concepts and also in concept
positioning. Spreading activation typically activates a number of seed nodes, the
algorithm then propagates the activation energy through the network according
to link weights. In the iterative process a decay factor D is used to diminish
activation propagation farther away from the seed nodes. In concept selection the
system simply picks the n candidates with the highest activation level after the
spreading activation process has finished, we typically use 25 for n. All evidence is
collected with automated methods, which provide some relevant, but also many
irrelevant, terms. Irrelevant terms may be hardly or not domain-relevant at all,
or too specific, i.e. on a too detailed level of granularity. Spreading activation
helps to distinguish relevant terms by integrating all collected information.

The only point in the OL cycle where human intervention is needed is rele-
vance assessment of new concept candidates. It is still unclear if fully automated
OL is feasible at all [19]. In the experiments, domain experts evaluated concept
candidates. To increase scalability, a component that distributes evaluation tasks
to online labor markets (esp. CrowdFlower1) is under development.

4 Generation of Evidence

To understand the characteristics of evidence sources, it is necessary to under-
stand the data sources we use, and the methods to extract evidence from these
data sources. The evidence sources (listed in Sect. 4.3) emerge from the applica-
tion of extraction methods to data sources.

4.1 Heterogeneous Data Sources

In this paper we distinguish between evidence and data sources. Data sources
refer to the raw resources, they include domain text from various origins, struc-
tured data (WordNet, DBpedia), and calls to social media APIs.

Figure 2 provides an overview of the data sources used. Most importantly,
the data sources include (i) Domain text corpora. Using the webLyzard suite
of Web mining tools2 the framework generates corpora from news media (seg-
regated by geo-location), social media (public postings on Facebook, Youtube,
Twitter, etc.) and other sites such as NGO’s Websites and the Fortune 1000.
Web content typically needs content extraction (boilerplate removal), we apply
the approach discussed in [10]. A domain detection tool yields domain-specific
documents in the given time interval (month). Domain-detection is only applied
for the climate change domain, in the tennis domain the system uses general

1 crowdflower.com.
2 www.weblyzard.com.

http://crowdflower.com
http://www.weblyzard.com
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Fig. 2. Heterogeneous data sources used.

(news) media corpora. Furthermore, the system uses structured sources, that
is WordNet and the DBpedia dataset. And finally, we execute (iii) API calls to
(social) Web services.

4.2 Extraction Methods

The OL system applies a variety of methods to extract terminology from the
data sources – depending on their type. For all text-based sources, we currently
use: (i) Computation of keywords for a seed concept (represented by its label).
The keyword service (see [11] for details) detects significant phrases and applies
co-occurrence statistics to generate a list of keywords ordered by χ2 significance.
The keywords appear in the same page (document) or sentence as the concept.
For short documents (tweets, Facebook postings) we only compute page-level
keywords. (ii) Hearst patterns [9], which are lexical patterns to find common
phrases that link hypo-/hypernym pairs.

Table 1 includes example data for term extraction, it presents a short snippet
of page-level keywords generated for the seed concept “CO2” from UK news
media text (evidence source no. 4) in July 2013. This demonstrates the typical
characteristics of evidence acquisition: some terms are relevant to the climate
change domain, some are not relevant, some are too specific. A full listing of
evidence for a seed term (“CO2”) and examples of ontology run results is found
at https://ai.wu.ac.at/∼wohlg/conf data. A demo portal of the underlying OL
system is available at http://hugo.ai.wu.ac.at:5050.

Social Web APIs (Twitter, Flickr) which directly provide related terms (or
“tags”) are simply queried with a seed concept label as input to extract termi-
nology. These APIs typically provide very recent terminology and are helpful to
collect terms complementary to text sources. Example data for social sources is
found in Weichselbraun et al. [16].

Finally, regarding structured sources, from WordNet [7] the system extracts
hyponyms, hypernyms, and synonyms for an input term, see Liu et al. [11] for
details and examples. We also query the DBpedia SPARQL endpoint3 with dbpe-
dia:acronyms, dcterms:subject and dbpedia:othernames predicates to get related
terms to a seed term. For our example of term “CO2”, dcterms:subject suggests

3 dbpedia.org/sparql.

https://ai.wu.ac.at/~wohlg/conf_data
http://hugo.ai.wu.ac.at:5050
http://dbpedia.org/sparql
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Table 1. Example evidence (keywords and their χ2 co-occurrence significance) for the
seed concept “CO2”.

Term Significance Term Significance

Carbon price floor 164.85 Emission 110.48

Sec 135.54 Air 99.99

Fertilisation 133.63 Waste 90.17

PM10 123.45 0–62mph 89.12

Environment committee 121.27 Flame 86.74

Member state 114.62 Carbon tax 78.53

Table 2. The 26 evidences sources used in the ontology learning process based on
domain text. The data is collected from the Web to create corpora in monthly intervals.

Method

Data sources

Domain text from Keywords/page Keywords/sentence Hearst patterns

US news media 1 2 3

UK news media 4 5 6

AU/NZ news media 7 8 9

Other news media 10 11 12

Social media: Twitter 13 - 14

Social media: Youtube 15 - 16

Social media: Facebook 17 - 18

Social media: Google+ 19 - 20

NGOs Websites 21 22 23

Fortune 1000 Websites 24 25 26

the following terms from DBpedia: “Acid anhydrides”, “Acidic oxides”, “Carbon
dioxide”, “Coolants”, “Fire suppression agents”, “Greenhouse gases”, etc.

4.3 Evidence Sources

This section primarily gives an overview about all 32 heterogeneous sources of
evidence used in the experiments with an OL system. As already mentioned, evi-
dence sources arise from the application of extraction methods on data sources.
Table 2 presents the 26 evidence sources originating from using the keyword and
Hearst pattern techniques on domain text data sources.

Every line in Table 2 represents a data source. Each text data source (except
the ones with very short documents), yields three evidence sources, namely key-
words on page (document) level, keywords on sentence level, and relations (and
terms) extracted with Hearst patterns [9]. 26 of 32 evidence sources extract
terminology from text, making domain text corpora an important input to the
system.
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Table 3. The remaining 6 evidence sources, which are based on WordNet, Social Media
APIs, and DBpedia.

Method

Data source Hypernyms Hyponyms Synonyms API SPARQL

WordNet 27 28 29 - -

DBpedia - - - - 30

Twitter - - - 31 -

Flickr - - - 32 -

The remaining 6 evidence sources extract terms from WordNet and DBpedia,
or with social Web API queries as shown in Table 3.

Obviously, the 32 sources are heterogeneous in type and number of results,
we use spreading activation to integrate evidence (see Sect. 3) and parameters
to balance and limit the number of evidences per source (see below).

5 Evaluation

This section includes evaluation results of ontology learning (OL) experiments
conducted between July 2013 and December 2014. Starting from the seed ontol-
ogy the system generated 75 concept candidates (3 runs of 25 concepts each) per
ontology – this fixed number of 75 concept candidates per ontology was used in
all upcoming experiments, irrespective of the number of evidence sources used.
After Sect. 5.1 provides details about the evidence (term lists) used, Sect. 5.2
describes the experiments for integrating heterogeneous evidence. Section 5.3
discusses concept relevance assessment.

5.1 Characteristics of Evidence Sources

In order to get a meaningful interpretation of evidence balancing and integra-
tion, first the characteristics of the underlying input data need to be investigated.
Two properties greatly vary between evidence sources: the number of evidences
provided (for a seed concept), and the average term quality per evidence acqui-
sition method. Term quality was measured as the ratio of terms supplied by the
respectively method which label a relevant domain concept. A domain expert
manually evaluated sufficiently large term lists for different seed concepts and
methods – resulting in a few thousand terms – to assess term quality.

Table 4 gives an overview of these characteristics. It lists the methods described
in Sect. 4, and gives the rough average numbers of evidences per seed concept
which the evidence sources provide (Avg. Num. of Evid.). Furthermore, the table
includes term quality in the remaining columns. Only co-occurrence statistics-
based terms (keywords) have a significance value assigned (and are thereby
ordered), for these we evaluated the top 25, top 100, and top 500 most sig-
nificant terms. For all other sources we evaluated all terms supplied. Table 4
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Table 4. Average number of evidence and evidence quality per extraction method.

Method Avg. Num. of Evid. Term quality

Top 25 Top 100 Top 500

Keywords/page 400 0.31 0.26 0.12

Keywords/sentence 200 0.27 0.19 0.10

Hearst Patterns 18 0.15

API Twitter 70 0.10

API Flickr 16 0.18

WordNet (Hypernyms) 15 0.24

WordNet (Hyponyms) 17 0.21

DBpedia 13 0.27

shows (i) that the average number of evidences greatly differs between sources,
and also that term quality varies to a large extent. Term quality is high for the 25
most significant keywords per seed concept, and also for terms provided by Word-
Net and DBpedia. Keywords of low significance, and social sources (esp. Twitter)
yield low quality terms on average. Hearst patterns generate rather sparse results
which are of moderate quality.

One aspect of using heterogeneous sources is that they provide comple-
mentary input to better cover the domain of interest. In our system, corpus-
based techniques (mostly keywords) account for the base layer of evidence. Apart
from text-based input, social sources add very recent and emotional terminology,
helpful to improve results and capture dynamic aspects of the domain [16], but
also include a large share of noise, typos, etc. WordNet typically offers general
and high quality input, which also helps to build the taxonomic backbone, but
does not reflect dynamic aspects of domain evolution. The current version of
SPARQL queries against DBpedia returns specific and technical terms, but also
many terms which are too specific or not relevant to the domain.

Balancing the Number of Evidences. As seen in Table 4, if not limited, the
number of evidences (terms) supplied strongly varies between evidence sources.
Whereas the number of keywords for a concept sometimes exceeds 1000 terms,
other sources provide comparably few results. In the upcoming section we present
experiments where the number of evidences per source is either not limited, or
limited to a maximum number of evidences per source to (i) balance the influence
of sources on the resulting ontology and (ii) study which impact the amount of
evidence has on the quality of concept candidates suggested by the OL system.

5.2 Leveraging and Balancing Sources and Evidences

As stated in Sect. 1, the goal of this research is to provide hints and insights
on the combination and integration of heterogeneous evidence sources in OL
(specifically for the concept detection phase) which can be generalized.
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Accuracy =
Relevant concept candidates generated

All concept candidates generated
(1)

In this section, we measured the accuracy of the system by the ratio of rele-
vant concept candidates resulting from the OL system, see Eq. 1. Other aspects,
such as the positioning of new concepts in the ontology and the detection and
labeling of relations are not part of this study, some of these points are covered
in [17].

The Number of Evidences per Source. The first question to address is the
impact of the number of evidences per source on the quality of concept candi-
dates. Table 5 summarizes experiments where every of the 32 evidence sources
was limited to suggest only 5, 10, etc. evidences per seed concept. As discussed
in the previous section, some sources like WordNet or DBpedia typically provide
very few evidence, whereas keyword-based sources produce up to 1000 terms per
source. Obviously, limiting all sources to (for example) 10 evidences per seed con-
cept, will reduce the impact of keyword-based sources. Using limits (i) balances
to number of evidence between sources, (ii) saves computation time, but also
(iii) removes data which might be helpful in the spreading activation (ie. evi-
dence integration) process. We use two domains in the experiments, climate
change and tennis. The climate change ontologies were generated from scratch
in every month between July 2013 and November 2014, the tennis ontologies
between July 2014 and November 2014. The accuracy numbers in Table 5 are
based on 17 ontologies computed per respective setting for climate change, which
leads to 1275 (75 ∗ 17) concept candidates per setting. In the tennis domain, we
have 5 ontologies per setting with 375 concept candidates. If not stated other-
wise, these numbers also apply to upcoming tables later in this section.

With very few evidences per source (limit=5 ), the benefits of redundancy and
integration of heterogeneous sources are small (poor accuracy), although using
only the best (most significant) keywords. Only in interactive systems where run-
time is a very critical issue such a setting should be considered. On the other
hand, in our experiments with a limit of 200 or more evidences per seed concept,
the number of evidences per source is unbalanced, and more and more keywords
with low significance are added to the spreading algorithm network, negative
effects exceed the benefits of additional evidence data. Accuracy is lower in the
tennis domain, we attribute this to the underlying data used, which are general
domain-agnostic (news) media corpora, whereas for climate change the system
uses domain-specific corpora.

In contrast to our initial expectations that more evidence is always bet-
ter regarding resulting ontology quality (although it will be computationally
expensive), even low numbers (limit=10 ) allow high accuracy if evidence is
ranked by expected quality. In our system keywords are ranked by their sig-
nificance value. Our experiments suggest that in the range of 20 to 50 terms per
evidence source very good or even best results can be expected. However, this
is only true while using a sufficient number of evidence sources (see below).
A remark: the differences in accuracy in Table 5 are statistically significant,
eg. with p = 0.009 between accuracy of limit=10 and limit=20.
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Table 5. Accuracy of concept detection (percentage of relevant concept candidates) for
the domains of climate change (CC) and tennis depending on the number of evidences
per source, with default and random selection of keyword evidence.

No. of evidences Acc. CC Acc. tennis Acc. Random Keyw. CC

limit=5 56.44 46.80 52.72

limit=10 64.05 55.53 56.51

limit=20 67.57 60.27 60.98

limit=50 68.68 59.87 61.64

limit=100 67.79 58.27 62.73

limit=200 67.87 58.53 65.13

limit=500 66.39 57.88 66.01

no limit 66.29 57.34 66.29

A more detailed look at the ontologies exhibits a more frequent occurrence
of specific and exotic (but still relevant) concepts when using a low limit (such
as limit=5 ), while a high limit promotes more general terms. This fact, which
is in favor of high limit settings is not reflected by the data in Table 5.

Out of curiosity we also experimented with choosing keywords randomly from
the list of all keywords (instead using of the most significant), see column Acc.
Random Keyw. CC in Table 5. As expected this lowers the accuracy with low
limits, and gives a more realistic picture for systems where evidence per source is
not ordered. Therefore, in a machine learning environment where the expected
quality of evidence is unknown and there is no explicit grading, it is advisable to
use more evidence per source to fully benefit from redundancy. Another experi-
ment, in which the keyword significance (as yielded by co-occurrence statistics)
was not used at all, gave very poor results. This confirms that the quality of
sources is important, and that low-quality evidence cannot be compensated by
using multiple sources entirely.

In summary, it is important to have enough data to benefit from redundancy
and aggregation. Additional evidence beyond this point can even have a negative
impact if the balance between sources is lost, or the quality of additional evidence
is not sufficient.

The Number of Evidence Sources Used. Not only the number of evidences
per source is important, also the influence of the number of heterogeneous sources
on the learning algorithm has to be taken into consideration. We evaluated the
impact of using (i) only one source which yields rather low quality terms (1 Twit-
ter), (ii) only one source with high quality input (page-level keywords from UK
media – 1 UK-KW-page), (iii) five random sources (5 sources), (iv) 15 sources,
(v) all sources (32 sources). Table 6 presents the results for these five variants, it
shows the outcome for limit settings with the number of evidences (terms) not
exceeding 50 and 200, respectively.
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Table 6. Accuracy (percentage of relevant concept candidates) of concept detection
regarding the number of evidence sources (“srcs”) used – for two limit-settings, in the
domains of climate change and tennis.

%Relevant 1 (Twitter) 1 (UK-KW-page) 5 srcs 15 srcs 32 srcs

CC limit=50 16.54 48.80 59.52 68.28 68.84

CC limit=200 19.85 49.78 57.48 67.73 67.64

Tennis limit=50 21.15 50.67 52.25 56.88 57.87

Tennis limit=200 23.17 52.78 54.33 57.74 58.33

When relying on a single source, the quality of evidence of that source is
essential, obviously – see 1 Twitter and 1 UK-KW-Page. In our experiments,
5 sources of mixed quality are sufficient to see the benefits of using multiple
sources. Around 15 sources can be enough to gain the full advantage of hetero-
geneous evidence integration and redundancy. This means that a small and com-
putationally efficient spreading activation network with a sum of a few thousand
terms (suggested by 10–15 sources) can be quite enough to get best results. The
difference between 5 and 15 evidence sources is statistically significant e.g. for
the climate change domain as confirmed with a binomial test (p ≈ 0.0006 for
both limit settings).

The know-how regarding the minimal number of sources necessary can be
helpful in various situations: (i) when setting up a new system, (ii) when there
is need to scale down an existing system that is too slow or consumes too many
resources, (iii) when there is need to use only a subset of evidence sources for a
particular application. For example, we plan ontology evolution and trend detec-
tion experiments in which we will only use sources which are highly dynamic,
and omit more static sources such as WordNet.

The Number of Seed Concepts. Finally, we investigated the impact of the
type and number of seed concepts for which evidence is collected. Our system
learns ontologies in 3 iterations of extension. In the first iteration (Stage1 ) there
are only very few seed concepts (in the climate domain: “climate change” and
“global warming”), which are obviously very relevant to the domain. The seed
concepts in Stage2 are the expert confirmed concepts learned in Stage1, in Stage3
the system uses the concepts acquired in Stage2. The concepts in Stage2 are
typically more general than in Stage3, in which the ontology gets more granular.
Table 7 presents the ratio of relevant concepts suggested regarding the stage (the
number and granularity of seed concepts) and the number of evidences used.

A combination of a low number of seed concepts in Stage1 and low number of
evidences (limit=5 ) does not provide spreading activation with enough data to
produce good results. Such a setting creates a network with only a few hundred
evidences (2 SC ∗ 32 sources ∗ 5 evidences per source). This is well below the
critical number of evidences of a few thousand (according to our experiments)
which is needed for high accuracy. On the other hand, when the number of
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Table 7. Accuracy depending on seed concepts (SC) and evidence limit applied.

Stage1 – 2 SC Stage2 – ca. 18 SC Stage3 – ca. 35 SC

limit=5 54.67 61.87 56.53

limit=50 80.30 69.96 55.56

limit=200 78.83 68.33 56.22

seed concepts is high, then a high number of evidences per seed concept offers
no additional benefit, accuracy for limit=50 and limit=200 is very similar. The
best results are achieved in Stage1, which uses domain concepts of high relevance
and generality, and enough evidence to exploit redundancy (limit ≥ 50). The
accuracy in Stages 2 and 3 is diminishing, because the seed concepts tend to get
less domain-relevant with increasing distance from the initial seed ontology.

Observations. A list of key observations and hints concludes this section: (i) It
is critical to ensure having enough evidence to benefit from redundancy at every
step of the learning cycle. In our system enough evidence corresponds to at
least a few thousand pieces of evidence (terms). Additional evidence beyond this
points only slows the system down while providing little use. (ii) When there
is no order (regarding quality) in evidence data, then more evidence will be
needed to get the best results. (iii) Using our evidence integration method and
settings, around 10–15 sources of heterogeneous evidence are sufficient to gain
the full effect of evidence integration. (iv) Balancing input from evidence sources
is typically more important than the raw number of evidence per source.

And interesting strain of future work will be the attempt to optimize the
source impact vector (SIV), which controls the influence of a particular source
on the learning process. In this research we use a uniform source impact for
all evidence sources as the goal is to study the balancing of evidence. In future
work we will try to find an (almost) optimal configuration of impact of evidence
sources in the spreading activation network. Preliminary studies show that this
will lead to a significantly higher accuracy of the system.

5.3 Relevance Assessment

This section, which concludes the evaluation, takes an alternative view at the
judgments on concept relevance made by the domain experts, especially on con-
cept candidates rated non-relevant. When rating concept candidates, domain
experts had only two choices: relevant or non-relevant to the domain at the given
level of granularity. We took a more detailed look at concept candidates that were
rated as non-relevant. From 100 candidates rated non-relevant to the domain
of climate change, 61 % were in fact at least partly relevant to the domain, but
very generic or too specific. Only the remaining 39 % were not relevant at all, but
according to the domain experts not relevant for this level of granularity. For this
reason, depending on point of view and granularity, the accuracy of the OL sys-
tem is higher than stated in the evaluation data. Among the 61 % of candidates
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partly relevant to the domain of climate change are mostly terms that are too
generic (for example: “impact”, “mitigation”, “issue”, “policy”, etc.). The 39 %
of clearly non-relevant terms include fragments from the phrase detection algo-
rithm such as “change conference” or candidates simply unrelated (“century”,
“level”, “wave”).

6 Conclusions

The integration of heterogeneous evidence sources can improve accuracy in ontol-
ogy learning and other areas which use similar machine learning techniques and
multiple evidence sources. In this paper we study how a system needs to be set
up to gain the desired results, and give hints and insights on the impact on accu-
racy of the number of evidences per source, the number of evidence sources, of
quality per evidence source, etc. Among the key findings and contributions is the
surprising fact that a limited number of evidences – a few thousand terms from
heterogeneous sources – provides results of similar quality compared to using
much higher numbers. In addition, in our experiments around 10–15 evidence
sources were sufficient to gain full benefits of redundancy and evidence aggrega-
tion. Heterogeneous sources of evidence not only help to raise accuracy, but also
offer complementary vocabulary to cover the domain.

Future work will apply the presented experiments to similar systems. We
expect similar results as the basic characteristics of evidence integration do not
change. Furthermore, we will further optimize the system using the source impact
vector (SIV) by (i) adapting the SIV over time according to the quality of con-
cept candidates suggested by the source to increase the impact of sources that
consistently suggest a high ratio of relevant concepts, and (ii) conducting opti-
mization experiments of find an optimal configuration for the SIV.
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Abstract. As of today, there exists no standard language for query-
ing Linked Data on the Web, where navigation across distributed data
sources is a key feature. A natural candidate seems to be SPARQL,
which recently has been enhanced with navigational capabilities thanks
to the introduction of property paths (PPs). However, the semantics of
SPARQL restricts the scope of navigation via PPs to single RDF graphs.
This restriction limits the applicability of PPs on the Web. To fill this
gap, in this paper we provide formal foundations for evaluating PPs on
the Web, thus contributing to the definition of a query language for
Linked Data. In particular, we introduce a query semantics for PPs that
couples navigation at the data level with navigation on the Web graph.
Given this semantics we find that for some PP-based SPARQL queries
a complete evaluation on the Web is not feasible. To enable systems to
identify queries that can be evaluated completely, we establish a decid-
able syntactic property of such queries.

1 Introduction

The increasing trend in sharing and interlinking pieces of structured data on the
World Wide Web (WWW) is evolving the classical Web—which is focused on
hypertext documents and syntactic links among them—into a Web of Linked
Data. The Linked Data principles [4] present an approach to extend the scope
of Uniform Resource Identifiers (URIs) to new types of resources (e.g., people,
places) and represent their descriptions and interlinks by using the Resource
Description Framework (RDF) [16] as standard data format. RDF adopts a
graph-based data model, which can be queried upon by using the SPARQL query
language [12]. When it comes to Linked Data on the WWW, the common way
to provide query-based access is via SPARQL endpoints, that is, services that
usually answer SPARQL queries over a single dataset. Recently, the original core
of SPARQL has been extended with features supporting query federation; it is
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now possible, within a single query, to target multiple endpoints (via the SERVICE

operator). However, such an extension is not enough to cope with an unbounded
and a priori unknown space of data sources such as the WWW. Moreover, not
all Linked Data on the WWW is accessible via SPARQL endpoints. Hence, as of
today, there exists no standard query language for Linked Data on the WWW,
although SPARQL is clearly a candidate.

While earlier research on using SPARQL for Linked Data is limited to frag-
ments of the first version of the language [5,13,14,25], the more recent version
1.1 introduces a feature that is particularly interesting in the context of queries
over a graph-like environment such as Linked Data on the WWW. This feature
is called property paths (PPs) and equips SPARQL with navigational capabili-
ties [12]. However, the standard definition of PPs is limited to single, centralized
RDF graphs and, thus, not directly applicable to Linked Data that is distrib-
uted over the WWW. Therefore, toward the definition of a language for accessing
Linked Data live on the WWW, the following questions emerge naturally: “How
can PPs be defined over the WWW?” and “What are the implications of such a
definition?” Answering these questions is the broad objective of this paper. To
this end, we make the following main contributions:

1. We formalize a query semantics for PP-based SPARQL queries that are meant
to be evaluated over Linked Data on the WWW. This semantics is context-
based ; it intertwines Web graph navigation with navigation at the level of
data.

2. We study the feasibility of evaluating queries under this semantics. We assume
that query engines do not have complete information about the queried Web
of Linked Data (as it is the case for the WWW). Our study shows that there
exist cases in which query evaluation under the context-based semantics is
not feasible.

3. We provide a decidable syntactic property of queries for which an evaluation
under the context-based semantics is feasible.

The remainder of the paper is organized as follows. Section 2 provides an overview
on related work. Section 3 introduces the formal framework for this paper, includ-
ing a data model that captures a notion of Linked Data. In Sect. 4 we focus on
PPs, independently from other SPARQL operators. In Sect. 5 we broaden our
view to study PP-based SPARQL graph patterns; we characterize a class of
Web-safe patterns and prove their feasibility. Finally, in Sect. 6 we conclude and
sketch future work.

2 Related Work

The idea of querying the WWW as a database is not new (see Florescu
et al.’s survey [11]). Perhaps the most notable early works in this context are
by Konopnicki and Shmueli [18], Abiteboul and Vianu [1], and Mendelzon et
al. [20], all of which tackled the problem of evaluating SQL-like queries on the
traditional hypertext Web. While such queries included navigational features,
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the focus was on retrieving specific Web pages, particular attributes of specific
pages, or content within them.

From a graph-oriented perspective, languages for the navigation and specifi-
cation of vertices in graphs have a long tradition (see Wood’s survey [26]). In the
RDF world, extensions of SPARQL such as PSPARQL [2], nSPARQL [21], and
SPARQLeR [17] introduced navigational features since those were missing in the
first version of SPARQL. Only recently, with the addition of property paths (PPs)
in version 1.1 [12], SPARQL has been enhanced officially with such features. The
final definition of PPs has been influenced by research that studied the computa-
tional complexity of an early draft version of PPs [3,19], and there also already
exists a proposal to extend PPs with more expressive power [9]. However, the main
assumption of all these navigational extensions of SPARQL is to work on a sin-
gle, centralized RDF graph. Our departure point is different: We aim at defining
semantics of SPARQL queries (including property paths) over Linked Data on the
WWW, which involves dealing with two graphs of different types; namely, an RDF
graph that is distributed over documents on the WWW and the Web graph of how
these documents are interlinked with each other.

To express queries over Linked Data on the WWW, two main strands of
research can be identified. The first studies how to extend the scope of SPARQL
queries to the WWW , with existing work focusing on basic graph patterns [5,
13,25] or a more expressive fragment that includes AND, OPT, UNION and FILTER [14].
The second strand focuses on navigational languages such as NautiLOD [8,10].
These two strands have different departure points. The former employs navi-
gation over the WWW to collect data for answering a given SPARQL query;
here navigation is a means to discover query-relevant data. The latter provides
explicit navigational features and uses querying capabilities to filter data sources
of interest; here navigation (not querying) is the main focus. The context-based
query semantics proposed in this paper combines both approaches. We believe
that the outcome of this research can be a starting point toward the definition
of a language for querying and navigating over Linked Data on the WWW.

3 Formal Framework

This section provides a formal framework for studying semantics of PPs over
Linked Data. We first recall the definition of PPs as per the SPARQL stan-
dard [12]. Thereafter, we introduce a data model that captures the notion of
Linked Data on the WWW.

3.1 Preliminaries

Assume four pairwise disjoint, countably infinite sets I (IRIs), B (blank nodes),
L (literals), and V (variables). An RDF triple (or simply triple) is a tuple from
the set T = (I ∪ B) × I × (I ∪ B ∪ L). For any triple t ∈ T we write iris(t) to
denote the set of IRIs in that triple. A set of triples is called an RDF graph.
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A property path pattern (or PP pattern for short) is a tuple P = 〈α, path, β〉
such that α, β ∈ (I ∪ L ∪ V) and path is a property path expression (PP expres-
sion) defined by the following grammar (where u, u1, . . . , un ∈ I):

path = u | !(u1 | . . . |un) | ∧path | path/path | (path | path) | (path)∗

Note that the SPARQL standard introduces additional types of PP expres-
sions [12]. Since these are merely syntactic sugar (they are defined in terms
of expressions covered by the grammar given above), we ignore them in this
paper. As another slight deviation from the standard, we do not permit blank
nodes in PP patterns (i.e., α, β /∈ B). However, standard PP patterns with blank
nodes can be simulated using fresh variables.

Example 1. An example of a PP pattern is 〈Tim, (knows)∗/name, ?n〉, which
retrieves the names of persons that can be reached from Tim by an arbitrarily
long path of knows relationships (which includes Tim). Another example are the
two PP patterns 〈?p, knows,Tim〉 and 〈Tim, ∧knows, ?p〉, both of which retrieve
persons that know Tim.

The (standard) query semantics of PP patterns is defined by an evaluation func-
tion that returns multisets of solution mappings where a solution mapping μ
is a partial function μ : V → (I ∪ B ∪ L). Given a solution mapping μ and a
PP pattern P , we write μ[P ] to denote the PP pattern obtained by replacing
the variables in P according to μ (unbound variables must not be replaced).
Two solution mappings, say μ1 and μ2, are compatible, denoted by μ1 ∼ μ2, if
μ1(?v) = μ2(?v) for all variables ?v ∈ (

dom(μ1) ∩ dom(μ2)
)
.

We represent a multiset of solution mappings by a pair M = 〈Ω, card〉 where
Ω is the underlying set (of solution mappings) and card : Ω → {1, 2, ... } is the
corresponding cardinality function. By abusing notation slightly, we write μ ∈ M
for all μ ∈ Ω. Furthermore, we introduce a family of special (parameterized)
cardinality functions that shall simplify the definition of any multiset whose
solution mappings all have a cardinality of 1. That is, for any set of solution
mappings Ω, let card1(Ω) : Ω → {1, 2, ...} be the constant-1 cardinality function
that is defined by card1(Ω)(μ) = 1 for all μ ∈ Ω.

To define the aforementioned evaluation function we also need to introduce
several SPARQL algebra operators. Let M1 = 〈Ω1, card1〉 and M2 = 〈Ω2, card2〉
be multisets of solution mappings and let V ⊆ V be a finite set of variables.
Then:

M1 
 M2 = 〈Ω, card〉 where Ω = Ω1 ∪ Ω2 and (i) card(μ) = card1(μ) for all
solution mappings μ ∈ Ω \ Ω2, (ii) card(μ) = card2(μ) for all μ ∈ Ω \ Ω1,
and (iii) card(μ) = card1(μ) + card2(μ) for all μ ∈ Ω1 ∩ Ω2.

M1 �� M2 = 〈Ω, card〉 where Ω =
{

μ1 ∪ μ2 | (μ1, μ2) ∈ Ω1 × Ω2 and μ1 ∼
μ2

}
and, for every μ ∈ Ω, card(μ) =

∑
(μ1,μ2)∈Ω1×Ω2 s.t. μ=μ1∪μ2

card(μ1) ·
card(μ2).

M1 \ M2 = 〈Ω, card〉 where Ω =
{

μ1 ∈ Ω1 |μ1 �∼ μ2 for all μ2 ∈ Ω2

}
and, for

every μ ∈ Ω, card(μ) = card1(μ).
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Fig. 1. Auxiliary functions for defining the semantics of PP expressions of the form
path∗.

πV (M1) = 〈Ω, card〉 where Ω =
{
μ | ∃μ′ ∈ Ω1 : μ ∼ μ′ and dom(μ) = V ∩

dom(μ′)
}

and, for every μ ∈ Ω, card(μ) =
∑

μ′∈Ω1 s.t. μ∼μ′ card1(μ′).

In addition to these algebra operators, the SPARQL standard introduces auxil-
iary functions to define the semantics of PP patterns of the form 〈α, path∗, β〉.
Figure 1 provides these functions—which we call ALP1 and ALP2—adapted to
our formalism.1 We are now ready to define the standard query semantics of PP
patterns.

Definition 1. The evaluation of a PP pattern P over an RDF graph G, denoted
by [[P ]]G, is a multiset of solution mappings 〈Ω, card〉 that is defined recursively
as given in Fig. 2 where α, β ∈ (I ∪ L ∪ V), xL, xR ∈ (I ∪ L), ?vL, ?vR ∈ V,
u, u1, ..., un ∈ I, ?v ∈ V is a fresh variable, and μ∅ denotes the empty solution
mapping (dom(μ∅) = ∅).

3.2 Data Model

The standard SPARQL evaluation function for PP patterns (cf. Sect. 3.1) defines
the expected result of the evaluation of a pattern over a single RDF graph.
Since the WWW is not an RDF graph, the standard definition is insufficient
as a formal foundation for evaluating PP patterns over Linked Data on the
WWW. To provide a suitable definition we need a data model that captures
the notion of a Web of Linked Data. To this end, we adopt the data model
proposed in our earlier work [14]. Here, a Web of Linked Data (WoLD) is a tuple
W = 〈D, data, adoc〉 consisting of (i) a set D of so called Linked Data documents
(documents), (ii) a mapping data : D → 2T that maps each document to a
finite set of RDF triples (representing the data that can be obtained from the
document), and (iii) a partial mapping adoc : I → D that maps (some) IRIs to a
document and, thus, captures a IRI-based retrieval of documents. In this paper
we assume that the set of documents D in any WoLD W = 〈D, data, adoc〉 is
finite, in which case we say W is finite (for a discussion of infiniteness refer to
our earlier work [14]).

1 Variable ?x in line 6 is necessary since PP patterns in our formalism do not have
blank nodes.
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Fig. 2. SPARQL 1.1 W3C property paths semantics.

A few other concepts are needed for the subsequent discussion. For any
two documents d, d′ ∈ D in a WoLD W = 〈D, data, adoc〉, document d has
a data link to d′ if the data of d mentions an IRI u ∈ I (i.e., there exists a
triple 〈s, p, o〉 ∈ data(d) with u ∈ {s, p, o}) that can be used to retrieve d′ (i.e.,
adoc(u) = d′). Such data links establish the link graph of the WoLD W, that is, a
directed graph 〈D,E〉 in which the edges E are all pairs 〈d, d′〉 ∈ D×D for which
d has a data link to d′. Note that this graph, as well as the tuple 〈D, data, adoc〉
typically are not available directly to systems that aim to compute queries over
the Web captured by W. For instance, the complete domain of the partial map-
ping adoc (i.e., all IRIs that can be used to retrieve some document) is unknown
to such systems and can only be disclosed partially (by trying to look up IRIs).
Also note that the link graph of a WoLD is a different type of graph than the
RDF “graph” whose triples are distributed over the documents in the WoLD.

4 Web-Aware Query Semantics for Property Paths

We are now ready to introduce our framework, which does not deal with syntac-
tic aspects of PPs but aims at defining query semantics that provide a formal
foundation for using PP patterns as queries over a WoLD (and, thus, over Linked
Data on the WWW).

4.1 Full-Web Query Semantics

As a first approach we may assume a full-Web query semantics that is based
on the standard evaluation function (as introduced in Sect. 3.1) and defines an
expected query result for any PP pattern in terms of all data on the queried
WoLD. Formally:
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Definition 2. Let P be a PP pattern, let W = 〈D, data, adoc〉 be a WoLD, and
let G∗ be an RDF graph such that G∗ =

⋃
d∈D data(d), then the evaluation of

P over W under full-Web semantics, denoted by [[P ]]fwW , is defined by [[P ]]fwW =
[[P ]]G∗.

We emphasize that the full-Web query semantics is mostly of theoretical interest.
In practice, that is, for a WoLD W that represents the “real” WWW (as it runs
on the Internet), there cannot exist a system that guarantees to compute the
given evaluation function [[·]]fw. over W using an algorithm that both terminates
and returns complete query results. In earlier work, we showed such a limi-
tation for evaluating other types of SPARQL graph patterns—including triple
patterns—under a corresponding full-Web query semantics defined for these pat-
terns [14]. This result readily carries over to the full-Web query semantics for
PP patterns because any PP pattern P = 〈α, path, β〉 with PP expression path
being an IRI u ∈ I is, in fact, a triple pattern 〈α, u, β〉. Informally, we explain
this negative result by the fact that the three structures D, data, and adoc that
capture the queried Web formally, are not available in practice. Consequently,
to enumerate the set of all triples on the Web (i.e., the RDF graph G∗ in Defin-
ition 2), a query execution system would have to enumerate all documents (the
set D); given that such a system has limited access to mapping adoc (in partic-
ular, dom(adoc)—the set of all IRIs whose lookup retrieves a document—is, at
best, partially known), the only guarantee to discover all documents is to look
up any possible (HTTP-scheme) IRI. Since these are infinitely many [7], the
enumeration process cannot terminate.

4.2 Context-Based Query Semantics

Given the limited practical applicability of full-Web query semantics for PPs,
we propose an alternative query semantics that interprets PP patterns as a
language for navigation over Linked Data on the Web (i.e., along the lines of
earlier navigational languages for Linked Data such as NautiLOD [8]). We refer
to this semantics as context-based.

The main idea behind this query semantics is to restrict the scope of searching
for any next triple of a potentially matching path to specific data within specific
documents on the queried WoLD. As a basis for formalizing these restrictions
we introduce the notion of a context selector. Informally, for each IRI that can
be used to retrieve a document, the context selector returns a specific subset of
the data within that document; this subset contains only those RDF triples that
have the given IRI as their subject (such a set of triples resembles Harth and
Speiser’s notion of subject authoritative triples [13]). Formally, for any WoLD
W = 〈D, data, adoc〉, the context selector of W is a function CW : I∪B∪L∪V →
2T that, for each γ ∈ (I ∪ B ∪ L ∪ V), is defined as follows:2

2 To simplify the following formalization of context-based semantics, context selectors
are defined not only over IRIs, but also over blank nodes, literals, and variables.
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CW(γ) =

{{〈s, p, o〉 ∈ data
(
adoc(γ)

) ∣
∣ γ = s

}
if γ ∈ I and γ ∈ dom(adoc),

∅ otherwise.

Informally, we explain how a context selector restricts the scope of PP patterns
over a WoLD as follows. Suppose a sequence of triples 〈s1, p1, o1〉, ... , 〈sk, pk, ok〉
presents a path that already matches a sub-expression of a given PP expression.
Under the previously defined full-Web query semantics (cf. Sect. 4.1), the next
triple for such a path can be searched for in an arbitrary document in the queried
WoLD W. By contrast, under the context-based query semantics, the next triple
has to be searched for only in CW(ok). Given these preliminaries, we now define
context-based semantics:

Definition 3. Let P be a PP pattern and let W = 〈D, data, adoc〉 be a WoLD.
The evaluation of P over W under context-based semantics, denoted by [[P ]]ctxW ,
returns a multiset of solution mappings 〈Ω, card〉 defined recursively as given
in Fig. 3, where u, .., un ∈ I; xL, xR ∈ (I ∪ L); ?vL, ?vR ∈ V; μ∅ is the empty
solution mapping (i.e., dom(μ∅) = ∅); function ALPW1 is given in Fig. 4; and
?v ∈ V is a fresh variable.

There are three points worth mentioning w.r.t. Definition 3: First, note how
the context selector restricts the data that has to be searched to find matching

Fig. 3. Context-based query semantics for SPARQL property paths over the web.
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Fig. 4. Auxiliary functions used for defining context-based query semantics.

triples (e.g., consider the first line in Fig. 3). Second, we emphasize that context-
based query semantics is defined such that it resembles the standard semantics
of PP patterns as close as possible (cf. Sect. 3.1). Therefore, for the part of our
definition that covers PP patterns of the form 〈α, path∗, β〉, we also use auxiliary
functions— ALPW1 and ALPW2 (cf. Fig. 4).

These functions evaluate the sub-expression path recursively over the queried
WoLD(instead of using a fixed RDF graph as done in the standard semantics in
Fig. 1). Third, the two base cases with a variable in the subject position (i.e.,
the third and the sixth line in Fig. 3) require an enumeration of all IRIs. Such
a requirement is necessary to preserve consistency with the standard semantics,
as well as to preserve commutativity of operators that can be defined on top
of PP patterns (such as the ANDoperator in SPARQL; cf. Sect. 5). However, due
to this requirement there exist PP patterns whose (complete) evaluation under
context-based semantics is infeasible when querying the WWW. The following
example describes such a case.

Example 2. Consider the PP pattern PE2 = 〈?v, knows,Tim〉, which asks for
the IRIs of people that know Tim. Under context-based semantics, any IRI u′

can be used to generate a correct solution mapping for the pattern as long as
a lookup of that IRI results in retrieving a document whose data includes the
triple 〈u′, knows,Tim〉. While, for any WoLD that is finite, there exists only a
finite number of such IRIs, determining these IRIs and guaranteeing complete-
ness requires to enumerate the infinite set of all IRIs and to check each of them
(unless one knows the complete—and finite—subset of all IRIs that can be used
to retrieve some document, which, due to the infiniteness of possible HTTP IRIs,
cannot be achieved for the WWW).

It is not difficult to see that the issue illustrated in the example exists for any
triple pattern that has a variable in the subject position. On the other hand,
triple patterns whose subject is an IRI do not have this issue. However, having an
IRI in the subject position is not a sufficient condition in general. For instance,
the PP pattern 〈Tim, ∧knows, ?v〉 has the same issue as the pattern in Exam-
ple 2 (in fact, both patterns are semantically equivalent under context-based
semantics). A question that arises is whether there exists a property of PP pat-
terns that can be used to distinguish between patterns that do not have this issue
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(i.e., evaluating them over any WoLD is feasible) and those that do. We shall
discuss this question for the more general case of PP-based SPARQL queries.

5 SPARQL with Property Paths on the Web

After considering PP patterns in separation, we now turn to a more expressive
fragment of SPARQL that embeds PP patterns as the basic building block and
uses additional operators on top. We define the resulting PP-based SPARQL
queries, discuss the feasibility of evaluating these queries over the Web, and
introduce a syntactic property to identify queries for which an evaluation under
context-based semantics is feasible.

5.1 Definition

By using the algebraic syntax of SPARQL [22], we define a graph pattern recur-
sively as follows: (i) Any PP pattern 〈α, path, β〉 is a graph pattern; and (ii) if
P1 and P2 are graph patterns, then (P1ANDP2), (P1UNIONP2), and (P1OPTP2) are
graph patterns.3 For any graph pattern P , we write V(P ) to denote the set of
all variables in P .

By using PP patterns as the basic building block of graph patterns, we can
readily carry over our context-based semantics to graph patterns: For any graph
pattern P and any WoLD W, the evaluation of P over W under context-based
semantics is a multiset of solution mappings, denoted by [[P ]]ctxW , that is defined
recursively as follows:4

– If P is a PP pattern, then [[P ]]ctxW is defined in Definition 3.
– If P is (P1 ANDP2), then [[P ]]ctxW = [[P1]]ctxW �� [[P2]]ctxW .
– If P is (P1 UNIONP2), then [[P ]]ctxW = [[P1]]ctxW 
 [[P2]]ctxW .
– If P is (P1 OPTP2), then [[P ]]ctxW =

(
[[P1]]ctxW �� [[P2]]ctxW

) 
 (
[[P1]]ctxW \ [[P2]]ctxW

)
.

5.2 Discussion

Given a query semantics for evaluating PP-based graph patterns over a WoLD,
we now discuss the feasibility of such evaluation. To this end, we introduce the
notion of Web-safeness of graph patterns. Informally, graph patterns are Web-
safe if evaluating them completely under context-based semantics is possible.
Formally:

Definition 4. A graph pattern P is Web-safe if there exists an algorithm that,
for any finite WoLD W = 〈D, data, adoc〉, computes [[P ]]ctxW by looking up only a
finite number of IRIs without assuming direct access to the sets D and dom(adoc).

3 For this paper we leave out other types of SPARQL graph patterns such as filters.
Adding them is an exercise that would not have any significant implication on the
following discussion.

4 Note that the definition uses the algebra operators introduced in Sect. 3.1.



A Context-Based Semantics for SPARQL Property Paths Over the Web 81

Example 3. ConsidergraphpatternPE3 =
(〈Bob, knows, ?v〉AND〈?v, knows,Tim〉).

The right sub-pattern PE2 = 〈?v, knows,Tim〉 is not Web-safe because evaluating it
completely over the WWW is not feasible under context-based semantics (cf. Exam-
ple 2). However, the larger pattern PE3 is Web-safe; it can be evaluated com-
pletely under context-based semantics. For instance, a possible algorithm may
first evaluate the left sub-pattern, which is feasible because it requires the lookup
of a single IRI only (the IRI Bob). Thereafter, the evaluation of the right sub-
pattern PE2 can be reduced to looking up a finite number of IRIs only, namely the
IRIs bound to variable ?v in solution mappings obtained for the left sub-pattern.
Although any other IRI u∗ might also be used to discover matching triples for
PE2 , each of these triples has IRI u∗ as its subject (which is a consequence of
restricting retrieved data based on the context selector introduced in Sect. 4.2).
Therefore, the solution mappings resulting from such matching triples cannot be
compatible with any solution for the left sub-pattern and, thus, do not satisfy the
join condition established by the semantics of ANDin pattern PE3 .

The example illustrates that some graph patterns are Web-safe even if some
of their sub-patterns are not. Consequently, we are interested in a decidable
property that enables to identify Web-safe patterns, including those whose sub-
patterns are not Web-safe.

Buil-Aranda et al. study a similar problem in the context of SPARQL fed-
eration where graph patterns of the form PS =

(
SERVICE?v P

)
are allowed [6].

Here, variable ?v ranges over a possibly large set of IRIs, each of which rep-
resents the address of a (remote) SPARQL service that needs to be called to
assemble the complete result of PS . However, many service calls may be avoided
if PS is embedded in a larger graph pattern that allows for an evaluation during
which ?v can be bound before evaluating PS . To tackle this problem, Buil-Aranda
et al. introduce a notion of strong boundedness of variables in graph patterns and
use it to show a notion of safeness for the evaluation of patterns like PS within
larger graph patterns. The set of strongly bound variables in a graph pattern P ,
denoted by SBV(P ), is defined recursively as follows:

– If P is a PP pattern, then SBV(P ) = V(P ) (where V(P ) are all variables in P ).
– If P is of the form (P1 ANDP2), then SBV(P ) = SBV(P1) ∪ SBV(P2).
– If P is of the form (P1 UNIONP2), then SBV(P ) = SBV(P1) ∩ SBV(P2).
– If P is of the form (P1 OPTP2), then SBV(P ) = SBV(P1).

The idea behind the notion of strongly bound variables has already been used
in earlier work (e.g., “certain variables” [23], “output variables” [24]), and it is
tempting to adopt it for our problem. However, we note that one cannot identify
Web-safe graph patterns by using strong boundedness in a manner similar to its
use in Buil-Aranda et al.’s work alone. For instance, consider graph pattern PE3

from Example 3. We know that (i) PE3 is Web-safe and that (ii) V(PE3) = {?v}
and also SBV(PE3) = {?v}. Then, one might hypothesize that for every graph
pattern P ,if SBV(P ) = V(P ), then P is Web-safe. However, the PP pattern
PE2 = 〈?v, knows,Tim〉 disproves such a hypothesis because, even if SBV(PE2) =
V(PE2), pattern PE2 is not Web-safe (cf. Example 2).
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We conjecture the following reason why strong boundedness cannot be used
directly for our problem. For complex patterns (i.e., patterns that are not PP
patterns), the sets of strongly bound variables of all sub-patterns are defined
independent from each other, whereas the algorithm outlined in Example 3 lever-
ages a specific relationship between sub-patterns. More precisely, the algorithm
leverages the fact that the same variable that is the subject of the right sub-
pattern is also the object of the left sub-pattern.

Based on this observation, we introduce the notion of conditionally Web-
bounded variables, the definition of which, for complex graph patterns, is based
on specific relationships between sub-patterns. This notion shall turn out to be
suitable for our case.

Definition 5. The conditionally Web-bounded variables of a graph pattern P
w.r.t. a set of variables X is the subset CBV(P |X) ⊆ V(P ) that is defined recur-
sively as follows:

Example 4. For the PP pattern PE2 = 〈?v, knows,Tim〉—which is not Web-
safe (as discussed in Example 2)—if we use the set {?v} as condition, then, by
line 1 in Definition 5, it holds that CBV

(
PE2

∣
∣ {?v}) = {?v}. However, if we use

the empty set instead, we obtain CBV(PE2 | ∅) = ∅ (cf. line 2 in Definition 5).
While for the non-Web-safe pattern PE2 we thus observe CBV(PE2 | ∅) �= V(PE2),

for graph pattern PE3 =
(〈Bob, knows, ?v〉AND〈?v, knows,Tim〉)—which is Web-

safe (cf. Example 3)—we have CBV(PE3 | ∅) = V(PE3). The fact that CBV(PE3 | ∅) =
{?v} follows from (i) CBV

(〈Bob, knows, ?v〉 ∣
∣ ∅)

= {?v}, (ii) SBV(〈Bob, knows, ?v〉)
= {?v}, (iii) CBV

(〈?v, knows,Tim〉 ∣
∣ {?v}) = {?v}, and (iv) line 11 in Defini-

tion 5.

The example seems to suggest that, if all variables of a graph pattern are condi-
tionally Web-bounded w.r.t. the empty set of variables, then the graph pattern
is Web-safe. The following result verifies this hypothesis.

Theorem 1. A graph pattern P is Web-safe if CBV(P | ∅) = V(P ).
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Note 1. Due to the recursive nature of Definition 5, the condition CBV(P | ∅)=
V(P ) (as used in Theorem 1) is decidable for any graph pattern P .

We prove Theorem 1 based on an algorithm that evaluates graph patterns recur-
sively by passing (intermediate) solution mappings to recursive calls. To capture
the desired results of each recursive call formally, we introduce a special eval-
uation function for a graph pattern P over a WoLD W that takes a solution
mapping μ as input and returns only the solutions for P over W that are com-
patible with μ.

Definition 6. Let P be a graph pattern, let W be a WoLD, and let 〈Ω, card〉 =
[[P ]]ctxW . Given a solution mapping μ, the μ-restricted evaluation of P over W
under context-based semantics, denoted by [[P |μ ]]ctxW , is the multiset of solution
mappings 〈Ω′, card ′〉 with Ω′ =

{
μ′ ∈ Ω

∣
∣ μ′ ∼ μ

}
and card ′(μ′) = card(μ′) for

all μ′ ∈ Ω′.

The following lemma shows the existence of the aforementioned recursive algo-
rithm.

Lemma 1. Let P be a graph pattern and let μin be a solution mapping. If it
holds that CBV

(
P

∣
∣ dom(μin)

)
= V(P ), there exists an algorithm that, for any

finite WoLD W, computes [[P |μin ]]ctxW by looking up a finite number of IRIs
only.

Before providing the proof of the lemma (and of Theorem 1),we point out two
important properties of Definition 6. First, it is easily seen that, for any graph
pattern P and WoLD W, [[P |μ∅ ]]ctxW = [[P ]]ctxW , where μ∅ is the empty solution
mapping (i.e., dom(μ∅) = ∅). Consequently, given an algorithm, say A, that has
the properties of the algorithm described by Lemma 1, a trivial algorithm that
can be used to prove Theorem 1 may simply call algorithm A with the empty
solution mapping and return the result of this call ( we shall elaborate more on
this approach in the proof of Theorem 1 below). Second, for any PP pattern
〈α, path, β〉 and WoLD W, if α is a variable and path is a base PP expression
(i.e., one of the first two cases in the grammar in Sect. 3.1), then [[P |μ ]]ctxW is
empty for every solution mapping μ that binds (variable) α to a literal or a blank
node. Formally, we show the latter as follows.

Lemma 2. Let P be a PP pattern of the form 〈?v, u, β〉 or 〈?v, !(u1 | · · · |
un), β〉 with ?v ∈ V and u, u1, . . . , un ∈ I, and let μ be a solution mapping. If
?v ∈ dom(μ) and μ(?v) ∈ (B ∪ L), then, for any WoLD W, [[P |μ ]]ctxW is the
empty multiset.

Proof (Lemma 2). Recall that, for any IRI u and any WoLD W, context CW(u)
contains only triples that have IRI u as their subject. As a consequence, for any
WoLD W, every solution mapping μ′ ∈ [[P ]]ctxW binds variable ?v to some IRI
(and never to a literal or blank node); i.e., μ′(?v) ∈ I. Therefore, if ?v ∈ dom(μ)
and μ(?v) ∈ (B ∪ L), then μ cannot be compatible with any μ′ ∈ [[P ]]ctxW and,
thus, [[P |μ ]]ctxW is empty. �
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We use Lemma 2 to prove Lemma 1 as follows.

Proof idea (Lemma 1). We prove the lemma by induction on the possible struc-
ture of graph pattern P . For the proof, we provide Algorithm 1 and show that
this (recursive) algorithm has the desired properties for any possible graph pat-
tern (i.e., any case of the induction, including the base case). Due to space
limitations, in this paper we only present a fragment of the algorithm and high-
light essential properties thereof. The given fragment covers the base case (lines
1–11) and one pivotal case of the induction step, namely, graph patterns of the
form (P1ANDP2) (lines 57–72). The complete version of the algorithm and the
full proof can be found in an extended version of this paper [15].

For the base case, Algorithm 1 looks up at most one IRI (cf. lines 2–5). The
crux of showing that the returned result is sound and complete is Lemma 2 and
the fact that the only possible context in which a triple 〈s, p, o〉 with s ∈ I can
be found is CW(s).

For PP patterns of the form (P1ANDP2) consider lines 57–72. By using Defin-
ition 5, we show CBV

(
Pi |dom(μin)

)
= V(Pi) and CBV

(
Pj

∣
∣ dom(μin) ∪ dom(μ)

)
=

V(Pj) for all μ ∈ ΩPi. Therefore, by induction, all recursive calls (lines 60 and 62)
look up a finite number of IRIs and return correct results; i.e., 〈ΩPi , cardPi〉 =
[[Pi |μin ]]ctxW and 〈Ωμ, cardμ〉 = [[Pj |μin ∪ μ ]]ctxW for all μ ∈ ΩPi. Then, since
each μ ∈ ΩPi is compatible with all μ′ ∈ Ωμ and all processed solution map-
pings are compatible with μin, it is easily verified that the computed result is
[[(P1ANDP2) |μin ]]ctxW . �

We are now ready to prove Theorem 1, for which we use Lemma 1, or more
precisely the algorithm that we introduce in the proof of the lemma.

Proof (Theorem 1). Let P be a graph pattern s.t. CBV(P | ∅) = V(P ). Then, given
the empty solution mapping μ∅ with dom(μ∅) = ∅, we have CBV

(
P

∣
∣ dom(μ∅)

)
=

V(P ). Therefore, by our proof of Lemma 1 we know that, for any finite WoLD W,
Algorithm 1 computes [[P |μ∅ ]]ctxW by looking up a finite number of IRIs. We also
know that the empty solution mapping is compatible with any solution mapping.
Consequently, by Definition 6, [[P |μ∅ ]]ctxW =[[P ]]ctxW for any WoLD W. Hence, by
passing the empty solution mapping to it, Algorithm 1 can be used to compute
[[P ]]ctxW for any finite WoLD W, and during this computation the algorithm looks
up a finite number of IRIs only. �

While the condition in Theorem 1 is sufficient to identify Web-safe graph pat-
terns, the question that remains is whether it is a necessary condition (in which
case it could be used to decide Web-safeness of all graph patterns). Unfortu-
nately, the answer is no.

Example 5. Consider the graph pattern P = (P1 UNIONP2) with P1 = 〈u1, p1, ?x〉
and P2 = 〈u2, p2, ?y〉. We note that CBV(P1 | ∅) = {?x} and CBV(P2 | ∅) = {?y},
and, thus, CBV(P | ∅) = ∅. Hence, the pattern does not satisfy the condition
in Theorem 1. Nonetheless, it is easy to see that there exists a (sound and
complete) algorithm that, for any WoLD W, computes [[P ]]ctxW by looking up
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Algorithm 1. EvalCtxBased(P, μin), which computes [[P |μin]]ctxW .
1: if P is of the form 〈α, u, β〉 or P is of the form 〈α, !(u1 | · · · | un), β〉 then
2: if α ∈ I then u′ := α
3: else if α ∈ V and α ∈ dom(μin) and μin(α) ∈ I then u′ := μin(α)
4: else u′ := null

5: if u′ is an IRI and looking it up results in retrieving a document, say d then
6: G := the set of triples in d (use a fresh set of blank node identifiers when

parsing d)
7: G′ :=

{〈s, p, o〉 ∈ G
∣
∣ s = u′}

8: 〈Ω, card〉 := [[P ]]G′ ([[P ]]G′ can be computed by using any algorithm that
implements the standard SPARQL evaluation function)

9: return a new multiset 〈Ω′, card ′〉 with Ω′ =
{
μ′ ∈ Ω

∣
∣μ′ ∼ μin

}
and

card ′(μ′) = card(μ′) for all μ′ ∈ Ω′

10: else
11: return a new empty multiset 〈Ω, card〉 with Ω = ∅ and dom(card) = ∅

. . .

57: else if P is of the form (P1ANDP2) then
58: if CBV

(
P1 | dom(μin)

)
= V(P1) then i := 1; j := 2 else i := 2; j := 1

59: Create a new empty multiset M = 〈Ω, card〉 with Ω = ∅ and dom(card) = ∅
60: 〈ΩPi , cardPi〉 := EvalCtxBased(Pi, μin)
61: for all μ ∈ ΩPi do
62: 〈Ωµ, cardµ〉 := EvalCtxBased(Pj , μin ∪ μ)
63: for all μ′ ∈ Ωµ do
64: μ∗ := μ ∪ μ′

65: k := cardPi(μ) · cardµ(μ′)
66: if μ∗ ∈ Ω then
67: old := card(μ∗)
68: Adjust card such that card(μ∗) = k + old
69: else
70: Adjust card such that card(μ∗) = k
71: Add μ∗ to Ω
72: return M

a finite number of IRIs only. For instance, such an algorithm, say A, may
first use two other algorithms that compute [[P1]]ctxW and [[P2]]ctxW by looking up a
finite number of IRIs, respectively. Such algorithms exist by Theorem 1, because
CBV(P1 | ∅) = V(P1) and CBV(P2 | ∅) = V(P2). Finally, algorithm A can generate
the (sound and complete) query result [[P ]]ctxW by computing the multiset union
[[P1]]ctxW 
 [[P2]]ctxW , which requires no additional IRI lookups.

Remark 1. The example illustrates that “only if” cannot be shown in Theo-
rem 1. It remains an open question whether there exists an alternative condition
for Web-safeness that is both sufficient and necessary (and decidable).
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6 Concluding Remarks and Future Work

This paper studies the problem of extending the scope of SPARQL property
paths to query Linked Data that is distributed on the WWW. We have proposed
a context-based query semantics and analyzed its peculiarities. Our perhaps most
interesting finding is that there exist queries whose evaluation over the WWW
is not feasible. We studied this aspect and introduced a decidable syntactic
property for identifying feasible queries.

We believe that the presented work provides valuable input to a wider dis-
cussion about defining a language for accessing Linked Data on the WWW.
In this context, there are several directions for future research such as the fol-
lowing three. First, studying a more expressive navigational core for property
paths over the Web; e.g., along the lines of other navigational languages such
as nSPARQL [21] or NautiLOD [8]. Second, investigating relationships between
navigational queries and SPARQL federation. Third, while the aim of this paper
was to introduce a formal foundation for answering SPARQL queries with PPs
over Linked Data on the WWW, an investigation of how systems may implement
efficiently the machinery developed in this paper is certainly interesting.
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Abstract. OWL 2 EL is one of the tractable profiles of the Web Ontol-
ogy Language (OWL) which is a W3C-recommended standard. OWL 2
EL provides sufficient expressivity to model large biomedical ontologies
as well as streaming data such as traffic, while at the same time allows
for efficient reasoning services. Existing reasoners for OWL 2 EL, how-
ever, use only a single machine and are thus constrained by memory and
computational power. At the same time, the automated generation of
ontological information from streaming data and text can lead to very
large ontologies which can exceed the capacities of these reasoners. We
thus describe a distributed reasoning system that scales well using a clus-
ter of commodity machines. We also apply our system to a use case on
city traffic data and show that it can handle volumes which cannot be
handled by current single machine reasoners.

1 Introduction

We predict that ontology-based knowledge bases will continue to grow to sizes
beyond the capability of single machines to keep their representations in main
memory. Manually constructed knowledge bases will most likely remain consid-
erably smaller, but the automated generation of ABox and TBox axioms from
e.g. data streams [10] or texts [12] will likely go beyond the capabilities of current
single-machine systems in terms of memory and computational power required
for deductive reasoning. Also, for some reasoning tasks the output is several
times larger than the input. For such cases, distributed memory reasoning will
be required.

In this paper, we consider knowledge bases (ontologies) which fall into the
tractable OWL 2 EL profile [13]. In particular, our distributed reasoner, DistEL,
supports almost all of EL++ which is the description logic underlying OWL 2
EL. The following are our main contributions.

1. We describe our distributed algorithms along with the data distribution and
load balancing scheme. To the best of our knowledge, this is the first such
work for the EL++ description logic.

2. We demonstrate that DistEL scales well and also achieves reasonable speedup
through parallelization. It can handle ontologies much larger than what cur-
rent other reasoners are capable of.

c© Springer International Publishing Switzerland 2015
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3. DistEL is GPL open-sourced at https://github.com/raghavam/DistEL. Its
usage and build are fully documented and it works on publicly available
ontologies.

The paper is structured as follows. After recalling preliminaries on OWL EL
(Sect. 2), we describe the algorithms for DistEL (Sect. 3) and discuss some spe-
cific optimizations we have used (Sect. 4). We close with a performance evalua-
tion (Sect. 5), related work (Sect. 6), and a conclusion (Sect. 7).

2 Preliminaries

We will work with a large fragment of the description logic EL++[2] which under-
lies OWL 2 EL. We briefly recall notation, terminology, and key definitions,
primarily taken from [2] which serves as general reference. We define only the
fragment which we use through this paper, and for convenience we call it EL*.

The underlying language of our logic consists of three mutually disjoint sets
of atomic concept names NC , atomic role names NR and individuals NI . An
(EL*-)axiom can have one of the following forms. (i) General concept inclusions
of the form C � D, where C and D are classes defined by the following grammar
(with A ∈ NC , r ∈ NR, a ∈ NI):

C: := A | � | ⊥ | C � C | ∃r.C | {a}
D: := A | � | ⊥ | D � D | ∃r.D | ∃r.{a}

(ii) Role inclusions of the form r1 ◦ · · · ◦ rn � r, where r, ri ∈ NR.
An (EL*-)ontology consists of a finite set of EL*-axioms. Axioms of the form

{a} � A and {a} � ∃r.{b} are called ABox axioms, and they are sometimes
written as A(a) and R(a, b) respectively.

The primary omissions from EL++ are concrete domains and that we limit
the use of nominals, which are classes of the form {a}, to the inclusion of ABox
axioms as described above.1 In particular, DistEL does not support concept
inclusions of the form C � {a}.

The model-theoretic semantics for EL* follows the standard definition, which
we will not repeat here. For this and other background see [7].

We recall from [2] that every EL* ontology can be normalized in such a way
that all concept inclusions have one of the forms A1 � B,A1�· · ·�An � B,A1 �
∃r.A2,∃r.A1 � B and that all role inclusions are in the form of either r � s or
r1 ◦r2 � r3, where Ai ∈ BCO = NC ∪{�} (for all i) and B ∈ BC⊥

O = NC ∪{⊥}.
In rest of the paper, we assume that all ontologies are normalized.
The reasoning task that is of interest to us (and which is considered the main

reasoning task for EL++) is that of classification, which is the computation of
the complete subsumption hierarchy, i.e. of all logical consequences of the form
A � B involving all concept names and nominals A and B. Other tasks such
1 Domain axioms can be expressed directly, and allowed range axioms can be rewritten

into EL* as shown in [3].

https://github.com/raghavam/DistEL
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Table 1. Completion rules and key value pairs

Rn Input Action Key: Value

R1 A � B U [B] ∪= U [A] AR1 : B

R2 A1 � · · · � An � B U [B] ∪= U [A1] ∩ · · · ∩ U [An] (A1, . . . , An)R2 : B

R3 A � ∃r.B R[r] ∪= {(X,B) | X ∈ U [A]} AR3 : (B, r)

R4 ∃r.A � B Q[r] ∪= {(Y,B) | Y ∈ U [A]} AR4 : (B, r)

R5 R[r], Q[r] U [B] ∪= {X | (X,Y ) ∈ R[r]
and (Y,B) ∈ Q[r]}

〈none〉

R6 R[r] U [⊥] ∪= {X | (X,Y ) ∈ R[r] and
B ∈ U [⊥]}

〈none〉

R7 r � s R[s] ∪= R[r] rR7 : s

R8 r ◦ s � t R[t] ∪= {(X,Z) | (X,Y ) ∈ R[r]
and (Y, Z) ∈ R[s]}

rR8a : (s, t)

sR8b : (r, t)

U [X] = {A,B, . . .} XU : {A,B, . . .}
R[r] = {(X,Y ), . . .} (Y, r)RY : X; . . .

(X, r)RX : Y ; . . .

Q[r] = {(X,Y ), . . .} (Y, r)Q : X; . . .

as concept satisfiability and consistency checking are reducible to classification.
Note that ABox reasoning (also known as instance retrieval) can be reduced to
classification in our logic.

To classify an ontology, we use the completion rules given in Table 1 (left of
the vertical line). These rules make use of three mappings U : BC⊥

O → 2BC⊥
O ,

R : NR → 2BCO×BCO and Q : NR → 2BCO×BC⊥
O which encode certain derived

consequences. More precisely, X ∈ U [A] stands for X � A, while (A,B) ∈ R[r]
stands for A � ∃r.B and (A,B) ∈ Q[r] stands for ∃r.A � B. For each concept
X ∈ BC⊥

O , U [X] is initialized to {X,⊥}, and for each role r, R[r] and Q[r] are
initialized to ∅. The operator ∪= adds elements of the set on the right-hand
side to the set on the left-hand side.

The rules in Table 1 are applied as follows. Given a (normalized) input ontol-
ogy, first initialize the U [X], R[r] and Q[r] as indicated. Each axiom in the input
knowledge base is of one of the forms given in the Table 1 Input column, and
thus gives rise to the corresponding action given in the table. R5 and R6 are
exceptions as they do not correspond to any input axiom types, but instead they
take Q[r], R[r] as input and trigger the corresponding action.

To compute the completion, we non-deterministically and iteratively execute
all actions corresponding to all of the rules. We do this to exhaustion, i.e., until
none of the actions resulting from any of the axioms causes any change to any
of the U [X], R[r] or Q[r]. Since there are only finitely many concept names, role
names, and individuals occurring in the input knowledge base, the computation
will indeed terminate at some stage.
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The rules in Table 1 are from [2], except for rules R4 and R5, which is com-
bined into one rule in [2]. Using two rules instead of one helps in the division and
distribution of work in our reasoner; conceptually, we only have to store inter-
mediate results (using Q, and this is the only use of Q we make), and otherwise
there is no difference. We also use the function U instead of a function S which
is used in [2], where A ∈ S[X] is used to stand for X � A. The difference is
really notational only. Our rules (and corresponding algorithm) are really just
a minor syntactic variation of the original rules, and the original correctness
proofs carry over trivially. In Sect. 4 we will comment further on the reasons we
have for using U instead of S: while it is only a notational variant, it is actually
helpful for algorithm performance.

In DistEL, we use key:value pairs to encode both the input knowldge base
and the output resulting from rule actions. In turn, these key:value pairs are
also used to control the (then deterministic) parallel and sequential execution of
rules, and we will discuss this in detail in the next section.

3 Algorithms of DistEL

In the algorithm descriptions in this section, we use a few CSP [1] inspired
notations. The expression P ! tag(e) ? v, occurring in a process Q, denotes that
the message tag(e) is sent to a process named P and the response received from
P is assigned to v. If P is not ready to receive tag(e), Q blocks until P is ready.
After this message is sent, Q waits for a response from P which it will save in
v. P may take a while to compute this response. But when it sends this reply,
Q is ready (since it has been waiting). So P does not block when replying. The
corresponding expression Q ? tag(u) occurring in process P denotes receiving
a message tag(e) from process Q and the body of the message is assigned to
variable u local to P. The expression P ! tag(e) occurring in a process Q simply
sends a message tag(e) to process P.

A process might receive many messages, and in order to distinguish between
them and provide the right service to the requester, tag is used. These tags are
descriptive names of the service that ought to be provided.

The on statements stand for an event processing mechanism that is ever
ready but asleep until triggered by a request, and the corresponding response is
shown on the rhs of the do.

Table 1 lists six unique axiom forms (excluding R5 and R6). R5 and R6
depend on the sets, Q[r] and R[r], for each role r. Q[r] and R[r] are set represen-
tations of axioms. For simplicity, we consider these two sets also as two separate
axiom forms. This gets the total axiom forms to eight and now the input ontology
O can be partitioned into eight mutually disjoint ontologies, O = O1 ∪ · · · ∪ O8,
based on the axiom forms. Ontology Oi is assigned to a subcluster (subset of
machines in the cluster) SCi. Rule Ri, and no other, must be applied on Oi.
DistEL creates eight subclusters, one for each rule, from the available machines.
For example (Fig. 1) axioms that belong to SC4 are divided among its three
nodes. Note that, axioms in Oi are further divided among the machines in SCi

and are not duplicated.
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Results
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Fig. 1. Node assignment to rules and dependency among the completion rules. A rec-
tangle represents a node in the cluster and inner ovals represent subclusters. Outer
ovals enclosing SC1/SC2, and SC7/SC8 show their tighter input-output relationships.
The set (U[X], R[r], or Q[r]) affected by the rule is shown within the enclosing oval.
For simplicity, only one node is shown to hold results.

K1 := x := 0;
forall the A � B ∈ O1 do

UN ! update(BU , A) ? x;
K1+ = x;

Algorithm 1. R1: A � B ⇒
U [B] � U [A]

K2 := x := 0;
forall the A1 � · · · � An � B ∈ O2

do
UN ! �(BU , {A1, . . . , An}) ? x;
K2+ = x;

Algorithm 2. R2: A1 �· · ·�An � B ⇒
U [B] ∪= U [A1] ∩ · · · ∩ U [An]

Ontology partitioning should be done in such a way, so as to reduce inter-
node communication. By following the described partitioning strategy, this goal
is achieved since most of the data required for the rule application is available
locally on each node. Other partitioning strategies such as MapReduce based
data partitioning where spatial locality is followed (data in contiguous locations
are assigned to one mapper) and hash partitioning (axiom key is hashed) did
not yield good results [15].

Rule Processes. This section presents the bodies of each of the rules of Table 1.
These bodies are wrapped and repeatedly executed by the rule processes; this
wrapper code is discussed in the termination section further below.

The service process UN is described as Algorithm 9, and RN as Algorithm 10,
further below. Note that, there can be any number of processes of a particular
type (R1, . . . , R8, UN, RN). In all the algorithms, immediately following the
forall the keywords is the retrieval of axioms, discussed further below. Given
a key such as (Y, r)Q, it is fairly easy to i) extract individual values from it
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K3 := x := 0;
forall the A � ∃r.B ∈ O3 do

s := timeOf(AU);
UN ! queryTS(AU , s) ? M ;
forall the X ∈ M do

RN ! update((B, r)RY , X) ? x;
K3+ = x;

Algorithm 3. R3: A � ∃r.B ⇒
R[r] ∪= {(X,B) | X ∈ U [A]}

K4 := x := 0;
forall the ∃r.A � B ∈ O4 do

s := timeOf(AU);
UN ! queryTS(AU , s) ? M ;
forall the Y ∈ M do

R5 ! new((Y, r)Q, B) ? x;
K4+ = x;

Algorithm 4. R4: ∃r.A � B ⇒
Q[r] ∪= {(Y,B) | Y ∈ U [A]}

K5 := x := 0;
on R4 ? new((Y, r)Q, B) do
{ R4 ! (Q[(Y, r)Q] ∪= {B})#;
s := timeOf((Y, r)RY );
RN ! queryTS((Y, r)RY , s) ? T ;
forall the X ∈ T do

UN ! update(BU , X) ? x;
K5 += x;

};
on RN ? rpair((Y, r)RY , X) do
{ s := timeOf((Y, r)Q);
T := range(Q[(Y, r)Q], s,∞);
forall the B ∈ T do

UN ! update(BU , X) ? x;
K5 += x;

}
Algorithm 5. R5: (X,Y ) ∈ R[r] ∧
(Y,B) ∈ Q[r] ⇒ U [B] ∪= {X}

K6 := x := 0;
on RN ? yxpair(YR6, X) do
{ UN ! isMember(⊥U , YR6) ? b;

if b then
UN ! update(⊥U , X) ? x;
K6 += x;

}
Algorithm 6. R6: X � ∃r.Y ⇒
U [⊥] ∪= {X | Y ∈ U [⊥]}
K7 := x := 0;
on RN ? rpair((Y, r)RY , X) do
forall the s (with r � s ∈ O7)
do

RN ! update((Y, s)RY , X) ? x;
K7 += x;

Algorithm 7. R7: r � s ⇒
R[s] ∪= R[r]

(such as Y and r) and ii) convert to key of different type but same values, such
as (Y, r)RY . This conversion, though not explicitly stated in all the algorithms
listed here, is implicitly assumed.

Algorithms 1 and 2 follow directly from rules R1 and R2 respectively. Here
(and in subsequently described algorithms), keys such as BU correspond to those
listed in Table 1; see also the discussion of axiom retrieval further below. K1

(and more generally the Ki in subsequently described algorithms) are used for
termination handling, as detailed towards the end of this section.

In Algorithms 3, 4 and 5, timeOf(X) returns the access timestamp up to
which the values of the key AU have been read previously. Only the subsequently
added values are considered.

In the first on statement of Algorithm 5, the rule process R5 receives values
for (Y, r)Q and B from R4. The expression R4 ! (Q[(Y, r)Q] ∪= {B})# shall
mean that {B} is added to Q[(Y, r)Q] and that either 1 or 0 (the latter if B
was already in Q[(Y, r)Q]) is returned to R4. In the second on statement, R5
receives values for (Y, r)RY and X from RN. R5 gets triggered either when an
axiom ∃r.Y � B is newly generated by R4 or a new (X,Y ) is added to R[r],
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K8 := x = 0;
on RN ? rpair((Y, r)RY , X) do {

forall the s, t (with r ◦ s � t ∈ O8) do
RN ! queryX((Y, s)RX) ? T ;
forall the Z ∈ T do

RN ! update((Z, t)RY , X) ? x;
K8 += x;

forall the s, t (with s ◦ r � t ∈ O8) do
RN ! queryY((X, s)RY ) ? T ;
forall the Z ∈ T do

RN ! update((Y, t)RY , Z) ? x;
K8 += x;

}
on RN ? isOnLHS2(sR8b) do { b := exists(sR8b); RN ! b };

Algorithm 8. R8: r ◦ s � t ⇒ R[t] ∪= {(X,Z) | (X,Y ) ∈ R[r], (Y, Z) ∈ R[s]}

on pid ? queryTS(XU , ts) do { T := range(U [X], ts, ∞); pid ! T };
on pid ? update(XU , {A1, . . . , An}) do pid ! (U [X] ∪= {A1, . . . , An})#;
on R6 ? isMember(XU , Y ) do R6 ! (Y ∈ U [X]);
on R2 ? �(BU , {A1, . . . , An}) do R2 ! (U [B] ∪= U [A1] ∩ · · · ∩ U [An])#;

Algorithm 9. Process UN maintains U [X], for all X.

which is what these two on statements represent. range(Q[(Y, r)Q], s,∞) is a
range operation on the set Q[(Y, r)Q] in which elements starting at timestamp s
and going up to the maximum available timestamp are returned. The Q[r] sets,
for all roles r, are maintained by rule R5 since it is the only rule process that
uses them.

In Algorithm 6 for rule process R6, a set membership request is made to UN
which returns a boolean value that is stored in b. Algorithm 7 straightforwardly
follows from rule R7.

In Algorithm 8 for rule process R8, whenever a new role pair (X,Y ) is added
to R[r], it is checked whether this particular role r is part of any role chain
axiom, say p ◦ q � t. The two possible cases are i) r equals p or ii) r equals q.
Based on the case, the corresponding matching role pair is retrieved from RN.

Service Processes UN and RN. Each U [X] is a set and the process UN
handles the operations over each of the U [X], for any X. There can be several
such UN processes which allows them to share the load. UN associates with the
elements e of set U [X] a timestamp indicating when e was added to that set.

UN handles four kinds of requests, see Algorithm 9 – the first two from any
arbitrary process (here named pid), the third one from R6 and the fourth from
R2. The expression (U [X] ∪= setS)# stands for updating U [X] and returning
the number of new items added. The first type is a request from a process named
pid asking for a range of elements newly added to U [X] since its last such request
made at time ts. It is the responsibility of the client to keep track of the previous
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on R5 ? queryTS((Y, r)RY , ts) do {T := range(R[(Y, r)RY ], ts,∞); R5 ! T};
on R8 ? queryX((X, r)RX) do R8 ! (R[(X, r)RX ]);
on R8 ? queryY((Y, r)RY ) do R8 ! (R[(Y, r)RY ]);
on pid ? update((Y, r)RY , X) do {

pid ! (R[(Y, r)RY ] ∪= {X})#;
R5 ! rpair((Y, r)RY , X);
R6 ! yxpair(YR6, X);
R7 ! rpair((Y, r)RY , X);
R8 ! rpair((Y, r)RY , X);
R8 ! isOnLHS2(rR8b) ? b;
if b then

R[(X, r)RX ] ∪= {Y };

}
Algorithm 10. Node RN maintains R[r] sets

timestamp up to which it has read from a particular U [X]. The second one is a
request of the form update(XU ,D) from pid. This updates U as in U [X] ∪= D.
Elements of D are added to U [X]. The size increase of U [X] is replied back. The
third one is a membership request from R6 asking whether a particular element
Y is in U [X]. A true or false value is given as a response. The fourth is a request
from R2 to retrieve the intersection of a group of U [A1], . . . , U [An].

Analogous to UN, there is an RN process that handles operations over each
of the R[r], for any role r, and there can be several such RN processes sharing
the load. RN handles four kinds of requests, see Algorithm 10, with most of
them similar to the requests handled by UN. The time stamp ts is sent in by
the requester. Whenever RN receives an update message with a new role pair
((Y, r)RY ,X), it notifies the processes (R5, R6, R7, R8) that depend on R[r]
values. A new role pair is duplicated on the rule process R8 for further processing.
This is done because it is more efficient than separate retrieval of the right role
pair using a key. However, this duplication is not required in all cases: If, for a
particular role r, this r does not appear in the second position of the chain, (e.g.,
in the position of q as in p ◦ q � t), then this particular R[r] is not duplicated.

The expression (R[(Y, r)RY ] ∪= {X})# stands for updating (R[(Y, r)RY ]
and returning the number of new items, zero or one, added.

Retrieval of Axioms from the Key Value Store. We use key-value stores
[5] to keep the eight parts of the ontology including the U [X], the R[r] and the
Q[r], for all concepts X and roles r. Each of these is maintained by separate
service processes. The Oi processes are co-located with the Ri rule processes.
We retrieve axioms from the Oi services in the forall the ... do statements.

Concepts and roles are mnemonic strings of the ontology and we encode them
as integers. E.g., 032560 represents a concept (indicated by the last 0) whose ID
is 256. The length of the ID is given in the first two positions (03 in this case).

Table 1 shows the keys and their corresponding values for axioms in the
ontology. Axioms have a left hand side and a right hand side with respect to
�. In most cases, the left hand sides becomes the key and right hand side the
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repeat
Ki := apply Ri on Oi once;
broadcast(Ki);
nUpdates := barrier-sum-of
Ki;

until nUpdates = 0;
Algorithm 11. Wrapper for Ri

repeat
nUpdates :=
barrier-sum-of Ki;

until nUpdates = 0;
Algorithm 12. Wrapper for

UN and RN

value, both encoded as unsigned 64-bit integers. The paired expressions yield an
integer from which the paired items can be peeled off. The hash of the concepts
is used in encoding them as keys.

The choice of key is not straightforward. For example, for axioms of type
A � ∃r.B (R3), making r as the key would lead to load imbalance since there
are generally only a few roles in an ontology and comparatively many axioms
of type A � ∃r.B. On the other hand, making A as key leads to better load
distribution, thus allowing several machines to work on R[r].

R8 gets triggered when there is a change to either R[r] or R[s]. In order to
retrieve the exact match, i.e., given (X,Y ) of R[r], get (Y,Z) of R[s] or vice
versa, the R[r] sets, for any r, have two keys (Y, r)RY and (X, r)RX . The R[r]
sets are selectively duplicated. For the same reason, there are two keys for the
role chain axioms as well.

Termination. Algorithm 11 invokes the rule process Ri on the axioms in Oi

once i.e., Ri is applied on the axioms one time and the updates made to the
U [X] and R[r] sets are collected in Ki (this could be 0). Notice that a Ki is
associated with each Ri in Algorithms 1–3. This value is broadcast to all the
other rule processes. Then it waits for similar update messages to be received
from other rule processes. Barrier synchronization [1] is used in waiting for Ki

from all Ri (indicated by the barrier-sum statement). If no rule process made
an update, they quit; otherwise, they continue with another iteration. The same
termination condition is used for processes handling U [X] and R[r] sets (Algo-
rithm 12). Algorithms 11 and 12 act as wrappers around the other processes Ri,
UN, RN.

This termination condition is easy to check on a single machine. But in a
distributed system, termination is no longer obvious. For example, just when
the process working on rule R1 is done and quits, the next moment, a process
working on rule R5 might add a new B to U [X]. Although barrier synchroniza-
tion simplifies the termination detection, it also makes several nodes wait idly.
This idleness is reduced in our system using a work stealing mechanism, which
is detailed in Sect. 4.

4 Optimizations

We discuss some of the efficiency optimizations we have realized in our approach.
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U[X] instead of S[X]. S[X] defined as A ∈ S[X] iff X � A is used in the
original formulation of the algorithm in [2]. We recast this as U [X] defined as
A ∈ U [X] iff A � X. Use of U [X] instead of S[X] makes the check A ∈ S[X],
which is required in several rules, a single read call, and thus significantly more
efficient.

For example, assume that there are five concepts in the ontology, K,L,M,N
and P . Suppose K �L�M � N ∈ O. During some iteration of the classification
assume S(K) = {K,L,N,�}, S(L) = {L,P,M,�}, S(M) = {M,N,K,�},
S(N) = {N,�}, and S(P ) = {P,K,L,M,�}. Now, according to rule R2 in [2],
we have to check for the presence of K,L and M in each of the five S(X), where
X = K,L,M,N, P . Since only S(P ) has K,L,M , we have to add N to S(P ).

On the other hand, we use instead U [K] = {K,M,P}, U [L] = {L,K,P},
U [M ] = {M,L,P}, U [N ] = {N,K,M,P}, U [P ] = {P,L}. In this case, instead
of checking all U [X], we can compute the intersection of U [K], U [L], U [M ], which
is {P}. So, P � N which is represented as U [N ] ∪= {P}. In large ontologies,
the number of concepts could be in the millions, but the number of conjuncts in
axioms like A1 � · · · � An � B would be very low. So the performance is better
by using U [X] since set intersection needs to be performed only on a very small
number of sets.

Rule Dependencies. Say rule R3 just finished processing axiom α = A � ∃r.B.
If none of R1, R2, R5 or R6 make any changes to U [A], R3 need not be triggered
again to consider α. If and when R3 gets triggered again, it resumes from entries
in U [A] with a later timestamp. Thus, we reduce the number of axioms to work
on in subsequent iterations.

Dynamic Load Balancing. Processing time for each of the rules, R1 to R8,
varies due to the number and type of axioms. This can lead to improper load
balancing where there are busy and idle nodes. We apply the well known work
stealing mechanism [11], where idle nodes take (steal) work from busy nodes,
thus reducing their load. Although this is a well known idea, to the best of our
knowledge, there is no freely available distributed work stealing library. Although
work stealing increases the communication cost, performance improvement out-
weighs it.

5 Evaluation

We believe that it is possible to distribute computation of the completion of
OWL EL ontologies in such a way that the distributed approach . . .

[(Claim 1)] scales to very large ontologies to finish the classification task and
[(Claim 2)] shows reasonable speedup in the number of nodes.

We verified these claims by implementing a prototype in Java, called DistEL,
downloadable from http://github.com/raghavam/DistEL. We used Redis2, a

2 http://redis.io.

http://github.com/raghavam/DistEL
http://redis.io
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Table 2. Number of axioms, before and after classification, in ontologies.

GO SNOMED SNOMEDx2 SNOMEDx3 SNOMEDx5 Traffic

Before 87,137 1,038,481 2,076,962 3,115,443 5,192,405 7,151,328

After 868,996 14,796,555 29,593,106 44,389,657 73,982,759 21,840,440

Table 3. Classification times in seconds.

Ontology ELK jCEL Snorocket Pellet HermiT FaCT++

GO 23.5 57.4 40.3 231.4 91.7 367.89

SNOMED 31.8 126.6 52.34 620.46 1273.7 1350.5

SNOMEDx2 77.3 OOMa OOMa OOMa OOMa OOMa

SNOMEDx3 OOMa OOMa OOMa OOMa OOMa OOMa

SNOMEDx5 OOMa OOMa OOMa OOMa OOMa OOMa

Traffic OOMb OOMc OOMc OOMb OOMb OOMc

OOMa: reasoner runs out of memory.
OOMb: reasoner runs out of memory during incremental classification.
OOMc: ontology too big for OWL API to load in memory.

key-value store, as our database. Redis was selected because it provides excel-
lent read/write speed along with built-in support for set operations, database
sharding, transactions and server-side scripting.

Since one of the use cases is streaming traffic data, DistEL also has support
for incremental classification. It is inherently supported, since, in each iteration
of the classification procedure, only the newly added axioms are considered and
appropriate rules are applied.

We used Amazon’s Elastic Cloud Compute (EC2) to run our experiments.
Specifically, we used m3.xlarge instances which have 4 cores, 15 GB RAM and
SSD hard disk. 5 GB was given to the JVM on each node, for all the experiments.
These settings and the m3.xlarge instances were selected so as to evaluate our
system on a cluster of machines with commodity hardware.

Our test data (see Table 2) comprises of biomedical ontologies GO,3 SNOMED
CT4 and traffic data of the city of Dublin, Ireland.5 We also duplicated 2x, 3x and
5x copies of SNOMED CT in order to test the scalability.

Traffic data reasoning is used in the diagnosis and prediction of road traffic
congestions [9,10]. These tasks depend on (i) classifying any new individual
from the ontology stream, and (ii) identifying their causal relationships and
correlation with other streams such as city events. There is no bound on the
3 http://code.google.com/p/elk-reasoner/wiki/TestOntologies.
4 http://www.ihtsdo.org.
5 Raw data of the traffic ontology is from http://dublinked.ie/datastore/datasets/

dataset-215.php. This data is converted to EL++ ABox statements as described in
[10]. The TBox statements (base ontology), along with two samples of ABox state-
ments, are available from http://www.dropbox.com/sh/9jnutinqjl88heu/AAAi-5ot
8A5fStz69Bd0VyGCa.

http://code.google.com/p/elk-reasoner/wiki/TestOntologies
http://www.ihtsdo.org
http://dublinked.ie/datastore/datasets/dataset-215.php
http://dublinked.ie/datastore/datasets/dataset-215.php
http://www.dropbox.com/sh/9jnutinqjl88heu/AAAi-5ot8A5fStz69Bd0VyGCa
http://www.dropbox.com/sh/9jnutinqjl88heu/AAAi-5ot8A5fStz69Bd0VyGCa
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Table 4. Classification time (in seconds) of DistEL

Ontology 8 nodes 16 nodes 24 nodes 32 nodes 64 nodes

GO 134.49 114.66 109.46 156.04 137.31

SNOMED 544.38 435.79 407.38 386.00 444.19

SNOMEDx2 954.17 750.81 717.41 673.08 799.07

SNOMEDx3 1362.88 1007.16 960.46 928.41 1051.80

SNOMEDx5 2182.16 1537.63 1489.34 1445.30 1799.13

Traffic 60004.54 41729.54 39719.84 38696.48 34200.17

number of axioms since it is a continuous stream of traffic data. In this scenario,
existing reasoners were not able to cope with the increasing velocity and volume
of data. Here, we considered traffic data of only one single day. Data is collected
every 20 seconds and we have 1441 such bursts.

Results. Table 3 has the classification times for ELK 0.4.1, jCEL 0.19.1, Sno-
rocket 2.4.3, Pellet 2.3.0, HermiT 1.3.8 and FaCT++ 1.6.2. All the reasoners are
invoked through the OWL API and ontology loading time is excluded wherever
applicable.

All the reasoners ran out of memory on the SNOMEDx3, SNOMEDx5 and
Traffic. On traffic data, incremental classification has been used by the rea-
soners that support it (ELK, Pellet, HermiT). This experiment with single
machine reasoners demonstrates that a scalable solution is required to handle
large ontologies.

Table 4 shows the classification times of our system as we added nodes. The
cluster size need not be in multiples of 8. DistEL is able to classify all the ontolo-
gies including the largest one having close to 74 million axioms. This validates
Claim 1 of our hypothesis.

Table 6 shows the speedup achieved by DistEL on SNOMED CT with increas-
ing number of nodes. As can be seen, there is a steady increase in the speedup
with increase in the number of nodes. This validates Claim 2 of our hypothesis.

Excluding GO (a small ontology), for all the other large ontologies, classi-
fication time decreases as we increase the number of nodes. On 64 nodes, we
notice an increase in the runtime for all but the largest of the ontologies. This
indicates that beyond a point, the advantages of the distributed approach are
overshadowed by the distribution and communication overhead. However, this is
not the case for largest ontology, traffic data. We believe this is also due to the
axiom composition in traffic data. 75 % of traffic data axioms are in the form of
A � ∃r.B (R3). The output of R3 serves as input to R5, R6, R7 and R8 i.e.,
63 % of nodes are always busy, i.e. there are more busy nodes than idle nodes.
This is not the case as such for the other ontologies.

Table 5 shows the memory (RAM) taken by Redis in MB on each of the 8
nodes for traffic data. In this case, only one node is used to collect the results
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Table 5. Memory
taken by redis on
each node for traffic
data

Node MB

R1 186.72

R2 0.81

R3 257.47

R4 0.79

R5 1970

R6 380.61

R7 0.79

R8 1470.00

Result 654.53

Total 4921.72

Table 6. Speedup achieved by
DistEL on SNOMED CT

Nodes Runtime Speedup

8 544.38 1.00

16 435.79 1.24

24 407.38 1.33

32 386.00 1.41

64 444.19 1.22

Table 7. Speed (in seconds)
for simple read, write opera-
tions of 1,000,000 items using
RAM and redis

Operation RAM redis

Read 0.0861 3.719

Write 0.1833 4.688

Table 8. Speedup achieved
by ELK, with all the threads
on one 8-core machine, on
SNOMED CT

Threads Runtime Speedup

1 31.80 1.00

2 19.37 1.64

3 16.29 1.95

4 14.91 2.13

5 13.99 2.27

6 14.16 2.24

7 13.17 2.41

8 13.36 2.38

(U [X] sets). R[r] sets are spread across other nodes. As can be seen, each node
takes very little memory. But on single machine reasoners, this quickly adds up
for large ontologies and current reasoners hit their limit in terms of memory (see
Table 3) and computational power.

Discussion. We believe DistEL is the first distributed reasoner for EL ontologies
and so we cannot do a like-for-like comparison. At the risk of being skewed,
the following are our observations in comparison to ELK, which is the fastest
reasoner among the ones we tested on (see Table 3).

Table 8 shows the speedup of ELK on SNOMED on an 8 core machine. For
DistEL, 8 nodes was the starting point. Considering that ELK is a shared mem-
ory system with all the threads on one machine, the speedup achieved by DistEL
(Table 6) is very reasonable in comparison. On this basis, we can say that our
design and optimization decisions (Sects. 3 and 4) are justified.

DistEL on 8 nodes for SNOMED takes 544 seconds whereas ELK takes 32
seconds. Classification is not “embarrassingly parallel”, so linear speedup cannot
be achieved. Since axioms are distributed across many nodes, communication
is necessary. Another contributing factor is the mismatch in the speed of in-
memory and Redis operations (Table 7). This is a simple experiment where
1 million integers are read and written to a Java HashMap. Similar operations
were performed on a Redis hash data structure.6 Although this is a rather simple
experiment, the difference in read/write speeds in the case of RAM and Redis
is quite obvious.
6 The code used for this experiment is available at https://gist.github.com/raghavam/

2be48a98cae31c418678.

https://gist.github.com/raghavam/2be48a98cae31c418678
https://gist.github.com/raghavam/2be48a98cae31c418678
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These experiments suggest that a distributed approach should be used only
on very large ontologies where the size/complexity of ontologies simply over-
whelms current reasoners. Thus a distributed approach has potential benefits
which are quite complementary to single machine reasoners.

6 Related Work

There is very little work implemented, evaluated and published on distributed
approaches to OWL 2 EL reasoning. Three approaches to distributed reasoning
were tried in [15]. Among them, two approaches – MapReduce [16] and a dis-
tributed queue version of the corresponding sequential algorithm from [4] turned
out to be inefficient. In the MapReduce approach, axioms are reassigned to the
machines in the cluster in each iteration. Communication between mappers and
reducers cannot be finely controlled and the sort phase is not required here. In
the distributed queue approach, distribution of axioms in the cluster happens
randomly and hence batch processing of reads/writes from/to the database can-
not be done unlike in the approach presented here. The work discussed here is an
extension of the most promising one among the three approaches. Initial results
of this approach were presented in [14]. Our current work expands on this in
several ways, such as, support for nominals, incremental reasoning, static and
dynamic load balancing, its application and evaluation over traffic data.

A distributed resolution technique for EL+ classification is presented in [18]
without evaluation. Though not distributed, parallelization of OWL 2 EL classi-
fication has been studied in [8,17]. Classifying EL ontologies on a single machine
using a database has been tried in [6].

7 Conclusion

We described DistEL, an open source distributed reasoner and presented a traffic
data application where ontologies are generated from streaming data. We show
that existing reasoners were not able to classify traffic data and other large
ontologies. Our system on the other hand handles these large ontologies and
shows good speedup with increase in the number of machines in the cluster.

Ontologies continue to grow and to hope to keep their representations in
the main memory of single machines, no matter how powerful and expensive, is
hardly realistic. Large farms of commodity inexpensive machines will push the
field of ontology reasoning.

Next, we plan to further explore approaches to efficiently manage communi-
cation overhead, including other ontology partitioning strategies as well as alter-
nate classification approaches and rule sets such as the one from ELK. We also
plan to do performance modeling and fine-grained analysis on larger datasets,
with higher number of nodes in the cluster. Alternatives to the usage of Redis
including developing custom storage and data structure solutions can also be
looked into.
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Abstract. Although recent developments have shown that it is possible
to reason over large RDF datasets with billions of triples in a scalable
way, the reasoning process can still be a challenging task with respect
to the growing amount of available semantic data. By now, reasoner
implementations that are able to process large scale datasets usually use
a MapReduce based implementation that runs on a cluster of comput-
ing nodes. In this paper we address this circumstance by identifying the
resource consuming parts of a reasoner process and providing a solu-
tion for a more efficient implementation in terms of memory consump-
tion. As a basis we use a rule-based reasoner concept from our previous
work. In detail, we are going to introduce an approach for a memory
efficient RETE algorithm implementation. Furthermore, we introduce a
compressed triple-index structure that can be used to identify duplicate
triples and only needs a few bytes to represent a triple. Based on these
concepts we show that it is possible to apply all RDFS rules to more
than 1 billion triples on a single laptop reaching a throughput, that is
comparable or even higher than state of the art MapReduce based rea-
soner. Thus, we show that the resources needed for large scale lightweight
reasoning can massively be reduced.

Keywords: Large scale reasoning · Rule-based reasoning · GPU · RETE
algorithm · Memory efficient · Triple compression

1 Introduction

Semantic data and ontologies are used in a wide area of application like bio-
medical applications, smart environments and of course the Semantic Web. To
be able to fully explore the existing data and for example to ensure a complete
result set for queries, reasoners are used to derive facts that are implicitly given
by the existing data. Thus, the reasoning process is one key feature when using
semantic technologies. Nevertheless, with respect to the growing amount of data
we face the challenge to provide a fast, scalable and efficient reasoning process.
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 104–118, 2015.
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This problem was already addressed by different approaches, where most of them
use a MapReduce based implementation to distribute the workload to a cluster
of computing nodes [1–3].

While MapReduce based reasoners have turned out to be highly scaleable
and efficient when using an adequate number of computing nodes, they are also
complex and costly to deploy. On the other side, most of the real world datasets
that are used in the scientific community have a size varying from a few million
statements to up to a few billion statements. For example the Bio2RDF1 portal
provides different biomedical datasets with a size varying from less than 100 k
statements to about 5 billion statements. One other often used semantic datasets
is DBpedia [4], which is derived from Wikipedia and contains about 400 million
statements in the English version. The real need resulting from these observations
is to be able to process datasets with up to a few billion triples on a simple and
affordable hardware like a well equipped laptop or a single workstation.

In our previous work [5,6] we introduced a rule-based reasoner that makes
use of the massively parallel hardware of graphic cards (GPUs). The work is
based on the RETE algorithm [7], which was introduced by Charles Forgy and
is a widely used algorithm to implement production systems. Unlike most of the
related work in the area of fast and scalable reasoning, which implements a static
semantics (the semantics describes which implicit given facts shall be derived by
the reasoner), the use of the RETE algorithm allows to define the semantics
using simple rules that are provided by a rule-file and thus can easily be edited.
In [6] we showed that our approach scales in a linear way for simple rulesets
like RDFS on datasets with up to one billion triples on a single computing
node. Nevertheless, the RETE algorithm and thus our implementation was quite
memory consuming which is why we had to use a server with 192 GB of memory
to be able to process one billion triples. This means that even a dataset with
a few hundreds of millions of statements can easily exceed the capabilities of
simple hardware like a laptop.

In this paper we address the aforementioned problems and introduce new
concepts for an efficient reasoning process using the GPU on limited hardware2

in terms of available memory. In detail we provide solutions to reduce the mem-
ory consumption of the RETE algorithm as well as of the data structures that
are needed to efficiently identify duplicate triples. Furthermore, for an efficient
execution, we introduce an approach that generates the source code executed
on the GPU during runtime with respect to the given set of rules. After a short
introduction of the RETE algorithm in Sect. 2 we start with an evaluation of
the memory critical parts for a reasoner implementation. We are going to point
out the aforementioned aspects in more detail and give examples on how much
memory is actually needed to process different datasets. Based on these findings
we introduce an adapted use of the RETE algorithm in Sect. 3, which allows to
make heavy use of the hard disk instead of using the main memory. Section 4

1 http://bio2rdf.org/.
2 Limited hardware in this paper is understood as single computers like laptops or

workstations.

http://bio2rdf.org/
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finally addresses the need to hold all triples in main memory for a fast identifica-
tion of duplicate triples that get inferred during the reasoning process. To reduce
the memory consumption for deduplication, a memory efficient triple represen-
tation based on different approaches like differential encoding and variable byte
coding is introduced.

2 Using RETE for a Reasoner Implementation

The RETE algorithm [7] is a pattern matching algorithm which can be used
to implement production systems. Because the semantics that defines which
implicit given facts should be materialized during the reasoning process can
often be expressed in a rule-based way, like RDF Schema (RDFS) and pD* [8],
the RETE algorithm can also be used to implement a reasoner. This not only
results in a semantics independent implementation, but also allows to apply
application specific rules.

2.1 Basic Concept

To introduce the RETE algorithm, we use two rules from the RDFS semantics
that build the ruleset for an example:

(?x ?p ?y) → (?p rdf:type rdf:Property) (R1)

(?x ?p ?y) (?p rdfs:domain ?c) → (?x rdf:type ?c) (R2)

The first step of the algorithm is to build a RETE network. The network consists
of different nodes n ∈ N , which can be alpha or beta nodes. Each unique rule
term is mapped to one alpha node. A beta node in turn always has exactly two
parent nodes (which can be alpha or beta) and may connect for example the
two alpha nodes that are created from the two rule terms of R2. The resulting
RETE network from R1 and R2 is depicted in Fig. 1.

After the network was created, the matching process starts by applying the
alpha matching. This means that all input triples are matched against all alpha
nodes to check if a given triple matches the condition of the alpha node. For α1

in Fig. 1 every triple will match, because the whole rule term consists of variables

α1
(?x ?p ?y)

β1
?pα1 = ?pα2

Fig. 1. RETE network of R1 and R2
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(marked with a “?”). For α2 a matching triple needs to have a predicate equal
to “rdfs:domain”. For every node in the network a working memory W is created
that stores a reference to all matching triples. Based on the working memories of
the alpha nodes, the beta matching can be performed. For β1 this means that all
matches that are stored in theworkingmemory ofα1 are combinedwith allmatches
of α2 to check if the combination of both is a match of β1. That is the case, if the
predicate of the α1 match is equal to the subject of the α2 match (or in other words
if the elements of both matches marked with the variable ?p are equal).

Following up on the matching process, the rules can be fired to create new
facts. For R1 the working memory of α1 is used as a fact basis because α1 is
the terminal node of R1 and completely maps to the rule. Accordingly, for rule
R2, which consists of two rule terms, the working memory of β1 is used to fire
the rule. Using the new inferred facts the process starts again by iterating the
new facts through the network (alpha and beta matching) and firing the rules,
until no new triples are derived. For a more detailed description of how to use
the RETE algorithm to infer new RDF facts we refer to [5] and [6].

2.2 Memory Consumption

After the short introduction of the RETE algorithm, next we are going to make
some observations about the memory consumption of a RETE-based reasoner
implementation. The following subsections introduce the major data structures
that are necessary for such a reasoner implementation, while the last subsection
gives a detailed overview about the particular memory consumption. We further
assume that the triples are dictionary encoded, which means that each string is
replaced by a numerical representation, where two identical strings are mapped
to the same value. Thus, the dictionary encoding can be seen as a preprocessing
of the input data which finally allows to operate on the data using more efficient
numerical operations.

Triples. First of all the dictionary encoded triples need to be stored in memory
for a reasoner implementation like described in [6]. The triples need to be stored
in an array like data structure, where each triple can be addressed using a
simple index, because this index is stored as a reference by the working memories
of the RETE algorithm. Accordingly, using 8 byte datatypes for the numerical
representation of one triple term, the memory footprint of the triple array is
n ∗ 24 byte, where n is the number of triples.

Working Memories. The second data structure is responsible to store all
working memories W for the RETE algorithm. The size of the working memories
highly depends on the used data- and ruleset. Furthermore, a single match in a
working memory may take a single reference (the index of the referenced triple)
like for alpha nodes, or multiple entries for beta nodes which always refer to
multiple triples.
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Table 1. Approximated memory consumption of triples and working memories for ρdf
and RDFS assuming a load factor of 0.7 for the triple HashSet

Dataset Ruleset Total Triple Triple Matches References Size Total

triples (n) size HashSet of W size

LUBM2000 ρdf 333.7M 8009MB 3814MB 287.5M 1022.5M 8180MB 20.0GB

LUBM2000 RDFS 377.1M 9050MB 4310MB 629.1M 2119.1M 16953MB 30.3GB

DBpedia ρdf 400.6M 9614MB 4578MB 123.1M 446.7M 3574MB 17.8GB

DBpedia RDFS 475.1M 11402MB 5430MB 554.1M 1978.5M 15828MB 32.7GB

Triple HashSet. Finally, a third data structure is needed that can be used to
efficiently identify duplicate triples that may get inferred during the rule-firing
of the reasoning process. These triples need to be rejected and should not be
added to the triple list. As a minimal implementation this could be achieved
by using a HashSet, where the value of the set stores the position of a triple in
the triples-array. To check for a duplicate, the hash code of a new triple would
be calculated to find the corresponding position in the HashSet and thus in the
triple array. This would allow to check for a duplicate by one simple lookup in
the HashSet and one more lookup in the triples-array (in case of hash collisions
multiple lookups might be necessary). Because a HashSet should only be filled
up to a specific load factor f (like 0.7) to reduce the number of collisions, an
additional overhead of at least (n

f − n) entries is necessary.

Total Memory Consumption. Table 1 gives a detailed overview of the size
of the different data structures for different datasets that were processed with
the ρdf [9] and RDFS ruleset. ρdf is a simplified version of the RDFS vocabu-
lary and contains all RDFS rules with at least two rule terms. For the evalua-
tion we used the Lehigh University Benchmark (LUBM) [10], which is an often
used synthetic benchmark dataset that can easily be scaled to different sizes by
defining the number of universities that shall be generated. To show the mem-
ory consumption, we generated 2000 universities which is why the dataset is
called LUBM2000. Furthermore, we used DBpedia [4] (version 3.9) including all
datasets of the English language as a real world dataset.

The size of the triples is directly calculated by the number of total triples
(parsed and inferred). The number of matches and references are derived by an
execution of the RETE algorithm using the given data- and ruleset. Note that
the total memory consumption is only an approximation. Using Java, further
overheads for example resulting from instantiating objects, may occur. Never-
theless, it can be seen that the total memory consumption for datasets with
an input size of 270 M (LUBM2000) to 400 M (DBpedia) triples easily exceeds
17.8 to 32.7 GB, depending on the dataset and ruleset that was applied. In con-
sequence, an adequate hardware like a workstation or server providing a large
memory is necessary to be able to process datasets with the given size.
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3 RETE on the GPU with an Adapted Working-Memory
Concept

Modern GPUs provide a massively parallel hardware that may have much more
computing power than modern CPUs if they are used in an appropriate way and
are faced with a problem that can be highly parallelized. Thus, the challenge
is to parallelize a problem in a way such that an optimal performance can be
achieved when executed on a GPU.

The parallelization of the RETE algorithm for a rule-based reasoner imple-
mentation was already introduced in [5] and [6]. For alpha matching this means
to create a thread on the GPU for every input triple (a thread or work item
on the GPU is much more lightweight than on a CPU). Each thread is respon-
sible for one triple and checks the match condition for every alpha node. If
the triple does match an alpha node, it creates an entry in the correspond-
ing working memory. During beta matching, all matches of one parent node
(mparent1 ∈ Wparent1) need to be matched against all matches of the second par-
ent node (mparent2 ∈ Wparent2). Therefore, a thread for every entry in Wparent1

is created that iterates through all matches in Wparent2 and checks if the com-
bination of both matches meet the conditions of the beta node. This operation
is performed for every beta node in the RETE network.

One disadvantage of the RETE algorithm is the high memory usage, which
is caused by maintaining the working memories. Considering large datasets, a
working memory can easily contain millions of entries (in the case of beta nodes
the number of entries in a working memory can easily exceed the number of
triples within the input dataset) that are references to the actual data. One way
to reduce the amount of used memory would be to swap the working memories to
the hard disk. Because the working memories are only accessed in bulks and no
access to single entries is required, this would not cause much overhead in terms
of load time. Nevertheless, this approach would still require to hold all triples in
the main memory to be able to resolve the references contained in the working
memories before the data can be processed. This is because for processing not
only the references, but also the triples itself are needed.

Based on the previous considerations and in contrast to our previous work, an
approach is needed that allows to fully swap the matches to the hard disk without
the need to hold any additional data like the triples in main memory. To achieve
this, we extend the use of the working memories to not hold a reference to the
corresponding triples, but the matching elements of the triples itself. For α2 from
Fig. 1 for example the working memory would contain all values that correspond
to the variables ?p and ?c from the matching triples. The working memory of β1

in turn would hold four elements, which correspond to ?x, ?p, ?y and ?c. Note
that neither static elements of matches (like the rdfs:domain of α2) nor double
elements like the ?p in Wβ1 are stored. A comparison of both approaches using
working memories storing references and using working memories storing the
actual data is depicted in Fig. 2.

While the resulting working memories will need more storage space than
working memories storing only references, they can completely be swapped to
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Fig. 2. RETE network with working memories using references (left) and RETE net-
work with working memories using the full data excluding static data or recurring
variables (right), for a dictionary encoded dataset

the hard disk. For a further processing, they can be read in blocks and directly be
handed over to the corresponding task without the need to resolve any references.
This allows to further minimize the usage of the main memory.

4 Compressed Triple-Index Structure

In the previous section we showed how the memory usage of the RETE algorithm
can significantly be reduced by reorganizing the working memories and making
use of the hard disk. One more problem that needs to be addressed is the memory
consumption of the HashSet that is used in combination with the triples array to
identify duplicate triples. To underline the importance of an efficient duplicate-
lookup, Table 2 gives an overview of the number of triples that get inferred
including the duplicates for the already known datasets. As can be seen, many
of the derived triples are duplicates (up to 98.8 %). To be able to handle such
an amount of lookups in an efficient way (more than 2 billion for DBpedia and
RDFS), an in memory solution is necessary. To be able to reduce the memory

Table 2. Number of interred triples

Dataset Ruleset Derived Unique Duplicate Percentage of

triples triples triples duplicates

LUBM2000 ρdf 529.9 M 66.7 M 463.2 M 87.4 %

LUBM2000 RDFS 1813.6 M 110.1 M 1703.5 M 93.9 %

DBpedia ρdf 580.1 M 7.0 M 573.1 M 98.8 %

DBpedia RDFS 2263.6 M 81.5 M 2182.1 M 96.4 %
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usage and to apply a compression to the triples needed for deduplication, one
has to consider that each triple must only be compressed separately from other
triples. This is necessary to be able to access the compressed version of each
triple without decompressing other triples.

For triple compression we propose an index structure that stores the existing
triples without loss of precision but with a much lower memory footprint. To
do so, we make use of vertical partitioning [11], which is based on the fact that
many datasets are only described by a few predicates. For each predicate in a
dataset, a two column table is created that stores the subjects in the first column
and the objects in the second column. Considering that the LUBM dataset only
uses 32 predicates, this already results in a reduction of memory consumption
of about 33 % (neglecting the overhead that is created by organizing the triples
in 32 two-column tables instead of one three-column table).

For a further compression, we apply different well known techniques to the
remaining two numerical values of a triple. First of all we try to reduce the
amount of information to be encoded by checking if applying differential encoding
could preserve memory. Differential encoding means for example to not store
(s, o), but (s, s − o). Making sure that (s > o) and ((s − o) < o), the resulting
value can be compressed more efficiently in the following steps. To avoid negative
values resulting from differential encoding, we also have to make sure that the
smaller value is subtracted from the bigger one. Finally, we map the subject as
well as the object to a left value vl and right value vr in a way that the right
value is always the smaller one, independently of the fact if differential encoding
was applied or not. The calculation of vl and vr is described in Algorithm 1.

Algorithm 1. Calculation of vl and vr

Data: subject: s, object: o
Result: value left: vl, value right: vr

vl = s;
vr = o;
if (s > o) then

if ((s - o) < o) then
vr = s - o;

else
if ((o - s) < s) then

vr = o - s;
vl = o;

else
vl = o;
vr = s;

The reason why we may reorder the subject and object in a way that the
smaller value always becomes vr is because we use variable byte encoding to
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store vr. Variable byte encoding means to encode the data in units of bytes,
where the lower-order seven bits are used to store the data and the eighth bit is
used as an indicator of the end of a data value [12]: In particular the eighth bit
is equal to 1 if the end of a data value is reached and 0 otherwise. The values
[0, 27) for example can be encoded using a single byte, where the first seven bits
store the binary representation of the value and the eighth bit is equal to 1 to
indicate the end of the value. Accordingly, the values in [27, 214) can be stored
using two bytes, where the eighth bit of the first byte is equal to 0 and the eighth
bit of the second byte is set to 1. The remaining 14 bits are used to encode the
actual data.

Because we only store two numerical values in a row, we only have to encode
vr like described before. After reading a 1 at the eighth position of a byte, the
start of the second value can explicitly be identified while the end of that value
is defined by the remaining bytes. Thus, both values vl and vr can be encoded
together in a single byte array that is explicitly sized to the amount of data that
is needed to encode both values. To ensure that the encoded order of s and o is
preserved as well as the fact if differential encoding was applied, two more bits
are used, which are the most significant bits in the byte array.

For an example consider s = 622 and o = 35. Because ((s−o) > o), we do not
apply differential encoding and get vl = s = 622 and vr = o = 35. The binary
representation of 35 is 0010 0011, which results in 1010 0011 after applying
variable byte encoding (the first bit was set to 1). The binary representation of
622 is 0000 0010 0110 1110, where the two most significant bits are used to point
out if differential encoding was applied and if the order of the encoding of the
subject as a left value and the object as a right value was preserved. Because
we did not apply differential encoding, the most significant bit remains 0 and
because we preserved the order of the s and o, the second most significant bit
remains 0, too. Finally we can concatenate both binary values to

00 00 0010 0110 1110︸ ︷︷ ︸
vl

1 010 0011︸ ︷︷ ︸
vr

which can be encoded using three bytes. Assuming we are using 8 byte data types
to dictionary encode the triple terms and we apply the aforementioned compres-
sion of vertical partitioning, differential encoding and variable byte encoding,
we are able to reduce the amount of used data for the triple from the previous
example from 24 byte to 3 byte without loss of precision. Nevertheless, the com-
pression rate depends on the efficiency of vertical partitioning for a given dataset
as well as on the respective value for s and o.

Based on the introduced triple-compression, a fast and memory efficient
triple-index structure can be build to identify duplicate triples, which will be
the only data structure that needs be be kept in memory during the reasoning
process. For every predicate a HashSet can be created that stores the compressed
value of s and o instead of storing for example two 8 byte values. This solution
still allows to efficiently search for a duplicate triple by using hashing, but uses
much less memory than the approach described in Sect. 2.2. Detailed information
about the compression rate for different datasets is given in the next section.
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5 Evaluation

In the following section we are going to evaluate the proposed concepts of an
adapted working-memory for the RETE algorithm as well as the compressed
index structure and give a detailed view on different aspects. Finally we are going
to show how the concepts perform together in our reasoner implementation on
different datasets.

5.1 Implementation

To evaluate our concepts, we used the reasoner implementation presented in [6]
and adapted it to the new concepts and requirements. The reasoner is imple-
mented in Java and uses OpenCL3, the open standard for parallel programming
of heterogeneous systems. It allows to program heterogeneous devices like GPUs
and supports a wide range of parallelism. Furthermore, we use the jocl-library4

as OpenCL Java bindings.
To allow an efficient execution of application code on the GPU, it is impor-

tant to minimize memory access as well as to minimize the use of control flow
structures like loops and if-then-else statements. To achieve these requirements,
we also integrated a novel approach that generates the source code that is exe-
cuted on the GPU during runtime. Based on the rule file that is given as an input
when the reasoner execution is started, we generate the code that is executed
on the GPU specific to the rules. This allows us to provide dedicated methods
for example for each beta node that can be adapted to explicitly meet the needs
of a single beta node and ensures to only load the data from memory that is
needed. Furthermore, dictionary encoded values can directly be embedded to
the code. This allows for example to check a triple to meet the conditions from
α2 in Fig. 1 (a triple predicate needs to be equal to “rdfs:domain”) by directly
compare a predicate to the numerical value of 79 instead of a variable (in Fig. 2
the dictionary encoded value for “rdfs:domain” is 79).

5.2 Datasets and Environment

Basically we use three different datasets. The Lehigh University Benchmark
(LUBM) [10] was already mentioned before. It is widely used for reasoner eval-
uation and thus gives a good reference for a comparison. We generate datasets
ranging from 1000 universities up to 8000 universities, which consist of more than
1 billion triples. In addition to the synthetic dataset, we also use the complete
English version of DBpedia (version 3.9) as well as the real world Comparative
Toxicogenomics Database (CTD) [13], which describes cross-species chemical-
gene/protein interactions and chemical- and gene-disease relationships. All three
datasets are used with the complete RDFS ruleset as it is defined by the W3C5

as well as with the RDFS subset ρdf [9].
3 http://www.khronos.org/opencl/.
4 http://www.jocl.org/.
5 http://www.w3.org/TR/2004/REC-rdf-mt-20040210/#RDFSRules.

http://www.khronos.org/opencl/
http://www.jocl.org/
http://www.w3.org/TR/2004/REC-rdf-mt-20040210/#RDFSRules
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Table 3. Reasoning results for ρdf and RDFS on a laptop

Dataset Input ρdf ρdf ρdf RDFS RDFS RDFS
triples total triples reasoning throughput total triples reasoning throughput

LUBM1000 134M 167M 41.6 s 4017 ktps 189M 114.1 s 1653 ktps

LUBM2000 267M 334M 98.4 s 3391 ktps 377M 287.6 s 1312 ktps

LUBM4000 534M 668M 296.9 s 2249 ktps 754M 758.3 s 996 ktps

LUBM8000 1068M 1335M 716.7 s 1863 ktps 1509M 1824.8 s 827 ktps

DBPedia 394M 401M 409.9 s 1154 ktps 475M 2886.6 s 165 ktps

CTD 335M 358M 70.2 s 5104 ktps 358M 306.8 s 1176 ktps

The evaluation is performed using an Apple MacBook Retina laptop from
2012 equipped with 16GB of memory, a 2.3 GHz Intel Core i7 processor, a 256GB
SSD hard disk and a NVIDIA GeForce GT 650M graphic card with 1024MB of
memory. All tests were performed five times and the average time of the whole
reasoning process including materialization and deduplication is given.

5.3 Reasoning

The reasoning results in Table 3 show a decreasing throughput for both rulesets
on the LUBM datasets. The highest throughput of 4017 kilo triples per second
(ktps) is reached for LUBM1000 and the ρdf ruleset, which decreases to 1863
ktps for LUBM8000. The decrease is caused by different factors. First of all,
we noticed that with a growing number of triples also the Java virtual machine
garbage collector activity increases, which causes delays in the reasoner execu-
tion. Furthermore, the complexity of the beta-calculation of the RETE algorithm
may grow in an exponential way for some rules, depending on the dataset. With
respect to the used hardware, this further reduced the throughput.

Compared to ρdf, RDFS is not more complex, but causes more alpha nodes
to be created during the RETE execution and materializes much more triples.
This results in a more computation intensive execution and a lower throughput.
Nevertheless, for RDFS we were able to reach a throughput ranging from 165 ktps
(DBpedia) to 1653 ktps (LUBM1000). Furthermore, the full RDFS ruleset was
successfully applied to more than 1 billion triples resulting in a total of 1.5 billion
unique statements on a single laptop.

The memory consumption caused by the triple-index structure that is neces-
sary to allow an efficient deduplication during the reasoning process is given in
Table 4. It can be seen that the memory consumption per triple is between 5.94
and 7.45 byte, depending on the dataset. Thus, in comparison to a 24 byte triple
representation we reached a compression of up to 75 %, which finally enables us
to reason on large scale datasets like LUBM8000 on a hardware with only 16GB
of memory. Because the triple information are kept in a hash structure, Table 4
gives also the used bytes per triple with overhead, which also considers the used
memory for free entries in the HashSets. Depending on the reached density of
values in the HashSets the overhead may differ in size.
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Table 4. Memory usage of the triple-index structure after applying ρdf reasoning

Dataset Predicates Byte/triple Byte/triple Total

with overhead memory

LUBM1000 32 6.04 9.71 1620MB

LUBM2000 32 6.11 9.29 3098MB

LUBM4000 32 5.69 8.26 5513MB

LUBM8000 32 6.16 8.80 11748MB

DBpedia 53139 7.45 12.81 5129MB

CTD 43 5.94 9.36 3137MB

Furthermore, Table 4 gives the number of predicates that are used within a
dataset. As can be seen, for LUBM as well as for CTD the number of predicates
is quite small such that the overhead when the vertical partitioning is applied is
infinitesimal small. Even for DBpedia, where the number of predicates is much
higher, the overhead that is caused by about 53k predicates is less than 8 MB
for vertical partitioning, assuming that a single predicate causes an overhead of
about 150 byte in our implementation.

Overall, the proposed concepts including the adapted RETE algorithm, which
allows to completely swap the working memories to the hard disk, allow to reduce
the main-memory consumption by more than 84 %. While using the naive app-
roach for storing triple information we approximately used 20.0 GB of memory
for applying ρdf Reasoning on LUBM2000. Using the new concepts, we only need
about 3.1 GB for the compressed triple-index structure.

6 Related Work and Discussion

RDF compression has been investigated in the related work under several aspects.
In [14] and [15] a binary representations for RDF graphs is used for a fast and
memory efficient query answering. While query answering is not the purpose of
the introduced triple-index structure, our goal was to efficiently identify dupli-
cate triples, which can be done by checking the existence of a single (and unique)
value. An OWL2 RL reasoner called RDFox that completely works in main mem-
ory is proposed in [16]. While the parallelization is applied similar to our work by
creating multiple threads (one for each CPU core) that handle all triples one after
the other, they report a memory consumption of at most 80 bytes per triple for
creating the necessary index structures, which is about 10 times more than our
implementation needs, but also serves a different purpose.

Large scale reasoning has recently been addressed in several works. While
they may differ in the ontology language they implement, most of them have in
common that they use a MapReduce implementation to handle the large amount
of data and to be able to scale the architecture [1–3,17]. In [17] the authors intro-
duce WebPie, a MapReduce based implementation for RDFS and pD* reasoning.
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They show that their architecture is highly scalable and is able to reason over
100 billion (LUBM) triples. On 64 computing nodes they reach a throughput
of 481 ktps for 1 billion triples and a maximum throughput of 2125 ktps for 20
billion triples. The lower throughput for the smaller datasets is founded in the
overhead that is introduced by the platform. While our implementation is not
able to scale like WebPie, it is still able to reason over 1 billion triples and reaches
a throughput of 1863 ktps on a laptop, which is nearly 4 times faster than WebPie
for the same dataset. For smaller datasets our approach even reaches a through-
put of 4017 ktps, which is almost twice as much as the maximum throughput
reported in [17]. In [18] a parallel reasoner implementation is proposed that does
not use MapReduce, but also distributes the workload to multiple computing
nodes. The largest dataset used in [18] was a LUBM10000/4 (10.000 universities
were generated, but only every fourth instance triple was used) with about 350M
triples. The dataset was processed on 64 computing nodes each running four
processes (each process was running on its own processor core). They reached a
throughput of 1185 ktps (of input triples), but did not apply any deduplication.

A reasoner implementation that uses only a single computing node is described
in [19]. The authors also use the massively parallel architecture of a GPU to apply
the ρdf ruleset. Unlike our implementation, the work in [19] does not support user
defined rules and is only able to process datasets that fit into the main memory
of a single GPU. A high throughput for reasoning with the ρdf rules on a single
machine is also reported for DynamiTE [20], which is a stream reasoner that was
also evaluated by applying a full materialization. The reasoner makes use of mul-
ticore processors and reaches an input processing ratio of about 227 ktps for the
LUBM8000 benchmark.

In comparison to our previous work [6] (using 192 GB memory and two GPUs
reaching a maximum throughput of 2700 ktps for LUBM1000 and the ρdf rules),
we were able to reduce the required hardware resources and increase the through-
put at the same time. This was mainly possible by eliminating the need to resolve
the references of working memories and by providing a faster implementation of
the code that gets executed on the GPU by generating the code based on the
given rules, leading to an overall increased throughput.

The presented concepts in this paper provide a holistic approach for large
scale reasoning on limited hardware. Even though the hardware can be scaled
in terms of using multiple GPUs, our approach does not allow to scale like a
MapReduce based implementation mainly because the main memory is still a
limiting factor. The throughput that is achieved depends on the structure of the
dataset as well as on the ruleset and is particular high if the number of beta-
matches that need to be computed is small. Thus, using more expressive and
complex semantics, a MapReduce based approach can be more efficient due to
the higher computation power. While we used only a single GPU from a laptop,
the influence of these factors can be further reduced when multiple and more
powerful GPUs are used, like described in [6]. Nevertheless, using lightweight
ontology languages or appropriate user-defined rules, the proposed approach
allows to reason on large datasets achieving a throughput that is comparable or
even higher than state of the art reasoner reach on a cluster of computing nodes.
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7 Conclusion

To the best of our knowledge, this work is the first one that shows a reasoner
implementation that is able to apply the RDFS rules to a dataset with more than
1 billion triples using only a single laptop. This is possible by using a massively
parallel execution in combination with a substantially reduction of the memory
consumption of the whole reasoner process. To do so, we first introduced a
concept to adapt the RETE algorithm by changing the way, working memories
are used. Using the new concept, working memories can completely be stored
to the hard disk without the need to hold all triples in memory. An efficient
execution of the algorithm based on the new concepts was achieved by generating
the source code that gets executed on the massively parallel hardware of a GPU
based on the provided rules during runtime. This novel concept of applying
a generative approach for the execution on parallel hardware allows to apply
optimizations like reducing control flow structures and reducing memory access.

Furthermore, we introduced a compressed triple-index structure that allows
to efficiently identify duplicate triples that get inferred during the reasoning
process. The new triple-index structure has a memory footprint of about 25 %
of the original dictionary encoded triple representation, which allows to keep
much more triples for deduplication in memory. To achieve this, we used the
vertical partitioning approach known from triple compression and combined it
with different methods of integer compression and adapted them to our needs.
Finally, we were able to process large scale datasets on a simple hardware without
the need of a costly and time consuming setup of multiple computing nodes
running in a cluster. While we did the evaluation using a laptop, a workstation
equipped with more memory and a more powerful GPU (or even multiple GPUs)
should be able to process even larger datasets.

After showing that GPUs are suitable to perform massively parallel reasoning
on large datasets, our future work will include the investigation of adapting our
approach to not only perform reasoning on static data, but also on data streams.
Furthermore, an extension of the expressiveness that is supported by our rule-
based reasoner will be part of the future work.
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Abstract. The exponential growth of the web and the extended use of semantic
web technologies has brought to the fore the need for quick understanding,
flexible exploration and selection of complex web documents and schemas. To
this direction, ontology summarization aspires to produce an abridged version of
the original ontology that highlights its most representative concepts. In this
paper, we present RDF Digest, a novel platform that automatically produces
summaries of RDF/S Knowledge Bases (KBs). A summary is a valid RDFS
document/graph that includes the most representative concepts of the schema
adapted to the corresponding instances. To construct this graph, our algorithm
exploits the semantics and the structure of the schema and the distribution of the
corresponding data/instances. The performed preliminary evaluation demon-
strates the benefits of our approach and the considerable advantages gained.

Keywords: Semantic summaries � RDF/S documents/graphs � Schema
summary

1 Introduction

The vision of Semantic Web is the creation of a common framework that allows data to
be shared and reused across application, enterprise, and community boundaries.
Ontologies are playing an important role in the development and deployment of the
Semantic Web since they model the structure of knowledge and try to organize
information for enhancing the understanding of the contextual meaning of data. Lately,
ontologies have been used in database integration [1], obtaining promising results, for
example in the fields of biomedicine and bioinformatics, but also as means for pub-
lishing large volumes of interlinked data from which we can retrieve abundant
knowledge. The Linked Open Data cloud for example contains more than 62 billion
triples (as of January 2014).

Given the explosive growth in both data size and schema complexity, data sources
are becoming increasingly difficult to understand and use. They often have extremely
complex schemas which are difficult to comprehend, limiting the exploration and the
exploitation potential of the information they contain. Moreover, regarding ontology
engineering, ontology understanding is a key element for further development and
reuse. For example, a user/ontology engineer, in order to formulate queries, has to
examine carefully the entire schema in order to identify the interesting elements.
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Besides schema, the data contained in the different sources should also drive the
identification of the relevant items. Currently, an efficient and effective way to
understand the content of each source without examining all data is still a blind spot.

As a result, there is now, more than ever, an increasing need to develop methods
and tools in order to facilitate the understanding and exploration of various data
sources. Approaches for ontology modularization [2] and partitioning [3] try to mini-
mize and partition ontologies for better understanding but without preserving the
important information. Other works focus on providing overviews on the aforemen-
tioned ontologies [5–8, 13] maintaining however the more important ontology ele-
ments. Such an overview can also be provided by means of an ontology summary.
Ontology summarization [7] is defined as the process of distilling knowledge from an
ontology in order to produce an abridged version. While summaries are useful, cre-
ating a “good” summary is a non-trivial task. A summary should be concise, yet it
needs to convey enough information to enable a decent understanding of the original
schema. Moreover, the summarization should be coherent and provide an extensive
coverage of the entire ontology (multiple subjects of the ontology). So far, although a
reasonable number of research works tried to address the problem of summarization
from different angles, a solution that simultaneously exploits the semantics provided by
the schemas and the data instances is still missing.

In this paper, we focus on RDF/S ontologies and demonstrate an efficient and
effective method to automatically create high-quality summaries. A summary consti-
tutes a “valid” sub-schema providing an overview of the original schema considering
also the available data. Specifically the contributions of this paper are the following:

• We present RDF Digest, a novel platform that automatically produces RDF schema
summaries that highlight the most representative concepts of the schema adapted to
the corresponding data instances.

• In order to construct these summarized graphs our system exploits (a) the semantics
of the schema, (b) the structure of the RDFS graph and (c) the distribution of the
corresponding data/instances in order to identify and select the most important and
representative elements of the ontology.

• To identify the most important nodes we define the notion of relevance based on the
relative cardinality and the in/out degree centrality of a node. Moreover, to ensure
that our summary selects the most representative nodes of the entire schema we use
the notion of coverage. Those two notions are combined in an algorithm that finally
produces a “valid” summary schema out of the original schema.

• Finally, our experimental evaluation show the feasibility of our approach and the
considerable advantages gained.

To our knowledge, this is the first approach that, in the context of ontology, com-
bines both schema and data instance information to produce a high-quality summary
graph.

The rest of the paper is organized as follows. Section 2 introduces the formal
framework of our solution and Sect. 3 describes the metrics used in our algorithms to
determine the nodes and paths to be included in the summary. Section 4 presents our
algorithm and Sect. 5 describes the evaluation conducted. Section 6 presents related
work and finally, Sect. 7 concludes the paper.
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2 Preliminaries

Schema summarization aims to highlight the most representative concepts of a schema,
preserving “important” information and reducing the size and the complexity of the
schema [8]. Despite the significance of the problem there is still no universally accepted
measurement on the importance of nodes in an RDF/S graph. In our approach, we try to
elicit this information from (a) the structure of the graph, (b) the semantics of the
schema and (c) the distribution of the corresponding data. Our goal is to produce a
simple and expressive graph that presents an overview of the schema and also provides
an intuition about the corresponding stored data.

Specifically, in this paper we focus on RDF/S KBs, as RDF/S is the de facto
standard for publishing and representing data on the web [9]. The representation of
knowledge in RDF is based on triples of the form of (subject predicate object). RDF
datasets have attached semantics through RDF Schemas [10]. RDF Schema is a
vocabulary description language that includes a set of inference rules used to generate
new, implicit triples from explicit ones. Note that in our case the inference is imple-
mented only at the RDF schema level to avoid overloading the super-classes with
instances. Each RDF schema S defines a finite set of class names C and property
names P. Properties are defined using class names or literal types, so that, for each
property p, the domain of property p, i.e. domain(p), is a class and the range of p, i.e.
range(p), is either a class or a literal. The classes and the properties of a schema are
uniquely identified by the names in N = C ∪ P (possibly using namespace URIs for
disambiguation). Moreover, we denote by H = (N, ≺ ), a hierarchy of class and property
names. H is well-formed if ≺ is a smallest partial ordering such that: if p1, p2 ∊ P
and p1 ≺ p2, then domain(p1) ≺ domain(p2) and range(p1) ≺ range(p2). In this paper,
we ignore unnamed resources, also called blank nodes. Moreover, for the representa-
tion of the RDF/S documents we will use a graph data model first introduced by
Karvounarakis et al. [11]. Formally, we define an RDF schema graph as:

Definition 1 (RDF schema graph): An RDF schema graph S is a labeled directed
graph S = (V, E, λc, λp, H) depicting a collection of triples TS = (s, p, o) = URIs x URIs x
URIs where:

• V represents a set of nodes.
• E represents a set of edges of the form e(vi, vj) with vi, vj ∊ V and direction from vi to

vj. Given that, e, vi, vj correspond to a property p, the domain(p) and the range(p),
respectively. The label of e is λP(e) = p, where p ∊ P.

• H is a well-formed hierarchy of a class and property names H = (N, ≺)
• λc: is a value function that assigns to each node v ∊ V in S a class name (URI) from

C. Such as λc(v) = c, c ∊ C.
• λp: is a value function that assigns to each edge e ∊ E in S one property name from

P. Such as λp(e) = p, p ∊ P.

Moreover, we assume a function кP that characterizes the type of a property p among
the standard RDF properties (e.g. “rdfs:subClassOf”, “rdfs:label”) and the user
defined properties. RDF schema provides also inference semantics, which is of two
types, namely structural inference (provided mainly by the transitivity of subsumption

RDF Digest: Efficient Summarization of RDF/S KBs 121



relations) and type inference (provided by the typing system, e.g., if p is a property, the
triple {p, type, property} can be inferred). The RDF schema, which contains all triples
that are either explicit or can be inferred from explicit triples in an RDF graph S (using
both types of inference), is called the closure of S and is denoted by Cl(S). An RDFS
KB S is an RDF schema graph, which is closed with respect to type inference, i.e., it
contains all the triples that can be inferred from S using type inference. We also assume
that the RDF/S KBs are valid. The validity constraints that we consider concern type
uniqueness, i.e., each resource has a unique type, the acyclicity of the subClassOf and
subPropertyOf relations and that the subject and object of the instance of some property
should be correctly classified under the domain and range of the property, respectively.
The full list of the validity constraints we adopt is contained in [12]. Those constraints
are enforced to enable unique and non-ambiguous detection of the summary. Next, we
define an RDF instance graph.

Definition 2 (RDF instance graph): An RDF instance graph I, is a labeled directed
graph I = (N, R, τv, τc, τp), depicting a collection of triples TI = (s, p, o) = URIs x URIs x
(URIs ∪ Literals) where:

• N is a finite set of nodes.
• R is a finite set of directed edges between nodes, r(ni, nj) with ni, nj ∊ N and

direction from ni to nj.
• τv: is a value function that assigns to each node n ∊ N in I a URI or a literal.
• τp: is a value function that correlates edges of S to edges of I. (such that

τp(r) = λp(e)). For each edge r in R going from a node ni to a node nj, τp returns a
property name p ∊P, where values ni and nj belongs to the interpretation of p:
domain(p) = λc(vi) = τc(ni), range(p) = λc(vj) = τc(nj)

• τc: is a labeling function that captures rdfs:type declarations, linking the RDF
instance graph I with the RDF schema graph S. The τc returns either the name of a
class c ∊ C or the value of the container type (literal). Based on terms of RDFS, the
n ∊ N is an instance of class λc(v) (or the n is type class λc(v)), where v ∊ V.

Now, as an example, consider the CIDOC-CRM1 ontology part shown in Fig. 1 used to
describe the process of information acquisition and the involved actors in cultural
heritage. Although this is only a short example, we have 27 classes and many prop-
erties that need to be examined in order to understand the schema. In blue color, we can
see the summarized graph as it is produced by our method. Obviously, it is easier to
understand schema content using only the summary graph since it contains the most
important nodes out of the initial graph.

3 Assessment Measures

In this section, we present the properties that a sub-graph of our schema is required to
have in order to be considered a high-quality summary. Specifically, we are interested
in important schema nodes that can describe efficiently the whole schema and reflect
the distribution of the data instances at the same time. To capture these properties, we

1 http://www.cidoc-crm.org/official_release_cidoc.html.
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use the notions of relevance and coverage which are further analyzed below. Relevance
is used for identifying the most important nodes and coverage is used for extracting
nodes/paths, which cover the whole spectrum of the RDF/S document.

3.1 Relevance

Importance has a broad range of meanings and this has led to many different algorithms
that try to identify it. Originating from the analysis of social graphs, in the domain of
Semantic Web, algorithms adapting the well-known PageRank [4, 5] have been pro-
posed to determine the importance of elements in an XML document. For RDF/S, other
approaches use measures such as the degree centrality, the between-ness and the
eigenvector centrality (weighted Page Rank and HITS) [7], adjusting them to the
specific features of RDF/S or they try to adapt the degree centrality and the closeness
[8] to calculate the relevance of a node.

In our case, we believe that the importance of a node should describe how well a
node could represent a part of a KB (its area) giving an intuition about its neighbor-
hood. Intuitively, nodes with many connections in a schema graph will have a high
importance. However, since RDF/S KBs might contain huge amounts of data, the latter
data should also be involved when trying to estimate a node’s importance.

Consider for example the node “E37 Mark” and the node “E38 Image” in the
schema graph of Fig. 1. The two nodes have the same number of connections and they
are connected to the same node “E18 Physical Thing”. Now assume that the node
“E38 Image” has the double number of instances. Due to the same number of con-
nections, the two nodes may be considered equal but essentially the “E38 Image” is
more important for the specific RDF/S KB, due to the higher number of instances it
contains. Obviously, the number of instances of the class - that a node corresponds to -
is a valuable piece of information for identifying its importance.

Fig. 1. Example of RDFS knowledge base and the corresponding summary graph (in blue)
(Color figure online)
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In our approach, initially, we determine how central/important a node is, judging
from the instances it contains (relative cardinality). After that, we estimate the cen-
trality of a node in the entire KB (in/out centrality), combining the relative cardinality
with the number and type of the incoming and outgoing edges in the schema. Finally,
the relevance of a schema node is defined by comparing its centrality with the centrality
of its neighbors.

Relative Cardinality. The cardinality of a schema node is the number of instances it
contains in the current RDF/S KB. If there are many instances of a specific class, then
that class is more likely to be more important than another with very few instances.
Similarly, the cardinality of an edge between two nodes in a graph is the number of the
corresponding instances of the nodes connected with that specific edge. Now we can
formally define the relative cardinality of an edge.

Definition 3 (Relative Cardinality of an edge). Let S = (V, E, λc, λp, H) be an RDF
schema graph and I = (N, R, τv, τc, τp) the RDF instance graph of S. The relative
cardinality of an edge e(vi, vj) in S, where e ∊ E and vi, vj ∊ V, i.e. the RC(e(vi, vj)),
(remember that λp(e) = p) is the following:

• In case of available instances: The number of specific instance connections r(ni, nj)
∊ R, ni, nj ∊ N, where τp(r) = λp(e), τc(ni) = λc(vi) and τc(nj) = λc(vj), divided by the
total number of the connections (rk (ni, na), rt (nb, nj) ∊ R, where na, nb ∊ N) of the
instances of these two nodes vi, vj. A constant value a is added to this number.

• In case of no available instances: A constant value a.

RC e vi; vj
� �� � ¼ aþ rm ni;njð Þf gj j

rk ni;nað Þf gj jþ rt nb;njð Þf gj j ; rm ni; nj
� � 2 R

a rm ni; nj
� � 62 R

8
<
:

9
=
; ð1Þ

The constant value a has the value 1/#connections where #connections is the
number of connections e(vi, vj) that exist in the schema. Our algorithm is flexible
enough to focus on the available instances when they exist, and if they are not
available, it only exploits the semantics and the structure of the schema.

In/Out Centrality. In order to combine the notion of centrality in the schema and the
distribution of the corresponding dataset, we define the in/out centrality, exploiting also
the relative cardinality of nodes and edges. The in/out centrality is an adaptation of
the degree centrality [7]. In an undirected graph, the degree centrality is defined as the
number of links incident upon a node. In a directed graph however, as in our case, the
degree centrality is distinguished to the in-degree centrality and the out-degree centrality.

The in-centrality of a schema node v, i.e. Cin(v), is the sum of the weighted relative
cardinalities of the incoming edges. The weights, that are used, are experimentally
defined and depend on the types of the properties as they are identified by the function
кP. As already mentioned, there are two types of properties, the standard RDF types
(for example “rdfs:subClassOf”, “rdfs:label”, “rdfs:comment”) and the user defined
properties (for example the “P45 consists of”, “P128 carries” shown in Fig. 1).
We would like to consider as more important the latter, whereas the former are not

124 G. Troullinou et al.



considered to be equally important. This is partly because the user-defined properties
correlate classes, each exposing the connectivity of the entire schema, in contrast to the
hierarchical RDF/S properties.

Definition 4 (in(out)-centrality of a node). Let S be an RDF schema graph and m be
the number of the incoming (outgoing) edges e(vi, v) (e(v, vi)) of a node v in S. The
Cin(v) (Cout(v)) of v is the sum of the relative cardinality of the edges e(vi, v) (e(v, vi)),
multiplied by a weight wp according to the type of edge.

Cin vð Þ ¼
Xm

1

RC vi; vð Þ � wp Cout vð Þ ¼
Xm

1

RC v; við Þ � wp ð2Þ

Relevance. The notion of centrality, as defined previously, is a measure that can give
us an intuition about how central a schema node in an RDF/S KB is. However, its
importance should be determined considering also the centrality of the other nodes as
well. Consider for example, the nodes “E60 Number” and “E56 Language” shown in
Fig. 1. They have the same number of incoming and outgoing edges and assume that
they have the same number of instances as well. However the “E60 Number” is
connected to more important elements compared to the “E56 Language”. For example,
the node “E18 Physical Thing” is directly connected to the “E60 Number” and has
many other connections and instances. Since the “E18 Physical Thing” is obviously a
very important node, the “E60 Number” is a less appropriate node to represent this area
in a summary. On the other hand, the “E56 Language” is more relevant than the “E60
Number” to represent the specific part of the graph since its neighbors do not have such
a high relevance.

To achieve the aforementioned goal, the relevance of a node is affected by its
surrounding neighbors and more specifically by the number and the connections of its
adjacent nodes. To be more precise, the formula estimates the (number of) connections
of a node and this number is compared to the connections of its neighbors.

Definition 5 (Relevance of a node). Let S be an RDF schema graph, npin be the
number of incoming nodes vi connected to v with ea(vi, v), and the npout be the number
of outgoing nodes vj connected to v with eb(v, vj). The relevance of v, i.e. Relevance(v),
is the sum of in and out centrality of v multiplied by the corresponding number of
nodes, divided by the sum of out-centrality of the incoming nodes vi and the in-
centrality of the outgoing nodes vj.

Relevance vð Þ ¼ CinðvÞ � npin þ CoutðvÞ � npout
Pnpin
1

CoutðviÞð Þ þ Pnpout
1

CinðvjÞ
� � ð3Þ

Obviously, the relevance of a schema node in an RDF/S KB is determined by both
its connectivity in the schema and the cardinality of the instances. Thus, the number of
instances of a node is of vital importance in the assessment procedure. When the data
distribution significantly changes, the focus of the entire data source is shifted as well,
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and as a result, the relevance of the nodes changes. In addition, the importance of each
node is compared to the other nodes in the specific area/neighborhood in order to
identify the most relevant nodes that can represent all the concepts of a graph.

3.2 Coverage

After having estimated the relevance of each node in the schema graph, it is now time
to focus on the paths that exist in a schema graph. The idea behind this is that we are
not interested in extracting isolated nodes, but most importantly we want to produce
valid sub-schema graphs. So the chosen paths should be selected having in mind to
collect the more relevant nodes by minimizing the overlaps.

Definition 6 (Path vs⟶vi). A path from vs to vi, i.e. vs⟶vi, is the finite sequence of
edges, which connect a sequence of nodes, starting from the node vs and ending in the
node vi.

As a consequence, the relative cardinality of a path is the sum of relative cardinalities of
the individual edges. Moreover, the length of a path, i.e. dvs⟶vi, is the number of the
edges that exist in that path.

In our running example of Fig. 1, the nodes “E53 Place” and “E57 Material” are
directly connected to the node “E18 Physical Thing” and have similar connectivity in
the graph. The node “E18 Physical Thing” has a high relevance in the graph and as a
consequence a great probability to be included in the summary. However, although the
“E18 Physical Thing” can be located only in one “E53 Place”, it might consist of many
“E57 Material”. As a consequence, the relative cardinality of the path from the “E18
Physical Thing” to the “E57 Material” (RC(e(“E18 Physical Thing”, “E57 Material”)))
will be higher than the relative cardinality of the path form “E18 Physical Thing” to
“E53 Place”. This means that the path from “E18 Physical Thing” to “E57 Material” is
more representative to be included in the summary than the path from “E18 Physical
Thing” to “E53 Place”. This is because the “E18 Physical Thing” already covers the
“E53 Place” - a physical thing is located only in one place.

In the above example, we dealt with paths of length one. However, the paths
included in the summary should contain the most relevant schema nodes which rep-
resent the remaining nodes, achieving the digest of the entire content of the RDF/S KB.
As a consequence, the main criteria to estimate the level of coverage of a specific path
are: (a) the relevance of each node contained in the path, (b) its relevant instances in the
dataset and (c) the length of the path. As a result, similar to the approach of Yu et al.
[5], we define the notion of coverage as follows:

Definition 7 (Coverage of a path). Let S be an RDF schema graph and I be an
instance of S. The coverage of a path vs⟶vi, i.e. the Coverage(vs⟶vi), is derived
by the sum of the Relevance of the sequential nodes vj contained between the nodes vs
and vi, multiplied by the relative cardinality of each edge e(vj-1, vj) contained in the
path. The result is divided by the length of the path in order to penalize the longer
paths.
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Coverageðvs ! viÞ ¼ 1
dns!ni

�
Xdns!ni

j¼2

RelevanceðvjÞ � RC e vj�1; vj
� �� �� � ð4Þ

The above formula assesses a path and provides a metric to identify the degree of
the contained relevant nodes and how this path can represent (a part of) the original
graph without overlapping issues. Our goal is to select the schema nodes that are more
relevant while avoiding having nodes (or paths) in the summary which cover one
another. The highest the coverage of a path, the more relevant this path is considered in
representing the original graph or part of it.

4 Construction of RDF Summary

Now that we have explained all formulas required in order to calculate the relevance
and the coverage of the elements of an RDF/S KB, we can describe the algorithm for
constructing the RDF schema summary, shown in Fig. 2. Below we explain in more
detail each of the steps of the algorithm.

In the beginning (lines 2–3) the relevance of each schema node is assessed. Spe-
cifically, a value is assigned to each node in the RDF graph according to the Relevance
measure (calculated using the Definition 5). Having calculated the relevance of each
node we would like to get the n most important ones to be further elaborated (line 4).
Usually n is defined by the user. However, if it is left blank this function automatically
retrieves a specific percentage of the nodes in the schema (usually 30–40 %). The
schema nodes in TOP are the structural components to build the schema summary.
However, these nodes might not be directly connected in the RDF schema. Since our

Algorithm 1. ComputeRDFSchemaSummary(B, n) 
Input: An RDF/S Knowledge Base B, n the number of the requested nodes 
Output: An RDF Schema Summary S
 1. Let V be the set of nodes in B 
 2. for each node vi  V 
 3.  ri := calculate_relevance(B, vi) 
 4. TOP := select_top_nodes(B, r, n) 
 5. ADJ := identify_adjacent_nodes(TOP)  
 6. S := construct_subgraph(ADJ) 
 7. if ADJ  < > TOP then
 8. for each node vi  TOP/ADJ 
 9.           ADJ := ADJ - vi
10.         TOP:= TOP vi 
11.         S := S identify_path_with_max_coverage(B, S, vi) 
12. Return S

Fig. 2. The algorithm for computing the RDF Schema Summary
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goal is to create a valid summary schema, we should find the appropriate paths that
connect the non-adjacent nodes of the selected collection (lines 5–6). If all nodes are
adjacent then the schema summary S is the connected subgraph containing these nodes
produced using the construct_subgraph function. Usually however, the nodes included
in the TOP set are not adjacent. Nevertheless, they should also be included in the
produced summary. The goal is to find paths, which connect these nodes with the
already connected ones (lines 7–11). However, we are not looking for random paths but
the ones maximizing the coverage. In other words, we select the paths which contain
the most relevant nodes according to the coverage measure as described in the previous
section. Note that the selection of the nodes to complete the subgraph is done out of the
initial RDF schema graph, since the summary should be coherent with the original
schema. Moreover, in this selection, other nodes might be also included in the summary
in order to connect the most important ones.

When the algorithm finishes its execution, the selected sub-graph S, according to
the previous steps, will be the RDF schema summary. In addition, the result of our
algorithm for a specific input is unique. If the data distribution changes, the summary is
also changed in order to provide an updated view on the corresponding schema and the
updated data instances.

5 Evaluation

The algorithm described in this paper was implemented in the RDF Digest prototype.
We developed the RDF Digest using JAVA and a beta version of the platform is
currently available as a service online.2 A user can upload the RDF/S document, he
would like to be summarized and he is optionally able to define the expected length of
the summary as well. When the input is submitted, the RDF/S document is prepro-
cessed by computing the corresponding RDF/S KB. The result is stored in a Virtuoso
Instance (http://virtuoso.openlinksw.com/) which enables efficient data access. Then,
the algorithm described in Sect. 4 runs and the results are presented to the user.

To evaluate our system, we selected four ontologies: the BIOSPHERE ontology,3

the Financial ontology,4 the Aktors Portal ontology5 and the CIDOC-CRM6 ontology.
BIOSPHERE (87 classes, 3 properties) models information in the domain of bio-
informatics, the Financial ontology (188 classes, 4 properties) incudes classes and
properties in the financial domain and the Aktors Portal ontology (247 classes, 327
properties) describes an academic computer science community. Finally, the CIDOC-
CRM (82 classes, 539 properties) provides definitions and a formal structure for cul-
tural heritage documentation. The first three ontologies have been previously used to
evaluate relevant works on RDF/S summarization, so we can compare our results with

2 http://www.ics.forth.gr/isl/rdf-digest.
3 http://www.aiai.ed.ac.uk/project/biosphere/downloads.html.
4 http://www.larflast.bas.bg/ontology.
5 http://www.daml.org/ontologies/322.
6 http://www.cidoc-crm.org/official_release_cidoc.html.
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these works. More specifically our algorithms are compared to the algorithms proposed
by Peroni et al. [13] and by Queiroz-Sousa et al. [8]. Peroni et al. automatically define
the key concepts in an ontology, combining cognitive principles, lexical and topo-
logical measurements. Queiroz-Sousa et al. on the other hand propose an algorithm that
produces an ontology summary in two manners: automatically using relevance mea-
sures and semi-automatically, using the users’ opinion in addition. Moreover, we tried
but could not get access to [7] to perform the same experiments.

Note that in order to compare our results with the aforementioned works we used
only the RDF schema graph of each ontology since the other approaches do not
consider instances. To demonstrate a scenario where instances are available we eval-
uated our algorithms using CIDOC-CRM with instances as well. Those instances are
real instances retrieving from a real database. Thus, the evaluation is more objective
rather than the creation of synthetic data which may not correspond to a real situation.
To proceed with the evaluation of the first three ontologies, summaries were generated
by eight human experts. These human experts had a good experience in ontology
engineering [13] and were familiar with the aforementioned ontologies. The experts
were requested to select up to 20 concepts which were considered as the most repre-
sentative of each ontology. The generated reference summaries were also used by
Queiroz-Sousa et al. [8] in their evaluation. The level of agreement among experts for
the three ontologies had a mean value of 74 % [13] meaning that the experts did not
entirely agree on their selections. For CIDOC-CRM, the CIDOC Core7 ontology was
proposed by experts as the core subset of the ontology aimed to represent the basic
concepts of CIDOC-CRM into a simple ontology of 29 classes. We used this subset as
the reference summary of CIDOC-CRM.

Metrics like precision, recall and F-measure, used by the previous works [8, 13–15],
are limited in exhibiting the added value of a summarization system because of the
“disagreement due to synonymy” [16] meaning that they fail to identify closeness with
the ideal result when the results are not exactly the same with the reference ones. On the
other hand, content based metrics compute the similarity between two summaries in a
more reliable way [7]. In the same spirit, Maedche et al. [17] argue that ontologies can be
compared at two different levels: lexical and conceptual. At the lexical level, the classes
and the properties of the ontology are compared lexicographically, whereas at the
conceptual level the taxonomic structures and the relations in the ontology are com-
pared. To this direction, we use the following similarity metric Sim(S, A) in order to
define the level of agreement between an automatically produced summary S and a
reference summary A.

Sim S;Að Þ ¼
Kmatchj j þ 0:6 � PKsubj j

1

1
depth þ 0:3 � PK sup erj j

1

1
depth

Kj j ð5Þ

More precisely, K is set of classes contained in A, Kmatch ⊂ K, is the set of classes
appearing also in S, Ksub ⊂ K – Kmatch /Ksuper ⊂ K – Kmatch (where Ksub ∩ Ksuper = ø) is

7 http://www.cidoc-crm.org/technical_papers.html.
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the set of classes having sub-classes/super-classes in K and depth is the distance
between the ideal class and the class identified by the summary. Note that the above
formalism assesses the existence of sub-classes and the super-classes of S in A with a
different percentage. The idea behind that is that the super-classes, since they gen-
eralize their sub-classes, are assessed to have a higher weight than the sub-classes.
Consequently, the effectiveness of a summarization system is calculated by the
average number of the similarity values between the summaries produced by the
system and the set of the corresponding experts’ summaries. In our case, each sum-
mary contains approximately the same number of classes according to the experts’
selections, 20 classes for the BIOSPHERE, the Financial, and the Aktros Portal
ontologies, and 29 classes for the CIDOC-CRM ontology. Our evaluation compares
the similarity – as defined previously- between the summaries produced by our
algorithm and the reference summaries used by the other works and the results are
shown in Fig. 3.

As we can observe, the summaries generated by our system appear to be quite
similar to what experts have produced, in most of the cases showing better results than
other similar systems. Specifically, the summary of the CIDOC-CRM ontology pre-
sents the highest similarity. On the other hand, the results of our system have a good
similarity with the experts in the cases of the BIOSPHERE, the Financial, and the
Aktros Portal ontologies. We have to note that whereas the reference summaries on
these three ontologies contain only isolated classes in the case of CIDOC-CRM the
CIDOC Core contains an entire sub-ontology similar to the result we get from our
system. This is also the reason for the better results that appear for CIDOC-CRM.
Obviously, when instances are used the similarity of the result summary highly
increases and in our case we reach a similarity level of 0.965 which demonstrates the
added value of our approach.

Moreover, our system seems to react better when it deals with dense schemas,
which are confirmed also by the results shown in Fig. 3. As we can see in the image the
Aktors Portal and the CIDOC-CRM ontologies have better results compared to the
BIOSPHERE and the Financial ontologies which contain only hierarchical relation-
ships. However, this observation is to be further verified with more experiments.

Fig. 3. A comparative result of ontology summarization methods
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Furthermore, during our experiments, we observed that as the ontology size and as
a consequence the complexity increases, the similarity of the summaries produced by
the RDF Digest is improved. This is also depicted in Fig. 4 showing that the similarity
increases as the number of properties and classes in the ontology increases as well.

Finally, to test the efficiency of our system, we measured the average time to
produce the summaries using the aforementioned ontologies. We have to note that the
experiments run on a 64 bit Windows 8.1 system with 4 GB of main memory and a
Core i5 Intel CPU running at 1.6 GHz. The results are shown in Fig. 5. As we can
observe, our algorithms produce the requested summary quite fast and require at most
33 sec. Moreover, it is obvious that the larger and the more complex the ontology, the
more time it requires to calculate the corresponding RDF schema summary which is
reasonable as it has to calculate the relevance for more nodes and has to perform more
path constructions for calculating the coverage.

6 Related Work

As already stated, various techniques have been developed for the identification of
summaries over different types of schemas and data. The first works on schema
summarization focused on conceptual [18] and XML schemas [4, 5]. Yu et al. [5]
affirm that, while schema structure is of vital importance in summarization, data dis-
tribution often provides important knowledge that improves the summary quality.
Another work [4] on XML Schemas derives a summary of the schema and then
transforms the instances through summary functions. Other works focus on summa-
rizing meta-data and large graphs. For example, Hasan [15] proposes a method to
summarize the explanation of the related metadata over a set of Linked Data, based on
user specified filtering criteria and producing rankings of explanation statements. One
of the latest approaches that deals with graph summaries [19] examines only the
structure of an undirected graph, neglecting any additional information (such as
semantics). The goal of this work is to generate a summary graph that minimizes the
loss of information out of the original graph. However, our system differs from the
above in terms of both goals and techniques. Although we reuse interesting ideas from

Fig. 4. The similarity as the number of
properties increase (CIDOC-CRM)

Fig. 5. Execution times for producing the RDF
schema summary
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these works, our approach is focused towards RDF/S KBs expressing richer semantics
than conceptual schemas and XML.

More closely related works to our data model and approach are [7, 8, 13]. Zhang
et al. [7] propose a method for ontology summarization based on the RDF Sentence
Graph. The notion of RDF Sentence is the basic unit for the summarization and
corresponds to a combination of a set of RDF statements. The creation of a sentence
graph is customized by the domain experts who provide as input the length of the
summary and their navigation preferences to create the RDF Sentence graph. The
importance of each RDF sentence is assessed by determining its centrality in the graph.
In addition, the authors compare five different centrality measures (degree, between-
ness, PageRank, HITS), showing that weighted in-degree centrality and some eigen-
vector-based centralities are better. However, in this approach, the coverage of the
entire graph is not considered and many important nodes may be left out.

On the other hand, Peroni et al. [13] try to identify automatically the key concepts in
an ontology, combining cognitive principles, lexical and topological measurements such
as density and the coverage. The goal is to return a number of concepts that match as
much as possible those produced by human experts. However, this work focuses only on
hierarchical relationships ignoring the complexity of a graph. In the same direction,
Queiroz-Sousa et al. [8] propose an algorithm which produces an ontology summary in
two ways: automatically, using relevance measures and, semi-automatically, using
additionally the users’ opinion (user-defined parameters), producing a personalized
ontology summary. However, this work ignores the coverage of the graph thus pro-
ducing summaries which include nodes that are already represented by other nodes.

Pires et al. [14], propose an automatic method to summarize ontologies that rep-
resent schemas of peers participating in a peer-to-peer system. In order to determine the
relevance of a concept, a combination two measures, centrality and frequency is used.

Although in most of works the importance of each node is calculated considering
each node in isolation, in our work, we assess its importance in comparison with its
neighbors, producing a better result. Moreover, many of these works (such as [8, 15])
do not consider the coverage of each node and end up collecting nodes already rep-
resented by other nodes. In addition, some of these works (e.g. [8, 13]) provide a list of
the more important nodes, whereas others [7, 8, 14] and our approach, create a valid
summary schema. Finally, other approaches try to navigate on the Linked Data Cloud
using summaries of interlinked datasets [20]. However, our work is the only one that
automatically produces a summary graph, exploiting the data instances and essentially
provides an overview of the entire KB (both schema and instances).

7 Conclusions and Future Work

In this paper, we present a novel method that automatically produces summaries of
RDF/S KBs. To achieve that, our algorithm exploits the semantics and structure of the
schema and the distribution of the data by combining all these information using the
relevance and the coverage properties. The performed evaluation verifies the feasibility
of our solution and demonstrates the advantages gained by efficiently producing good
summaries. Compared to other similar systems, our approach produces better results,
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further improved by exploiting knowledge about the instance distribution. Moreover,
although most of the systems just select nodes or paths as the result summary, our result
is a valid RDFS graph/document out of the initial RDF schema graph and can be used
for query answering as well.

We plan to extend our implementation in order to produce the schema summary of
large schemas in the Linked Data Cloud. Instead of relying on reference summaries for
the evaluation of the automatically produced summaries, an interesting idea is to check
if these summaries are able to answer the most common queries formulated by the
users. Another interesting topic would be to extend our approach for OWL ontologies.
As the size and the complexity of schemas and data increase, ontology summarization
is becoming more and more important and several challenges arise.

Acknowledgments. This work was partially supported by the EU projects DIACHRON
(FP7-601043), iManageCancer (H2020-643529), MyHealthAvatar (FP7-600929) and EURECA
(FP7-288048).
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Abstract. Uniform Resource Identifiers (URIs) are one of the corner
stones of the Web; They are also exceedingly important on the Web of
data, since RDF graphs and Linked Data both heavily rely on URIs to
uniquely identify and connect entities. Due to their hierarchical struc-
ture and their string serialization, sets of related URIs typically contain a
high degree of redundant information and are systematically dictionary-
compressed or encoded at the back-end (e.g., in the triple store). The
paper represents, to the best of our knowledge, the first systematic com-
parison of the most common data structures used to encode URI data.
We evaluate a series of data structures in term of their read/write per-
formance and memory consumption.

1 Introduction

Uniform Resource Identifiers (URIs) are essential on the Web of data, since
RDF graphs heavily rely on them to uniquely identify and connect online enti-
ties. Due to their hierarchical structure and serialization, sets of related URIs
typically contain a high degree of redundant information and are very often
dictionary-compressed or encoded at the back-end (e.g., in the triple store). In
our own Diplodocus system [18–20], for instance, every URI is encoded as an
integer number during the loading phase, and almost all subsequent operations
are applied on the fixed-size, compact, and encoded version rather than on the
variable-size original string. After resolving a query, though, we have to translate
those ID back to their original values to display results to the client.

Working on Diplodocus, we observed that a significant part of query exe-
cution times can be consumed by encoding and decoding IDs assigned to URIS
back and forth. For this reason, we present in the following and to the best of our
knowledge the first systematic comparison of the most common data structures
and hash functions used to encode URI data. Although related studies on data
structures or hash-tables were already performed [15]1,2, they were not using the
very large sets of URIs we typically operate on in the context of Semantic Web
applications. Semantic Web URIs, for instance, are not standard strings, since
1 http://attractivechaos.wordpress.com/2008/08/28/comparison-of-hash-table-

libraries/.
2 http://incise.org/hash-table-benchmarks.html.
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they exhibit some very unique properties including longer lengths, high overlaps
between related URIs, and hierarchical structures. Also, previous studies focused
mostly on a few specific operations (like insertion, random updates or deletions),
without giving a clear picture of the most important operations on URIs in our
context (e.g., repeated look-ups or memory impact, etc.).

This paper analyzes the performance of various data structures from a prag-
matic point of view. Therefore we formulate the following research question:
Which data structure performs best when encoding a URI dictionary
for a triplestore? In our analysis we take various factors into account like
data size, data type (synthetic or real world data), and specific use-cases, e.g.,
read-mostly or read/write workloads.

The rest of this paper is structured as follows: We start by briefly reviewing
the related work below in Sect. 2. We introduce the generic data structures and
system-specific structures we benchmark in Sect. 3. We describe our experimen-
tal setup, the datasets we use, and our experimental results in Sect. 4, before
concluding in Sect. 6.

2 Related Work

Most of the triplestores and RDF data management systems today include some
component to encode the URIs appearing the RDF triples. We only cite a handful
of approaches below, that are directly used in our performance evaluation here-
after. We refer the reader to recent surveys of the field (such as [8,9,11] or [13])
for a more comprehensive coverage of RDF systems and of the methods they use
to encode data.

In RDF-3X [17], Neumann et al. use standard B+-tree to translate strings
into IDs. Instead of using a similar approach to perform translations back
(from IDs to literals after query processing as ended), they implement a direct
mapping index [7]. This solution is tuned for id lookups, which helps them achieve
a better cache-hit ratio.

Several pieces of work including [1] or [3] implement dictionary-mapping
schemes. Typically, these systems implement two independent structures to han-
dle two-way encoding/decoding (id to value, and value to id). For the value to
id mapping, many approaches use disk-resident solutions. To perform the id to
value mapping, approaches typically use auxiliary constant-time direct access
structures.

In [14], Martinez-Prieto et al. describe advanced techniques for effectively
building RDF dictionaries and propose a working prototype implementing their
techniques. In their approach, values are grouped by the roles they play in
the dataset such that all resulting encodings are organized by their position
in the triples (e.g., subject, predicate, or object). Hence, the client has to specify
the role of the desired piece of data when retrieving it.
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3 Evaluated Methods

Reflecting on the approaches and systems described above, we decided to focus
our evaluation on a set of generic data structures and to include in addition a
few popular systems and approaches that were designed specifically to handle
Semantic Web data. We present a series of generic data structures in Sect. 3.1,
and a set of approaches we borrowed from Semantic Web systems in Sect. 3.2
below.

Our goal is primarily to analyze the performance of different paradigms (tries,
hash tables, search trees) on RDF data (specifically, URIs). We compare differ-
ent implementations of the same paradigm to see how the implementation might
affect the performance and provide factual information to the community. We
found that implementations matter: our results (see Sect. 5) show striking per-
formance differences between various implementations. Our goal is not to show
the superiority one given data structure, but to empirically measure and analyze
the tradeoffs between different paradigms and implementations.

3.1 Generic Data Structures

We describe below the various data structures we decided to evaluate.

Hash Table (STL):3 std::unordered map is an unordered associative con-
tainer that contains key-value pairs with unique keys. It organizes data in
unsorted buckets using hashes. Hence, search, insertion and deletion all have
a constant-time complexity.

Google Sparse Hash Map:4 Google Sparse Hash is a hashed, unique associa-
tive container that associates objects of type Key with objects of type Data.
Although it is efficient, due to its intricate memory management it can be
slower than other hash maps. An interesting feature worth mentioning is its
ability to save and restore the structure to and from disk.

Google Dense Hash Map:5 google::dense hash map distinguishes itself from
other hash-map implementations by its speed and by its ability to save and
restore contents to and from disk. On the other hand, this hash-map imple-
mentation can use significantly more space than other hash-map implemen-
tations.

Hash Table (Boost):6 this is the unordered map version provided by the
Boost library; It implements the container described in C++11, with some
deviations from the standard in order to work with non-C++11 compilers
and libraries.

Binary Search Tree (STL):7 std map is a popular ordered and associative
container which contains key-value pairs with unique keys. Search, removal,

3 http://en.cppreference.com/w/cpp/container/unordered map.
4 https://code.google.com/p/sparsehash/.
5 https://code.google.com/p/sparsehash/.
6 http://www.boost.org/doc/libs/1 55 0/doc/html/unordered.html.
7 http://en.cppreference.com/w/cpp/container/map.
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and insertion operations all have logarithmic complexity. It is implemented
as a red-black tree (self-balancing binary search tree).

B+ Tree:8 STX B+ Tree is designed as a drop-in replacement for the STL
containers set, map, multiset and multimap, STX B+ Tree follows their
interfaces very closely. By packing multiple value-pairs into each node of
the tree, the B+ tree reduces the fragmentation of the heap and utilizes
cache-lines more effectively than the standard red-black binary tree.

ART Tree: Adaptive radix tree (trie) [12] is designed to be space efficient
and to solve the problem of excessive worst-case space consumption, which
plagues most radix trees, by adaptively choosing compact and efficient data
structures for internal nodes.

Lexicographic Tree: Lexicographic Tree is an implementation of a prefix tree,
where URIs are broken based on their common parts such that every sub-
string is stored only once. An auto-incremented identifier is stored in the
leaf level. The specific implementation we benchmark was initially designed
for our own Diplodocus [18,20] system.

HAT-trie: HAT-trie [2] represents a recent combination of different data struc-
tures. It is a cache-conscious data structure which combines a trie with a
hash table. It takes the idea of the burst trie and replaces linked-lists bucket
containers there with cache-conscious hash tables.

3.2 Data Structures from RDF Systems

We describe below the two specific URI encoding subsystems that we directly
borrowed from popular Semantic Web systems.

RDF-3X: As triples may contain long strings, RDF-3X [17] adopts the app-
roach of replacing all literals by IDs using a mapping dictionary (see, e.g.,
[5]) to get more efficient query processing, at the cost of maintaining two dic-
tionary indexes. During query translation, the literals occurring in the query
are translated into their dictionary IDs, which is performed using an opti-
mized B+-tree to map strings onto IDs. For our experiments, we extracted
the dictionary structure from the presented system. We also maintained the
entire dictionary in main memory to avoid expensive I/O operations9.

HDT: HDT [14] follows the last approach described above in our Related Work
section; Data is stored in HDT in four dictionaries containing: (i) common
subjects and objects (ii) subjects (iii) objects and finally (iv) predicates.
When benchmarking this data structure, we followed exactly the same sce-
nario as for the previous one, i.e. we extracted the dictionary structure from
the system and then fitted the data in main memory. Similarly, the structure
is available on our web page.

8 https://panthema.net/2007/stx-btree/.
9 See http://exascale.info/uriencoding.
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4 Experimental Setup

We give below some details on the dataset, the hardware platform, and the
methodology we used for our tests. Then, we present the results of our perfor-
mance evaluation. All the datasets and pieces of code we used, as well as the
full set of graphs that we generated from our tests, are available on our project
webpage: http://exascale.info/uriencoding.

4.1 Datasets

We extracted URIs and literal values from well-known RDF benchmarks. To
get additional insight into the various datasets, we compressed them with a
standard tools (bzip2 [4]) and analyzed the structure of their URIs. Along with
the descriptions of the datasets below, we present the compression ratios we
obtained with bzip2 (denoted as CR), the number of levels in a radix trie (#L)
built on top of each dataset, and the average number of children per level in the
top-3 levels of the trie (L1, L2, L3).

DS1: 26,288,829 distinct URIs (1.6 GB) were extracted from the dataset gener-
ated by the Lehigh University Benchmark (LUBM) [10] for 800 universities.
LUBM is one of the oldest and most popular benchmarks for the Semantic
Web. It provides an ontology describing universities together with a data
generator producing well-structured datasets. [CR 42:1, #L 15, L1 7.5, L2
5.9, L3 4.9]. The URIs in this dataset are highly regular and mostly keep
entities labels of around 50 classes (“Department”, “University”, “Profes-
sor”, etc.). The entities are organized as a forest with universities as root
nodes of each tree.

DS2: 64,626,232 distinct URIs (3.3 GB) were extracted from the dataset gener-
ated by the DBpedia SPARQL Benchmark [16], with a scale factors of 200 %.
[CR 10:1, #L 59, L1 58, L2 50.8, L3 15.4]. It is a real dataset, with distinct
entity names, such that there is no distinct recurring pattern in them. Prop-
erties may be strings, numbers (real and integer), dates, URIs (http, ftp)
and links to other entities. Labels and properties may have a language suffix
(2 character string). Properties may have a property type suffix which is a
URI from a set of around 250 URIs.

DS3: 24,214,968 distinct URIs (2.1 GB) were extracted from the dataset gen-
erated by the Berlin SPARQL Benchmark (BSBM)10, with a scale factor
439,712. [CR 72:1, #L 17, L1 33, L2 14.8, L3 10]. This dataset describes
entities and properties in a e-commerce use-case. The way of identifying
entities is similar to LUBM. Entities have however a rich set of properties
(around 50 % of all elements in the dataset).

DS4: 36,776,098 distinct URIs (3.2 GB) were extracted from a dataset generated
by BowlognaBench [6] for 160 departments. [CR 49:1, #L 17, L1 22.5, L2
2.5, L3 1.6]. The dataset is almost fully constituted by entities labels. The
way of creating these entities is similar to LUBM.

10 http://wifo5-03.informatik.uni-mannheim.de/bizer/berlinsparqlbenchmark/.

http://exascale.info/uriencoding
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DS5: 52,616,588 distinct URIs (3.2 GB) were extracted from the dataset gen-
erated by the Lehigh University Benchmark [10] for 1,600 universities. We
generated this data set to work with a larger number of elements in order to
evaluate scalability. [CR 42:1, #L 15, L1 7.5, L2 5.9, L3 4.5].

DS6: 229,969,855 distinct URIs (14 GB) were extracted from dataset generated
by the Lehigh University Benchmark [10] for 7,000 Universities. This is the
biggest dataset we considered. [CR 42:1, #L 15, L1 7, L2 6.2, L3 5.8].

Due to the space limitations, only a subset of the results, mostly from DS2
and DS6, are presented below. After conducting the experiments and carefully
analyzing the results we noticed that those two datasets represent the most
interesting scenarios. DS6 is the biggest dataset we use and can show how data
structures scale with the data size. DS2 is a real dataset and is especially inter-
esting given the heterogeneity of its URIs (length, subpath, special characters,
etc.). The full experimental results are available on our project webpage: http://
exascale.info/uriencoding.

4.2 Experimental Platform

All experiments were run on a HP ProLiant DL385 G7 server with two Twelve-
Core AMD Opteron Processor 6180 SE, 64 GB of DDR3 RAM, running Linux
Ubuntu 12.04.1 LTS. All data were stored on a recent 2.7TB Serial ATA disk.

4.3 Experimental Methodology

We built a custom framework for working with the various data structures, in
order to measure the time taken to insert data, as well as the memory used and
the look-up time. The framework covers URI-to-ID mappings and URI look-ups.

When measuring time, we retrieve the system time the process consumes to
perform the operation (e.g., loading data, retrieving results) and exclude the
time spent on loading data from disk in order to eliminate any I/O overhead.
We also retrieve the memory consumed by the actual data by extracting the
amount of resident memory used by the process.

As is typical for benchmarking database systems (e.g., for tpc-x 11), we run
all the benchmark ten times and we report the average value of the ten runs.

During our experiments, we noticed significant differences in performance
when working with ordered and unordered URIs, thus we additionally tested all
data structures for both of those cases. Finally, in order to avoid the artifacts
created by memory swapping, we had to limit DS6 to 100M elements when
benchmarking the data structures.

Figure 1 gives an overview of our test procedure for the data structures and
subsystems. First, we load all URIs available from a file into an in-memory array
to avoid any I/O overhead during the benchmarking process. Then, we iteratively
insert and query for URIs by batches of 100 k: At each step, we first measure
11 http://www.tpc.org/.

http://exascale.info/uriencoding
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the time it takes to load 100 k URIs, and then do 100 k random look-ups on the
elements inserted so far, until all URIs are inserted. In summary, we report the
following for the data structures:

– total insertion time [s];
– incremental insertion time by steps of 100 k inserted URIs [s];
– relative memory consumption, which is the ratio between the dictionary mem-

ory consumption and the total size of the inserted URIs;
– lookup time by steps of 100 k inserted URIs [s].

As noted above, our goal is to compare the various structures from a pragmatic
perspective. For each structure, we investigate its performance on bulk load
(total insertion time) and on dynamically incoming data (incremental insertion
time). Using the relative memory consumption, we show if the data structure
performs any compression or if it introduces any space overhead. Finally, we
investigate how fast it performs URI lookups w.r.t. the size of the data structure
(number of URIs loaded).

Load URIs 
to array

insert 100k 
URIs

measure 
insertion time 
and memory

lookup 100k

measure 
lookup time

return

insertion time 
memory

lookup time

for all 
URIs

Fig. 1. Overview of our test procedure for the data structures

5 Experimental Results

5.1 Results for Generic Structures

Figures 2 and 3 show the insertion time for DS2 and DS6, respectively for a
varying number of keys and for the full dataset. We observe that for synthetic
data all the tree-like structures preform slightly better. As the data is more
regular, it is easier to decompose URIs in that case.

We observe that for inserts, hash tables work equally well for ordered and
unordered data (as they anyway hash the value before inserting it), which is not
the case for other data structures. In addition, hash tables are on average faster
than their alternatives. The only exception is Google Sparse Hash Map, which
was 5 times slower than the other hash tables.

Tries and search trees are very sensitive to the key ordering. Shuffled datasets
were taking 3–4 times more time to be inserted than the same datasets with
sorted keys. On the other hand, in case of sorted datasets, they are as fast as
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Fig. 2. Insertion time as a function of dictionary size for DS2, DS6

hash tables. ART-Tree is clearly more efficient in that context than the other
data structures.

The average insert time—given as a function of the data structure size (see
Fig. 2)—stays nearly constant for all structures. We know that it is actually
logarithmic to the size of a dictionary for tries and search trees, though the
curves are reaching their flatter part quite early.

Figure 2 is also showing a very prominent drawback of hash tables: timeouts
when inserting data caused by regular hash table resize (the size of the under-
lying structure is typically doubled every time the table is filled up to a certain
percent). The timeouts might last for several seconds. The other data structures
do not exhibit such a behavior.

Figure 4 shows the relative memory consumption of the data structures under
consideration. Most of the structures consume 2–3 times more memory than the
original datasets. However, the optimized tries (ART-tree and HAT-Trie) show
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Fig. 3. Total time for fill a dictionary (DS2, DS6)

Fig. 4. Relative memory consumption (DS2, DS6)

outstanding results. ART-TRee consumes about 1.5x more memory than the
size of DS6. HAT-Trie takes less memory than the original data (90 % of DS6).
So, it can actually compress the data while encoding it. We connect this feature
to the fact that tries (prefix trees) can efficiently leverage the structure of rdf
URIs, which are characterized by repetitive prefixes (domains and subdomains
of sets of entities).

Figure 5 reports the look-up times for 100 K random records after inserting
100 K records incrementally for ordered and unordered datasets. As for the load-
ing times, the regularity of the data positively influences the look-ups. Regular
and synthetic data is easier to handle and the performance is closer to linear,
especially when the URIs are ordered. We observe a strong impact on perfor-
mance for the prefix and the search trees, while hash tables stay indifferent to
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Fig. 5. Look-up times when inserting elements incrementally by 100 k (DS2, DS6)

the order in which the data is inserted. Further analyzes are done on sorted
datasets only.

Search trees (B+tree and STL Map) and Lexicographic tree look-up times
grow logarithmically with the size of the dictionary. In general, they are 3–6 times
slower than the fastest data structures. All the others included hash tables, the
HAT-Trie and ART-Trie are showing similar results, and can handle 100 K queries
in approximately 0.1 s regardless of the size of the dictionary.

The aforementioned features make hash tables an excellent option for dynamic
or intermediate dictionaries, which are crucial for many data processing steps.
They are fast in inserts and queries and do not require the keys to be sorted. For
RDF archival or static dictionaries, a better option would be a modern data struc-
ture like the ART-tree or HAT-trie. They are as fast as hash tables for queries and
consume much less memory (HAT-trie actually compresses the data). The sensi-
tivity to the key’s order is not crucial for a static case, since data can be pre-sorted.
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5.2 Results for RDF Subsystems

Dictionary structures from RDF systems behave very differently, since they rep-
resent very polarized ways of dealing with the problem of storing triples. HDT is
an in-memory compressed and complex set of structures to manage URIs. RDF-
3X on the other hand represents a disk-oriented structure (that is then partially
mapped into main-memory) based on B+tree.

(a) Cumulative insertion time and memory consumption

(b) Look-up times (by URI and by ID) when inserting elements incrementally by 100k
on unordered data

Fig. 6. Results for HDT (DS6)

Figure 6a shows the cumulative time and memory consumption during inser-
tion for HDT. To insert all elements of DS6, it takes about 450 s for ordered
values and 1100 s for unordered, consuming about 1.1 GB of memory in both
cases. Loading elements is linear in time. Memory consumption increases lin-
early also.

We benchmarked look-ups both by URI and by ID (Fig. 6b). Unsurprisingly,
retrieving data by string elements is more expensive than by integers, about
3 times for unordered elements. However, for ordered elements the difference is
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not that large, i.e., less than 2x. URIs look-ups are close to being constant in
time, though we can observe some negative influence from growing amounts of
data. Retrieving values by ID does not depend on the order of the elements and
performs in constant time, without much influence from the data size.

(a) Cumulative insertion time and memory consumption

(b) Look-up times (by URI and by ID) when inserting elements incrementally by 100k
on unordered data

Fig. 7. Results for RDF-3X (DS6)

The RDF-3X dictionary needs about 120 s to load all elements of DS6, con-
suming at the same time more than 9 GB of memory (Fig. 7a). The insertion
costs are independent of the order of the elements in the dataset. We can also
observe here a difference between look-ups by URI and ID (Fig. 7b), however
for RDF-3X the difference is significantly bigger; it is more that 5 times slower
to retrieve string values than integers. The string look-up time here is also less
sensitive to the order of values. Retrieving values by ID performs in linear time
when increasing the data size.
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6 Conclusions

URI encoding is an important aspect of the Web of data, as URIs are omnipresent
in Semantic Web and LOD settings. Most RDF systems use their own encoding
scheme, making it difficult to have a clear idea on how different methods com-
pare in practice. In this paper, we presented, to the best of our knowledge, the
first systematic comparison of the most common data structures used to manage
URI data. We evaluated a series of data structures (such as sparse hash maps
or lexicographic trees) and RDF subsystems in terms of their read/write perfor-
mance and memory consumption. Beyond the selection of graphs presented in
this paper, all the datasets and pieces of code we used, as well as the full set of
graphs that we generated from our tests, are available online12.

We make a series of observations from the results obtained through our per-
formance evaluation:

1. Data loading times can widely vary for different index structures; Google’s
dense map, the Hash Tables from STL and boost, ART tree, and HAT-trie
are one order of magnitude faster than Google’s sparse map, Binary Search
Tree, and the B+ and lexicographic trees implementations we benchmarked
for reasonably big datasets.

2. Data loading times for more sophisticated structures from RDF-3X or HDT
are considerably slower; RDF-3X is typically one to two orders of magnitude
slower than the standard data structures. HDT is even slower, as it is almost
one order of magnitude worse than RDF-3x.

3. Memory consumption also exhibits dramatic differences between the struc-
tures; most of the usual data structures are in the same ballpark (differences
of about 20 % for big datasets), with HAT-trie significantly outperforming
other generic data structures (three times less memory consumed comparing
to the average). RDF-3X is also very effective in that context, requiring 30 to
40 % less memory than any of the standard data structures. The clear winner
in terms of resulting data size is however HDT, requiring one order of magni-
tude less space than the other structures (which confirms the validity of the
compression mechanisms used for that project).

4. The time taken to retrieve data from the structures also vary widely; Google’s
dense map, ART tree, HAT-trie, and the Hash Tables from STL and boost
are here also one order of magnitude faster than the other structures.

5. Look-up performance for more sophisticated structures borrowed from RDF
systems are competitive; HDT is a few times slower than the best hash-tables
for look-ups, while RDF-3X is around 5 to 10 times slower.

6. Cache-aware algorithms (e.g., HAT-trie) perform better than others since
they take advantage of the structure of the cache hierarchy of modern hard-
ware architectures.

7. Finally, the order of inserted elements matters for most of the data structures.
Ordered elements are typically inserted faster and look-ups are executed more
efficiently, though they consume slightly more memory for the B+tree.

12 http://exascale.info/uriencoding.
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Overall, the HAT-trie appears to be a good comprise taking into account all
aspects, i.e., memory consumption, loading time, and look-ups. ART also appears
as an appealing structure, since it maintains the data in sorted order, which
enables additional operations like range scans and prefix lookups, and since it
still remains time and memory efficient.

We believe that the above points highlight key differences and will help the
community to make more sensible choices when picking up hashes and data
structures for the Web of Data. As a concrete example, we decided to change
the structures used in our own Diplodocus system following those results. As
we need in our context to favor fast insertions (both for ordered and unordered
datasets), fast look-ups and relatively compact structures with no collision, we
decided to replace our prefix tree (LexicographicTree) with the HAT-trie. We
gained both in terms of memory consumption and efficient look-ups compared
to our previous structure; We believe that this new choice will considerably
speed-query execution times and improve the scalability of our system.

Our benchmarking framework can easily be extended to handle further data
structures. In the future, we also plan to run experiments on new dataset such
as Wikidata and bioinformatics use-cases.
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Abstract. Being promoted by major search engines such as Google,
Yahoo!, Bing, and Yandex, Microdata embedded in web pages, espe-
cially using schema.org, has become one of the most important markup
languages for the Web. However, deployed Microdata is most often not
free from errors, which limits its practical use. In this paper, we use
the WebDataCommons corpus of Microdata extracted from more than
250 million web pages for a quantitative analysis of common mistakes
in Microdata provision. Since it is unrealistic that data providers will
provide clean and correct data, we discuss a set of heuristics that can
be applied on the data consumer side to fix many of those mistakes in a
post-processing step. We apply those heuristics to provide an improved
knowledge base constructed from the raw Microdata extraction.

Keywords: Microdata · schema.org · Data quality · Knowledge base
construction

1 Introduction

In the recent years, languages for incorporating structured knowledge into HTML
web pages, such as RDFa, Microformats, and Microdata, have been proposed.
Out of those, the latter shows the widest adoption [11], in particular due to the
Schema.org initiative driven by major web search engines such as Google, Bing,
Yahoo!, and Yandex.1

Themainmotivation forweb site providers to includeMicrodata is an improved
displaying of results by major search engines and by this a improved awareness of
their page to the user. Search engines display richer results for web sites described
with Microdata. Furthermore, the extraction of a large-scale knowledge base is
possible by harvesting data from different sites. One such knowledge base is the
Web Data Commons Microdata corpus2 [11].

In order to fully exploit such capabilities, it is necessary that web site providers
adhere to the standards defined by schema.org. For example, a product offer will
only appear on an aggregate search site if it uses the correct schema.org classes
1 http://schema.org.
2 http://webdatacommons.org/structureddata/.
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and properties to annotate the relevant information. Furthermore, a knowledge
base extracted from Microdata will be of higher utility the more strictly the given
schema is followed.

In this paper, we analyze common mistakes made in the adoption of sche-
ma.org for Microdata. Using the WebDataCommons Microdata corpus extracted
from the web corpora provided by the Common Crawl Foundation,3 we perform
a quantitative analysis of those mistakes, and we compare the findings to similar
analyses carried out on Linked Open Data (LOD). For many of those mistakes,
we discuss heuristics to fix them, and apply the fixes to the recent WebDat-
aCommons Microdata corpus. That cleaned corpus contains data that is both
syntactically and semantically corrected, and thus represents a more valuable
knowledge base. Each heuristic applied is evaluated with respect to its quanti-
tative impact.

The rest of this paper is structured as follows. Section 2 gives an overview of
related work. Section 3 shows the quantitative analysis of common mistakes
observed in deployed Microdata, and Sect. 4 discusses heuristics for fixing many
of those mistakes, as well as the construction of a cleaned up Microdata corpus.
We close with a summary and an outlook on future work.

2 Related Work

In [14], the definition of schema.org and its mapping to RDF triples and OWL
has been reviewed from a model-theoretic perspective. While that work is rather
top-down, starting from the schema definition, we follow a bottom-up approach,
making quantitative statements about the actually deployed data – a task named
as future work in [14].

Only few works have analyzed the current deployment of RDFa, Microdata,
and Microformats in the Web. Mika et al. have presented the first statistics of
deployment of the three markup languages in 2011 [12] and 2012 [13], using a
non-public web crawl owned by Yahoo!. Bizer et al. [4] present a broader analysis
of the current deployment using the public web crawls of the Common Crawl
Foundation. They report a strong deployment of markup to describe companies,
persons, products, and events, but also note a rather flat usage of properties to
describe those items. All those works solely perform an empiric analysis on the
current deployment of the different markups and schemas, without a discussion
the deviation between the schema definition(s) and the actual usage.

The problem of flatly described items is analyzed in-depth for the class
s:Product4 [15]. The authors propose to use regular expressions for extracting
features from the title and the description of products marked with Microdata.

A study on validation problems with HTML pages has been done by Chen
et al. [5]. They found that only 5% of all web pages are valid according to HTML
standards, and analyzed the major problems leading to this invalidity.

3 http://commoncrawl.org.
4 In this paper, we use s:Foo as a shorthand notation for http://schema.org/Foo.

http://commoncrawl.org
http://schema.org/Foo
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For Linked Open Data (LOD), similar works have been carried out [18].
While many of the metrics applied for LOD are rather LOD-specific (such as
the presence and correctness of dataset interlinks), some of the typical mistakes
apply to both LOD and Microdata, mainly in the categories of validity and
consistency. In the following, we cite some works which perform similar analyses
as the one presented in this paper on LOD. Similar to our work for Microdata
described in this paper, LOD Laundromat project provides cleaned versions of
LOD datasets with syntax errors removed [3].

One of the closest works is the work on the Pedantic Web [8]. The authors
identify four categories of mistakes in Linked Open Data, i.e., incomplete, inco-
herent, hijack, and inconsistent. An updated study on a more recent crawl of
LOD has been discussed in [17]. Similar to those papers, Prolod++ [1], among
others, can search for typical modeling problems such as data properties with
inconsistent data values (e.g., mixing numbers and dates). The work by Ziawasch
et al. [2] even goes one step further. Using the deployment of Linked Open Data,
their work aims to check whether properties are attached to the “right level”
within the hierarchy or if certain properties should be redefined.

In this paper, we specifically analyze to which extent the schema definition
of schema.org is followed. Similar works also exist for Linked Open Data, e.g.,
the DataBugger framework, which is based on user-formulated tests run against
SPARQL endpoints [9] and examines the adherence of instance data to a schema
and additional, user-defined constraints. Similarly, SWIQA uses patterns and
rules, e.g., for defining legal ranges of literals [6]. On the schema level, tools like
OOPS! [16] search for common violations of modeling best practices.

3 A Quantitative Analysis of Common Errors
in Schema.org Microdata

For our analysis, we use the most recent Microdata corpus5 from WebDataCom-
mons [11]. That original corpus includes over 8.7 billion triples originating from
463 539 pay-level domains (PLDs), where we focus on the large majority of PLDs
which make use of the schema.org vocabulary (see Sect. 3.1).6

To avoid misleading results which are artifacts due to the selection strategy
of the underlying web crawl (not all PLDs are fully crawled), we mainly report
numbers aggregated to PLDs instead of triples. This leads to more represen-
tative numbers, assuming that an institution (with one or more web masters)
is responsible to maintain the pages of a PLD, and that this institution will
always apply the same patterns for markup, i.e., they will also repeat the same
set of mistakes. Moreover, many websites are generated from databases, and the
markup of the information follows a global algorithm, i.e., values from the same

5 http://webdatacommons.org/structureddata/2013-11/.
6 Only 0.1 % of all PLDs deploying RDFa use schema.org, and only 2.4 % of all LOD

sources [11,17]. Hence, we restrict ourselves to Microdata, where we see a large-scale
adoption of schema.org.

http://webdatacommons.org/structureddata/2013-11/
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database field are always marked up in the same way for one PLD. Different
aggregations are only used for making comparisons to other research works.7

For the schema description of schema.org, we use the RDF description of
schema.org, using version 1.91.8

From the Pedantic Web paper [8] (see above), we have selected those mis-
takes that can also occur in Microdata. However, since we base our analysis on
an extracted corpus of structured data, not the original embedding web pages,
we have no data for some of the categories reported in their paper, such as
syntax errors preventing a correct parsing of the contents. Furthermore, some
of the categories, such as the misuse of constructs that exist in OWL, but not
schema.org, are not applicable to our use case.

3.1 Usage of Wrong Namespaces and Identification
of Relevant PLDs

In this paper, we are primarily interested in schema.org Microdata. Hence, we
first identify all PLDs from the Microdata corpus which deploy such data by
looking at the namespaces used. To extract the namespaces from the types within
our corpus, we worked with a known namespace list, which includes the most
common namespaces as done by Bizer et al. [4].

In our case, the two namespaces for data-vocabulary.org and schema.org are
mostly deployed. For all non-fitting namespaces, we consider the substring until
the last non-trailing slash as a namespace.9

As a result of this extraction, we could identify over 15K different namespaces
within the whole Microdata corpus. At a first glance, besides the two major
namespaces (data-vocabulary.org and schema.org), we identified obvious typos of
those two major namespaces, and a large number of website specific namespaces.

As proposed by [11], and since we are mostly interested in the most com-
mon errors, we filtered out all namespaces occurring solely in one PLD. This
results in 361 different namespaces, including the two major namespaces. By
manually inspecting this set, we could identify 162 namespaces, used by 398 542
PLDs, which obviously were meant to be schema.org, but did not use the correct
namespace. 149 of those included the substring schema.org. The remaining 13
were well-formed URIs10 whose protocol and authority is within an edit distance
of 1 to http://schema.org.

Inspecting the most common errors we found that 102 namespaces include
a leading www., 19 use the https protocol, 11 have missing slashes within the
namespace, and four used a wrong capitalization (e.g., SChema.org). Despite this

7 Although the comparisons should be handled with care, since they might be biased
by different crawling strategies underlying the corpora at hand.

8 http://schema.rdfs.org/.
9 Note that this might lead to a larger amount of different namespaces in the case

of wrong written namespaces or the use of the schema.org extension mechanism, as
defined by http://schema.org/docs/extension.html.

10 Based on http://www.ietf.org/rfc/rfc2396.txt.

http://schema.org
http://schema.rdfs.org/
http://schema.org/docs/extension.html
http://www.ietf.org/rfc/rfc2396.txt
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large variety, overall only 4 909 (1.23%) from 398 542 pay-level domains deploy
a wrong namespace meant to be http://schema.org.

In the following sections, we will only use those triples which at least include
the substring schema.org within the namespace. Those 398 542 PLDs, origi-
nating from 217 018 636 different URLs, contain 6.4 billion triples describing
1.4 billion different instances (identified by a class), which corresponds to 86.0%
of the complete Microdata corpus.

The problem of wrong namespaces in schema.org Microdata is a subproblem
of the dereferencability issues in [8], although only for schema elements, not for
instances (a schema element with a wrong namespace will not be derefencable,
but a non-derefencable one may still have a correct namespace). Still, we can
compare it to the analysis of dereferencability of vocabulary elements for LOD
provided in [17]. According to that paper, 80% of all LOD datasets use at least
one schema element which is not de-referenceable, which is a much larger fraction
than for schema.org Microdata.11

3.2 Usage of Undefined Types

Using the definitions from the schema.org website, we identified 24 227 (6.07%)
PLDs which make use of undefined types by simply selecting the type-triple for
each entity and searching its value in this definition. Table 1 lists the ten most
common used schema.org types, which are not defined by the official schema.
Inspecting a larger fraction of the list of undefined types manually, we could
identify three major different types of errors:

Missing Slashes: As already mentioned in the section above, some data pro-
viders did not set the slashes correctly, which results in unknown types when
parsing the page (e.g. http://schema.orgStore on 6 236 different PLDs).

Capitalization: We orientated our analysis on the formal definition given on
the web page of schema.org, including the capitalization. Miscapitalization
(e.g. s:localbusiness) is also a major source of errors, observed for 1 169
PLDs.

Empty Types: A third mistake, according to our observation, are empty or
missing types. We identified 228 PLDs, which did not set a type for at least
one item on their page. Furthermore, 3 506 PLDs left the type empty within
the markup on the HTML page.

Reference [8] reports that for LOD, 38.8% of all documents use undefined
types, as opposed to 5.82% of all documents in our corpus.

3.3 Usage of Undefined Properties

Again using the definitions on the schema.org website, we could identify 15 597
(3.92%) PLDs which use at least one undefined property. Table 2 shows the most

11 Even if we pessimistically assume that all other namespaces we observe are wrong.

http://schema.org
http://schema.orgStore


Heuristics for Fixing Common Errors in Deployed schema.org Microdata 157

Table 1. Most common used undefined types within schema.org, ordered by number
of pay-level domains.

Type # PLDs Class # PLDs

1 http://schema.orgStore 6 236 6 http://schema.orgApartmentComplex 767

2 http://schema.org 3 507 7 http://schema.org/product 566

3 http://schema.orgAggregateRating 1 931 8 http://schema.orgClothingStore 404

4 http://schema.orgPerson 1 738 9 http://schema.org/Postaladdress 368

5 http://schema.org/localbusiness 1 169 10 http://schema.orgPostalAddress 325

Table 2. Most common used undefined properties by type within schema.org, ordered
by number of PLDs.

Type Property #PLDs Comment

1 s:ImageObject s:contentURL 5 904 typo: s:contentUrl

2 s:Article s:type 2 393 not defined

3 s:BlogPosting s:postId 1 574 not defined

4 s:BlogPosting s:blogId 1 572 not defined

5 s:BlogPosting s:image url 1 509 not defined

6 s:LocalBusiness s:URL 1 365 typo: s:url

7 s:VideoObject s:embedURL 1 299 typo: s:embedUrl

8 s:SoftwareApplication s:operatingSystems 529 typo: s:operatingSystem

9 s:VideoObject s:thumbnailURL 464 close: s:thumbnail

10 s:Offer s:currency 442 close: s:priceCurrency

11 s:LocalBusiness s:rating 394 close: s:aggregatedRating

12 s:PostalAddress s:AddressLocality 387 typo: s:addressLocality

13 s:VideoObject s:contentURL 382 typo: s:contentUrl

14 s:LocalBusiness s:fax 302 not defined

15 s:SoftwareApplication s:SoftwareApplicationCategory 295 close: s:applicationCategory

16 s:SoftwareApplication s:softwareApplicationCategory 274 close: s:applicationCategory

17 s:PostalAddress s:postalcode 255 typo: s:postalCode

18 s:Person s:jobtitle 201 typo: s:jobTitle

19 s:Review s:itemreviewed 193 typo: s:itemReviewed

20 s:Product s:identifier 173 close:s:productID

20 common used properties which are not defined in schema.org, together with
the type they are to be used with. In this list, we can identify different types
of errors. One main source of errors are spelling mistakes, as in s:contentURL,
which is only defined as s:contentUrl. This error applies to eight out of the
top 20 mistakes. Besides completely not defined properties like s:postId and
s:blogId, we also find we also find properties where there is a close match, e.g.,
s:priceCurrency for s:priceCurrency.

The prevalence of undefined properties in LOD has also been investigated
in [8], where the authors report that 72.4% of all documents use undefined
properties, while in our corpus, there are 9.69% of all documents. In [17], it
is reported that 80.75% of all documents use non-dereferencable vocabulary
elements, i.e., either undefined properties or types.

http://schema.orgStore
http://schema.orgApartmentComplex
http://schema.org
http://schema.org/product
http://schema.orgAggregateRating
http://schema.orgClothingStore
http://schema.orgPerson
http://schema.org/Postaladdress
http://schema.org/localbusiness
http://schema.orgPostalAddress
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Table 3. Most common ObjectProperties used with a literal.

Domain Property #PLDs Actual Domain

1 s:PostalAddress s:addressCountry 10 249 s:Country

2 s:Product s:manufacturer 7 933 s:Organization

3 s:Review s:author 7 807 s:Organization, s:Person

4 s:BlogPosting s:author 7 089 s:Organization, s:Person

5 s:Article s:author 5 491 s:Organization, s:Person

6 s:WebPage s:mainContentOfPage 5 441 s:WebPageElement

7 s:Article s:creator 4 567 s:Organization, s:Person

8 s:Product s:brand 4 402 s:Brand, s:Organization

9 s:AutoDealer s:address 2 437 s:PostalAddress

10 s:Recipe s:author 2 392 s:Organization, s:Person

11 s:ImageObject s:thumbnail 2 233 s:ImageObject

12 s:Review s:itemReviewed 1 564 s:Thing

13 s:Organization s:address 1 284 s:PostalAddress

14 s:AggregateRating s:itemReviewed 1 177 s:Thing

15 s:Blog s:author 1 171 s:Organization, s:Person

16 s:Event s:location 1 086 s:Place, s:PostalAddress

17 s:WebPage s:author 991 s:Organization, s:Person

18 s:Offer s:seller 845 s:Organization, s:Person

19 s:VideoObject s:thumbnail 818 s:ImageObject

20 s:Book s:author 619 s:Organization, s:Person

3.4 Confusion of ObjectProperties and DatatypeProperties

In our corpus (using only types and properties which are defined by the website)
163 404 PLDs make use of ObjectProperties. Over half of those sites, namely
92 449 (56.58%) use those properties with a literal value at least once. This
percentage is large in comparison to LOD where only 8% of all documents use
object properties with literal objects [8], as opposed to 24.35% of all documents
in our corpus.

Table 3 lists the 20 most commonly misused ObjectProperties by the num-
ber of PLDs making use of them.12 Within this list, literals are mostly used to
describe objects of the types s:Organization, s:Person, and s:PostalAddress.

The reverse case is neglectable.While 356 274PLDs of the corpus useDatatype-
Properties, only 810 (0.2%) of those sites use an instance and not a literal for at
least one datatype property. This number is low compared to the numbers reported
by [8] for LOD, i.e., 2.2% of all documents use datatype properties with non-literal
objects, as opposed to 0.56% of the documents in our corpus.

12 We have excluded all properties which are also used with literals in the examples
provided at http://schema.org.

http://schema.org
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3.5 Datatype Range Violations

For DatatypeProperties, eight different datatypes are defined in schema.org:
Text (the most general type), URL for all kinds of links, Boolean for binominal
values, Date, DateTime, and Time for temporal values, and Number and Integer
for numeric values. It is notable that, in some cases, more than one datatype
is allowed. For example, the property s:discount expects either a Number or a
Text as value. For the given values of each datatype property within our corpus,
we tried to parse them into one of the defined datatypes (e.g. for the property
s:deathDate, we tried to parse the literal into a date) using the type guessing
code from the Mannheim Search Join Engine for parsing web tables [10]. The
type guesser uses defensive heuristics, e.g., for URL, we only checked if the lit-
eral starts with something like http, www, ftp, or sftp, and even includes more
possible types for dates than the proposed ISO 8601 standard.

From the 356 274 PLDs using datatype properties, the parser was not able to
parse the literal to one of the defined datatypes on at least one property in 34 324
(9.63%) PLDs. Table 4 shows the top 20 properties with non-parseable literals.

Table 4. Most common datatype property values with non-parseable values, sorted by
number of PLDs.

Domain Property #PLDs Expected Datatype

1 s:BlogPosting s:datePublished 7 890 s:Date

2 s:Event s:startDate 4 877 s:Date

3 s:Article s:dateCreated 4 807 s:Date

4 s:Review s:datePublished 2 691 s:Date

5 s:Event s:endDate 2 422 s:Date

6 s:Article s:datePublished 2 247 s:Date

7 s:ImageObject s:uploadDate 2 097 s:Date

8 s:AggregateRating s:reviewCount 1 644 s:Number

9 s:Product s:url 926 s:URL

10 s:NewsArticle s:datePublished 750 s:Date

11 s:Article s:dateModified 610 s:Date

12 s:AggregateRating s:ratingCount 552 s:Number

13 s:VideoObject s:uploadDate 481 s:Date

14 s:Person s:url 409 s:URL

15 s:UserComments s:commentTime 401 s:Date

16 s:Organization s:url 390 s:URL

17 s:JobPosting s:datePosted 369 s:Date

18 s:Person s:birthDate 321 s:Date

19 s:OpeningHoursSpecification s:opens 295 s:Time

20 s:OpeningHoursSpecification s:closes 271 s:Time
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Obviously, most difficulties exist for dates: when investigating the data manually,
we found various strings that were interpretable as dates for human beings, but
which did not follow a known standard. Also for some PLDs, we could not parse
the values for s:reviewCount properly. Here, not only a number was given in
the literal, but also the unit, e.g. “10 votes”.

A similar analysis was presented in [8] for LOD. Here, the authors examined
whether the lexical syntax of literals matched the lexical form. They report
that 4.6 % of all literals have a mismatch between their declared type and their
lexical form, as opposed to 12.06% of all documents in our corpus. Here, the
most dominant source of problems were also dates, with prominently 26.6 % of
all xsd:dateTime literals being malformed.

3.6 Property Domain Violations

For each property, schema.org defines a domain and a range. It is important to
note that the semantics for schema.org are different than for LOD. Schema.org
uses s:domainIncludes and s:rangeIncludes to define disjunctive, not con-
junctive enumerations of domains and ranges as in RDFS and OWL [14]. We
assume the enumerations of possible domains and ranges to be complete, and
count each typed subject or object as a mistake if it has a type which is not con-
tained in the domain or range enumeration (or an rdfs:subclassOf thereof),
respectively, although disjointness is not explicitly defined in schema.org.

In total, 15 949 PLDs (4.0 %) expose domain violations. Table 5 lists the 20
most common domain violations. Column four shows the types the property
was actually defined for. Inspecting this list, we found that most of the proper-
ties which are used actually have s:PostalAddress, s:Offer, and s:Rating as
their domain. Looking at the types these properties are used with, we can find
a unique direct link between the defined and the used type. In most cases, those
types are needed to describe the original item further (e.g. Offer to describe
prices, availability of a Product). It seems that the data providers used a “short-
cut”, without modeling the in-between instance, as defined by the schema. For
example, the triple13

1. :1 s:ratingValue ‘‘5’’ .

is used for an s:Article instead of the set of triples

1. :1 s:aggregateRating :2 .
2. :2 a s:AggregateRating .
3. :2 s:ratingValue ‘‘5’’ .

3.7 ObjectProperty Range Violations

We used the schema given at the website to gather a list of all ObjectProperties
and their ranges, including all the subtypes and supertypes. This means, e.g. for
13 Following [7], we use blank nodes for instances extracted from Microdata.
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Table 5. Most common used defined properties with a domain violation, ordered by
number of PLDs.

Class Property #PLDs Is property of type

1 s:Product s:price 2 480 s:Offer

2 s:LocalBusiness s:addressLocality 1 437 s:PostalAddress

3 s:LocalBusiness s:addressRegion 1 143 s:PostalAddress

4 s:Product s:availability 1 163 s:Offer

5 s:Product s:video 1 032 s:CreativeWork

6 s:Article s:ratingValue 983 s:Rating

7 s:Article s:ratingCount 943 s:Rating

8 s:WebPage s:title 868 s:JobPosting

9 s:LocalBusiness s:streetAddress 766 s:PostalAddress

10 s:Event s:price 731 s:Offer

11 s:LocalBusiness s:postalCode 687 s:PostalAddress

12 s:Event s:telephone 565 s:Person, s:Organization, s:Place

13 s:WebPage s:location 550 s:PostalAddress

14 s:Place s:startDate 545 s:Event, s:Role, s:Season, s:Series

15 s:Event s:email 510 s:Person, s:Organization

16 s:Product s:category 508 s:Offer

17 s:Place s:endDate 489 s:Event, s:Role, s:Season, s:Series

18 s:Product s:priceCurrency 390 s:PostalAddress

19 s:Review s:ratingValue 344 s:Rating

20 s:Blog s:breadcrumb 336 s:WebPage

the property s:bloodSupply expecting an object of type s:Vessel, we recur-
sively included all subtypes (e.g. s:Artery and s:Vein), as well as all supertypes
(s:AnatomicalStructure, s:MedicalEntity, and s:Thing) of this object. An
instance of any of those types in the object position, respectively, was counted
as correctly typed.

From the 163 404 PLDs making use of ObjectProperties, 14 089 (8.62%)
PLDs violate the defined range of at least one object property on their pages.
Table 6 lists the 20 most common range violations. This list does only include
those PLDs which use the object properties with an object as range, and not
with a literal, as those mistakes are covered in Sect. 3.4.

The most common mistake is made for the property s:mainContentOfPage
for the type s:WebPage, expecting an object of type s:WebPageElement. Here
webmasters in 92.5% of the cases maintain an object of type s:Blog as value.
Semantically, this might make sense, as the Blog is part of the web page, but
based on the schema, s:Blog is a subtype of s:CreativeWork and by that no
subtype of s:WebPageElement. For the property s:aggregateRating of type
s:Article, we found that the major reason for the range violation results from
undefined types, resulting from spelling mistakes, e.g. s:aggregatedrating.
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Table 6. Most common type, object property range violation ordered by number of
PLDs.

Domain Property #PLDs Domain Property #PLDs

1 s:WebPage s:mainContentOfPage 6 230 11 s:Review s:reviewRating 179

2 s:Article s:aggregateRating 1 696 12 s:JobPosting s:jobLocation 173

3 s:BlogPosting s:author 1 460 13 s:JobPosting s:address 151

4 s:Product s:offers 405 14 s:Product s:review 131

5 s:Place s:address 396 15 s:Recipe s:reviews 108

6 s:Review s:aggregateRating 298 16 s:Article s:author 103

7 s:LocalBusiness s:address 283 17 s:Dentist s:address 95

8 s:Product s:aggregateRating 259 18 s:Movie s:director 76

9 s:Place s:geo 257 19 s:Event s:location 66

10 s:Organization s:address 219 20 s:SoftwareApplication s:aggregateRating 63

In [8], a similar analysis has been carried out for LOD, using reasoning to find
inconsistencies between a type assigned to an instance, and the expected type
according to the domain/range of its properties. On average, 2.4% of all LOD
documents are reported to show one such inconsistency, as opposed to 3.2% of
the document in our corpus.

3.8 Hybrid Properties

Last, we have a look at properties which are defined as DatatypeProperties
as well as ObjectProperties in schema.org. In comparison to LOD, where this
phenomenon is only rarely applied [8], 24 such properties exist in schema.org, e.g.
s:category, s:citation, s:defaultValue, s:image, s:option, and s:query
to name just a few.14 While those are not a mistake w.r.t. schema.org, they lead
to an unclean knowledge base when applying RDFS/OWL semantics.

Table 7 lists all of the hybrid properties which are deployed within our corpus
with the number of PLDs making use of them at least once. From the 24 avail-
able hybrid properties, only 10 are present within our corpus. The most common
used property is s:image, whose range can be an URL or an s:ImageObject,
the same holds for s:logo. The third most common used hybrid property is
s:model, where the schema expects a textual description of an item of type
s:ProductModel. A still broadly used property is s:category. The schema
allows a textual description, as well as a s:Thing and more specific a s:Physical
ActivityCategory.

For those 10 properties, we again used our datatype guesser (see Sect. 3.5)
to find out what kind of value is mostly used for those properties. Table 8 lists
for each of the properties the percentage of value types used by PLDs for this
property. Whenever it was not possible to find a more specific datatype, the
datatype s:Text was guessed. The table reveals that most of the cases, objects
are not the dominantly deployed value types for those properties. Among the

14 The complete list of properties can be found at http://webdatacommons.org/
structureddata/2013-11/stats/fixing common errors.html.

http://webdatacommons.org/structureddata/2013-11/stats/fixing_common_errors.html
http://webdatacommons.org/structureddata/2013-11/stats/fixing_common_errors.html
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Table 7. List of all deployed hybrid properties, ordered by the number of pay-level
domains using them at least once.

Property #PLDs Property #PLDs

1 s:image 133 819 6 s:citation 24

2 s:logo 10 929 7 s:license 13

3 s:model 2 231 8 s:eligibleRegion 12

4 s:category 825 9 s:toLocation 1

5 s:screenshot 305 10 s:fromLocation 1

Table 8. Distribution of deployed object or datatypes for hybrid properties by per-
centage of PLDs making use of those values. Most outstanding values are marked bold.
The table lists only properties used by more than one PLD.

Property # Different PLDs Object Text URL Number Date

s:image 133 819 0.08 % 15.22 % 84.68% 0.01 % 0.00 %

s:logo 10 929 1.59 % 3.41 % 95.00% 0.00 % 0.00 %

s:model 2 231 0.14 % 76.82% 0.82 % 14.27 % 7.94 %

s:category 825 0.12 % 98.32% 1.20 % 0.24 % 0.12 %

s:screenshot 305 3.25 % 5.84 % 90.91% 0.00 % 0.00 %

s:citation 24 14.29 % 50.00 % 32.14 % 3.57 % 0.00 %

s:license 13 0.00 % 76.92% 23.08 % 0.00 % 0.00 %

s:eligibleRegion 12 0.00 % 100.00% 0.00 % 0.00 % 0.00 %

properties, s:citation stands out. Here, we cannot define the major used value
type, as beside s:CreativeWork and s:Text (as defined by the schema), 32%
of the PLDs use a URL as value.

4 Heuristics for Fixing Deployed Schema.org Microdata

Since we cannot rely that data providers will fix their Microdata, we follow
the approach of repairing the data on the consumer side. In the following, we
introduce a set of simple heuristics for fixing schema.org Microdata, and quantify
their coverage. With those heuristics, many of the mistakes discussed above can
be fixed rather easily.

4.1 Identifying and Fixing Wrong Namespaces

According to our observation from the previous section, we identified a set of
heuristics to fix the most common namespace mistakes:

1. Removal of the leading www. before schema.org
2. Replacement of https:// by http://
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3. Conversion of the whole domain name to lower case
4. Removal of any additional sequence between http:// and schema.org
5. Addition of an extra slash after schema.org, if none is present.

Using these rules in the given order, we are able to fix 147 out of 148 of wrongly
spelled schema.org namespaces. The remaining namespace had a duplication of
the top-level domain .org and could not be fixed by these heuristics.

4.2 Handling Undefined Types and Properties

Apart from mistakes resulting from errors within the namespace and missing
slashes, our analysis in Sect. 3.2 and 3.3 has revealed that a large number of
undefined types and properties are caused by spelling errors, in particular wrong
capitalization (e.g. s:contentURL and s:jobtitle). Thus, whenever parsing
Microdata entities from web pages, we suggest to not take capitalization into
account, and replace each schema element with the properly capitalized version.
This approach has also been proposed for consuming LOD in [8].

Applying this heuristic (together with the fixing of namespaces as above) to
the undefined/unknown types, it is possible to replace them by correct types
for 17 192 (71.0%) of all PLDs using undefined types. Likewise, we can replace
undefined properties on 10 281 (65.92%) of the PLDs exposing that problem.
However, we can observe a long tail distribution here, i.e., the remaining 29.0%
(34.08%) PLDs account for 73.89% (91.82%) of all undefined types (properties,
resp.). Those long-tail errors are typically hard-to-detect typos or types and
properties that have been made up freely.

4.3 Handling ObjectProperties with a Literal Value

As shown in Sect. 3.4, the main objects which are modeled by the webmasters
as literals are s:Organization, s:Person, and s:PostalAddress. Thus, we ran-
domly inspected 715 such property value for the properties s:author, s:creator,
and s:address, to get a better understanding. From this analysis, we saw that
the majority of literals for s:Person and s:Organization are person and orga-
nization names or URLs, while s:PostalAddress is usually represented by a
textual representation of the address.

From this observation, we derive the following strategy for fixing literal valued
ObjectProperties: Given a triple

1. :1 s:op l .,

where s:op is an ObjectProperty, and l is a literal, replace the triple by

1. :1 s:op :2 .
2. :2 a s:t .
3. :2 (s:name|s:url) l .
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Here, s:t is the range of s:op, or the least abstract common supertype of all
ranges, if there are more than one. If l is a valid URL, then it is set as the s:url
of the newly created instance, otherwise, it is used as its s:name.15

With this heuristic, we are able to replace all misused ObjectProperties
on 92 449 PLDs with a semantically correct set of triples. Note that using this
heuristic might change the overall distribution of types within the corpus, as it
will create a larger number of new entities (e.g., of type s:PostalAddress). For
example, mapping all s:address literal values to a new s:PostalAddress would
create around 14 million new entities of this type, which would be an increase
of 11%. Inspecting this shift more closely will be subject to future work.

4.4 Handling Property Domain Violations

As discussed in Sect. 3.3, properties used on objects that they are not defined
on are often caused by “shortcuts” taken by the data provider. Picking up the
example above, the data provider used the triple
1. :1 s:ratingValue ‘‘5’’ .

instead of the set of triples
1. :1 s:aggregateRating :2 .
2. :2 a s:AggregateRating .
3. :2 s:ratingValue ‘‘5’’ .

where :1 is of type s:Article. In order to expand the wrong triple to the
correct set of triples, we need to guess what the data provider meant. To that
end, we use the following approach: Given two triples
1. foo:x s:r foo:y .
2. foo:x a s:t

where s:t is not the domain of s:r, we try to find a relation R and a type T

within schema.org such that one of the following two patterns is fulfilled:

1. R s:domainIncludes s:t .
2. R s:rangeIncludes T .
3. s:r s:domainIncludes T .

1. R s:rangeIncludes s:t .
2. R s:domainIncludes T .
3. s:r s:domainIncludes T .

If there is one unique solution for only one of the two pattern, we replace the
erroneous triple with the solution we found. In a second step, we unify all newly
created entities of one type into one entity. Thus, given that in the above exam-
ple, there was also a s:ratingCount defined, we would end up with only instance
of s:AggregateRating with both the s:ratingValue and the s:ratingCount
properties from the original s:Article.

With that heuristic, we could replace 1 098 out of 3 767 properties used with
types they are not defined for, which corresponds to 5 011 (31.42%) of all PLDs.
In 986 cases, no solution could be found for any of the two patterns; in the
remaining 1 683 cases, the solution found was not unique.
15 Note that s:name is more generic than, e.g., the name of a person. It is comparable

to rdfs:label in RDF.
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5 Conclusion and Outlook

In this paper, we have identified the most common mistakes made by providers of
schema.org Microdata. Beside more obvious mistakes as spellings errors within
namespaces, types or property names, we have identified various confusions
within the usage of values of ObjectProperties and DatatypeProperties, and the
violation of domain and range constraints defined for schema.org. Additionally,
we have investigated the parseability of values, e.g., numbers or dates.

For the issues identified, we have performed a quantitative analysis and com-
pared the numbers to similar analyses carried out on Linked Open Data. The
comparison shows that Microdata is cleaner than LOD w.r.t. simple errors such
as the usage of undefined types or properties, while schema conformance (such
as respecting domain/range restrictions) is higher for LOD.

One main finding is that the majority of information marked-up using Micro-
data with schema.org can be parsed following the recommended schema. We have
proposed a set of simple heuristics that can be applied by data consumers to fix a
large fraction of wrong markup in a post-processing step. With those heuristics,
we were able to curate an improved, cleaned up version of the WebDataCom-
mons Microdata corpus, which corrects many of the syntactic and semantic errors
made on the data providers’ side. This new corpus is a higher quality knowledge
base, derived from Microdata deployed on the web, and fixing data provided at
tens of thousands of PLDs.16

Many of our heuristics are still simple, and there is a room for improvement.
For example, we are currently not trying to guess matching properties for mis-
spelled ones beyond capitalization errors. Furthermore, our method for creating
new objects for literal-valued ObjectProperties is rather simple. In particular for
complex objects, such as addresses, it could be strongly improved by training
extractors that decompose the given literal into a street, a city, ZIP code, etc.
Furthermore, our heuristic for domain violation so far only works if there is a
unique solution, but a more relaxed version looking for likely solutions (e.g.,
patterns that are more commonly deployed than others) could fix even more
mistakes. Similar solutions could be applied for fixing ObjectProperty range
violations, which are currently not addressed by our approach.

Another interesting observation we made was that some classes and prop-
erties – such as s:Game – were already widely used in the corpus before they
became a standard. With our methods, we can identify such widely used cases
and provide quantitative evidence to discussions on missing classes and proper-
ties in the data schema.

While in this paper, we have taken a synchronic approach, looking only at
the state of the data deployment at the current time, we aim at extending our
analysis with a diachronic perspective, looking at the changes over time. This
would reveal insights data quality change over time, as well as on the pace at
which changes in the data schema (such as deprecations) are adopted.

16 The corpus is available for download at http://webdatacommons.org/structured-
data/2013-11/stats/fixing common errors.html.

http://webdatacommons.org/structureddata/2013-11/stats/fixing_common_errors.html
http://webdatacommons.org/structureddata/2013-11/stats/fixing_common_errors.html


Heuristics for Fixing Common Errors in Deployed schema.org Microdata 167

References

1. Abedjan, Z., Gruetze, T., Jentzsch, A., Naumann, F.: Profiling and mining rdf data
with prolod++. In: 2014 IEEE 30th International Conference on Data Engineering
(ICDE), pp. 1198–1201. IEEE (2014)

2. Abedjan, Z., Lorey, J., Naumann, F.: Reconciling ontologies and the web of data.
In: Proceedings of the 21st International Conference on Information and Knowledge
Management (CIKM), Maui, Hawaii, USA, pp. 1532–1536 (2012)

3. Beek, W., Rietveld, L., Bazoobandi, H.R., Wielemaker, J., Schlobach, S.: LOD
laundromat: a uniform way of publishing other people’s dirty data. In: Mika, P.,
Tudorache, T., Bernstein, A., Welty, C., Knoblock, C., Vrandečić, D., Groth, P.,
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Abstract. State-of-the-art named entity disambiguation approaches
tend to perform poorly on social media content, and microblogs in partic-
ular. Tweets are processed individually and the richer, microblog-specific
context is largely ignored. This paper focuses specifically on quantifying
the impact on entity disambiguation performance when readily available
contextual information is included from URL content, hash tag defin-
itions, and Twitter user profiles. In particular, including URL content
significantly improves performance. Similarly, user profile information
for @mentions improves recall by over 10 % with no adverse impact on
precision. We also share a new corpus of tweets, which have been hand-
annotated with DBpedia URIs, with high inter-annotator agreement.

1 Introduction

A large body of research has focused on Linked Open Data-based Named Entity
Disambiguation (NED), where names mentioned in text are linked to URIs in
Linked Open Data (LOD) resources (e.g., [11,18]).

State-of-the-art LOD-based NED approaches (see Sect. 2) have been devel-
oped and evaluated predominantly on news articles and other carefully written,
longer texts [5,23]. As discussed in Sect. 2, very few microblog corpora annotated
with LOD URIs exist and they are also small and incomplete.

Moreover, where researchers have evaluated microblog NED, e.g. [8], state-of-
the-art approaches have shown poor performance, due the limited context, lin-
guistic noise, and use of emoticons, abbreviations and hashtags. Each microblog
post is treated in isolation, without taking into account the wider available con-
text. In particular, only tweet text tends to be processed, even though the com-
plete tweet JSON object also includes author profile data (full name, optional
location, profile text, and web page). Around 26 % of all tweets also contain
URLs [4], 16.6 % – hashtags, and 54.8 % – at least one user name mention.

Our novel contribution lies in systematically investigating the impact that
such additional context has on LOD-based entity disambiguation in tweets (see
Sect. 6). In particular, in the case of hashtags, tweet content is enriched with
hashtag definitions, which are retrieved automatically from the web. Similarly,
tweets containing @mentions are enriched with the textual information from that
Twitter profile. In the case of URLs, the corresponding web content is included
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 171–186, 2015.
DOI: 10.1007/978-3-319-18818-8 11
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as context. Disambiguation performance is measured both when such context
expansion is performed individually (i.e. only hashtags, only URLs, etc.), as well
as when all this contextual information is used jointly.

A new corpus of around 800 tweets is made available, annotated with DBpe-
dia URIs, by multiple experts (Sect. 3). The tweets contain hashtags, URLs, and
user mentions, including many with corresponding DBpedia URIs (e.g. @eonen-
ergyuk). The resulting dataset1 is split into equally sized training and evaluation
parts.

2 Related Work

There are a number of openly available, state-of-the-art LOD-based NED sys-
tems (for a complete list see [5]), including DBpedia Spotlight [18], AIDA [11],
and, most recently, AGDISTIS [27]. Another notable example is TagMe, which
was designed specifically for annotating short texts with respect to Wikipedia
[9]. A comparative evaluation of all openly available state-of-the-art approaches,
except the most recent AGDISTIS, is reported in [5], using several available news
datasets, which however exhibit very different characteristics to social media.

Microblog named entity disambiguation is a relatively new, under-explored
task. Recent tweet-focused evaluations uncovered problems in using state-of-the-
art NED approaches in this genre [1,8], largely due to the brevity of tweets (140
characters). There has been limited research on analysing Twitter hashtags and
annotating them with DBpedia entries, to assist semantic search over microblog
content, e.g. [16]. NER systems targeted at microblog text don’t commonly uti-
lize these cues, for example treating hashtags as common words, e.g. [15,21] or
not considering them, as in TwiNER [14]. Shen et al. [26] use additional tweets
from a user’s timeline to find user-specific topics and use those to improve the
disambiguation. Huang et al. [13] present an extension of graph-based disam-
biguation which introduces “Meta Paths” that represent context from other
tweets through shared hash tags, authors, or mentions. Gattani et al. [10] make
use of URL expansion and use context derived from tweets by the same author
and containing the same hashtag, but don’t evaluate the contribution of this
context to end performance, and don’t make use of hashtag definitions or user
biographies.

Microblog corpora created specifically for LOD-based entity disambiguation
are very limited. Some, e.g. Ritter’s [24], contain only entity types, whereas those
from the MSM challenges [3,25] have anonymised the URLs and user name men-
tions, which makes them unsuitable for our experiments. Corpora created for
semantic linking, such as Meij [17], are not well suited for evaluating named
entity disambiguation, since annotations in those corpora include entities which
are not mentioned explicitly, as well as generic concepts (e.g. art).

3 The Annotated Tweet Corpus

A set of 794 tweets were collected. 400 of those were tweets from 2013 com-
ing from financial institutions and news outlets, which were chosen due to the
1 Available from https://gate.ac.uk/applications/yodie.html.

https://gate.ac.uk/applications/yodie.html
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relatively high frequency of named entities within. They are challenging for entity
recognition and disambiguation, since capitalisation is not informative (all words
have initial capital), but on the other hand, they are quite grammatical.

The rest are random tweets collected in 2014, as part of the DecarboNet
project on analysing online climate change debates [22]. Keywords such as “cli-
mate change”, “earth hour”, “energy”, and “fracking” were used and the 394
tweets were chosen as a representative sample, containing sufficient named enti-
ties, without significant repetition.

The 794 tweets (see Table 1) were annotated manually by a team of 10 NLP
researchers, using a CrowdFlower interface. Each tweet was tagged by three
annotators, chosen at random by CrowdFlower amongst these ten. Annota-
tions for which no clear decision was made were adjudicated by a fourth expert,
who had not previously seen the tweets. Unanimous inter-annotator agreement
occurred for 89 % of entities, which can be used as the upper bound on perfor-
mance attainable by an automatic method on this dataset and task.

While others [12] have used automatic named entity recognition tools to
identify entities and only then carry out manual disambiguation, we avoided bias
by first asking annotators to manually tag all tweets with named entities. Then
entity disambiguation annotation was carried out in a second manual annotation
round, where annotators had to choose amongst one of the candidate URIs or
NIL (no target entity), when no target entity exists in DBpedia. The latter case
is quite frequent in tweets, where people often refer to friends and family.

Highly ambiguous entity mentions (e.g. Paris), however, can have tens or
even over a hundred possible candidate DBpedia URIs. Since showing so many
options to a human annotator is not feasible, instead, during data preparation,
candidate entity URIs were ranked according to their Wikipedia commonness
score [19] and only the top 8 were shown, in addition to “none of the above” and
“not an entity” (to allow for errors in the entity tagging stage).

Table 1. Corpus statistics

Tweets Total NEs URLs Hashtags @mentions

Total 794 681 504 (236) 359 (188) 334 (316)

Training 397 257 242 (112) 172 (88) 167 (157)

Test 397 424 262 (124) 187 (100) 167 (159)

The resulting corpus contains 252 person annotations, 309 location annota-
tions, 347 organization annotations and 218 nil annotations. With respect to
URLs, user mentions, and hashtags, Table 1 shows the statistics of their avail-
ability in the corpus. The number in brackets shows how frequently expanded
context can be obtained for them. It is evident that whilst URLs appear fre-
quently in the data, only around half of them are successfully retrieved. This
is due to both web pages becoming outdated and also URLs often being trun-
cated in re-tweets where tweet character limits are often exceeded. Similar to
the findings of earlier studies, hashtags are less frequent, and again, we are able
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to retrieve their definitions from the web automatically in only half of the cases.
@mentions are the least frequent; however, we were able to obtain the corre-
sponding Twitter user profiles for most of them, with variable quality.

4 The NED Framework

In order to experiment with the effects of tweet expansion on NED performance,
and in particular, on how additional contextual information impacts different
semantic similarity metrics (see Sect. 5), we make use of a NED framework built
on top of GATE [6], called YODIE2. It combines GATE’s existing ANNIE NER
system with a number of widely used URI candidate selection strategies, simi-
larity metrics, and a machine learning model for entity disambiguation, which
determines the best candidate URI.

In this section, we provide a brief overview of YODIE, focusing in particular
on the similarity metrics investigated in the tweet expansion experiments in
this paper, and the final disambiguation stage, since these are the parts that
are influenced by tweet expansion. For a complete description, including more
information about candidate selection and the features used for disambiguation
see [2]. We conclude the section with a comparison positioning YODIE with
respect to other state-of-the-art NED systems, which demonstrates that YODIE
is a representative framework in performance terms in which to conduct our
experiments.

4.1 Scoring and Feature Creation

At each NE location and for every candidate, YODIE calculates a number of nor-
malized scores, which reflect the semantic similarity between the entity referred
to by the candidate and the context of its mention:

– Relatedness Score: introduced in [20], uses the proportion of incoming links
that overlap in the Wikipedia graph to favour congruent candidate choices.

– LOD-based Similarity Score: similar to above but based on the number of
relations between each pair of URIs in the DBpedia graph (introduced next).

– Text-based Similarity Scores: measure the similarity between the textual con-
text of the mentioned named entity and text associated with each candidate
URI for that mention (see below).

LOD-based Similarity Scores: LOD-based similarity scores are calculated
as the number of direct or indirect relations between each candidate URI of an
ambiguous named entity and the URIs of candidates for other named entities
within a given context window. All relations present in DBpedia are considered
for this calculation. We calculate several separate scores, for the number of direct
relations (a → b, a ← b) between URIs a and b, and for the indirect relations
between a and b that involve one other node x (a ← x → b, a → x ← b,
a → x → b, a ← x ← b).
2 https://gate.ac.uk/applications/yodie.html.

https://gate.ac.uk/applications/yodie.html
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For example, if the document mentions both Paris and France, a direct
relations score is assigned to db:Paris, as the two are connected directly via
the db:country property. On the other hand, if Paris appears in the context of
USA, a higher indirect score for db:Paris, Texas will be assigned by combining
the DBpedia knowledge that Paris, Texas is related to Texas and the additional
knowledge that Texas is a US state.

Since any NE mention can have several candidate URIs, and each of the
other entities in the context can have several candidates too, YODIE calculates
the value of each score as the sum over all pairs for each candidate, divided
by the distance in characters between the candidate locations [2]. This means
that where a relationship is found, both candidates in question will benefit. The
combined LOD-based similarity score is a sum of scores for all relation types
each weighted by the inverse square of the degrees of separation, i.e., indirect
relations receive a quarter weighting compared with direct relationships. The
context for the calculation of these scores and the relatedness score is set to 100
characters to the left and 100 to the right of each location, rounded down to
the nearest whole word, as a heuristic designed to make the calculation quickly
achievable by reducing the number of neighbours.

Text-based Similarity Scores: YODIE’s text-based similarity scores evalu-
ate candidate URIs on the basis of how well the surrounding context matches
representative text associated with the candidate URI. Three approaches to text-
based similarity are supported, as follows:

1. Text from the URI’s DBpedia abstract, limited to the words within the first
5000 characters, again, as a heuristic to avoid very variable computation times
due to unexpectedly large documents.

2. The abstract text as above, plus the literals from all datatype properties for
the URI.

3. All previous words, plus the literals from all datatype properties of directly
linked other URIs.

The entire tweet is used as context, subject to stop word removal and lower-
casing. The three textual similarity scores for each candidate URI are calculated
as the cosine similarities between the context vector and the vector of the respec-
tive text for the candidate. Cosine was chosen for its wide popularity.

4.2 Disambiguation

As described above, YODIE generates a number of similarity scores, each pro-
viding different information about the fit of each candidate URI to the entity
mention. The process of deciding how to combine these scores to select the best
candidate URI is non-trivial. YODIE uses LibSVM3 to select the best candidate.
A probabilistic SVM is used, in order to make use of the classification probabil-
ity estimates in selecting a candidate. Default parameters are used, since tuning
failed to improve performance.
3 http://www.csie.ntu.edu.tw/∼cjlin/libsvm/.

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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Training data for the model consists of one training instance for each candi-
date generated by the system on the training corpus. Each instance receives a
target of true if the candidate is the correct disambiguation target and false
otherwise. The values of the various similarity metrics are used as features (see
[2] for details). This means that at application time, the model assigns to each
candidate a class of true or false, along with a probability. This classification is
independent of the other candidates on that entity, but ranking of the candidate
list is able to be performed on the basis of the probability. The most probable
URI is thus assigned as the target disambiguation for this entity, unless its prob-
ability is below a given confidence threshold, in which case “nil” is assigned. We
trained on TAC KBP data from 2009 to 2013, excluding the 2010 set4, along
with the AIDA training set [11], and the tweet training set introduced in Sect. 3.

4.3 Comparison to Other NED Systems

In order to validate YODIE as a framework suitable for performing the tweet
expansion experiments, we compare performance with other available state-of-
the-art NED approaches. Results are reported on the widely used “Test B”
part of the Aida/CoNLL corpus [11] (see Table 2). This corpus contains 231
documents with 4485 target annotations.

The results shown in Table 2 for AGDISTIS (the most recent NED system)
are those reported in [27]. AIDA [11], Spotlight [7,18], and TagMe [9] results
are as reported in [5] (this AIDA result is indicated with a “2013” suffix in
the table). The latter paper also includes a detailed comparison against the
Illinois Wikifier and Wikipedia Miner. However, due to space limitations here,
these worse performing systems are excluded. The results for the latest Aida
algorithm in 2014 [12] are also included, based on a local installation of the
2014-08-02 version of the system (as recommended on the AIDA web page) and
the 2014-01-02v2 version of the dataset5. Results for several other widely used
NED services are also included (default parameter settings are used), namely
Lupedia6, TextRazor7 and Zemanta8.

As can be seen in Table 2, on this news dataset, YODIE performs second
best. The latest AIDA system outperforms others by some margin on the AIDA
dataset, but amongst others, YODIE compares favourably. The rest of the paper
will focus on more in-depth experiments and analysis of the various tweet expan-
sion techniques and their impact on NED precision and recall.

5 Expansions Studied

This section describes our methodology for retrieving and utilizing expanded
context from hashtags, user mentions, and URLs.
4 http://www.nist.gov/tac/2013/KBP/.
5 http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/

research/yago-naga/aida/downloads/.
6 http://lupedia.ontotext.com/.
7 https://www.textrazor.com/.
8 http://www.zemanta.com/.

http://www.nist.gov/tac/2013/KBP/
http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/aida/downloads/
http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/aida/downloads/
http://lupedia.ontotext.com/
https://www.textrazor.com/
http://www.zemanta.com/


Using @Twitter Conventions to Improve #LOD-Based Named Entity 177

Table 2. AIDA B evaluation

System Prec. Recall F1

YODIE 0.62 0.65 0.64

Aida/2013 0.74 0.34 0.47

Aida/2014 0.70 0.74 0.72

Spotlight 0.31 0.40 0.35

TagMe 0.61 0.56 0.58

AGDISTIS 0.64 0.56 0.60

Lupedia 0.58 0.31 0.40

TextRazor 0.35 0.58 0.34

Zemanta 0.51 0.29 0.37

5.1 Performing Tweet Context Expansion

In the YODIE NED framework, each individual tweet is represented as a sepa-
rate document. Context expansion is performed by temporarily including addi-
tional text about each @mention, hashtag and URL link. Subsequent stages then
process the original tweet text together with each individual context section. This
approach makes use of the flexible way in which GATE models arbitrary text
spans in documents, through stand-off annotations. In other words, processing
can be restricted to just those parts of the expanded tweet which are of interest,
e.g. the original tweet text and the context created from all definitions of all
hashtags present in the tweet. Metadata features on the annotations are also
used to establish the link between the original hashtag, @mention, or URL in
the tweet and their corresponding expansion text. Since documents in GATE are
dynamically editable, all additional content is removed, after NED processing is
completed and before evaluation.

Figure 1 illustrates an expanded tweet (yellow highlighted text in the main
pane); “KAGAWA will be allowed to rejoin Borussia Dortmund in January in a
swap deal which would see defender @NSubotic4 join #MUFC http://tiny.cc/
4t19ux”. The tweet includes a hashtag, #MUFC, highlighted in blue, a user ID,
“NSubotic4” in pink and a URL in green. Each of these items is expanded into
the longer section of correspondingly coloured text included below, in the order
they appear in the tweet. Entities are indicated in a darker shade.

Expansion of Hashtags: Hashtags are a Twitter convention, which makes it
easy for users to find all tweets on a given topic or event, e.g. a name (#obama), an
abbreviation (#gop), concatenations of several words (#foodporn). Some hash-
tags are also ambiguous, i.e. can have different meanings at different times.
Since many hashtags contain entity mentions, which are often missed by state-
of-the-art NED systems, we experimented with expanding tweets with hashtag
definitions, provided by the web site https://tagdef.com.

Tagdef hashtag definitions are crowdsourced. Since anyone is free to enter any
definition, there is plenty of noise, for example in the expansions for Manchester

http://tiny.cc/4t19ux
http://tiny.cc/4t19ux
https://tagdef.com
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Fig. 1. A screenshot showing tweet expansions and entities found in them (Color figure
online).

United Football Club in our screenshot example, the expansions are humorous
and opinionated rather than informative. The website offers an API that returns
up to 6 definitions, which are all added as additional context to the original
tweet document. TagDef does not have definitions for all hashtags: in the 794
documents there are 359 hashtags of which 171 have no definitions.

Expansion of @Mentions: For each @mention, tweets are enriched with
the following user profile textual information: name, screen name, location,
description, and url. The latter are not expanded with more content recur-
sively. GATE annotations are added which identify from which of these fields the
text originates. Not all @mentions found in a tweet can be expanded since the
user may have deleted their account or an account may have been suspended.
There are 334 @mentions in our corpus, of which 18 could not be resolved.

Expansion of URLs: For each URL in the tweet, the content of the corre-
sponding web page is retrieved and added to the document. Since many web
pages contains boilerplate text (e.g. navigational menus), this is filtered auto-
matically and only the core text is added as additional context. Images are
currently ignored. Since many people post images in their tweets, this is one of
the reasons why URL expansion is not always possible. In addition, the target
page may no longer exist or may not be accessible at retrieval time. In our corpus
there are 504 URLs, of which 236 could not be expanded.

5.2 Making Use of the Expanded Content

As discussed above, for each candidate URI YODIE calculates a number of
similarity scores, which are then used as features in the entity disambiguation
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model. Our experiments in tweet enrichment focus on its influence via the three
introduced earlier, as well as the possibility of adding new candidates via back-
projection of entities, as outlined below.

Contextual Similarity and Expansion: Contextual similarity uses the addi-
tional information in the expanded tweets, in order to calculate more reliable
textual similarity scores. It treats the newly expanded text as though it were
collocated with the original hashtag, user mention, or URL. Thus, if an item
of expandable content appears within the context window, the entire, corre-
sponding expanded content is included. Where multiple expansions apply, these
are simply added in, since the context vectors are bag-of-words based. In the
screenshot example, all of Neven Subotic’s twitter profile, all of the hashtag
expansions for Manchester United Football Club and the entire content of the
URL are included as context for the entities in the tweet.

LOD-based and Relatedness Similarity Scores and Expansion: Since
semantic relations between two candidate URIs are often sparse, we experi-
mented also with using entities from the expanded context, in order to overcome
this. As before, the entire expanded content is treated as though it were col-
located with the item it is an expansion of. This means that relation-based
similarities are calculated not only between candidates for the target entity and
other candidate entities in the context window, but also between the target can-
didates and candidates for entities in the expanded content. In the screenshot
example, we can see for example that “Alan Shearer” appears as an entity in the
hashtag expansion, so in calculating a LOD-based similarity score for Borussia
Dortmund’s candidates, we consider whether they are related to candidates for
Alan Shearer.

Back-Projection of Entities: In addition, we experiment with improving
entity disambiguation recall, based on @mention expansions. This is motivated
by the fact that an @mention may directly represent an entity which should be
linked to the knowledge base, e.g. in our example, @NSubotic4. However, the
concrete user name often does not get recognized as a named entity and there-
fore no candidate URIs are generated for it. Nevertheless, textual user names
from the tweet author profiles often get recognized as named entities. In the
example, the name “Neven Subotic” appears twice as a recognized entity in the
expansion.

Therefore, we experiment with projecting the information from the named
entity recognized in the expanded user profile, back on to the original @mention,
thus potentially finding entity candidates which would not have been identified
otherwise. In effect, this assigns the full list of candidate URIs from the named
entity onto the user mention. This new candidate list is then used by YODIE
for context-based disambiguation.

6 Experimental Results

This section presents the experimental results that demonstrate the impact of
the three tweet expansion techniques on the semantic similarity scores discussed
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above. Statistics are presented on the entire tweet corpus, since scoring takes
place before the ML-based disambiguation. This allows us to evaluate how the
scores change without reserving training data for ML. Using a larger corpus max-
imizes the reliability and informativeness of the results. We present evaluation
on the conditions outlined below, chosen for their interest and informativeness,
since the full set of combinations would be large.

– Base The baseline condition includes no tweet expansion at all. Where
machine learning is used, no tweet expansion was used in the training data.

– Id @mention expansions are used only. Where machine learning is used, only
@mention expansions are included in the training data.

– Url URL expansions are used only. Where machine learning is used, only text
from URL content is included in the training data.

– Hash Hashtag expansions only are used. Where machine learning is used,
only hashtag expansions are included in the training data.

– Id+Proj @mention expansions are used along with back-projection of entities
found in the expansion to create an entity on the @mention where previously
there was none. Back-projection without @mention expansion doesn’t make
sense, hence these conditions must be evaluated together. This type of expan-
sion is used only in the machine learning training data.

– All This experiment includes all expansions.
– Id+Proj+Url We explicitly evaluate the combination of Id+Proj and URL

expansions without hashtags for reasons that become apparent in Sect. 6.2.

Finally, having considered how Twitter expansions affect the LOD-based and
contextual similarity scores separately, we consider the impact on the entire
system, i.e. including the ML-based disambiguation stage. See Sect. 6.2 for final
system performances in comparison to other state-of-the-art systems. The results
are reported on the test corpus, the training corpus having been used along with
the TAC and AIDA corpora to train the support vector machine disambiguation
model.

6.1 Impact of Tweet Expansion on Individual Similarity Features

There are several ways in which tweet expansions can influence YODIE’s perfor-
mance; via their influence on each of the of scores, and via the creation of new
candidates via back-projection from @mentions. These also influence the deci-
sions made by the disambiguation SVM model, hence impact of tweet expansion
on the similarity scores is investigated first here, independent of the particular
disambiguation algorithm.

In order to give an idea of the contribution of each score, results are reported
for precision, recall and F1, obtained where the best candidate is selected on
the basis of that individual score alone. It should be noted that naturally results
obtained from such individual scores are comparatively low, since overall perfor-
mance is made possible only by several features being used in combination by
the ML model.
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Table 3. LOD-based sim. score

Prec. Recall F1

Base 0.416 0.267 0.326

Id 0.399 0.276 0.326

Url 0.414 0.272 0.328

Hash 0.385 0.253 0.305

Id+Proj 0.318 0.266 0.313

Id+Proj+Url 0.373 0.269 0.312

All 0.373 0.260 0.306

Table 4. Relatedness score

Prec. Recall F1

Base 0.236 0.244 0.240

Id 0.253 0.272 0.262

Url 0.236 0.242 0.239

Hash 0.235 0.241 0.238

Id+Proj 0.244 0.269 0.256

Id+Proj+Url 0.249 0.276 0.262

All 0.250 0.266 0.258

Therefore, to put these individual scores in context, consider that if we select,
for each entity, a URI from the candidate list at random, an F1 measure of 0.229
is achieved on the test tweet corpus. If we select the best ranked candidate
URI based on URI frequencies in Wikipedia, this achieves an F1 of 0.521. URI
frequency in Wikipedia, intuitively, indicates how important an entity target is in
general world knowledge. This turns out to be a very hard baseline to beat, since
not only is the most common candidate more likely to be correct by definition,
but also it is more likely to be mentioned in the corpus. These two scores therefore
demonstrate the range of performance realistically achievable by a metric, giving
a lower (F1=0.229) and upper bound (F1=0.521). The performance of the three
individual similarity metrics examined here, as expected, falls within this range.

As can be seen in Tables 3 and 4, the Wikipedia relatedness score and the
LOD-based similarity score respond slightly differently to the inclusion of tweet
expansion information. In particular, the expansion of user ids benefits recall for
LOD-based similarity (Table 3), but also decreases precision. The best overall F1
is achieved with URL expansion only, but even then the score is not much higher
than the F1 = 0.326 without any expansion. Results where back projection and
@mention expansions are performed are substantially worse.

In contrast, the relatedness similarity score (Table 4) does benefit substan-
tially from the additional textual information. @mention expansions, in partic-
ular, lead to improvements in both precision and recall, whereas hashtag and
URL expansions have relatively little impact.

For text-based similarity on DBpedia abstracts alone, Table 5 shows that
@mention expansion and entity projection lead to improved precision and recall,
with hashtag and URL expansions bringing limited benefit only.

When other textual fields from DBpedia are used in addition to abstracts,
as context for comparison of each candidate, then tweet expansion leads to even
higher performance gains (see Table 6). In this case, URL and hashtag expansions
both lead to improved results, with further gains brought by back projection and
@mention expansion. The best overall result is when all expansions are combined.

6.2 Impact on Overall Disambiguation Performance

The full impact of tweet expansion on NED performance was also evalu-
ated. Table 7 shows the results, where the three similarity features discussed
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Table 5. Text: abstracts only

Prec. Recall F1

Base 0.201 0.421 0.272

Id 0.208 0.436 0.282

Url 0.194 0.407 0.263

Hash 0.204 0.427 0.276

Id+Proj 0.217 0.463 0.295

Id+Proj+Url 0.212 0.454 0.289

All 0.216 0.461 0.294

Table 6. Text: abstracts plus

Prec. Recall F1

Base 0.221 0.379 0.279

Id 0.226 0.389 0.286

Url 0.234 0.402 0.296

Hash 0.234 0.401 0.295

Id+Proj 0.235 0.414 0.300

Id+Proj+Url 0.247 0.434 0.315

All 0.253 0.446 0.323

individually in the previous section are now used in combination by the
SVM disambiguation model. All other YODIE features and parameters remain
unchanged.

We can see that in terms of F1, the biggest improvement comes from @men-
tion expansions including also back-projection of entities. Compared with the
baseline, the difference in accuracy is significant to p < 0.0001, as established
using the McNemar Sign Test. The contribution of @mention expansion alone
is not significantly better than the baseline. Hashtags, however, do produce a
significant improvement in accuracy (p = 0.046), as do URLs (p = 0.021).

The confidence threshold on the disambiguation probability produced by the
SVM is tuned on the dataset where all expansions are carried out. This leads
to the levelling effect across precision and recall that we see in the final result.
When compared against the other models, using all tweet expansion strategies
leads to a slightly lower recall, but higher precision. Ultimately, this leads to the
best overall performance in terms of F1 score.

Since hashtags contribute only marginally, we also examine whether this
expansion could be excluded without impact on overall performance. Therefore,
results were calculated using @mention with back-projection and URL expan-
sion only (see row “Id+Proj+Url”). This leads to higher accuracy, compared to
the system that includes all expansions. F1, however, is higher where hashtag
expansion is included. The improvement in disambiguation accuracy is signifi-
cant at p = 0.004; however, depending on the application, a higher F1 might
be preferable. The difference in F1 can not be assessed for significance using a
paired test.

We also evaluated whether hashtag and URL expansion could be excluded,
since the difference in accuracy between all three expansion strategies versus
including only @mention expansion with back-projection (“Id+Proj”) is not
statistically significant (p = 0.1441). However, when overall disambiguation
accuracy with added URL expansion (“Id+Proj+Url”) is compared against
“Id+Proj” alone, the latter is indeed significantly worse (p = 0.011). Coupled
with the fact that F1 also decreases, the conclusion is that URL expansion helps,
when used in combination with the two @mention expansion strategies.
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Table 7. Overall result

Prec. Recall F1 Acc

Base 0.442 0.550 0.490 0.550

Id 0.444 0.557 0.494 0.557

Id+Proj 0.444 0.642 0.525 0.642

Url 0.452 0.568 0.504 0.568

Hash 0.446 0.559 0.496 0.559

Id+Pr+Url 0.452 0.660 0.536 0.660

All 0.495 0.623 0.552 0.623

Table 8. Tweet comparison

System Prec. Recall F1

YODIE (Base) 0.44 0.55 0.49

YODIE (Exp) 0.50 0.62 0.55

Aida 2014 0.59 0.38 0.46

Lupedia 0.50 0.24 0.32

Spotlight 0.09 0.51 0.15

TagMe 0.10 0.67 0.17

TextRazor 0.19 0.44 0.26

Zemanta 0.48 0.56 0.52

The relative contribution of the three types of context expansion cannot be
predicted easily for a different corpus, since the distribution of hashtags, user
mentions, and URLs can vary from one tweet dataset to another. Nevertheless,
extrapolating on the basis that if accuracy improvement due to an expansion
type is x, and we had n successful expansions of that type in the corpus, then
the improvement per successful expansion is x/n. Therefore, for a hypothetical
corpus of 397 documents containing one single successful @mention expansion
per document, we might see an accuracy improvement of 0.23; for URL expan-
sions, 0.06; and for hashtag expansions, 0.04. The actual value in real terms,
however, depends on the likelihood of those expansion types occuring in an
actual corpus and the likelihood that expanded contextual information will be
available at disambiguation time.

6.3 Contextualizing Potential Performance Gain

In order to contextualize the magnitude of improvement obtained within results
obtained by state-of-the-art NED methods, YODIE’s performance with and
without tweet expansion is compared on the evaluation part of the tweet corpus
described in Sect. 3. The best performing systems obtain F1 scores in the range
of 0.46 to 0.52, as Table 8 shows, so the six point gain in F1 that we have shown
to be possible through the use of tweet expansion is substantial, and sufficient
to reposition a system in comparison with others.

7 Conclusions and Future Work

This paper investigated the impact on named entity disambiguation in tweets,
when the original tweet text is enriched with additional contextual information
from URLs, hashtags, and @mentions. The tweet expansion approaches investi-
gated here can easily be incorporated within other LOD-based NED approaches,
through the integration of the relatedness, textual similarity, and LOD-based
similarity scores.
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Our experiments demonstrated that tweet expansions lead to significantly
improved NED performance on microblog content. In particular, overall accuracy
improves by 7.3 percentage points, an improvement of 13.3 % compared with
the baseline. Performance gain is slightly lower for F1 – an improvement of 6.2
percentage points (11.3 % over the baseline).

The main gains arise from the ability to disambiguate @mentions in which the
tweet-text only baseline fails to identify their DBpedia referent. The dominant
contribution in this case, therefore, is in terms of recall. It should also be noted
that even without mention expansions, URL and hashtag expansions also lead
to statistically significant improvements.

Limitations to the work include its dependence on the particular candidate
scoring metrics and final disambiguation strategy used, since these constitute
the channels through which tweet expansion can impact on performance. Future
work will involve evaluating tweet expansion in the context of other systems in
order to further investigate this interaction.
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Abstract. Knowledge bases have been used to improve performance
in applications ranging from web search and event detection to entity
recognition and disambiguation. More recently, knowledge bases have
been used to analyze social data. A key challenge in social data analysis
has been the identification of the geographic location of online users in a
social network such as Twitter. Existing approaches to predict the loca-
tion of users, based on their tweets, rely solely on social media features
or probabilistic language models. These approaches are supervised and
require large training dataset of geo-tagged tweets to build their models.
As most Twitter users are reluctant to publish their location, the col-
lection of geo-tagged tweets is a time intensive process. To address this
issue, we present an alternative, knowledge-based approach to predict a
Twitter user’s location at the city level. Our approach utilizes Wikipedia
as a source of knowledge base by exploiting its hyperlink structure. Our
experiments, on a publicly available dataset demonstrate comparable
performance to the state of the art techniques.

Keywords: Wikipedia · Twitter · Location prediction · Semantics ·
Social data · Knowledge graphs

1 Introduction

Location of Twitter users is a prominent attribute for many applications such
as emergency management and disaster response [15], trend prediction [1], and
event detection [24]. Twitter users can choose to publish their location informa-
tion by way of (1) geo-tagging their tweets, or (2) specifying it in the location
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Fig. 1. Estimates of average number of days to collect geo-tagged tweets for top 100
cities in the training dataset of [5]

field of their Twitter profile. However, recent studies have shown that less than
4 % of tweets are geo-tagged [13,19]. Also, while many users choose to leave the
location field of their profile empty or enter invalid information, others specify
location at different granularity such as city, state, and country. Thus, most of
the information entered in this field cannot be reverse geocoded to a city. For
instance, Cheng et al. [5] found that, in their dataset comprising of 1 million
Twitter users, only 26 % of the users shared their location at the city level.

Existing approaches to predict the location of Twitter users, based on their
tweets, use supervised learning techniques [4,5,17]. They are built on the hypoth-
esis that the geographic location of users influences the content of their tweets.
These approaches are data-driven and require large training dataset of geo-
tagged tweets to build statistical models that predict a user’s location. Cheng
et al. [5] created a training dataset comprising of 4,124,960 geo-tagged tweets
from 130,689 users in continental United States. The collection of this dataset
was time intensive and done over a period of 5 months from September 2009 to
January 2010. However, in the recent times we have seen a rapid growth of Twit-
ter. Hence, we examined the effort required to create a similar data set in the
present day. We selected the top 100 cities with the maximum count of tweets in
the dataset of [5] and collected geo-tagged tweets from these cities over a period
of 5 days. Based on the tweets collected in this duration, Fig. 1 shows the aver-
age number of days required to collect tweets comparable in volume to [5]. We
see that for some cities it would take up to 50 days for creating a high quality
training data set. This makes it a time intensive process; consequently, making
the approach challenging to adapt to newer cities. We address this weakness by
proposing a knowledge based solution.

Knowledge bases have been used to either propose alternatives to learning
approaches [11,12] or in combination with learning approaches to improve their
performance [8,25]. This work falls in the former category. Our approach can
be organized into three steps: (1) First, the Creation of a Location Specific
Knowledge base, which exploits the hyperlink structure of Wikipedia to build a
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knowledge base of location specific entities. Additionally, we weight each entity
by its ability to discriminate between locations. (2) Second, User Profile Gen-
eration, which creates a semantic profile of a Twitter user whose location is
to be determined. The user profile consists of wikipedia entities found in their
tweets and are weighted to reflect their importance to the user. (3) Finally, we
use the overlap between the entities in the tweets of a user and the location
specific knowledge base to predict the user location in the Location Prediction
step. Concretely, we make the following contributions:

– We propose a novel knowledge based approach to predict the location of a
Twitter user at the city level.

– We introduce the concept of local entities which are entities that can discrim-
inate between geographic locations.

– We evaluate our approach using a benchmark dataset published by Cheng
et al. [5] and show that our approach, which does not rely on a training
dataset, performs comparable to the state of the art approaches.

The rest of the paper is organized as follows. Section 2 describes the creation of a
location specific knowledge base. Section 3 describes our approach to predict the
location of a user using the location specific knowledge base. Section 4 describes
the evaluation and results of our approach. In Sect. 5, we explain the related
work on location prediction. Finally, Sect. 6 concludes with suggestions for future
work.

2 Creation of Location Specific Knowledge Base

To create a location specific knowledge base, we (1) identify the local entities of
a city, and (2) compute their localness measure with respect to the city.

2.1 Local Entities

Previous research that address the problem of location prediction of Twitter
users, have established that the content of a user’s posts reflects his/her location.
Cheng et al. [5] introduced the idea of local words which are words that convey a
strong sense of location. For example, they found that the word rockets is local
to Houston whereas words such as world and peace are more generic and do not
exhibit an association to any particular location. Using the same intuition, we
introduce the concept of local entities. Local entities are wikipedia entities that
can distinguish between locations.

We leverage Wikipedia to identify the local entities for each city. While there
are many knowledge bases, such as Yago1, DMOZ2, and Geo Names3, we choose
Wikipedia because (1) it is comprehensive, (2) it contains dedicated pages for

1 http://www.mpi-inf.mpg.de/yago-naga/yago.
2 http://www.dmoz.org.
3 http://download.geonames.org/export/dump/.

http://www.mpi-inf.mpg.de/yago-naga/yago
http://www.dmoz.org
http://download.geonames.org/export/dump/


190 R. Krishnamurthy et al.

cities, and (3) it has a hyperlink structure that can be exploited for our purposes.
A wikipedia page comprises of links to other wikipedia pages. These links are
referred to as internal links4 of the wikipedia page and are semantically related
to the page (or a portion of it) [21]. Consequently, we consider the entities
represented by internal links in the wikipedia page of a city as local entities of
that city. For example, the wikipedia page of San Francisco contains a link to the
wikipedia page of Golden Gate Bridge. Thus, we consider Golden Gate Bridge
as a local entity with respect to San Francisco. Note that while a wikipedia page
does not contain link to itself, we consider the city as a local entity to itself
because location names in tweets provide important cues towards the actual
location of the user.

2.2 Localness Measures

All the local entities of a city are not equally local with respect to the city. For
example, consider San Francisco Giants and Major League Baseball that are
local entities of the city San Francisco5. While the San Francisco Giants are a
baseball team based out of San Francisco, Major League Baseball is a professional
baseball organization in North America. Intuitively, the entity San Francisco
Giants has a higher potential than Major League Baseball to distinguish San
Francisco from other cities in United States. Therefore, we introduce the concept
of localness measure for each local entity such that the localness score reflects the
distinguishing ability of the local entity with respect to a city. We experiment
with four measures to determine the localness of an entity. These measures can
be classified into three categories: (1) association based measure, (2) graph based
measure, and (3) semantic overlap based measures.

Association Based Measure. In information theory, pointwise mutual infor-
mation is a standard measure of association. It is used to determine association
between terms based on the probability of their co-occurrence. The intuitive
basis for using an association measure to establish localness of an entity is that,
higher the co-occurrence of a local entity with the city in wikipedia pages, higher
is the localness of the entity with respect to the city. In order to determine the
association between a local entity and a city, we utilize the whole Wikipedia
corpus. We define the PMI of a city and its local entity as:

PMI(le, c) = log2
P (le, c)

P (le)P (c)
(1)

where c is the city and le is a local entity of the city.
We compute the joint probability of occurrence, P (le, c) as the fraction of the

wikipedia pages that contain links to the Wikipedia pages of both the city and
the entity. Additionally, the individual probabilities of the city P (c) and the local
entity P (le) are computed as the fraction of the wikipedia pages that contain
links to the wikipedia page of the city and the local entity alone respectively.
4 http://en.wikipedia.org/wiki/Help:Link#Wikilinks.
5 http://en.wikipedia.org/wiki/San Francisco.

http://en.wikipedia.org/wiki/Help:Link#Wikilinks
http://en.wikipedia.org/wiki/San_Francisco
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Graph Based Measure. The Wikipedia hyperlink structure can also be rep-
resented as a directed graph whose vertices are the wikipedia pages. An edge in
this graph represents a link from the wikipedia page of the source node to the
wikipedia page of the target node. Since the hyperlink structure of Wikipedia
allows us to represent a city and its local entities as a graph, we use a graph
theoretic measure to compute the localness of the local entities.

To construct the graph of local entities for a city, we prune the Wikipedia
hyperlink graph by selecting only those edges that connect the local entities of the
city. For instance, San Francisco Giants and Major League Baseball are nodes in
the graph of local entities of San Francisco. A directed edge from San Francisco
Giants to Major League Baseball represents the link from the wikipedia page of
San Francisco Giants to the wikipedia page of Major League Baseball.

Betweenness centrality has been used extensively to find influential nodes in
a network. Our hypothesis is that, the relative importance of a node in the graph
of local entities, reflects the localness of the local entity with respect to the city.
It is defined as follows:

CB(le, c) =
∑

lei �=le �=lej

σleilej (le)
σleilej

(2)

where c is a city, le, lei, lej are local entities of c, σleilej represents the total
number of shortest paths from lei to lej and σleilej (le) is the number of shortest
paths from lei to lej through le. We normalize the measure by dividing CB by
(n − 1)(n − 2) where n is the number of nodes in the directed graph.

Semantic Overlap Measure. Halaschek et al. [10] measure the relatedness
between concepts using the idea that related concepts are connected to similar
entities. Similarly, we measure the localness of an entity with respect to a city as
the overlap between the internal links of the entity and the internal links of the
city. To compute this semantic overlap, we use the following set based measures:
(1) Jaccard Index, and (2) Tversky Index.

Jaccard Index is a symmetric measure of overlap between two sets and is
normalized for their sizes. Jaccard Index for a city c and its local entity le is
defined as follows:

jaccard(le, c) =
|IL(c) ∩ IL(le)|
|IL(c) ∪ IL(le)| (3)

where IL(c) and IL(le) are the internal links found in the wikipedia page of city
c and local entity le respectively.

Tversky Index is an asymmetric measure of overlap of two sets [26]. While
the Jaccard Index determines the overlap between a city and a local entity, a
local entity generally represents a part of the city. For example, consider the
local entity Boston Red Sox 6 of the city Boston. Its internal links may not
symmetrically overlap with that of Boston because internal links of Boston are
from different categories such as Climate, Geography and History. Hence, we
6 Boston Red Sox is the baseball team of Boston.
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adapt Tversky Index to measure unidirectional overlap of the local entity le to
the city c as follows:

ti(le, c) =
|IL(c) ∩ IL(le)|

|IL(c) ∩ IL(le)| + α|IL(c) − IL(le)| + β|IL(le) − IL(c)| (4)

where we choose α = 0 and β = 1 to penalize the local entity, for every internal
link in its page not found in the wikipedia page of the city.

3 Knowledge Enabled Location Prediction

In Sect. 2, we created a location specific knowledge base comprising of local
entities and their localness measures. Now, we describe our algorithm to predict
the location of a Twitter user using the location specific knowledge base.

3.1 User Profile Generation

Our approach is based exclusively on the content of a user’s tweets. We create
a semantic profile of the user whose location is to be predicted. It comprises of
wikipedia entities mentioned in their tweets. From this profile, entities that are
local entities of a city are used to predict the location of the user. The User
Profile Generation can be explained in two steps: (1) Entity Recognition from
user’s tweets; (2) Entity Scoring to measure the extent of the usage of the entity
by the Twitter user.

Entity Recognition. Entity recognition is the process of recognizing informa-
tion like people, organization, location, and numeric expressions7. To perform
this task on tweets, we utilize existing APIs since the focus of this paper is to
predict a Twitter user’s location. We opted for Zemanta because of the following
reasons: (1) It has been shown to be superior to others as evaluated against other
entity recognition and linking services, by Derczynski et al. [6]; (2) Zemanta’s
web service8 also links entities from the tweets to their wikipedia pages. This
allows an easy mapping between the Zemanta annotations and our knowledge
base extracted from Wikipedia; and (3) It provides co-reference resolution for
the entities.9

Entity Weighting. We weight each entity with the frequency of its occurrence
in a user’s tweets. Frequency of mentions of an entity indicates the significance
of the entity to the user.

3.2 Location Prediction

To predict the location of a user, we compute a score for each city whose local
entities are found in the profile of the user, defined as follows:
7 More details on entity recognition can be found in [20].
8 http://developer.zemanta.com/docs/suggest/.
9 We thank Zemanta for their support.

http://developer.zemanta.com/docs/suggest/
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locScore(u, c) =
∑

e∈LEcu

locl(e, c) × se (5)

where LEcu is the set of local entities of c found in the profile of user u, locl(e, c)
is the localness measure of the entity e with respect to the city c and se is
the weight of the local entity in the user profile. The location of the user is
determined by ranking the cities in the descending order of locScore(u, c).

4 Evaluation

First, we compare our approach with the four localness measures explained in
Sect. 2.2. Then, we use the best performing measure to evaluate against the state
of the art content based location prediction algorithms.

4.1 Dataset

For a fair comparison of our approach against the existing approaches, we use the
dataset published by Cheng et al. [5]. The dataset contains 5119 users, from the
continental United States, with approximately 1000 tweets of each user. These
users have published their location in their profile in the form of latitude and
longitude coordinates. These locations are considered to be the ground truth.
Spammers and bots are filtered out from this dataset using Lee et al.’s [16] work.

To create the location specific knowledge base, we consider all the cities of
United States with population greater than 5000, as published in the census
estimates of 2012. Accordingly, our location specific knowledge base comprises
of 4,661 cities with 500,714 local entities.

4.2 Evaluation-Metrics

We adopt the following four evaluation measures used by the existing location
prediction approaches [5]:

– Accuracy (ACC): The percentage of users identified within 100 miles of their
actual location.

– Average Error Distance (AED): The average of the error distance across all
users. Error distance is the distance between the actual location of the user
and the estimated location by our algorithm.

– Accuracy@k (ACC@k): The percentage of users whose actual locations are
within the top-k predicted locations of the user, with an error distance of 100
miles.

– Average Error Distance@k (AED@k): The Average of error distance, between
the closest predicted location at top-k to the actual location, across all the
users in the dataset.
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4.3 Baseline

We implement a baseline system which considers all the entities of a city to
be equally local to the city. To predict the location of a user, we compute the
score for each city by aggregating the count of local entities of the city found in
the user’s tweets and selecting the city with the maximum score. In other words,
the localness score (locl) of each entity in Eq. 5 is 1.

4.4 Results

Table 1 reports the results for location prediction using the (1) Baseline, (2) Point-
wise Mutual Information (PMI), (3) Betweenness Centrality (BC), (4) Semantic
Overlap Measures - Jaccard Index (JC), and (5) Semantic Overlap Measures -
Tversky Index (TI). We see that Tversky Index is the best performing localness
measure with approximately 55 % ACC and 429 miles of AED. The ACC is dou-
bled compared to the baseline. However, compared to Jaccard Index, there is only
a slight improvement in ACC from 53.21 % to 54.48 % and decrease in AED from
433 to 429 miles.

Table 1. Location prediction using different localness measures

Method ACC AvgErrDist (in Miles) ACC@2 ACC@3 ACC@5

Baseline 25.21 632.56 38.01 42.78 47.95

PMI 38.48 599.408 49.85 56.06 64.15

BC 47.91 478.14 57.39 62.18 66.98

JC 53.21 433.62 67.41 73.56 78.84

TI 54.48 429.00 68.72 74.68 79.99

The top k cities for a user are determined by ordering the aggregate score
for each city (defined in Eq. 5). As shown in Fig. 2, the ACC of our approach
increases with k. At k = 5, using Tversky Index as the localness measure, we are
able to predict the exact location of approximately 80 % of the users. Similarly,
as shown in Fig. 3, the AED decreases as k increases. Figure 4 shows the accuracy
of prediction within increasing radius (in miles). As seen in the graph, we can
predict approximately 46 % of the users within 30 miles of the actual location of
the user.

Performance of Localness Measures. Table 1, Figs. 2 and 3 have compared
the results of our approach using the localness measures described in Sect. 2.2. In
this section, we discuss our findings and analysis on why some localness measures
performed better than others in the location prediction task.

Pointwise mutual information measure is sensitive to low frequency data [3].
This led to high absolute PMI scores for the local entities of a city like Glen Rock,
New Jersey as compared to that of San Francisco due to the low occurrence of
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Fig. 3. Top-k average error distance
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Fig. 4. Accuracy of prediction at increasing miles of radius

the former as compared to the latter in the wikipedia corpus. Nevertheless, the
prediction results using PMI show a significant improvement over the baseline.

Betweenness centrality, as a localness measure, performs better than PMI.
Although, betweenness centrality addresses the sensitivity to low frequency, it
weights certain generic entities higher than more specific entities. For example,
in our knowledge base, United States is a local entity with respect to the city
San Francisco. We found that there are multiple shortest paths through United
States in the graph of local entities of San Francisco, thus increasing its impor-
tance. However, the entity United States is fairly generic and cannot discriminate
between the cities in our knowledge base.

The semantic overlap measures overcome the disadvantages of both between-
ness centrality and PMI. The primary distinction between the two semantic
overlap measures is that Jaccard Index is symmetric while Tversky Index is
assymmetric. Jaccard Index is biased against local entities that have less inter-
nal links. For example, consider the two entities Eureka Valley, San Francisco
and California. Both are local entities of the city San Francisco. Intuitively, we
would expect Eureka Valley, San Francisco (a residential neighbourhood in San
Francisco) to be more local than California with respect to the city San Fran-
cisco but with Jaccard Index the result is opposite. This problem motivated the
use of an asymmetric measure. Using the Tversky Index, the localness measure
of an entity is the highest when all its internal links are subsumed by those in
the wikipedia page of the city. Furthermore, the local entity is penalized for only
the internal links in its page not present in the city. Therefore, in the above
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Table 2. Examples of local entities found in tweets

City Entities

New York City, NY New York City; Brooklyn; Harlem; Queens; New York
Knicks; The Bronx; Manhattan; Train station;
Metro-North Railroad; Rapping; Times Square;
Broadway theatre; New York Yankees; Staten Island;
Brooklyn Nets; Hudson River;

Houston, TX Houston; Houston Texans; Houston Astros; Interstate
45; Houston Chronicle; Greater Houston; Harris
County, Texas; Galveston, Texas; Downtown
Houston; Houston Rockets;

Nashville, TN Nashville, Tennessee;Belmont University; Frist Center
for the Visual Arts; Southeastern Conference;
Centennial Park (Nashville); Gaylord Opryland
Resort & Convention Center; Nashville Symphony;
Cheekwood Botanical Garden and Museum of Art;

example it is able to assign a higher degree of localness to Eureka Valley, San
Francisco than California with respect to the city San Francisco. This app-
roach to weighting the local entities performs better than Jaccard’s index with
improved accuracy and lower average error distance. Table 2 shows examples
of local entities extracted from the tweets of users. These examples illustrate
that local entities of various types such as sports teams, landmarks, organiza-
tions, local television networks and famous people are used to predict the location
of a user.

Comparison with Existing Approaches. For the location prediction task
based on user’s tweets, the state of the art approaches require a training dataset
of geo tagged tweets. Their models are trained using a dataset of 4.1 million
tweets collected over 5 months between 2009 and 2010. From Fig. 1, we can see
that the collection of geo-tagged tweets for the top-100 cities (ranked based on
the number of geo-tagged tweets from the cities used to train the models [4,5])
in 2015 can take up to 50 days10. On the other hand, our approach requires
a pre-processing step of creating an index of the wikipedia links (or Dbpedia
wikilinks that can be easily downloaded from DBpedia11).

We compare the existing approaches against our approach with the best
performing localness measure, i.e. Tversky Index (see Table 3). For a fair com-
parison in the results, we have evaluated our approach on the same test dataset
as Cheng et al. [5], Chang et al. [4] and Jalal et al. [17]. As reported in Table 3,
our approach performs comparable to the state of the art approaches.

10 This experiment was performed keeping in mind the extensive growth of Twitter
from 2009 to 2015.

11 http://wiki.dbpedia.org/Downloads2014.

http://wiki.dbpedia.org/Downloads2014
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Table 3. Location prediction results compared to existing approaches

Method ACC

Cheng et al. 2010 [5] 51.00

Chang et al. 2012 [4] 49.9

Jalal et al. 2014 [17] 55.00

Our approach with TI 54.48
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Impact of Local Entities on Prediction Accuracy. Twitter users have
varying frequency of mentioning local entities of their city in tweets. From the
test dataset of 5119 users (with approximately 1000 tweets per user), Fig. 5 shows
the percentage of users against the frequency of distinct local entity mentions.
While 40 % of users have mentioned less than 5 distinct local entities, 25 % of
the users have more than 10 distinct local entities in their tweets. The impact in
determining the location of users based on this varying frequency of local entity
mentions is shown in Fig. 6. The accuracy of prediction increases with increase
in the number of distinct local entities in the tweets of a user. The accuracy
of prediction is 66 % for users who mention more than 10 local entities in their
tweets.

Geographic Distribution of Predictions. The count of local entities for the
cities in our knowledge base ranges from 11 (for Island Lake, Illinois) to 1095
(for Chicago). This reflects the information available on wikipedia about the
city. The first thought is that, these variations can impact the performance of
our approach. In order to analyze this issue, we performed experiments to check
if any bias exists towards specific cities as a result of the number of local entities
of the city. Hence, we plotted the distribution of our accurate predictions on a
map of United States (Fig. 7) and the distribution of test users in the dataset
as shown in Fig. 8. We can see that despite the variation in the amount of
information available for each city, our algorithm was able to predict locations
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of users from all over United States. The knowledge base for these accurately
predicted cities ranged between 40 to 1095 local entities.12

5 Related Work

Geo-locating twitter users has gained a lot of traction due to its potential appli-
cations. Existing approaches to solve this problem can be grouped in to classes:
(1) content based location prediction, and (2) network based location prediction.

Content-based location prediction approaches are grounded on the premise
that the online content of a user is influenced by their geographical location. It
relies on a significantly large training dataset to build a statistical model that
identifies words with a local geographic scope. Cheng et al. [5] proposed a prob-
abilistic framework for estimating a Twitter user’s city-level location based on
the content of approximately 1000 tweets of each user. They formulated the task
of identifying local words as a decision problem. They used the model of spatial
variation proposed by [2] to train a decision tree classifier using a hand-curated
list of 19,178 words. Their approach on a test dataset of 5119 users, could locate
51 % of the users within 100 miles with an average error distance of 535 miles.
The disadvantage of this approach was the assumption that a “term” is spa-
tially significant to or characteristic of only one location/city. This challenge
was addressed by Chang et al. [4] by modeling the variations as a Gaussian mix-
ture model. While this approach still required a training dataset of geo-tagged
tweets, it did not need a labeled set of seed words. Their tests on the same
dataset showed an accuracy (within 100 miles) of 49.9 % with 509.3 miles of
average error distance. Eisenstein et al. [7] proposed cascading topic models to
identify lexical variation across geographic locations. Using the regional distri-
bution of words, determined from these models, they predicted the locations
of twitter users. Their dataset comprised of users from United States. Their
12 Further information on the evaluation, datasets and code can be found at the

Wiki page of this project http://wiki.knoesis.org/index.php/Location Prediction
of Twitter Users.

http://wiki.knoesis.org/index.php/Location_Prediction_of_Twitter_Users
http://wiki.knoesis.org/index.php/Location_Prediction_of_Twitter_Users
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accuracy at the region and state level was 58 % and 27 % respectively. Kinsella
et al. [14] addressed two problems, namely, (1) predicting the location of an indi-
vidual tweet and (2) predicting the location of a user. They created language
models for each location at different granularity levels of country, state, city and
zipcode, by estimating a distribution of terms associated with the location. Jalal
et al. [17] used an ensemble of statistical and heuristic classifiers. These classi-
fiers used words, hashtags, and location names as features. A low level classifier,
that predicts location at the city level, needs to discriminate among many loca-
tions. To alleviate that, they propose an ensemble of hierarchical classifiers that
predict the location at time zone, state and city level. However, their approach
is also supervised and relies on a training dataset.

Network based solutions are grounded in the assumption that the locations
of the people in a user’s network and their online interaction with the user
can be used to predict his/her location. McGee et al. [18] used the interaction
between users in a network to train a Decision Tree to distinguish between pairs
of users likely to live close by. They reported an accuracy of 64 % (within 25
miles). Rout et al. [23] formulated this task as a classification task and trained an
SVM classifier with features based on the information of users’ followers-followees
who have their location information available. They tested their approach on a
random sample of 1000 users and reported 50.08 % accuracy at the city level.
However, a network based approach can only be used to determine the location
of users who have other users in their network whose location is already known.

In the Twitter domain, Wikipedia has been leveraged for many tasks. Osborne
et al. [22] have shown that Wikipedia can enhance the performance of first story
detection on Twitter. The graph structure of Wikipedia has been utilized by
Genc et al. [9] to classify tweets. Also, the Wikipedia graph has been leveraged
by Kapanipathi et al. [12], with an adaptation of spreading activation theory to
determine the hierarchical interests of users based on their tweets.

6 Conclusion and Future Work

In this paper, we presented a novel knowledge based approach that uses Wikipedia
to predict the location of Twitter users. We introduced the concept of local entities
for each city and demonstrated the results of different measures to compute the
localness of the entities with respect to a city. Without any training dataset, our
approach performs comparable to the state of the art content based approaches.
Furthermore, our approach can expand the knowledge base to include other cities
which is remarkably less laborious than creating and modeling a training dataset.

In future, we will explore the use of semantic types of the Wikipedia entities
to improve the accuracy of the location prediction and decrease the average error
distance. We also plan to augment our knowledge base with location information
from other knowledge bases such as Geo Names and Wikitravel. Additionally,
we will examine how to adapt our approach to predict the location of a user at
a finer granularity level like the neighborhoods in a city.
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Abstract. While almost all dictionary compression techniques focus on
static RDF data, we present a compact in-memory RDF dictionary for
dynamic and streaming data. To do so, we analysed the structure of
terms in real-world datasets and observed a high degree of common pre-
fixes. We studied the applicability of Trie data structures on RDF data
to reduce the memory occupied by common prefixes and discovered that
all existing Trie implementations lead to either poor performance, or an
excessive memory wastage.

In our approach, we address the existing limitations of Tries for RDF
data, and propose a new variant of Trie which contains some optimiza-
tions explicitly designed to improve the performance on RDF data. Fur-
thermore, we show how we use this Trie as an in-memory dictionary by
using as numerical ID a memory address instead of an integer counter.
This design removes the need for an additional decoding data structure,
and further reduces the occupied memory. An empirical analysis on real-
world datasets shows that with a reasonable overhead our technique uses
50–59% less memory than a conventional uncompressed dictionary.

1 Introduction

Dictionary encoding is a simple compression method used by a wide range of
RDF [17] applications to reduce the memory footprint of the program. A dic-
tionary encoder usually provides two basic operations: one for replacing strings
with short numerical IDs (encoding), and one for translating IDs back to the
original strings (decoding). This technique effectively reduces the memory foot-
print, because numerical values are typically much smaller than string terms. It
also boosts the general performance since comparing or copying numerical values
is more efficient than the corresponding operations on strings.

Dictionary encoding relies on a bi-directional map, which we call a dictio-
nary, to store the associations between the numeric and textual IDs. If the input
c© Springer International Publishing Switzerland 2015
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contains many unique tokens, then the size of the dictionary can saturate main
memory and start hampering the functioning of the program. Given the increas-
ing size of RDF datasets, this is becoming a frequent scenario, e.g. [19] reports
cases where the size of the dictionary becomes even larger than the resulting
encoded data. This becomes particularly problematic for applications that need
to keep the dictionary in memory while processing the data.

An additional challenge comes from the dynamic nature of the Web, which
demands that the application access and/or updates the dictionary with high
frequency (for example when processing high velocity streams of RDF data).
This requirement precludes the usage of most existing dictionary compression
techniques (e.g. [10,19]) since these sacrifice update performance in order to
maximize compression, which was the rational trade-off when processing static
RDF data. To the best of our knowledge, there is no method to store dictionaries
of RDF data that is space-efficient and allows frequent updates.

The goal of this paper is to fill this gap by proposing a novel approach,
called RDFVault, to maintain a large RDF dictionary in main memory. RDF-
Vault design contains two main novelties: First, it exploits the high degree of
similarity between RDF terms [9] and compresses the common prefixes with a
novel variation of a Trie [11]. Tries are often used for this type of problems,
but standard implementations are memory inefficient when loaded with skewed
data [13], as is the case with RDF [16]. To address this last issue, we present a
Trie variation based on a List Trie [7], which addresses the well-known limita-
tions of List Tries with a number of optimizations that exploit characteristics of
RDF data.

Second, inspired by symbol tables in compilers, our approach unifies the two
independent tables that are normally used for encoding and decoding into a
single table. Our unified approach maps the strings not to a counter ID (as
is usually the case), but to a memory address from where the string can be
reconstructed again. The advantage of this design is that it removes the need of
an additional mapping from IDs back to strings.

To support our contribution, we present an empirical analysis of the per-
formance and memory consumption of RDFVault over realistic datasets. Our
experiments show that our technique saves 50–59% memory compared to uncom-
pressed hash-based dictionary while maintaining competitive encoding speed and
up to 2.5 times slower decoding performance. Given that decoding in a conven-
tional hash-based dictionary is very fast (a single hash table look up), we believe
that the decoding speed of RDFVault is still reasonably good, and that in many
cases this is a fair price to pay for better memory consumption.

The rest of this paper is organized as follows: In Sect. 2 we report some ini-
tial experiments that illustrate the potential saving that we can obtain with
redundancy-aware techniques. In Sect. 3 we overview related work on the struc-
ture of existing dictionaries, and briefly discuss some of the existing efforts to
reduce their memory consumption. In this section we also introduce the Trie data
structure which will be the basis of our method. In Sect. 4 we focus on a num-
ber of existing Trie variants and analyze their strengths and weaknesses when
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applied to RDF data. Then, we present our method in Sect. 5 and an empirical
evaluation of its performance in Sect. 6. Finally, Sect. 7 concludes the paper and
discusses possible directions for future work.

2 String Redundancy in RDF: An Empirical Analysis

It is well known that the hierarchical organization of IRIs produces a large
amount of string redundancy in a typical RDF dataset [9]. However, the scale
of such redundancy has never been exactly quantified. Therefore, we selected
a random subset of four realistic datasets (Table 1 shows more details on each
dataset), and for each of them we computed the collective amount of common
prefixes of any length.

Table 1. Number and type of terms in examined datasets

Datasets #Terms (M) #Unique Terms (M) Triples (M)

IRI Literal All IRI Literal All

BioPortal [22] 112.17 17.80 130 3.32 4.11 7.44 43.33

Freebase [12] 237.59 60.50 300 19.06 10.48 29.77 100

BTC2014 [14] 228.33 20.79 300 11.47 3.42 17.97 100

DBPedia (EN) [3] 280.07 19.22 300 50.01 1.85 51.87 100

Figure 1(a) reports (divided by type of terms) the results of our experiment.
Although we expected some degree of redundancy in RDF data, this level of
redundancy was beyond our expectations. We observed that 74–84% of the total
space required by all unique strings is occupied by prefixes that appear more than
once. Furthermore, the chart also shows that the redundancy is not confined to
IRIs, but extends to literals as well (e.g. in Freebase [12] about 80 % of the space
is occupied by repeated prefixes of different lengths).

In addition, we calculated the average length of the common prefixes and
observed that common prefixes are between 20 to 30 characters long depending
on the dataset. Such observations support the idea that minimizing the storage
of common prefixes has the potential of effectively reducing the total memory
consumption. These findings motivated our research to design an efficient dic-
tionary encoder that exploits these redundancies in RDF strings to reduce the
space occupied by the dictionary. The remainder of this paper describes our
efforts towards this goal.

3 Existing Approaches

Related work. Dictionary encoding is a popular technique in real-world applica-
tions.(e.g. RDF-3x [21], or Virtuoso [8]). In general the systems that apply dic-
tionary encoding construct the dictionary with two independent data structures,
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Fig. 1. (a) The collective amount of common prefixes of any length categorized by type
of terms. (b) The disk space occupied by HDT dictionary versus unique string terms.

one for mapping strings to IDs, and one for mapping IDs to their corresponding
strings. The method proposed by [25] tries to alleviate the overhead of common
prefixes in IRIs by splitting them based on the last occurrence of ‘/’ charac-
ter and storing the prefix only once in a separate hash table for all IRIs that
share that prefix. The problem with this approach is that in RDF data, common
prefixes have a variable lengths. Therefore many common prefixes will be still
stored more than once. In addition, our analytical study (see Sect. 2) shows that
common prefixes do not occur only in IRIs, but also in literals, which are outside
the scope of this optimization.

There are also approaches that offer dictionary compression over static
datasets, e.g. HDT [10] applies PPM [6] to compress its D (dictionary) part
(FourSectionDictionary)1. Our experiments presented in Fig. 1(b) compare the
disk space occupied by unique strings in datasets presented in Table 1 versus
that of HDT dictionary. The Figure clearly shows that in almost all cases, the
whole HDT dictionary (strings and IDs) occupies more than 50 % less space
than uncompressed strings. Another similar approach [19] is a compact dictio-
nary which partly relies on partitioning terms based on the role they play in the
datasets to achieve a dictionary compression level of 20–64%. Although both
approaches effectively compact the dictionary, they require the whole dataset to
be available at compression time, and they both function under this assumption
that the data rarely changes after the dictionary creation. As a result, they sup-
port relatively efficient decoding (order of micro seconds in our experiments) but
support no new encoding after the dictionary is created. Thus, these techniques
are great if the data is static, but inapplicable for dynamic and streaming data
sources used in many real-time usecases such as stream RDF processing.

Reference [4] proposes an order preserving in-memory dictionary based on a
single data structure that supports dynamic updates, however the approach is
vulnerable to memory wastage for highly skewed data with many duplicates (like

1 https://code.google.com/p/hdt-java/.

https://code.google.com/p/hdt-java/


A Compact In-Memory Dictionary for RDF Data 209

RDF data). References [5,24] propose approaches that address the scalability
issue of massive RDF compression by resorting to distributed approaches.

Trie. If we look at the data structures that are normally used inside the dictio-
nary, then we notice that often B+-trees are chosen if the dictionary is stored on
disk, while arrays, hash tables, or memory mapped files are normally preferred
if the dictionary is supposed to reside in main memory [19]. Regardless of the
data structure, in general existing approaches do not attempt to minimize the
storage of common prefixes, and therefore consume significant space.

A Trie [11] (also known as radix or prefix tree) is special multi-way tree that
was initially proposed as an alternative to binary trees [15] for indexing strings
of variable length. In a Trie, each node represents the string that is spelled out
by concatenating the edge labels on the path from the root. The string stored in
a Trie is represented by the terminal node, while each internal node represents a
string prefix. The children of a node are identified by the character on their edge
labels; So, the fastest Trie implementation stores an array of |Σ| child pointers
in each node, where Σ is the alphabet. For instance, if a Trie should store ASCII
strings, then the arrays would need to have 128 entries.

To better illustrate the functioning of a Trie, we show in Fig. 2(a) a small
example of a standard Trie that supports uppercase English alphabet and con-
tains three simple keys (“ABCZ”, “ABCA”, and “XYZ”). The example shows
that no node in the Trie stores the key associated with that node. Instead, it is
the position of the node in the Trie that determine the key associated with that
node. In other words, the indices followed to reach a node, determines the key
associated with that node. In this example we also see that the strings “ABCZ”,
and “ABCA” share the part of the Trie that represents the common prefix.
Because of this, Tries have the following desirable properties:

– All strings that share the same prefix will be stored using the same nodes.
Therefore common prefixes are stored only once;

– Keys can be quickly reconstructed via a bottom up traversal of the Trie;
– Time complexity of insertions, and lookups are proportional only to the length
of the key, and not to the number of elements in the Trie.

Our experiments in Sect. 2 show that a storage strategy that minimizes string
redundancy has the potential of being very effective in terms of resource con-
sumption. Therefore, Tries can potentially be an ideal data structure for the
compression of RDF terms in memory. Unfortunately, the most serious draw-
back of Tries is that if the input is skewed, and the alphabet is large, the Trie
nodes become sparse [13] and cause low memory efficiency. In last years, this
limitation has received considerable attention, and a number of papers have
proposed some interesting solutions. In the next section we discuss the most
prominent ones and analyze how they perform in our specific usecase.

4 Towards an Optimal Trie Implementation for RDF

Compact Trie. In a standard Trie (Fig. 2(a)), each edge represents a single char-
acter of the key, and thus all characters of all input strings are represented
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Fig. 2. Lazy expansion and path compression optimizations

by pointers between nodes. If the strings represent natural language text, then
standard Tries are extremely vulnerable to memory wastage when nodes become
sparse [13]. To mitigate this issue, the two following optimizations [20,23] are
particularly effective:

Lazy Expansion. Chains of single descendant (child) nodes that lead to a
terminal node (leaf) are omitted and the eliminated characters are usually
stored in the leaf.

Path Compression. Single descendent nodes that do not lead to leaves are
omitted and the skipped characters are either stored in the (multi-descendant)
nodes, or only the numbers of characters is stored in the nodes, and the entire
string is stored in the leaves to ensure correctness.

We call a Trie that implements both optimizations aCompact Trie. Figure 2(b)
shows nodes that are affected by path compression (PC) and lazy expansion (LE)
optimizations. Unfortunately, even with these optimizations in place, our experi-
ments (the second column of Table 2) show that still more than 98 % of entries in
the pointer arrays of a compact Trie remain unused when we store RDF data. This
shows us that even though these two optimizations are useful in the general case,
they do not help turn the data structure into a memory-efficient data structure
for RDF.

Table 2. Percentage of used node pointers in a compact trie and ART when loaded
with realistic RDF data.

Dataset Compact trie ART

BioPortal 1.58 % 47.90 %

DBPedia (EN) 1.19 % 46.60 %

Freebase 1.91 % 48.03 %

BTC2014 1.23 % 44.79 %
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Burst Trie and HAT Trie. A Burst Trie [13] is a hybrid data structure comprised
of a standard Trie called access Trie whose leaves are containers that can be
any data structure (linked lists by default). HAT-Trie [2] improves performance
by using hash tables instead of linked lists. Initially strings are only organized
in containers, but once the algorithm detects a container is inefficient, it bursts
the container into a Trie node, with multiple smaller containers as its leaves.

An advantage of this hybrid design is that it is more resistant to memory
wastage for skewed data. However, this data structure is not attractive for saving
common prefixes because (a) it does not minimize the storage of all common
prefixes, but only those that are in the access Trie b) the burst Trie does not
apply path compression and lazy expansion optimizations, therefore the access
Trie can become very inefficient for long strings.

Adaptive Radix Trie. Adaptive Radix Tree (ART) [18] further improves mem-
ory efficiency, not only by applying the lazy expansion and path compression
optimizations, but also by adaptively changing the size of the pointer array in
nodes to minimize the number of unused pointers. To this end, ART uses nodes
with variable length which grow in size where there is not enough space in their
arrays. We measured the effect of this new optimization for RDF data, and
report the results in the third column of Table 2. As we can see from the table,
the adaptive node policy significantly boosts the memory efficiency compared
to the Compact Trie. Nevertheless, still more than half of the pointer array
entries are left unused. Therefore, for large Tries with many nodes, the memory
efficiency is still unacceptably high.

List Trie. The last type of Trie that we considered is the List Trie [7]. This Trie
organizes the children pointers of each node in linked lists instead of arrays.
The advantage is that, unlike arrays, linked lists are not vulnerable to sparsity.
However, the price to pay is that linked lists do not support random accesses.
Therefore, in generic cases the performance of a List Trie is significantly lower
than other Trie variants. Our experiments (not shown because of space limita-
tions) show that a Standard Trie is more than two times faster than a List Trie
in storing English words in a dictionary, though a List Trie consumes 6.3 times
less memory than a Standard Trie to do so.

5 RDFVault: An In-Memory Dictionary Optimized
for RDF Data

In the previous section we analyzed the existing Trie variants and showed why
none of them is ideal for RDF. In fact, while Tries remove the problem of string
redundancy, array-based tries are still memory inefficient because of the excessive
number of unused pointers (Table 2), and list-based Tries cannot guarantee a
good performance in generic cases.

To address these limitations, we propose a new variant of a List Trie and
use it as an optimized in-memory dictionary named RDFVault for dynamic and
streaming RDF data. There are three important factors that differentiate our
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solution from existing methods. First, our Trie variant uses linked lists (despite
their general suboptimality) and improves the performance by introducing a
move-to-front policy. Second, our dictionary encoding approach removes the need
for a dedicated decoding data structure by using as ID the memory location of
the Trie node that represents the string. Finally, it further optimizes memory
usage by using two different types of nodes in the construction of the Trie. The
remainder of this section describe each of these points in more detail.

Move-to-front policy. To support our decision to use linked lists, we run an
experiment that calculates the distribution of used pointers in a Compact Trie
(8-bit characters) loaded with RDF terms of some real-world datasets (Table 1).
The results reported in Fig. 3 show that nodes with fewer than four used pointers
(out of 256) are the majority. This observation plays in favor of using a list
instead of array to keep track of children, because even with O(n) lookup time
complexity, when the n is small, the overall cost is reasonably low.

However, using a list is not enough. In fact, the plot shows that there are
nodes with more than a dozen children. These nodes, although not many, can
constitute a significant performance bottleneck if they appear on frequent paths.
For example, if such popular nodes appear during the encoding of a term in the
RDF vocabulary, then the overall performance will be severely affected.

Nevertheless, the high skewness and similarities among RDF terms suggest
that some nodes in the lists are looked up much more than others. Therefore,
to overcome the performance degradation introduced by popular long lists, we
introduced a move-to-front policy which moves the last accessed child to the
beginning of the list. In this way, the popular nodes will tend to move to the
front of the list, while the least accessed nodes will automatically drift to the rear.
This allows us to have a very compact data structure with no string redundancy,
no memory wastage due to unused pointers, and still reasonably fast.

Fig. 3. Children distribution of nodes in Tries loaded with RDF data

Trie as a Dictionary. The most common approach for dictionary encoding is to
assign an ID taken from an internal counter to every distinct term in the input.
This requires the dictionary to maintain two maps, one for mapping strings to
IDs, and one for inverse operation. In our approach, we improve this by using
as ID, the memory address of the Trie node that represents the string. We make
this design decision to remove the need for a second decoding data structure,
and by doing so, we are actually reducing the implementation of a dictionary
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from two maps to a single set which we implement using our memory efficiency
Trie. This is possible thanks to this interesting property of Tries (explained in
Sect. 3) that offers the reconstruction of strings via a bottom-up traversal in a
time complexity proportional to the length of string.

A downside of this choice is that we must add a pointer from every child
to its parent to make the upward traversal possible. However, this extra cost is
negligible compared to maintaining a whole second data structure in memory.

The main disadvantage of using the memory location as ID is that we are no
longer allowed neither to relocate nor to reuse nodes that are associated with
strings. This option has a limited impact on deletion operations (we assume that
if a string is removed from the dictionary, then the ID assigned to that string is
recyclable2) but it obliged us to adapt the original insertion algorithm to ensure
that this condition is always observed.

In more details, we needed to address two cases: the first is when the insertion
of a new string causes branching in a node whose address is already assigned as
ID to a string. For example, Fig. 4(a) shows a scenario in which the address of a
node (highlighted with bold lines) is associated with string “AB”, and then the
insertion of string “AC” requires a reorganization of nodes. Since both strings
share the prefix “A”, our algorithm adds a parent node (highlighted with dashed
lines) which holds the prefix, and another node which holds “C” (the remainder
of the new string) and the address of this new node is assigned to string “AC”.
The node which already contained string “AB” is now the child of the new node
that contains the prefix “A”, therefore, the content of this node is changed to
“B” so that still a bottom-up traversal returns back the string “AB”.

A second but less frequent case happens when an already inserted string is the
prefix of a new string. Figure 4(b) illustrates such a scenario where the address
of a node (highlighted with bold lines) is associated with string “AB”, but the
insertion of string “ABC” requires a new organization of nodes. In this case, the
whole string “AB” is a prefix of string “ABC”. Therefore, our algorithm adds a
new parent node (highlighted with dashed line) which hold the string “AB”, and
then add the new node “C” (highlighted with dashed line) as its child. The node
which previously hosted string “AB” keeps the null string now (highlighted with
bold line) so that its memory location is intact, and still a bottom up traversal
will reconstruct the original string “AB”.

(a) (b)

AB YZ AB

C \0

YZAB YZ A

BC

YZ

Fig. 4. Preserving memory locations already assigned as IDs

2 This assumption holds in all dictionary encoding implementations we are aware of.



214 H.R. Bazoobandi et al.

Differentiating Internal Nodes from Terminal Nodes. In our implemen-
tation, each node contains four fields: parent, which is a pointer to the parent
node; string, which contains the portion of the string that results from path
compression and lazy expansion optimizations; children, which refers to the first
child in the linked list of children, and sibling, which links to the next node in
the list. Thus, the first child of a node is accessed by first following its children
link, and the other children are then obtained by following sibling links.

The field children is used only on the internal nodes. Therefore, we use two
different data structures to represent the nodes: one with the field “children”
if the node is internal, or without otherwise. This optimization has significant
impact on memory efficiency because any tree without unary nodes contains
more terminal than internal nodes, and this difference is especially more promi-
nent on multiway trees. For instance, on a 64-bit machine, each children field
occupies at least 8 bytes in memory, and given that the insertion of each unique
string will add one leaf to the Trie, for a dataset with 300 M unique terms, we
can save 2.2 G of memory only via this optimization.

Notice that we can add this optimization only because our insertion algorithm
preserves the constraint on the fixed memory location. Without it, we were
unable to change data structure whenever a terminal node becomes an internal
one, without breaking the constraint.

6 Evaluation

We implemented RDFVault in the Java programming language, and released the
source code online3. Our implementation stores RDF terms as Java character
arrays, therefore it supports an alphabet of 16-bit characters.

As mentioned in Sect. 3, all existing dictionary compression techniques only
target static data and thus do not support efficient updates. Hence, we chose
an uncompressed conventional dictionary that consists of two hash tables as the
baseline (as mentioned in Sect. 3, this is the most popular dictionary implemen-
tation that supports fast updates).

For the implementation of this conventional dictionary, we used the GNU
Trove Hash Table library (with the default configurations) which is a robust and
very memory efficient open-addressing hash implementation. Trove hash allows
strings to be directly stored as character arrays which removes the substantial
overhead associated with the String objects. Our experiments (not shown here)
estimated that the dictionary implemented based on GNU Trove library (here-
after Trove Dictionary) yields more than 20 % better memory efficiency than the
implementation based on Java standard HashMap over real-world RDF data.

We do not show a comparison against B+trees because if all data is in main
memory then hash tables outperform them significantly. We also did not compare
our work against other Trie variants, because we showed in Sect. 4 that they are
very memory inefficient for the construction of an RDF dictionary.

3 https://github.com/bazoohr/RDFVault.git.

https://github.com/bazoohr/RDFVault.git
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To evaluate our approach, we used the four real-world datasets that were
considered throughout the previous sections (see Table 1). All experiments were
run on a machine equipped with a 32 cores Intel(R) Xeon(R) CPU E5-2650 v2
@ 2.60 GHz, and 256 G of memory. The system runs Ubuntu 14.04 and we used
Java 1.8.0 with 128 GB of maximum heap space.

To measure the memory consumption, we developed a technique which we
were able to validate against existing Java libraries [1]. To measure the per-
formance, we ran each experiment 10 times and report the average value to
minimize the overhead of garbage collection on the comparability of our results.

Fig. 5. Memory consumption results.

6.1 Memory Consumption

Overall Space Consumption. Figure 5 shows that RDFVault consumes 50–59%
less memory than the conventional dictionary. It is interesting to see that in case
of DBPedia (EN), and BTC2014 datasets, the whole memory consumption of
RDFVault is less than the memory merely occupied by strings in the conven-
tional dictionary. This clearly shows that RDFVault can successfully exploit the
common prefixes of RDF terms to build a highly compact dictionary in memory.

By comparing the results in Fig. 5, with Fig. 1(b), we see that HDT dictio-
nary is considerably smaller than RDFVault, but as we mentioned before this
compression is achieved by sacrificing updatability.

Data Structure Overhead. Figure 5(a) shows that in all cases the overhead of
RDFVault is less than that in conventional dictionary. It also shows that due
to the string compression in RDFVault, sometimes strings consume much less
space than the data structure (compared to the conventional dictionary). This
means that in some cases the data structure becomes the main source of mem-
ory consumption in RDFVault. This is the observation that motivated our last
optimizations to introduce different data structures to implement the nodes.
Further optimization in this direction might be very effective in reducing the
overall compression.

Note that although most existing dictionaries consist of two tables, it may
also be possible to confine a conventional dictionary into a single hash table.
Nonetheless, because strings are shared between the two tables, omitting one
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table at best can only reduce the data structure overhead to half, but the mem-
ory consumption of strings remains intact. Thus, RDFVault still offers better
memory efficiency in all cases (see Figs. 5 and 6).

IRIs and Literals Compression. To evaluate the effect of compression on IRIs and
literals, we first performed the encoding only on IRIs, and then only on the liter-
als. The results reported in Fig. 6 confirm that eliminating common prefixes is an
effective compression technique for IRIs, since it always significantly outperforms
the baseline. On the other hand, our technique is less effective in compressing
the literals, even though also in this case our method always outperforms the
baseline.

Fig. 6. Memory usage considering both IRIs and Literals (DS represents the space
occupied by the data structure, while STR is the one taken for strings.

6.2 Encoding/Decoding Runtime

We now focus our attention on the impact of our method during encoding and
decoding. To this end, we measure the time necessary to encode and decode all
terms in the datasets in the order they appear in the publicly available seri-
alization of data (hereafter input order). To be more specific, we also run the
same experiment once on IRIs, and once on Literals. Terms were encoded and
decoded one after another, and the average encoding/decoding runtime per term
is reported in Fig. 7.

As we can see from the left graph, in the worst case it takes about 650ns to
encode a term, and about 450ns to decode it. In general, the encoding perfor-
mance of our approach is comparable to the one of the Trove hash map, and
in two cases (BioPortal, BTC 2014) the runtimes are even better. The figure
shows that encoding literals is often more expensive both in the conventional
dictionary and RDFVault. This suggests that the lower encoding performance
of literals could be because they are longer than IRIs. Similar reasons can be
given for the slow encoding speed of IRIs in case of DBPedia (EN) dataset,
namely because this dataset uses long IRIs, both the conventional dictionary
and RDFVault present slower encoding performance than average.
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The right graph of Fig. 7 presents the average decoding runtime of RDF
terms. The results show that a hash map performs up to 2.5 times better decod-
ing performance, even though in some cases the margin with RDFVault is min-
imal. In theory the time complexity of both approaches is proportional to the
length of string (hash code calculation for conventional dictionary, and string
reconstruction in RDFVault), but in practice RDFVault needs to follow mul-
tiple references for the bottom up traversal and concatenate the substrings to
reconstruct the original one. Therefore, it usually needs to execute more instruc-
tions than the conventional dictionary. The positive result is that strings do
not have (on average) an excessive length. Therefore, the price that we pay for
compressing our input in terms of decoding speed remains rather limited.

Fig. 7. Encoding and decoding runtime of our approach against the baseline.

Fig. 8. Effect of Move to front policy on encoding performance

6.3 Move-to-front Policy Effectiveness

In this experiment, we evaluate the performance gain of applying move-to-front
policy on children lists. To that end, we measure the encoding performance of
RDFVault over the datasets Table 1 presents with and without move-to-front
policy and report the results in Fig. 8.

Results clearly show that the move-to-front policy can effectively achieve
up to 3.5 times performance improvement compared to when this optimization
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is disabled. It is interesting to see that the effectiveness of the move-to-front
policy is not limited to IRIs, and literal terms benefit from this optimization
as well.

7 Conclusions and Future Work

Dictionary encoding is widely used in semantic web applications, however, recent
studies [19] show that sometimes the size of dictionaries becomes even larger
than the encoded data. Hence, some efforts (e.g. HDT, and [19]) propose dictio-
nary compression methods that considerably reduce the dictionary size for static
datasets. Nonetheless, to the best of our knowledge there is no such technique
for dynamic and streaming data. Thus, in this paper, we presented RDFVault,
a compact in-memory dictionary that supports dynamic updates.

We first empirically observed a high degree of redundancy in the collection of
real-world RDF datasets, and proposed to use Trie data structure to exploit this
redundancy in order to compress RDF term in memory. Unfortunately, array-
based implementations of this data structure introduce another form of memory
inefficiency that stems from excessive number of unused pointers.

We discussed that the only type of Trie that does not suffer from this limita-
tion is a list-based Trie, but unfortunately such Trie is suboptimal compared to
array-based ones because of list lookup overhead for generic inputs. To address
this last limitation, we introduced a novel list-based Trie that leverages the high
degree of similarities and skewness among RDF terms to apply a move-to-front
policy in order to reduce the list lookup overhead.

Then, we showed how we use this new list-based Trie as a dictionary named
RDFVault, by using as a numerical ID a memory address instead of an integer
counter. This design decision removes the need for a dedicated decoding data
structure and enhances the memory consumption of the dictionary even further.
As a result, we have an in-memory dictionary which both compresses the strings,
and supports dynamic updates, and is also confined into a single data structure
which reduces the memory consumption.

Our experiments show that the memory consumption of RDFVault is less
than half of a conventional dictionary (50–59% less) while it offers comparable
(and sometimes even better) encoding speed, though the decoding performance
is degraded up to 2.5 times. Given that the decoding in a conventional dictionary
is very fast (requires only a single table lookup), we believe that this is still a
fairly good performance and a reasonable price to pay for higher compactness
level, especially for applications that require frequent encoding or decoding such
as stream processing frameworks.

For the future work we intend to extend this study further by exploring the
possibilities of multiple concurrent dictionary updates in RDFVault.

Acknowledgment. This project was partially funded by the COMMIT project, and
by the NWO VENI project 639.021.335.
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Abstract. With the increasing application of Linked Open Data, assess-
ing the quality of datasets by computing quality metrics becomes an
issue of crucial importance. For large and evolving datasets, an exact,
deterministic computation of the quality metrics is too time consuming
or expensive. We employ probabilistic techniques such as Reservoir Sam-
pling, Bloom Filters and Clustering Coefficient estimation for implement-
ing a broad set of data quality metrics in an approximate but sufficiently
accurate way. Our implementation is integrated in the comprehensive
data quality assessment framework Luzzu. We evaluated its performance
and accuracy on Linked Open Datasets of broad relevance.

Keywords: Data quality · Linked data · Probabilistic approximation

1 Introduction

The Web of Data is continuously changing with large volumes of data from
different sources being added. Inevitably, this causes the data to suffer from
inconsistency, both at a semantic level (contradictions) and at a pragmatic level
(ambiguity, inaccuracies), thus creating a lot of noise around the data. It also
raises the question of how authoritative and reputable the data sources are. Tak-
ing DBpedia1 as an example, data is extracted from a semi-structured source
created in a crowdsourcing effort (i.e. Wikipedia). This extracted data might
have quality problems because it is either mapped incorrectly or the informa-
tion itself is incorrect. Data consumers increasingly rely on the Web of Data
to accomplish tasks such as performing analytics or building applications that
answer end user questions. Information overload is a consistent problem that
these consumers face daily. Ensuring quality of the data on the Web is of para-
mount importance for data consumers, since it is infeasible to filter this infobesity
manually.

A particular challenging area is the quality analysis of large-scale, evolving
Linked Data datasets. In their editorial [9], Hitzler and Janowicz claim that

This work is supported by the European Commission under the Seventh Framework
Program FP7 grant 601043 (http://diachron-fp7.eu).

1 http://www.dbpedia.org.
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Linked Data is an ideal pilot to experiment with the 4th paradigm of big data
(Veracity). However, Linked Data is frequently overlooked due to its reputation
of being of poor quality. The quality of data can usually not be described using
a single measure, but commonly requires a large variety of quality measures to
be computed. Doing this for large datasets poses a substantial data processing
challenge. However, for large datasets meticulously exact quality measures are
usually not required. Instead users want to obtain an approximate indication of
the quality they can expect.

Previous work on Linked Data quality analysis primarily employed determin-
istic algorithms (cf. the survey by Zaveri et al. [23]). Although such algorithms
usually have polynomial complexity they are intractable for large datasets and it
is difficult to reach runtimes sufficient for practical applications. The rationale of
this paper is to show that we can apply probabilistic techniques to assess Linked
Data quality. In particular, we employ three techniques commonly used in big
data applications: Reservoir Sampling, Bloom Filters and Clustering Coefficient
estimation. We develop strategies how these techniques can be applied to boost
quality metric computations. We also thoroughly evaluate the quality metrics
to tweak the required parameters for more accurate results yet keeping the run-
ning time acceptable. All implemented quality metrics are part of a large quality
assessment framework, Luzzu2 [5].

The rest of this paper is organised as follows. Section 2 looks at the state
of the art. Section 3 provides preliminaries. Section 4 details the Linked Data
quality metrics under discussion. Section 5 discusses the implementation of the
big data techniques and metrics. Section 6 reports our evaluation results. Final
remarks and conclusions are presented in Section 7.

2 State of the Art

In a recent article, Dan O’Brien [17] discusses how big data, which is now being
applied in many companies and applications, challenges data governance, includ-
ing data quality. This section overviews the state of the art in relation to the
probabilistic approximation techniques that can be applied to assess data quality
in Linked Open Datasets. To our knowledge, there is currently no concrete use
of such techniques to assess linked dataset quality.

Since their inception, Bloom Filters have been used in different scenarios,
including dictionaries and spell-checkers, databases (for faster join operations
and keeping track of changes), caching, and other network related scenarios [3].
Recently, this technique was also used to tackle the detection of duplicate data
in streams in a variety of scenarios [1,6,11,14]. Such applications included the
detection of duplicate clicks on pay-per-click adverts, fraud detection, URI crawl-
ing, and identification of distinct users on platforms. Metwally et al. [14] designed
a Bloom Filter that applies the “window” principle: sliding windows (finding
duplicates related to the last observed part of the stream), landmark windows
2 Luzzu is open source and available to download from http://eis-bonn.github.io/

Luzzu.

http://eis-bonn.github.io/Luzzu
http://eis-bonn.github.io/Luzzu
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(maintaining specific parts of the stream for de-duplication), and jumping win-
dows (a trade-off between the latter two window types). Deng and Rafiei [6]
go a step further than [14] and propose the Stable Bloom Filter, guaranteeing
good and constant performance of filters over large streams, independent of the
streams’ size. Bera et al. [1] present a novel algorithm modifying Bloom Fil-
ters using reservoir sampling techniques, claiming that their approach not only
provides a lower false negative rate but is also more stable than the method
suggested in [6].

Random sampling, in different forms, is often used as an alternative to com-
plex algorithms to provide a quick yet good approximation of results [20]. Sample-
based approaches such as the latter were used to assess the quality of Geographic
Information System data [18,21]. Xie et al. [21] describe different sampling meth-
ods for assessing geographical data. In their approach, Saberi and Ghadiri [18]
sampled the original base geographical data periodically. The authors in [12]
propose how data quality metrics can be designed to enable (1) the assessment
of data quality and (2) analyse the economic consequences after executing data
quality metrics. They suggest sampling the dataset attributes to get an estimate
measure for the quality of the real-world data.

Lately, various efforts have been made to estimate values within big networks,
such as estimating the clustering coefficient [8] or calculating the average degree
of a network [4]. Hardiman et al. [8] provide an estimator to measure the net-
work size and two clustering coefficient estimators: the network average (local)
clustering coefficient and the global clustering coefficient. These measures were
applied on public datasets such as DBLP, LiveJournal, Flickr and Orkut. Simi-
larly, Dasgupta et al. [4] calculate the average degree of a network using similar
public domain datasets. As Guèret et al. pointed out in [7], network measures
can be exploited to assess Linked Data with regard to quality, as Linked Data
uses the graph-based RDF data model.

3 Preliminaries

The LOD Cloud3 comprises datasets having less than 10 K triples, and others
having more than 1 billion triples. Deterministically computing quality metrics
on these datasets might take from some seconds to days. This section introduces
three probabilistic techniques commonly used in big data applications; they com-
bine with a high probability near-to-accurate results with a low running time.

Reservoir Sampling. Reservoir sampling is a statistics-based technique that
facilitates the sampling of evenly distributed items. The sampling process ran-
domly selects k elements (≤ n) from a source list, possibly of an unknown size
n, such that each element in the source list has a k/n probability of being
chosen [20]. The reservoir sampling technique is part of the randomised algo-
rithms family. Randomised algorithms offer simple and fast solutions for time-
consuming counterparts by implementing a degree of randomness. Vitter [20]
3 http://lod-cloud.net.

http://lod-cloud.net
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introduces an algorithm for selecting a random sample of k elements from a big-
ger list of n elements, in one pass. The author discusses that by using a rejection-
acceptance technique the running time for the sampling algorithm improves. The
main parameter that affects the tradeoff between fast computation and an accu-
rate result is the reservoir size (k). The sample should be large enough such that
the law of large numbers4 can be applied.

Bloom Filters. A Bloom Filter [2] is a fast and space efficient bit vector data
structure commonly used to query for elements in a set (“is element A in the
set?”). The size of the bit vector plays an important role with regard to the
precision of the result. A set of hash functions is used to map each item added
to be compared, to a corresponding set of bits in the array filter. The main
drawback of a Bloom Filter is that they can produce false positives, therefore
being possible to identify an item as existing in the filter when it is not, but this
happens with a very low probability. The trade-off of having a fast computation
yet a very close estimate of the result depends on the size of the bit vector.
With some modifications, Bloom Filters are useful for detecting duplicates in
data streams [1].

Clustering Coefficient Estimation. The clustering coefficient algorithm mea-
sures the neighbourhood’s density of a node. The clustering coefficient is mea-
sured by dividing the number of edges of a node and the number of possible
connections the neighbouring nodes can have. The time complexity for this algo-
rithm is O(n3), where n is the number of nodes in the network. Hardiman and
Katzir [8] present an algorithm that estimates the clustering coefficient of a node
in a network using random walks. A random walk is a process where some object
jumps from one connected node to another with some probability of ending in a
particular node. A random walker stops when the mixing time is reached. In a
Markov model, mixing time refers to the time until the chain is close to its steady
state distribution, i.e. the total number of steps the random walker should take
until it retires. Given the right mixing time, the value is proved to be a close
approximate of the actual value. The authors’ suggested measure computes in
O(r) + O(rdmax) time, where r is the total number of steps in the random walk
and dmax is the node with the highest degree5.

4 Linked Data Metrics

Zaveri et al. present a comprehensive survey [23] of quality metrics for linked
open datasets. Most of the quality metrics discussed are deterministic and com-
putable within polynomial time. On the other hand, once these metrics are
exposed to large datasets, the metrics’ upper bound grows and as a result, the
computational time becomes intractable. In this section we discuss some metrics
that are known to suffer from the big data phenomenon.
4 http://mathworld.wolfram.com/LawofLargeNumbers.html.
5 The number of in-links plus out-links of a node.

http://mathworld.wolfram.com/LawofLargeNumbers.html
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Dereferenceability. HTTP URIs should be dereferenceable, i.e. HTTP clients
should be able to retrieve the resources identified by the URI. A typical web
URI resource would return a 200 OK code indicating that a request is successful
and a 4xx or 5xx code if the request is unsuccessful. In Linked Data, a successful
request should return an RDF document containing triples that describe the
requested resource. Resources should either be hash URIs or respond with a 303
Redirect code [19]. The dereferenceability metric assesses a dataset by counting
the number of valid dereferenceable URIs (according to these LOD principles)
divided by the total number of URIs. Yang et al. [22] describe a mechanism6 to
identify the dereferenceability process of a Linked Data resource.

A näıve approach for this metric is to dereference all URI resources appearing
in the subject and the object of all triples. In this metric we assume that all
predicates are dereferenceable. This means that the metric performs at worst 2n
HTTP requests, where n is the number of triples. It is not possible to perform
such a large number of HTTP requests in an acceptable time.

Existence of Links to External Data Providers. This metric measures the
degree to which a resource is linked to external data providers. Ideally, datasets
have a high degree of linkage with external data providers, since interlinking is
one of the main principles of Linked Data [10].

The simplest approach for this metric is to compare the subject’s resource
pay-level domain (PLD) against the object’s resource PLD7. Although this met-
ric is not considered to be computationally expensive (O(n), where n represents
the number of triples), it is also a good candidate for an estimation.

Extensional Conciseness. At the data level, a linked dataset is concise if there
are no redundant instances [13]. This metric measures the number of unique
instances found in the dataset. The uniqueness of instances is determined from
their properties and values. An instance is unique if no other instance (in the
same dataset) exists with the same set of properties and corresponding values.

The most straightforward approach is to compare each resource with every
other resource in the dataset to check for uniqueness. This gives us a time com-
plexity of O(i2t), where i is the number of instances in the datasets and t is
the number of triples. The major challenge for this algorithm is the number of
triples in a dataset, since each triple (predicate and object) is compared with
every other triple streamed from the dataset.

Clustering Coefficient of a Network. The clustering coefficient metric is
proposed as part of a set of network measures to assess the quality of data map-
pings in linked datasets [7]. This metric aims at identifying how well resources are
6 Also used in the Semantic Web URI Validator Hyperthing (http://www.hyperthing.

org).
7 “PLDs allow us to identify a realm, where a single user or organization is likely to

be in control.” [16]. For example the PLD for http://dbpedia.org/resource/Malta is
dbpedia.org.

http://www.hyperthing.org
http://www.hyperthing.org
http://dbpedia.org/resource/Malta
http://dbpedia.org
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Table 1. Mapping probabilistic approximation techniques with Linked Data quality
metrics

Probabilistic Approximation Technique Linked Data Metric

Reservoir Sampling Dereferenceability

Links to External Data Providers

Bloom Filters Extensional Conciseness

Clustering Coefficient Estimation Clustering Coefficient of a Network

connected, by measuring the density of the resource neighbourhood. A network
has a high clustering cohesion when a node has a large number of neighbouring
nodes, all of which are connected to each other. This means that links may end
up being meaningless [7].

When assessing the clustering coefficient of a network, a graph is built where
the subject and object of a triple (either URI resources or blank nodes) are
represented as vertices in the graph, whilst the predicate is the edge between
them. As this ignores triples with literal objects, there is no direct correlation
between the number of triples in a dataset and number of vertices. Calculating
this measure on a network takes O(n3), especially for large datasets. This is
because each vertex in the network has to be considered: for each vertex v in
the graph, we identify the number of links between the neighbours of v (i.e. how
many of v’s neighbours are connected together) and divide it by the number of
possible links.

5 Implementation

Based on the probabilistic techniques described in Sect. 3, we analyse how they
can help in assessing quality in linked datasets. These metrics are implemented
as an extensible package for Luzzu. Luzzu [5] is a Linked Data quality assess-
ment framework that provides an integrated platform which: (1) assesses Linked
Data quality using a library of generic and user-provided domain specific qual-
ity metrics in a scalable manner; (2) adds queryable quality metadata to the
assessed datasets; and (3) assembles detailed quality reports on assessed datasets.
Datasets are assessed using a sequential streaming approach. Table 1 shows which
approximation can be used for each respective metric.

5.1 Reservoir Sampling

Our implementation is based on the rejection-acceptance technique [20]. The
trade-off parameter is the definition of the maximum number of items (k) that
can be stored. Various factors are taken to define k, such as the rough estimation
of the size of the dataset and available memory, since this reservoir is stored in-
memory.
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When attempting to add an item to the reservoir sampler, an item counter
(n) is incremented. This increment is required to calculate the replacement prob-
ability, since the exact size of the source (in our case the dataset) is unknown.
The item can be (i) added to the reservoir, (ii) become a candidate to replace
another item, or (iii) be discarded. The first possible operation is straightforward.
If the reservoir sampler has free locations (n < k), the item is added. On the
other hand, when the reservoir is full, the item can either replace another item
in the list, or rejected. The decision is made by generating a random number (p)
between 0 and n. If p lies in the range of the reservoir list length (i.e. p < k), then
the new item replaces the current item stored in that position of the reservoir,
else it is rejected. This simulates the k/n replacement probability for all items.

Estimated Dereferenceability Metric. Each resource URI is split into two
parts: (1) the pay-level Domain (PLD), and (2) the path to the resource. For
this metric we employ a “global” reservoir sampler for the PLDs. Furthermore,
for each PLD we employ another reservoir sampler holding an evenly distrib-
uted sample list of resources to be dereferenced. If the pay-level domain returns
a 4xx/5xx code upon an HTTP request, then all other sampled resources in
that reservoir are automatically deemed as non-dereferenceable. Envisaging the
possibility of multiple HTTP requests to same domain or resource, we make use
of the Luzzu’s caching mechanism, to store HTTP requests. The metric value is
calculated as a ratio of the total number of dereferenced URIs against the total
number of sampled URIs.

Estimated Links to External Data Providers Metric. In order to measure
the use of external data providers, the metric must first identify the base URI
of the dataset that is being assessed. As each triple is streamed to the metric
processor, a heuristic mechanism identifies the base URI. For this, we apply one
of the two heuristics, listed in order of priority:

1. Extract the base URI from a triple having the predicate rdf:type and object
void:Dataset or owl:Ontology.

2. The URI (PLD) with the maximum number of occurrences in the subject of
the assessed dataset.

Each triple’s object in the dataset is then used to estimate the value of this
metric, by first extracting its PLD and attempting to add it to the metric’s
reservoir. The value of this metric is defined as the ratio of the number of PLDs
in the sampler that are not the same as the base URI, against the total number
of URIs in the sampler.

5.2 Bloom Filters

Linked datasets might suffer from instance duplication. Bera et al. [1] introduced
some modifications to the mechanics of Bloom Filters to enable the detection
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Fig. 1. Illustrating bloom filters with an example

of duplicate elements in data streams. These modifications allow items to be
inserted indefinitely by probabilistically resetting bits in the filter arrays when
they are close to getting overloaded. The Randomised Load Balanced Biased
Sampling based Bloom Filter (RLBSBF) is used to implement the detection
of duplicate instances. The authors show that this approach is efficient and
generates a low false positive rate.

An RLBSBF algorithm is initialised with (1) the total memory used by filter
arrays in bits (M); and (2) a threshold value (tFPR) for the false positive rate.
The bit vector is initialised with k Bloom Filters. Each bloom filter has a size of
M/k and a hash function is mapped to it. The authors in [1] suggest that k is
calculated using the threshold value tFPR. A high threshold value means faster
computation but less accurate results.

Whenever a new element is processed, the Bloom Filter sets all k bit positions
using the hash functions mapped to them. If the bit positions were previously
set in the bit vector, it means that a duplicate was detected. Otherwise, the
probabilistic resetting of bits is performed before the new element is added to
the bit vector. Our implementation uses 128-bit Murmur38 hashing functions.
Figure 1 illustrates how Bloom Filters help to identify a Linked Data resource
that already exists in a dataset.

Estimated Extensional Conciseness Metric. When triples are streamed to
the metric processor, the predicate and object are extracted and serialised as a

8 https://code.google.com/p/smhasher/wiki/MurmurHash3.

https://code.google.com/p/smhasher/wiki/MurmurHash3
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string. The latter string is stored in a sorted set. This process is repeated until
a triple with a different subject identifier is processed. The sorted set is then
flattened to a string and added to the Bloom Filter, discovering any possible
duplicates. The set is then initialised again for the new resource identifier and
the process is repeated until no more triples are streamed.

The main drawback of our proposed algorithm is that a dataset must be
sorted by subject, such that all triples pertaining to the same instance are
streamed one after another. Although it is common practice to publish datasets
sorted by subject (e.g. DBpedia), this cannot be guaranteed in the general
case. In our experiments we pre-process RDF dumps by converting them to the
N-Triples serialisation, which can be sorted by subject in a straightforward way.

5.3 Clustering Coefficient Estimation

In [8], the authors propose an approach for estimating a social network’s cluster-
ing coefficient by creating a random walk. In their proposed algorithm, Hardiman
and Katzir use log2 n9 as the base mixing time, i.e. the number of steps a random
walker takes until it converges to a steady-state distribution. However, different
network characteristics lead to different mixing times, where well-connected net-
works have a small (fast) mixing time [15].

To calculate an estimate of the clustering coefficient given a random walk
R = {x1, x2, . . . , xr}, Hardiman and Katzir propose the Estimator 1:

Estimator 1

Φl =
1

r − 2

k=2∑

r−1

φk
1

dxk
− 1

Ψl =
1
r

k=1∑

r

1
dxk

ĉl � Φl

Ψl

where r is the total number of steps in the random walk R, xk is the index of
the kth node in the random walk, dxk

is the degree of node xk and φk represents
the value in the adjacency matrix A in position Axk−1,xk+1 .

Estimated Clustering Coefficient Metric. When triples are streamed into
the metric, the vertices are created by extracting the subject and the object,
whilst the predicate acts as a directed edge between the two nodes. We use
URI resources and blank nodes to create the network vertices. To calculate the
estimated clustering coefficient value, a random walk is performed on the graph.

9 The square of log n.
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Similarly to the approach in [8], we view the graph as undirected. The idea is
that if the random walker ends up in a dead-end (i.e. cannot move forward), it
can go back to continue crawling the network. Our mixing time parameter is
m log2 n. Since linked open data advocates interlinking and re-use of resources,
we expect10 that such datasets have a low mixing time. The multiplier factor
m thus enables us to increase or decrease the mixing time as required. The
reason behind this is to enable a parameter modifier to the base mixing time
(log2 n), since it is difficult to find a one size fits all mixing time. Estimator 1
is used to obtain a close estimate of the dataset’s clustering coefficient. Finally,
the estimated value is normalised as described in [7].

6 Metric Analysis and Experiments

Having implemented the metrics using probabilistic approximation techniques,
we measure the computed quality metric values and runtime for the approximate
metrics and compare them with the actual metrics. For each approximate metric,
we experimented with different parameter settings to identify the best parameter
values. All tests are run on a Unix virtual machine with an Intel Xeon 3.00 GHz,
with 3 cores and a total memory of 3.8 GB. We used a number of datasets of
varying sizes and covering different application domains. We found them on
Datahub, looking for datasets tagged with the lod tag. These are:

– Learning Analytics and Knowledge (LAK) Dataset ≈ 75 K triples;
– Lower Layer Super Output Areas (LSOA) ≈ 280 K triples;
– Southampton ECS E-Prints Dataset ≈ 1 M triples;
– WordNet 2.0 (W3C) Dataset ≈ 2 M triples;
– Sweto DBLP Dataset ≈ 15 M triples;
– Semantic XBRL ≈ 100 M triples;

Parameter Setting. In order to maximise accuracy, the parameters of the
algorithms have to be tweaked. Therefore, we experimented with different para-
meter values and analysed the metric results. Parameter settings were obtained
by observing the algorithm’s parameters in correlation with the datasets and
metrics. The rationale behind this experiment is to identify a single parameter
that, when used in a metric, gives acceptable results within reasonable time.
This experiment was not performed on all datasets, since in certain cases the
actual metric does not complete its computation.

The Dereferenceability metric was implemented using reservoir sampling.
Table 2 shows the time taken (in seconds) and the approximate value for different
parameter settings. The biggest time factor in this metric is the network access
time, i.e. the time an HTTP request takes to respond. The parameter settings
employed for this experiment are: (P1) global reservoir size: 10, PLD reservoir
size: 1000; (P2) global reservoir size: 50, PLD reservoir size: 100; (P3) global
10 We are currently performing research on the mixing time of the linked datasets

available in the LOD Cloud.
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Table 2. Dereferenceability metric with different parameter settings

Table 3. Existence of links to external data providers metric with different parameter
settings

reservoir size: 50, PLD reservoir size: 10000; (P4) global reservoir size: 100, PLD
reservoir size: 1000. Whilst the approximate metrics completed the computation
for all datasets, the exact computation was only ready for the LAK and LSOA
datasets. Based on the available results from the datasets, we can conclude that
the optimal parameter for this metric is close to the P3 settings. The results for
the LSOA dataset are 0 due to the fact that all resources returned a 4xx/5xx
error. This was verified manually.

Another application of the Reservoir Sampling was the Existence of Links
to External Data Providers. Table 3 shows the time taken (in seconds) and the
estimated value for different parameter settings. The parameter settings used to
initialise the sampler were: (P1) 5,000; (P2) 10,000; (P3) 20,000; (P4) 50,000.
The results show that the approximation technique did not record any major
difference up to 2 M, but the technique fares better with very big datasets (c.f.
Fig. 2). One possible reason for this is that since the actual metric is not expected
to fit in-memory, our implementation uses MapDB11, a pure Java database that
stores memory data structures such as hash maps on disk. It is also worth noting
that all estimates gave the same value as the actual. The reason for this is that
the number of object PLDs fits in the smallest reservoir. Therefore, since the
runtime between different parameters varies a little, setting a higher or lower
reservoir sampler in this case is a matter of available memory space. If all PLDs
fit in the reservoir sampler, the result is 100 % accurate.

11 http://www.mapdb.org.

http://www.mapdb.org
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Table 4. Extensional conciseness metric with different parameter settings

Table 5. Clustering coefficient metric with different parameter settings

The Extensional Conciseness metric was implemented using Bloom Filters.
Table 4 shows the time taken (in seconds) and the estimated value for different
parameter settings. We applied 4 different settings for experimentation: (P1)
2 filters (k) with a size (M) of 1,000; (P2) 5 filters with a size of 10,000; (P3)
10 filters with a size of 100,000; (P4) 15 filters with a size of 10,000,000. This
technique showed a lot of potential in the de-duplication process. The time taken
in the approximate algorithms are lower than the actual, with results being
almost as accurate. Based on the Bloom Filter trade-off, a setting between P3–
P4 would exploit the potential of this technique in assessing the quality of linked
datasets with regard to duplication problems.

For the clustering coefficient metric we multiplied the base mixing time of
log2 n with 0.1, 0.5, 0.7 and 1.0 respectively to test with fast mixing time. Table 5
shows the time taken (in seconds) and the estimated value for different parameter
settings. The results show that for the assessed datasets the log2 n mixing time
is not ideal. This is due to the fact that the smallest multiplier setting, i.e. 0.1,
proved to be the closest to the actual result in all cases. Determining a more
accurate average mixing time, and hence a more accurate estimate (cf. Sect. 3),
requires the evaluation (such as in [15]) of all datasets in the LOD Cloud.
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Fig. 2. Runtime of Metrics vs. Datasets

Table 6. Metric value (actual and approximate) per dataset

LAK 75K LSOA 270K S’OTON 1M WN 2M SWETO 15M S-XBLR 100M

Extensional

Conciseness

0.9948 1 0.7375 0.948 0,000370 N/A

Approx.

Extensional

Conciseness

0.9945 1 0.6601 0.8447 0.9998 0.1097

Clustering

Coefficiency

0.9610 1 0.9335 0.7592 N/A N/A

Approx.

Clustering

Coefficiency

0.9782 0.9999 0.9930 0.8104 1 0

Link External

Data

Providers

0.01569×10−6 3.2721×10−6 6.1661×10−6 0 N/A N/A

Approx. Link

External Data

Prov.

0.01569×10−6 3.2721×10−6 6.1661×10−6 0 0.000370 4,9557×10−8

Dereferencibility 0.0455 0 N/A N/A N/A N/A

Approx. Derefer-

encibility

0.0578 0 0.4122 0.9681 0 0,0955×10−8

Evaluation Discussion. Our experiments gave promising results towards the
use and acceptance of probabilistic approximation for estimating the quality of
linked open datasets. Figure 2 shows the time taken in all implemented metrics
(actual and approximated) against the evaluated datasets. The graph clearly
shows that all approximate metrics have a lower runtime than their equivalent
actual metric. Whilst the approximate metrics for link external data providers,
dereferenceability, and extensional conciseness computed all metrics, the approx-
imate clustering coefficient and the actual link external data providers managed
to compute 5 datasets within a reasonable time. The actual dereferenceability
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Table 7. Possible metric approximation implementation

Metric Approximation technique

Dereferenceability of the URI Reservoir Sampling

Dereferenced Forward-Links Reservoir Sampling

Detection of Good Quality Interlinks Random Walk

Dereferenced Back-Links Reservoir Sampling

Usage of Slash-URIs Reservoir Sampling

Syntactically Accurate Values Reservoir Sampling

No Misuse of Properties Reservoir Sampling

No Use of Entities as Members of Disjoint Classes Reservoir Sampling

High Extensional Conciseness Bloom Filters

High Intensional Conciseness Bloom Filters

Duplicate Instance Bloom Filters

Relevant Terms Within Meta-Information Attributes Page Rank

Coverage Reservoir Sampling

metric managed only to compute two datasets, while the other two actual met-
rics computed up to the WordNet dataset. Table 6 shows the metric (actual and
estimated) values for the datasets. The approximate results are in most cases
very close to the actual results. However, approximate measures are calculated
in an acceptable time unlike their actual counterparts. As part of a larger effort
to implement scalable LOD quality assessment metrics, we assessed the met-
rics identified in [23] and assigned to them possible approximation techniques
discussed in this article (cf. Table 7).

Overall, given that the results were obtained on yet small datasets (the chosen
ones might not be considered to be big enough) due to limited infrastructure,
this paper contributes towards invaluable results that can be the basis for further
studies. These results show that with probabilistic approximation techniques:

1. Runtime decreases considerably – for larger datasets easily by more than an
order of magnitude;

2. Loss of precision is acceptable in most cases with less than 10% deviation
from actual values;

3. Large linked datasets can be assessed for quality even within very limited
computational capabilities, such as a personal notebook.

7 Conclusion

In this article, we have demonstrated how the three approximate techniques
reservoir sampling, Bloom Filters and clustering coefficient estimation can be
successfully applied for Linked Data quality assessment. Our comprehensive
experiments have shown that we can reduce runtime in most cases by more
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than an order of magnitude, while keeping the precision of results reasonable for
most practical applications. All in all, we have demonstrated that using these
approximation techniques enables data publishers to assess their datasets in a
convenient and efficient manner without the need of having a large infrastruc-
ture for computing quality metrics. Therefore, data publishers are encouraged
to assess their data before publishing it to the Web, thus ensuring that data
consumers receive quality data at their end.

In terms of Linked Data quality assessment we aim to extend our work both
in terms of used big data techniques and metric coverage. Regarding probabilistic
approximation techniques, we aim to assess other probabilistic data structures
such as quotient filters or random trees. A further interesting avenue of research
is to investigate how such techniques can be easily employed for domain specific
data quality metrics.
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Abstract. This paper addresses the problem of failing RDF queries.
Query relaxation is one of the cooperative techniques that allows pro-
viding users with alternative answers instead of an empty result. While
previous works on query relaxation over RDF data have focused on defin-
ing new relaxation operators, we investigate in this paper techniques to
find the parts of an RDF query that are responsible of its failure. Finding
such subqueries, named Minimal Failing Subqueries (MFSs), is of great
interest to efficiently perform the relaxation process. We propose two
algorithmic approaches for computing MFSs. The first approach (LBA)
intelligently leverages the subquery lattice of the initial RDF query while
the second approach (MBA) is based on a particular matrix that improves
the performance of LBA. Our approaches also compute a particular kind
of relaxed RDF queries, called Maximal Succeeding Subqueries (XSSs).
XSSs are subqueries with a maximal number of triple patterns of the ini-
tial query. To validate our approaches, a set of thorough experiments is
conducted on the LUBM benchmark and a comparative study with other
approaches is done.

1 Introduction

With the extensive adoption of RDF, specialized databases called RDF databases
(or triple-store) have been developed to manage large amounts of RDF data (e.g.,
Jena [1]). RDF databases are based on a generic representation (a triples table
or one of its variants) that can manage a set of diverse RDF data, ranging from
structured data to unstructured data. This flexibility makes it difficult for users
to correctly formulate RDF queries that return the desired answers. This is why
user RDF queries often return an empty result.

Query relaxation is one of the cooperative techniques that allows providing
users with alternative answers instead of an empty result. Several works have
been proposed to relax queries in the RDF context [2–8]. They mainly focus either
on introducing new relaxation operators or on the efficient processing of top-k
RDF queries. Usually, only some parts of a failing RDF query are responsible of
its failure. Finding such subqueries, named Minimal Failing Subqueries (MFSs),
provides the user with an explanation of the empty result returned and a guide
to relax his/her query.
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 237–252, 2015.
DOI: 10.1007/978-3-319-18818-8 15
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To the best of our knowledge, no work exists in the literature that addresses
the issue of computing MFSs of failing RDF queries. Inspired by some previous
works in relational databases [9] and recommendation systems [10], we propose in
this paper two algorithmic approaches for searching MFSs of failing RDF queries.
The first one is a smart exploration of the subquery lattice of the failing query,
while the second one relies on a particular matrix obtained by executing each
triple pattern involved in the query. These algorithms also compute a particu-
lar kind of relaxed queries, called Maximal Succeeding Subqueries (XSSs), that
return non-empty answers. Each XSS provides a simple way to relax a query by
removing or making optional the set of triple patterns that are not in an XSS.
Our contributions are summarized as follows.

1. We propose an adapted and extended variant of Godfrey’s approach [9], called
LBA, for computing both the MFSs and XSSs of a failing RDF query. Both
properties and algorithmic aspects of LBA are investigated.

2. Inspired by the work done in [10], we devise a second approach, called MBA,
which only requires n queries over the target RDF database, where n is the
number of query triple patterns. The skyline of the matrix on which this
approach is based, directly provides the XSSs of a query. This matrix can also
improve the performance of LBA.

3. We study the efficiency and effectiveness of the above approaches through a
set of experiments conducted on two datasets of the LUBM benchmark. We
also compare our propositions with existing similar approaches on the basis
of the experimental results obtained.

The paper is structured as follows. Section 2 introduces some basic notions and
formalizes the problem we consider. Sections 3 and 4 present our approaches
LBA and MBA to find the MFSs and XSSs of a failing RDF query. We present our
experimental evaluation in Sect. 5 and conclude in Sect. 6.

2 Preliminaries and Problem Statement

This section formally describes the parts of RDF and SPARQL that are necessary
to this paper. We use the notations and definitions given in [11].

Data Model. An RDF triple is a triple (subject, predicate, object) ∈ (U ∪ B) ×
U × (U ∪ B ∪ L) where U is a set of URIs, B is a set of blank nodes and L is a
set of literals. We denote by T the union U ∪ B ∪ L. An RDF database stores a
set of RDF triples in a triples table or one of its variants.

Query. An RDF triple pattern t is a triple (subject, predicate, object) ∈ (U ∪
V ) × (U ∪ V ) × (U ∪ V ∪ L), where V is a set of variables disjoint from the sets
U , B and L. We denote by var(t) the set of variables occurring in t. We consider
RDF queries defined as a conjunction of triple patterns: Q = t1 ∧ · · · ∧ tn. The
number of triple patterns of a query Q is denoted by |Q|.
Query Evaluation. A mapping μ from V to T is a partial function μ : V → T .
For a triple pattern t, we denote by μ(t) the triple obtained by replacing the
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variables in t according to μ. The domain of μ, dom(μ), is the subset of V
where μ is defined. Two mappings μ1 and μ2 are compatible when for all x ∈
dom(μ1) ∩ dom(μ2), it is the case that μ1(x) = μ2(x) i.e., when μ1 ∪ μ2 is also
a mapping. Let Ω1 and Ω2 be sets of mappings, we define the join of Ω1 and Ω2

as: Ω1 �� Ω2 = {μ1∪μ2 | μ1 ∈ Ω1, μ2 ∈ Ω2 are compatible mappings}. Let D be
an RDF database, t a triple pattern. The evaluation of the triple pattern t over
D denoted by [[t]]D is defined by: [[t]]D = {μ | dom(μ) = var(t) ∧ μ(t) ∈ D}.
Let Q be a query, the evaluation of Q over D is defined by: [[Q]]D = [[t1]]D ��
· · · �� [[tn]]D. This evaluation can be done under different entailment regimes
as defined in the SPARQL specification. In this paper, the examples as well as
our implementation are based on the simple entailment regime. However, the
proposed algorithms can be used with any entailment regime.

MFS and XSS. Given a query Q = t1 ∧ · · · ∧ tn, a query Q′ = ti ∧ · · · ∧ tj is a
subquery of Q, Q′ ⊆ Q, iff {i, · · · , j} ⊆ {1, · · · , n}. If {i, · · · , j} ⊂ {1, · · · , n},
we say that Q′ is a proper subquery of Q (Q′ ⊂ Q). If a subquery Q′ of Q fails,
then the query Q fails.

A Minimal Failing Subquery MFS of a query Q is defined as follows:
[[MFS]]D = ∅ ∧ � Q′ ⊂ MFS such that [[Q′]]D = ∅. The set of all MFSs of a
query Q is denoted by mfs(Q). Each MFS is a minimal part of the query that fails.

A Maximal Succeeding Subquery XSS of a query Q is defined as follows:
[[XSS]]D 
= ∅ ∧ � Q′ such that XSS ⊂ Q′ ∧ [[Q′]]D 
= ∅. The set of all XSSs
of a query Q is denoted by xss(Q). Each XSS is a maximal (in terms of triple
patterns) non-failing subquery viewed as a relaxed query.

Problem Statement. We are concerned with computing the MFSs and XSSs of
a failing RDF query over an RDF database efficiently.

3 Lattice-Based Approach (LBA)

LBA is an algorithm to compute simultaneously both the sets mfs(Q) and xss(Q)
of a failing RDF query Q. It is a three steps procedure: (1) find an MFS of Q, (2)
compute the potential XSSs, i.e., the maximal queries that do not include the
MFS previously found and (3) execute potential XSSs; if they return results, they
are XSSs, else this process will be applied recursively on failing potential XSSs.

Finding an MFS. This step is performed with the a mel fast algorithm pro-
posed in [9]. This algorithm is based on the following proposition (proved in [9]).
Let Q = t1 ∧ ... ∧ tn be a failing query and Qi = Q − ti a proper subquery of Q.
If [[Q]]D = ∅ and [[Qi]]D 
= ∅ then any MFS of Q contains ti.

This property is leveraged in the Algorithm 1 to find an MFS in n steps (i.e.,
its complexity is then O(n)). The algorithm removes a triple pattern ti from Q
resulting in the proper subquery Q′. If [[Q′]]D is not empty, ti is part of any MFS
(thanks to the previous proposition) and it is added to the result Q∗. Else, Q′

has an MFS that does not contain ti. Then, the algorithm iterates over another
triple pattern of Q to find an MFS in Q′ ∧ Q∗. This process stops when all the
triple patterns of Q have been processed.
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Algorithm 1. Find an MFS of a failing SPARQL query Q

FindAnMFS(Q, D)
inputs : A failing query Q = t1 ∧ ... ∧ tn; an RDF database D
output: An MFS of Q denoted by Q∗

Q∗ ← ∅;
Q′ ← Q;
foreach triple pattern ti ∈ Q do

Q′ ← Q′ − ti;
if [[Q′ ∧ Q∗]]D �= ∅ then

Q∗ ← Q∗ ∧ ti;

return Q∗;

Figure 1 shows an execution of the Algorithm 1 to compute an MFS of the
following query Q = t1 ∧ t2 ∧ t3 ∧ t4:

Select ?X ?Y Where {
?Y ub:subOrganizationOf <http://www.University8.edu> . (t1)

?X ub:researchInterest "Research28" . (t2)

?X rdf:type ub:Lecturer . (t3)

?X ub:worksFor ?Y } (t4)

The algorithm removes the triple pattern t1 from Q, resulting in the subquery
Q′. As this subquery returns an empty result, the algorithm iterates over the
triple pattern t2 to find an MFS in t2 ∧ t3 ∧ t4. The subquery t3 ∧ t4 is successful,
hence t2 is part of the MFS Q∗. The same result is obtained for t3, which is added
to Q∗. For t4, the subquery t2 ∧ t3 returns an empty result and thus t4 does not
belong to Q∗. As all the triple patterns of Q have been processed, the algorithm
stops and returns the MFS Q∗ = t2 ∧ t3.

Q′ = t2 ∧ t3 ∧ t4
[[Q′ ∧ Q∗]]D = ∅

Q∗ = ∅

Q′ = t3 ∧ t4
[[Q′ ∧ Q∗]]D �= ∅

Q∗ = t2

Q′ = t4
[[Q′ ∧ Q∗]]D �= ∅
Q∗ = t2 ∧ t3

Q′ = ∅
[[Q′ ∧ Q∗]]D = ∅
Q∗ = t2 ∧ t3

t1 t2 t3 t4

Fig. 1. An execution of Algorithm 1 to find an MFS of Q

Computing Potential XSSs. By definition, all queries that include the MFS
Q∗, found in the previous step, return an empty set of answers. Thus, they
can be neither MFS nor XSS of Q and they are pruned from the search space.
The exploration of the subquery lattice continues with the largest subqueries
of Q that do not include Q∗. If these subqueries are successful, they are XSSs
of Q. Thus, we call them potential XSSs and we denote this set of queries by
pxss(Q,Q∗). This set can be computed as follows:

pxss(Q,Q∗) =

{
∅, if |Q| = 1.

{Q − ti | ti ∈ Q∗}, otherwise.
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∅

t1(Q∗∗)mfs(Q) = {Q∗, Q∗∗} t2 t3 t4

t1 ∧ t2 t1 ∧ t3 t1 ∧ t4 t2 ∧ t3(Q∗) t2 ∧ t4 t3 ∧ t4

t1 ∧ t2 ∧ t3 t1 ∧ t2 ∧ t4 t1 ∧ t3 ∧ t4 t2 ∧ t3 ∧ t4 pxss(Q,Q∗)

xss(Q)

t1 ∧ t2 ∧ t3 ∧ t4(Q)

Fig. 2. The lattice of subqueries of Q with its MFSs and XSSs

Indeed, for each triple pattern ti of Q∗, a subquery of the form Qm ← Q − ti
does not include Q∗ and, in addition, it is maximal due to its large size, i.e.,
|Qm| = |Q|−1. Following the previous definition, pxss(Q,Q∗) is computed with
a simple algorithm running in linear time (O(n∗) where n∗ = |Q∗|).

Figure 2 illustrates pxss(Q,Q∗) of our running example (Q = t1 ∧ t2 ∧ t3 ∧ t4
and Q∗ = t2 ∧ t3) on the lattice of subqueries. The maximal subqueries of Q
that do not contain t2 ∧ t3 are t1 ∧ t2 ∧ t4 and t1 ∧ t3 ∧ t4.

Algorithm 2. Find the MFSs and XSSs of a query Q

LBA(Q, D)
inputs : A failing query Q = t1 ∧ ... ∧ tn; an RDF database D
outputs: The MFSs and XSSs of Q
Q∗ ← FindAnMFS(Q,D);
pxss ← pxss(Q,Q∗);
mfs(Q) ← {Q∗}; xss(Q) ← ∅;
while pxss �= ∅ do

Q′ ← pxss.element(); /* choose an element of Q′ */

if [[Q′]]D �= ∅ then /* Q′ is an XSS */
xss(Q) ← xss(Q) ∪ {Q′};
pxss ← pxss − {Q′};

else /* Q′ contains an MFS */
Q∗∗ ← FindAnMFS(Q′, D);
mfs(Q) ← mfs(Q) ∪ {Q∗∗};
foreach Q′′ ∈ pxss such that Q∗∗ ⊆ Q′′ do

pxss ← pxss − {Q′′};
pxss ← pxss ∪ {Qj ∈ pxss(Q′′, Q∗∗) | �Qk ∈ pxss : Qj ⊆ Qk};

return {mfs(Q), xss(Q)};

Finding all XSSs and MFSs (Algorithm2). If Q has only a single MFS Q∗

(which includes the case where Q is itself an MFS), then xss(Q) = pxss(Q,Q∗).
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Proof. Assume that ∃Q′ ∈ pxss(Q,Q∗) such that [[Q′]]D = ∅. Since Q has a single
MFS, Q∗ is a subset of Q′. Contradiction with the definition of pxss(Q,Q∗).

We now consider the general case, i.e., when Q has several MFSs. For each
query Q′ ∈ pxss(Q,Q∗), if [[Q′]]D 
= ∅ then Q′ is an effective XSS of Q, i.e.,
Q′ ∈ xss(Q). Otherwise, Q′ has (at least) an MFS, which is also an MFS of Q,
different from Q∗. This MFS can be identified with the FindAnMFS algorithm
(see Algorithm 1) and thus the complete process can be recursively applied on
each failing query of pxss(Q,Q∗). However, as different queries of pxss(Q,Q∗)
may contain the same MFS, this process may identify the same MFS several times
and thus be inefficient. Algorithm 2 improves this approach by incrementally
computing potential XSSs that do not contain the set of identified MFSs. When
a second MFS Q∗∗ is identified, this algorithm iterates over the previously found
potential XSSs pxss that contain Q∗∗. To avoid finding again this MFS, the algo-
rithm replaces them by their largest subqueries that do not contain Q∗∗ (i.e.,
their own potential XSSs) and are not included in any query of pxss (otherwise
they are not the largest potential XSSs of Q).

Figure 3 shows an execution of Algorithm 2 to compute the MFSs and XSSs
of our running example: Q = t1 ∧ t2 ∧ t3 ∧ t4, Q∗ = t2 ∧ t3 and pxss(Q,Q∗) =
{t1 ∧ t2 ∧ t4, t1 ∧ t3 ∧ t4}. The algorithm executes the query t1 ∧ t3 ∧ t4. As an
empty set of answers is obtained, the Algorithm1 is applied on this query to
find a second MFS Q∗∗ = t1. The two potential XSSs contain this MFS and thus

pxss = {t1 ∧ t3 ∧ t4, t1 ∧ t2 ∧ t4}
mfs(Q) = {t2 ∧ t3}

xss(Q) = ∅

pxss = {t3 ∧ t4, t2 ∧ t4}
mfs(Q) = {t2 ∧ t3, t1}

xss(Q) = ∅

pxss = {t2 ∧ t4}
mfs(Q) = {t2 ∧ t3, t1}

xss(Q) = {t3 ∧ t4}

pxss = ∅
mfs(Q) = {t2 ∧ t3, t1}

xss(Q) = {t3 ∧ t4, t2 ∧ t4}

[[t1 ∧ t2 ∧ t3 ∧ t4]]D = ∅
Q∗ = t2 ∧ t3

[[t1 ∧ t3 ∧ t4]]D = ∅
Q∗∗ = t1

[[t3 ∧ t4]]D �= ∅

[[t2 ∧ t4]]D �= ∅

Fig. 3. An execution of Algorithm 2 to find the MFSs and XSSs of Q
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they are replaced with their largest subqueries that do not contain Q∗∗, i.e.,
t3 ∧ t4 and t2 ∧ t4. By executing these two queries, the algorithm finds that these
potential XSSs are effectively XSSs. The algorithm stops and returns these two
XSSs and the MFSs previously found (see Fig. 2).

4 Matrix-Based Approach (MBA)

In the approach proposed in the previous section, the theoretical search space
exponentially increases with the number of triple patterns of the original query.
Jannach [10] has proposed a solution to avoid this problem in the context of
recommender systems. This approach is based on a matrix, called the relaxed
matrix, computed in a preprocessing step with n queries where n is the number
of query atoms. This matrix gives, for each potential solution of a query, the
set of query atoms satisfied by this solution. The XSSs of the query can then be
obtained from this matrix without the need for further database queries.

In this section, we adapt this approach to RDF databases to compute both the
XSSs and MFSs of a query. Compared to [10], the main difficulty is to compute the
set of potential solutions of a query. Indeed, in the context of recommender sys-
tems, these solutions are already known as they are the set of products described
in the product catalog. This is not the case in the context of RDF databases.

The Relaxed Matrix of a Query. We first informally define the notion of
relaxed matrix through an example. Figure 4(c) presents the relaxed matrix of
the query Q given in Fig. 4(b) when it is executed on the RDF dataset presented
in Fig. 4(a). Each row of the matrix is a mapping (as defined in Sect. 2) that

Fig. 4. Matrix-based approach
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satisfies at least one triple pattern. For example, the first row corresponds to the
mapping μ : ?p → p1. A mapping μ has the value 1 in the column ti, if μ satisfies
ti. Thus the matrix entry that lies in the first row and the t1 column is set to 1
as p1 is a professor in the considered RDF dataset.

As we have seen in Sect. 2, the evaluation of a query consists in finding the
mappings that satisfy all its triple patterns using join operations. The relaxed
matrix contains the mappings that satisfy at least one triple pattern. Intuitively,
one can think of using the OPTIONAL operator of SPARQL to compute these map-
pings. However, the semantics of this operator is based on the outer join opera-
tion [11], which eliminates from its operands the mappings that satisfy the inner
join operation [12]. In our case, we need to keep these mappings as they may
be compatible with the mappings of another triple pattern. For example, the
operation [[t1]]D �� [[t2]]D eliminates the mapping μ : ?p → p1 from the relaxed
matrix in the example presented in Fig. 4. This mapping is needed to find other
mappings such as μ : ?p → p1 ?s → s2. As a consequence, we have defined an
extended join operation, which is defined as follows.

Formal Definition of the Relaxed Matrix. Let Ω1 and Ω2 be sets of map-
pings, the extended join of Ω1 and Ω2 is defined by: Ω1 �� ∗ Ω2 = Ω1 ∪ (Ω1 ��
Ω2) ∪ Ω2. Let Q be a query, the relaxed evaluation of Q over D is defined by:
[[Q]]RD = [[t1]]D �� ∗ · · · �� ∗ [[tn]]D. We define the relaxed matrix M of a query
Q over an RDF database D as a two-dimensional table with |Q| columns (one
for each triple pattern of the query) and |[[Q]]RD| rows (one for each mapping of
[[Q]]RD). For a mapping μ ∈ [[Q]]RD and a triple pattern ti ∈ Q, M [μ][ti] = 1 ⇔
μ(ti) ∈ D, else M [μ][ti] = 0.

Computing the Relaxed Matrix. Thus, to obtain the relaxed matrix, we
need first to evaluate each triple pattern ti over D to obtain [[ti]]D. Then, we
compute the extended joins of all the [[ti]]D while keeping track of the matched
triple patterns to get the matrix values. The Algorithm 3 follows this approach
using a nested loop algorithm. This algorithm only requires n queries where n
is the number of triple patterns. Yet, our experiments conducted on the LUBM
benchmark (see Sect. 5) show that this algorithm can still take a notable amount
of time as the size of the matrix can be large for queries over large datasets
involving triple patterns that are not selective. Moreover, proper subqueries of
the initial query can lead to Cartesian products (the triple patterns do not share
any variable), which imply an expensive computation cost as well as a matrix
of a large size (see Sect. 5 for details). As a first step to improve this approach,
we have specialized this approach for star-shaped queries (i.e., a set of triple
patterns with a shared join variable in the subject position) as they are often
found in the query logs of real datasets [13].

Optimized Computation for Star-Shaped Queries. The computation of
star-shaped queries is simpler than in the general case. First, subqueries of a
star-shaped query cannot be Cartesian products. Second, a single variable is
used to join all the triple patterns. Thanks to this latter property we can use full
outer joins to compute the relaxed matrix as depicted in the Algorithm4. This
algorithm executes one query for each triple pattern. For each result μ of such a
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Algorithm 3. Computation of the relaxed matrix of a query Q

ComputeMatrix(Q, D)
inputs : A failing query Q = t1 ∧ ... ∧ tn; an RDF database D
output: The relaxed matrix M
M ← ∅;
foreach triple pattern ti ∈ Q do

foreach µ ∈ [[ti]]D do
isInserted ← false;
foreach µ′ ∈ M do

if µ and µ′ are compatible then
if (µ′ ∪ µ) /∈ M then

M ← M ∪ {µ′ ∪ µ};
M [µ′ ∪ µ][tk] ← M [µ′][tk] for k ∈ 1 · · ·n ∧ k �= i;

M [µ′ ∪ µ][ti] ← 1;
if (µ ∪ µ′) = µ then

isInserted ← true;

if not isInserted then
M ← M ∪ {µ};
M [µ][tk] ← 1 if k = i, else 0; (k ∈ 1 · · ·n)

return M ;

subquery, the value of the join variable (i.e., the restriction of the function μ to
{x} denoted by μ|{x}) is added to the matrix, if it is not already in it, and the
value of this row is set to 1 for the corresponding triple pattern.

The Algorithm 4, called NQ, can be used for any RDF database (implemented
on a relational database management system (RDBMS) or not). If we consider an
RDF database implemented as a triples table t(s, p, o) in an RDBMS, we can use
a single SQL query to compute the relaxed matrix. This query is roughly the
translation of the [[t1]]D �� · · · �� [[tn]]D expression. Inspired by the work of
Cyganiak conducted on the translation of SPARQL queries into SQL [14], we use
SQL outer join operators to compute this expression and the coalesce function1

to manage unbound values. In addition, we use the case operator to test if a
triple pattern is matched and thus to get the matrix values (1 if it is matched,
else 0). For example, the SQL query used to compute the relaxed matrix of the
query t1 ∧ t2 (Fig. 4) is:

select coalesce(t1.s , t2.s),

case when t1.s is null then 0 else 1 end as t1,

case when t2.s is null then 0 else 1 end as t2

from (select distinct s from t where p=‘type’ and o=‘professor’) t1

full join (select distinct s from t where p=’advises’) t2 on t1.s = t2.s

This approach, called 1Q, has two advantages: (1) a single query is used to
compute the relaxed matrix, (2) the RDBMS chooses the adequate join algorithm.
1 The coalesce function returns the first non-null expression in the list of parameters.
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Algorithm 4. Computation of the matrix for star-shaped queries (NQ)
ComputeMatrixStarQueryNQ(Q, D)

inputs : A failing star-shaped query Q = t1 ∧ ... ∧ tn with x as join variable;
An RDF database D

output: The relaxed matrix M
M ← ∅;
foreach triple pattern ti ∈ Q do

foreach µ ∈ [[ti]]D do
if µ|{x} /∈ M then

M ← M ∪ {µ|{x}};
M [µ|{x}][tk] ← 0 for k ∈ 1 · · ·n ∧ k �= i;

M [µ|{x}][ti] ← 1;

return M ;

Computing the XSSs from the Relaxed Matrix. Abusing notation, we
denote by xss(μ) the proper subquery of Q that can be executed to retrieve μ.
It can be directly obtained from the relaxed matrix: xss(μ) = {ti | M [μ][ti] = 1}.
Finding the XSSs of a query Q can be done in two steps:

1. Computing the skyline SKY of the relaxed matrix: SKY (M) = {μ ∈ [[Q]]RD |
�μ′ ∈ [[Q]]RD such that μ ≺ μ′} where μ ≺ μ′ if (i) on every triple pattern
ti, M [μ][ti] ≤ M [μ′][ti] and (ii) on at least one triple pattern tj , M [μ][tj ] <
M [μ′][tj ]. This step can be done by using one of the numerous algorithms
defined to efficiently compute the skyline of a table (see [15] for a survey). In
Fig. 4(c), all the rows composing the skyline of the relaxed matrix are marked
with ∗.

2. Retrieving the distinct proper subqueries of Q that can be executed to retrieve
an element of the skyline: xss(Q) = {xss(μ) | μ ∈ SKY (M)}. Each such
proper subquery is an XSS. The XSSs of our example are given in Fig. 4(d)
and appear in bold in the relaxed matrix.

Using the Relaxed Matrix as an Index for the LBA Approach. In the
LBA algorithm, subqueries are executed on the RDF database to find whether they
return an empty set of answers or not. Instead of executing a subquery, one can
compute the intersection of the matrix columns corresponding to the subquery
triple patterns. If the resulting column is empty, the subquery returns an empty
set of answers and conversely. Thus, the MBA approach can be seen as an index
to improve the performance of the LBA approach. This approach still requires
exploring a search space that exponentially increases with the number of triple
patterns, but this search space does not require the execution of any database
query.
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5 Experimental Evaluation

Experimental Setup. We have implemented the proposed algorithms in JAVA
1.7 64 bits on top of Jena TDB. Our implementation is available at http://www.
lias-lab.fr/forge/projects/qars. These algorithms take as input a failing SPARQL
query and return the set of MFSs and XSSs of this query. We run these algo-
rithms on a Windows 7 Pro system with Intel Core i7 CPU and 8 GB RAM.
All times presented in this paper are the average of five runs of the algorithms.
The results of algorithms are not shown for queries when they consumed too
many resources i.e., when they took more than one hour to execute or when the
memory used exceeded the size of the JVM (set to 4 GB in our experiments).

Dataset and Queries. Due to the lack of an RDF query relaxation benchmark,
Huang et al. [6] have designed 7 queries based on the LUBM benchmark. These
queries cover the main query patterns (star, chain and composite) but they only
have between 2 and 5 triple patterns. Yet the study proposed by Arias and al.
[13] has shown that real-world SPARQL queries executed on the DBPedia and SWDF
datasets range from 1 to 15 triple patterns. As a consequence, we have modified
the 7 queries proposed in [6] to reflect this diversity. The modified versions of
these queries2 have respectively 1, 5, 7, 9, 11, 13 and 15 triple patterns. Q1, Q2
are chain, Q3, Q5, Q7 are star and Q4, Q6 are composite query patterns. We
used two generated datasets to evaluate the performances of our algorithms on
these queries: LUBM20 (3 M triples) and LUBM100 (13 M triples).

Relaxed Matrix Size and Computation Time. The MBA approach relies
on the relaxed matrix. To define the data structure of this matrix, we have
leveraged the similarity between this matrix and bitmap indexes used in RDBMS.
Thus, the matrix is defined as a set of compressed bitmaps, one for each column.
We have used the Roaring bitmap library version 0.4.8 for this purpose [16]. As
Table 1 shows, this data structure ensures that the matrix size remains small
even if the number of matrix rows is large (less than 2 MB for 2 M rows). Table 1
only includes results for star-shaped queries as other queries required too many
resources due to Cartesian products.

For the computation of the MBA relaxed matrix, we have tested the two algo-
rithms 1Q and NQ described in Sect. 4. As the 1Q approach requires an RDF

Table 1. Relaxed matrix properties

LUBM20 LUBM100

Q3 Q5 Q7 Q3 Q5 Q7

Computation time with NQ (in sec) 8.6 8.6 8.6 42.6 43.4 44.6

Computation time with 1Q (in sec) 6.1 6.3 6.8 30.4 34.6 38.5

Size (in KB) 293 400 335 1385 1912 1590

Number of rows (in K) 430 430 430 2149 2149 2149

2 Available at http://www.lias-lab.fr/publications/16873/Report MFS XSS.pdf.

http://www.lias-lab.fr/forge/projects/qars
http://www.lias-lab.fr/forge/projects/qars
http://www.lias-lab.fr/publications/16873/Report_MFS_XSS.pdf
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database implemented on top of an RDBMS, we have used the Oracle 12c RDBMS
to implement the triples table and test this algorithm. As Table 1 shows, the 1Q
algorithm is about 25 % faster than NQ. Even with this optimization, which is
only possible for specific RDF databases, the computation time of the matrix is
important: around 6 s on LUBM20 and 35 s on LUBM100. Despite this important
computation time, the MBA approach can still be interesting as the matrix can be
precomputed for usual failing queries identified with query logs. Moreover, the
next experiment shows that MBA is faster than other algorithms for large queries
even if the matrix is computed at runtime.

XSS and MFS Computation Time. We compare the performance of the
following algorithms for computing the XSSs and MFSs of the benchmark queries.

– LBA: the algorithm described in Sect. 3.
– MBA+M: this algorithm first computes the relaxed matrix using Algorithm4 for

star-shaped queries and Algorithm 3 for other queries. Then, it computes XSSs
and MFSs of the query with the LBA algorithm that uses the relaxed matrix
instead of executing queries.

– MBA-M: same as MBA+M but without the computation of the relaxed matrix.
– DFS: a depth-first search algorithm of the subquery lattice that we modified

to prune the search space when no more MFSs and XSSs can be found.
– ISHMAEL: the algorithm proposed in [9] that we have tailored to return both

the XSSs and MFSs of a query.

Figure 5 shows the performance of each algorithm displayed in logarithmic scale
for readability. An algorithm that evaluates most of the subqueries such as DFS
can be used for queries with only a few triple patterns (Q1 and Q2). For larger
queries, the number of subqueries exponentially increases and thus the perfor-
mance of DFS quickly decreases.

In this case, the smart exploration of the search space provided by the LBA
and ISHMAEL algorithms is more efficient. Their response times are between

Fig. 5. Performance of the algorithms on LUBM20 and LUBM100
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1 and 10 seconds for queries that do not have more than 11 triple patterns
(Q1-Q5). The performance of LBA and ISHMAEL are close for queries Q1-Q5 and
LBA outperforms ISHMAEL on Q6 and Q7 (recall that the results are presented
in logarithmic scale). We have identified that the performance difference is due
to the simplified computation of the potential XSSs and to the order in which
these potential XSSs are evaluated. Indeed, according to this order, the caching
performed by Jena TDB can be more or less efficient. For example, we have found
some cases where the same query can be executed with a response time differing
by a factor of 2 according to the caching usage. Thus, a perspective is to find
the best ordering of the potential XSSs to maximize the cache usage.

Finally, the MBA approach can only be used for star-shaped queries. MBA − M
provides response times of some milliseconds even for Q7, which has 15 triple
patterns. This is due to the fact that this approach just needs to compute the
intersection of bitmaps using bitwise operations instead of executing subqueries.
However, this approach makes a strong assumption: the matrix must be precom-
puted i.e., the query must have been identified as a usual failing query (e.g., using
query logs). If the matrix is computed at runtime (MBA + M), this computation
time is important (see Table 1) and thus MBA + M is only interesting for queries
with a large number of triple patterns or with only selective triple patterns (they
can be identified using database statistics). As a consequence, the MBA approach
is complementary with an approach such as LBA: it should be used when LBA
does not scale anymore.

Performance as the Number of Triple Patterns Scales. The previous
experiments show that the number of triple patterns plays an important role in
the performance of the proposed algorithms. In order to explore this further, we
have decomposed Q7 in 15 subqueries ranging from 1 to 15 triple patterns. The
first subquery only includes the first triple pattern of Q7, the second subquery
includes the first two triple patterns and so on. The result of this experiment
is shown in Fig. 6. This experiment confirms our previous observation. DFS does
not scale when a query exceeds 5 triple patterns. LBA and ISHMAEL can be used
with a response time between 1 and 10 s for queries with less than 13 triple

Fig. 6. Query 7 performance as the number of its triple patterns increases
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patterns. The MBA − M scales well for star queries even with a large number of
triple patterns. The MBA + M is only interesting when the query has more than
13 triple patterns as the cost of computing the matrix is important.

6 Related Work

We review here the closest works related to our proposal done both in the context
of RDF and relational databases. In the first setting, Hurtado et al. [5] proposed
some rules and operators for relaxing RDF queries. Adding to these rules, Huang
et al. [6] specified a method for relaxing SPARQL queries using a semantic sim-
ilarity measure based on statistics. In our previous work [7], we have proposed
a set of primitive relaxation operators and have shown how these operators can
be integrated in SPARQL in a simple or combined way. Cali et al. [8] have also
extended a fragment of this language with query approximation and relaxation
operators. As an alternative to query relaxation, there have been works on query
auto-completion (e.g., [17]), which check the data during query formulation to
avoid empty answers. But, none of the previous works has considered the issue
related to the causes of RDF query failure and then the issue of MFS computation.

As for relational databases, many works have been proposed for query relax-
ation (see Bosc et al. [18] for an overview). In particular, Godfrey [9] has defined
the algorithmic complexity of the problem of identifying the MFSs of failing rela-
tional query and developed the ISHMAEL algorithm for retrieving them. The LBA
approach is inspired by this algorithm. Compared with ISHMAEL, LBA computes
both the MFSs and the potential XSSs in one time. Moreover, LBA proposes a
simplified computation of the potential XSSs. Bosc et al. [18] and Pivert et al.
[19] extended Godfrey’s approach to the fuzzy query context. Jannach [10] stud-
ied the concept of MFS in the recommendation system setting. The MBA approach
is inspired by this approach. Contrary to [10], the computation of the matrix
rows is not straightforward in the context of RDF queries. Moreover, in [10], the
matrix is only used to retrieve the XSSs of the query while, in our work, we used
and stored this matrix as a bitmap index to improve the performance of LBA.

7 Conclusion and Discussion

In this paper we have proposed two approaches to efficiently compute the MFSs
and XSSs of an RDF query. The first approach, called LBA, is a smart exploration
of the subquery lattice of the failing query that leverages the properties of MFS
and XSS. The second approach, called MBA, is based on the precomputation of a
matrix, which records, for each potential solution of the query, the set of triple
patterns that it satisfies. The XSSs of a query can be found without any database
access by computing the skyline of this matrix. Interestingly, this matrix looks
like a bitmap index and can also improve the performance of the LBA algorithm.
We have done a complete implementation of our propositions and evaluated
their performances on two datasets generated with the LUBM benchmark. While
a straightforward algorithm does not scale for queries with more than 5 triple
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patterns, the LBA approach scales up to approximatively 11 triple patterns in
our experiments. The MBA approach is only interesting for star-shaped queries. If
the matrix is precomputed, which assumes that the query has been identified as
a usual failing query, XSSs and MFSs can be found in some milliseconds even for
queries with many triple patterns (a maximum of 15 in our experiments). If the
matrix is computed at runtime, this approach can still be interesting for large
queries as the cost of computing the matrix becomes acceptable in comparison
with the optimization of LBA it permits. Optimizing the MBA approach for other
kinds of RDF query is part of our future work. We also plan to define query
relaxation strategies based on the MFSs and XSSs of a failing RDF query.
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Abstract. HDT a is binary RDF serialization aiming at minimizing the
space overheads of traditional RDF formats, while providing retrieval
features in compressed space. Several HDT-based applications, such as
the recent Linked Data Fragments proposal, leverage these features for
diverse publication, interchange and consumption purposes. However,
scalability issues emerge in HDT construction because the whole RDF
dataset must be processed in a memory-consuming task. This is hindering
the evolution of novel applications and techniques at Web scale. This
paper introduces HDT-MR, a MapReduce-based technique to process
huge RDF and build the HDT serialization. HDT-MR performs in linear
time with the dataset size and has proven able to serialize datasets up to
several billion triples, preserving HDT compression and retrieval features.

1 Introduction

The Resource Description Framework (RDF) was originally proposed as a data
model for describing resources in the Web [12], and has evolved into a stan-
dard for data interchange in the emergent Web of (Linked) Data. RDF has
been widely used in the last years, specially under the Linked Open Data ini-
tiative, where it shows its potential for integrating non-structured and semi-
structured data from several sources and many varied fields of knowledge. This
flexibility is obtained by structuring information as triples: (i) the subject is the
resource being described; (ii) the predicate gives a property about the resource;
and (iii) the object sets the value of the description. A set of RDF triples is a
labeled directed graph, with subjects and objects as nodes, and predicates as
edges.

This “graph view” is a mental model that helps to understand how infor-
mation is organized in RDF, but triples must be effectively serialized in some
way for storage and/or interchange. The World Wide Web Consortium (W3C)
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 253–268, 2015.
DOI: 10.1007/978-3-319-18818-8 16
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Working Group addresses this need in the last RDF Primer proposal1. The con-
sidered RDF serialization formats (JSON-LD, RDF/XML or Turtle-based ones)
provide different ways of writing down RDF triples, yet all of them serialize
an RDF graph as plain text. This is a double-edged sword. On the one hand,
serialization is an easy task with no much processing overhead. On the other
hand, the resulting serialized files tend to be voluminous because of the ver-
bosity underlying to these formats. Although any kind of universal compressor
(e.g. gzip) reduces space requirements for RDF storage and interchange purposes
[6], space overheads remain a problem when triples are decompressed for con-
sumption (parsing, searching, etc.). This situation is even more worrying because
end-users have, in general, less computational resources than publishers.

HDT (Header-Dictionary-Triples) is an effective alternative for RDF serial-
ization. It is a binary format which reorganizes RDF triples in two main com-
ponents. The Dictionary organizes all terms used in triples and maps them to
numerical identifiers. This decision allows the original graph to be transformed
into a graph of IDs encoded by the Triples component. Built-in indexes, in both
components, allow RDF triples to be randomly retrieved in compressed space. In
other words, HDT outputs more compact files than the aforementioned formats
and also enables RDF triples to be efficiently accessed without prior decompres-
sion [13]. This fact makes HDT an ideal choice to play as storage engine within
semantic applications. HDT-FoQ [13] illustrates how HDT can be used for effi-
cient triple pattern and SPARQL join resolution, while WaterFowl [4] goes a
step further and provides inference on top of HDT foundations. This notion of
HDT-based store is deployed in applications such as Linked Data Fragments [18],
the SemStim recommendation system [8] or the Android app HDTourist [9].

Nevertheless, these achievements are at the price of moving scalability issues
to the publishers, or data providers in general. Serializing RDF into HDT is not
as simple as with plain formats, given that the whole dataset must be exhaus-
tively processed to obtain the Dictionary and Triples components. Current HDT
implementations demand not negligible amounts of memory, so the HDT seri-
alization lacks of scalability for huge datasets (e.g. those having hundreds of
millions or billions of triples). Although these datasets are currently uncommon,
semantic publication efforts on emerging data-intensive areas (such as biology or
astronomy) or integrating several sources into heterogeneous mashups (as RDF
excels at linking data from diverse datasets) are starting to face this challenge.

This paper improves the HDT workflow by introducing MapReduce [5] as
the computation model for large HDT serialization. MapReduce is a framework
for the distributed processing of large amounts of data, and it can be considered
as de facto standard for Big Data processing. Our MapReduce-based approach,
HDT-MR, reduces scalability issues arising to HDT generation, enabling larger
datasets to be serialized for end-user consumption. We perform evaluations scal-
ing up to 5.32 billion triples (10 times larger than the largest dataset serialized
by the original HDT), reporting linear processing times to the dataset size. This
states that HDT-MR provides serialization for RDF datasets of arbitrary size
while preserving both the HDT compression and retrieval features [6,13].

1 http://www.w3.org/TR/2014/NOTE-rdf11-primer-20140624.

http://www.w3.org/TR/2014/NOTE-rdf11-primer-20140624
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The rest of the paper is organized as follows. Section 2 summarizes the back-
ground required to understand our approach, which is fully described in Sect. 3.
Section 4 reports experimental results about HDT-MR. Finally, Sect. 5 concludes
about HDT-MR and devises some future work around it.

2 Background

This section provides background to understand our current approach. We give
basic notions about MapReduce and explain HDT foundations. Then, we com-
pare HDT to the current state of the art of RDF compression.

2.1 MapReduce

MapReduce [5] is a framework and programming model to process large amounts
of data in a distributed way. Its main purpose is to provide efficient parallelization
while abstracting the complexity of distributed processing. MapReduce is not
schema-dependent; unstructured and semi-structured can be processed, at the
price of parsing every item [11]. A MapReduce job comprises two phases. The
first phase, map, reads the data as pairs key-value (k1, v1) and outputs another
series of pairs key-value of different domain (k2, v2). The second phase, reduce,
processes the list of values v2, related to each key k2, and produces a final list
of output values v2 pertaining to the same domain. Many tasks are launched on
each phase, all of them processing a small piece of the input data. The following
scheme illustrates input and output data to be processed in each phase:

map: (k1, v1) → list(k2, v2)
reduce: (k2, list(v2)) → list(v2)

MapReduce relies on a master/slave architecture. The master initializes the
process, distributes the workload among the cluster and manages all bookkeep-
ing information. The slaves (or workers) run map and reduce tasks. The workers
commonly store the data using a distributed filesystem based on the GFS (Google
File System) model, where data are split in small pieces and stored in different
nodes. This allows workers to leverage data locality as much as possible, read-
ing data from the same machine where the task runs [5]. MapReduce performs
exhaustive I/O operations. The input of every task is read from disk, and the
output is also written on disk. It is also intensive in bandwidth usage. The map
output must be transferred to reduce nodes and, even if most of the map tasks
read their data locally, part of them must be gathered from other nodes.

Apache Hadoop2 is currently the most used implementation of MapReduce.
It is designed to work in heterogeneous clusters of commodity hardware. Hadoop
implements HDFS (Hadoop Distributed File System), as distributed filesystem
providing data replication. It replicates each split of data in a number of nodes
(commonly three), improving data locality and also providing fault tolerance.

2 http://hadoop.apache.org/.

http://hadoop.apache.org/
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Fig. 1. HDT Dictionary and Triples configuration for an RDF graph.

2.2 HDT

HDT3 [6] is a binary serialization format optimized for RDF storage and trans-
mission. Besides, HDT files can be mapped to a configuration of succinct data
structures which allows the inner triples to be searched and browsed efficiently.

HDT encodes RDF into three components carefully described to address
RDF peculiarities within a Publication-Interchange-Consumption workflow. The
Header (H) holds the dataset metadata, including relevant information for dis-
covering and parsing, hence serving as an entry point for consumption. The
Dictionary (D) is a catalogue that encodes all the different terms used in the
dataset and maps each of them to a unique identifier: ID. The Triples (T) com-
ponent encodes the RDF graph as a graph of IDs, i.e. representing tuples of three
IDs. Thus, Dictionary and Triples address the main goal of RDF compactness.
Figure 1 shows how the Dictionary and Triples components are configured for a
simple RDF graph. Each component is detailed below.

Dictionary. This component organizes the different terms in the graph according
to their role in the dataset. Thus, four sections are considered: the section SO
manages those terms playing both as subject and object, and maps them to the
range [1, |SO|], being |SO| the number of different terms acting as subject
and object. Sections S and O comprise terms that exclusively play subject and
object roles respectively. Both sections are mapped from |SO|+1, ranging up to
|SO|+|S| and |SO|+|O| respectively, where |S| and |O| are the number of
exclusive subjects and objects. Finally, section P organizes all predicate terms,
which are mapped to the range [1, |P|]. It is worth noting that no ambiguity
is possible once we know the role played by the corresponding ID.

Each section of the Dictionary is independently encoded to grasp its partic-
ular features. This allows important space savings to be achieved by considering
that this sort of string dictionaries are highly compressible [14]. Nonetheless,

3 HDT is a W3C Member Submission: http://www.w3.org/Submission/HDT/.

http://www.w3.org/Submission/HDT/
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efficient encoding of string dictionaries [2] is orthogonal to the current problem,
hence it is not addressed in this paper.

Triples. This component encodes the structure of the RDF graph after ID sub-
stitution. That is, RDF triples are encoded as groups of three IDs (ID-triples
hereinafter): (ids idp ido), where ids, idp, and ido are respectively the IDs
of the corresponding subject, predicate, and object terms in the Dictionary.
The Triples component organizes all triples into a forest of trees, one per differ-
ent subject: the subject is the root; the middle level comprises the ordered list
of predicates reachable from the corresponding subject; and the leaves list the
object IDs related to each (subject, predicate) pair. This underlying represen-
tation (illustrated in Fig. 1) is effectively encoded following the BitmapTriples
approach [6]. In brief, it comprises two sequences : Sp and So, concatenating
respectively all predicate IDs in the middle level and all object IDs in the leaves;
and two bitsequences: Bp and Bo, which are respectively aligned with Sp and So,
using a 1-bit to mark the end of each list.

Building HDT. Once Dictionary and Triples internals have been described,
we proceed to summarize how HDT is currently built4. Remind that this process
is the main scalability bottleneck addressed by our current proposal.

To date, HDT serialization can be seen as a three-stage process:

– Classifying RDF Terms. This first stage performs a triple-by-triple parsing
(from the input dataset file) to classify each RDF term into the corresponding
Dictionary section. To do so, it keeps a temporal data structure, consist-
ing of three hash tables storing subject-to-ID, predicate-to-ID, and object-
to-ID mappings. For each parsed triple, its subject, predicate, and object
are searched in the appropriate hash, obtaining the associated ID if present.
Terms not found are inserted and assigned an auto-incremental ID. These IDs
are used to obtain the temporal ID-triples (ids idp ido) representation of
each parsed triple, storing all them in a temporary ID-triples array. At the
end of the file parsing, subject and object hashes are processed to identify
terms playing both roles. These are deleted from their original hash tables
and inserted into a fourth hash comprising terms in the SO section.

– Building HDT Dictionary. Each dictionary section is now sorted lexico-
graphically, because prefix-based encoding is a well-suited choice for compress-
ing string dictionaries [2]. Finally, an auxiliary array coordinates the previous
temporal ID and the definitive ID after the Dictionary sorting.

– Building HDT Triples. This final stage scans the temporary array storing
ID-triples. For each triple, its three IDs are replaced by their definitive IDs in
the newly created Dictionary. Once updated, ID-triples are sorted by subject,
predicate and object IDs to obtain the BitmapTriples streams. In practice,
it is a straightforward task which scans the array to sequentially extract the
predicates and objects into the Sp and So sequences, and denoting list endings
with 1-bits in the bitsequences.

4 HDT implementations are available at http://www.rdfhdt.org/development/.

http://www.rdfhdt.org/development/
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2.3 Related Work

HDT was designed as a binary serialization format, but the optimized encodings
achieved by Dictionary and Triples components make HDT also excels as RDF
compressor. Attending to the taxonomy from [16], HDT is a syntactic compressor
because it detects redundancy at serialization level. That is, the Dictionary
reduces symbolic redundancy from the terms used in the dataset, while the
Triples component leverages structural redundancy from the graph topology.

To the best of our knowledge, the best space savings are reported by syn-
tactic compressors. Among them, k2-triples [1] is the most effective approach. It
performs a predicate-based partition of the dataset into subsets of pairs (sub-
ject, object), which are then encoded as sparse binary matrices (providing direct
access to the compressed triples). k2-triples achievements, though, are at the
cost of exhaustive time-demanding compression processes that also need large
amounts of main memory. On the other hand, logical compressors perform dis-
carding triples that can be inferred from others. Thus, they achieve compression
because only encode a “primitive” subset of the original dataset. Joshi et al. [10]
propose a technique which prunes more than 50 % of the triples, but it does not
achieve competitive numbers regarding HDT, and its compression process also
reports longer times. More recently, Pan, et al. [16] propose an hybrid compres-
sor leveraging syntactic and semantic redundancy. Its space numbers slightly
improves the less-compressed HDT configurations, but it is far from k2-triples.
It also shows non-negligible compression times for all reported datasets.

Thus, the most prominent RDF compressors experience lack of scalability
when compressing large RDF datasets. This issue has already been addressed
by using distributed computation. Urbani et al. [17] propose an algorithm based
on dictionary encoding. They perform a MapReduce job to create the dictionary,
where an ID is assigned to each term. The output of this job are key-value pairs,
where the key is the ID and the value contains the triple identifier to which the
term belongs, and its role on it. Then, another MapReduce job groups by triple
and substitutes the terms by their ID. This work makes special emphasis on how
RDF skewness can affect MapReduce performance, due to the fact that many
terms can be grouped and sent to the same reducer. To avoid this problem,
a first job is added, where the input data are sampled and the more popular
terms are given their ID before the process starts. Finally, Cheng et al. [3] also
perform distributed RDF compression on dictionary encoding. They use the
parallel language X10, and report competitive results.

3 HDT-MR

This section describes HDT-MR, our MapReduce-based approach to serialize
large RDF datasets in HDT. Figure 2 illustrates the HDT-MR workflow, con-
sisting in two stages: (1) Dictionary Encoding (top) and (2) Triples Encoding
(bottom), described in the following subsections. The whole process assumes the
original RDF dataset is encoded in N-Triples format (one statement per line).
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Fig. 2. HDT-MR workflow.

3.1 Process 1: Dictionary Encoding

This first process builds the HDT Dictionary from the original N-Triples dataset.
It can be seen as a three-task process of (i) identifying the role of each term in
the dataset, (ii) obtaining the aforementioned sections (SO, S, O, and P) in
lexicographic order, and (iii) effectively encoding the Dictionary component.

We design HDT-MR to perform these three tasks as two distributed MapRe-
duce jobs and a subsequent local process (performed by the master node), as
shown in Fig. 2. The first job performs the role identification, while the second
is needed to perform a global sort. Finally, the master effectively encodes the
Dictionary component. All these sub-processes are further described below.

Job 1.1: Roles Detection. This job parses the input N-Triples file to detect
all roles played by RDF terms in the dataset. First, mappers perform a triple-
by-triple parsing and output (key,value) pairs of the form (RDF term, role),
in which role is S (subject), P (predicate) or O (object), according to the term
position in the triple. It is illustrated in Fig. 3, with two processing nodes per-
forming on the RDF used in Fig. 1. For instance, (ex:P1,S), (ex:worksFor,P),
and (ex:D1,O) are the pairs obtained for the triple (ex:P1, ex:worksFor,
ex:D1).

These pairs are partitioned and sorted among the reducers, which group
the different roles played by a term. Note that RDF terms including roles S
and O, result in pairs (RDF term, SO). Thus, this job outputs a number of
lexicographically ordered lists (RDF term, roles); there will be as many lists
as reducers on the cluster. Algorithm 1 shows the pseudo-code of these jobs.

Finally, it is important to mention that a combiner function is used at the
output of each map. This function is executed on each node before the map
transmits its output to the reducers. In our case, if a mapper emits more than
one pair (RDF term, role) for a term, all those pairs are grouped into a single
one comprising a list of all roles. It allows the bandwidth usage to be decreased
by grouping pairs with the same key before transferring them to the reducer.
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Fig. 3. Example of dictionary encoding: roles detection (Job 1.1).

Algorithm 1. Dictionary Encoding: roles detection (Job 1.1)
function map(key,value) � key: line number (discarded) � value: triple

emit(value.subject, ”S”)
emit(value.predicate, ”P”)
emit(value.object, ”O”)

end function
function combine/reduce(key,values) � key: RDF term � value: roles (S, P, and/or O)

for role in values do
if role contains ”S” then isSubject ← true
else if role contains ”P” then isPredicate ← true
else if role contains ”O” then isObject ← true
end if

end for
roles ← ””
if isSubject then append(roles, ”S”)
else if isPredicate then append(roles, ”P”)
else if isObject then append(roles, ”O”)
end if
emit(key, roles)

end function

Job 1.2: RDF Terms Sectioning. The previous job outputs several lists
of pairs (RDF term, roles), one per reduce of previous phase, each of them
sorted lexicographically. However, the construction of each HDT Dictionary
section requires a unique sorted list. Note that a simple concatenation of the
output lists would not fulfill this requirement, because the resulting list would not
maintain a global order. The reason behind this behavior is that, although the
input of each reducer is sorted before processing, the particular input transmitted
to each reducer is autonomously decided by the framework in a process called
partitioning. By default, Hadoop hashes the key and assigns it to a given reducer,
promoting to obtain partitions of similar sizes. Thus, this distribution does not
respect a global order of the input. While this behavior may be changed to assign
the reducers a globally sorted input, this is not straightforward.
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Fig. 4. Example of dictionary encoding: RDF terms sectioning (Job 1.2).

Algorithm 2. Dictionary Encoding: RDF terms sectioning (Job 1.2)
function reduce(key,value) � key: RDF term � value: roles (S, P, and/or O)

for resource in values do
if resource contains ”S” then isSubject ← true
else if resource contains ”P” then isPredicate ← true
else if resource contains ”O” then isObject ← true
end if

end for
output ← ””
if isSubject &isObject then emit to SO(key, null)
else if isSubject then emit to S(key, null)
else if isPredicate then emit to P (key, null)
else if isObject then emit to O(key, null)
end if

end function

A näıve approach would be to use a single reducer, but this would result
extremely inefficient: the whole data had to be processed by a single machine,
losing most of the benefits of distributed computing that MapReduce provides.
Another approach is to manually create partition groups. For instance, we could
send terms beginning with the letters from a to c to the first reducer, terms
beginning with the letters from d to f to the second reducer, and so on. However,
partitions must be chosen with care, or they could be the root of performance
issues: if partitions are of very different size, the job time will be dominated by
the slowest reducer (that is, the reducer that receives the largest input). This
fact is specially significant for RDF processing because of its skewed features.

HDT-MR relies on the simple but efficient solution of sampling input data
to obtain partitions of similar size. To do so, we make use of the TotalOrder-
Partitioner of Hadoop. It is important to note that this partitioning cannot be
performed while processing a job, but needs to be completed prior of a job exe-
cution. Note also that the input domain of the reducers needs to be different
from the input domain of the job to identify and group the RDF terms (that is,
the job receives triples, while the reducers receive individual terms and roles).
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Algorithm 3. Triples Encoding: ID-triples serialization (Job 2.1)
function map(key,value) � key: line number (discarded) � value: triple

emit(value.subject, dictionary.id(value.subject)
emit(value.predicate, dictionary.id(value.predicate))
emit(value.object, dictionary.id(value.object))

end function

All these reasons conforms the main motivation to include this second MapRe-
duce job to globally sort the output of the first job. This job takes as input the
lists of (RDF term, roles) obtained in the precedent job, and uses role values
to sort each term in its corresponding list. In this case, identity mappers deliver
directly their input (with no processing) to the reducers, which send RDF terms
to different outputs depending on their role. Figure 4 illustrates this job. As only
the term is needed, a pair (RDF term, null) is emitted for each RDF term (nulls
are omitted on the outputs). We obtain as many role-based lists as reducers in
the cluster, but these are finally concatenated to obtain four sorted files, one per
Dictionary section.The pseudo-code for this job is described in Algorithm 2.

Local Sub-process 1.3: HDT Dictionary Encoding. This final stage per-
forms locally in the master node, encoding dictionaries for the four sections
obtained from the MapReduce jobs. It means that each section is read line-per-
line, and each term is differentially encoded to obtain a Front-Coding dictionary
[2], providing term-ID mappings. It is a simple process with no scalability issues.

3.2 Process 2: Triples Encoding

This second process parses the original N-Triples dataset to obtain, in this case,
the HDT Triples component. The main tasks for such Triples encoding are
(i) replacing RDF terms by their ID in the Dictionary, and (ii) getting the ID-
triples encoding sorted by subject, predicate and object IDs. As in the previous
process, HDT-MR accomplishes these tasks by two MapReduce jobs and a final
local process (see the global overview in Fig. 2), further described below.

Job 2.1: ID-Triples Serialization. This first job replaces each term by its
ID. To do so, HDT-MR first transmits and loads the–already compressed and
functional–Dictionary (encoded in the previous stage) in all nodes of the cluster.
Then, mappers parse N-Triples and replace each term by its ID in the Dictio-
nary. Identity reducers simply sort incoming data and output a list of pairs
(ID-triple, null). We can see this process in action in Fig. 5, where the terms
of each triple are replaced by the IDs given in the previous example (note that
nulls are omitted on the outputs). The output of this job is a set of lexicograph-
ically ordered lists of ID-Triples; there will be as many lists as reducers on the
cluster. The pseudo-code of this job is illustrated in Algorithm3.
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Fig. 5. Example of triples encoding: ID-triples serialization (Job 2.1).

Fig. 6. Example of triples encoding: ID-triples sorting (Job 2.2)

Job 2.2: ID-Triples Sorting. Similarly to the first process, Triples Encoding
requires of a second job to sort the outputs. Based on the same premises, HDT-
MR makes use of Hadoop TotalOrderPartitioner to sample the output data from
the first job, creating partitions of a similar size as input for the second job. Then,
this job reads the ID-triples representation generated and sorts it by subject,
predicate and object ID. This is a very simple job that uses identity mappers
and reducers. As in the previous job, ID-triples are contained in the key and the
value is set to null. In fact, all the logic is performed by the framework in the
partitioning phase between map and reduce, generating similar size partitions
of globally sorted data. Figure 6 continues with the running example and shows
the actions performed by this job after receiving the output of the previous job
(note again that nulls are omitted on the outputs).

Local Sub-process 2.3: HDT Triples Encoding. This final stage encodes
the ID-triples list (generated by the previous job) as HDT BitmapTriples [6].
It is performed locally in the master node as in the original HDT construction.
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That is, it sequentially reads the sorted ID-triples to build the sequences Sp and
So, and the aligned bitsequences Bp and Bo, with no scalability issues.

4 Experimental Evaluation

This section evaluates the performance of HDT-MR, the proposed MapReduce-
based HDT construction, and compares it to the traditional single-node approach.
Wehave developed a proof-of-concept HDT-MRprototype (under theHadoop frame-
work: version 1.2.1)which uses the existingHDT-Java library5 (RC-2).This library
is also used for the baseline HDT running on a single node.

The experimental setup is designed as follows (see Table 1). On the one
hand, we use a powerful computational configuration to implement the role of
data provider running HDT on a single node. On the other hand, we deploy HDT-
MR using a potent master and 10 slave nodes running on a more memory-limited
configuration. This infrastructure tries to simulate a computational cluster in
which further nodes may be plugged to process huge RDF datasets. For a fair
comparison, the amount of main memory in the single node is the same as the
total memory available for the full cluster of Hadoop.

Table 1. Experimental setup configuration.

Machine Configuration

Single Node Intel Xeon E5-2650v2 @ 2.60 GHz (32 cores), 128 GB RAM. Debian 7.8

Master Intel Xeon X5675 @ 3.07 GHz (4 cores), 48GB RAM. Ubuntu 12.04.2

Slaves Intel Xeon X5675 @ 3.07 GHz (4 cores), 8GB RAM. Debian 7.7

Regarding datasets, we consider a varied configuration comprising real-
world and synthetic ones. All of them are statistically described in Table 2.
Among the real-world ones, we choose them based on their volume and vari-
ety, but also attending to their previous uses for benchmarking. Ike6 comprises
weather measurements from the Ike hurricane; LinkedGeoData7 is a large geo-
spatial dataset derived from Open Street Map; and DBPedia 3.88 is the well-
known knowledge base extracted from Wikipedia. We also join these real-world
datasets in a mashup which comprises all data from the three data sources. On
the other hand, we use the LUBM [7] data generator to obtain synthetic datasets.
We build “small datasets” from 1,000 (0.13 billion triples) to 8,000 universities
(1.07 billion triples). From the latter, we build datasets of incremental size (4,000
universities: 0.55 billion triples) up to 40,000 universities (5.32 billion triples).

Table 2 also shows original dataset sizes both in plain NTriples (NT) and
compressed with lzo. It is worth noting that HDT-MR uses lzo to compress the
5 http://code.google.com/p/hdt-java/.
6 http://wiki.knoesis.org/index.php/LinkedSensorData.
7 http://linkedgeodata.org/Datasets, as for 2013-07-01.
8 http://wiki.dbpedia.org/Downloads38.

http://code.google.com/p/hdt-java/
http://wiki.knoesis.org/index.php/LinkedSensorData
http://linkedgeodata.org/Datasets
http://wiki.dbpedia.org/Downloads38
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Table 2. Statistical dataset description.

Fig. 7. Serialization times: HDT-Java vs HDT-MR.

Fig. 8. Serialization times: HDT-MR.

datasets before storing them in HDFS. This format allows for compressed data
to be split among the reducers, and provides storage and reading speed improve-
ments [15]. As can be seen, our largest dataset uses 730.9 GB in NTriples, and
this spaces is reduced up to 52.9 GB with lzo compression.

Figure 7 compares serialization times for HDT-Java and HDT-MR, while
Fig. 8 shows HDT-MR serialization times for those datasets where HDT-Java is
unable to obtain the serialization. These times are averaged over three indepen-
dent serialization processes for each dataset. As can be seen, HDT-Java reports
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an excellent performance on real-world datasets, while our current approach
only achieves a comparable time for Ike. This is an expected result because
HDT-Java runs the whole process in main-memory while HDT-MR relies on
I/O operations. However, HDT-Java crashes for the mashup because the 128 GB
of available RAM are insufficient to process such scale in the single node. The
situation is similar for the LUBM datasets: HDT-Java is the best choice for the
smallest datasets, but the difference decreases with the dataset size and HDT-
MR shows better results from LUBM-5000 (0.67 billion triples). HDT-Java fails
to process datasets from LUBM-8000 (1.07 billion triples) because of mem-
ory requirements. This is the target scenario for HDT-MR, which scales to the
LUBM-40000 without issues. As can be seen in both figures, serialization times
increase linearly with the dataset size, and triples encoding remains the most
expensive stage.

RDF compression is not the main purpose of this paper, but it is worth
emphasizing HDT space numbers, as previous literature does not report com-
pression results for such large datasets. These numbers are also summarized in
Table 2. HDT always reports smaller sizes than the original datasets compressed
with lzo. For instance, HDT serializes LUBM-40000 using 19.7 GB less than
NT+lzo. The difference increases when compressed with gzip. For LUBM-40000,
HDT+gz uses 42.5 GB less than NT+lzo. In practice, it means that HDT+gz uses 5
times less space than NT+lzo. Finally, it is worth remembering that HDT-MR
obtains the same HDT serialization than a mono-node solution, hence achieving
the same compression ratio and enabling the same query functionality. Source
code and further details on HDT-MR are available at the HDT-MR project9.

5 Conclusions and Future Work

HDT is gaining increasing attention, positioning itself as the de facto baseline
for RDF compression. Latest practical applications exploit the HDT built-in
indexes for RDF retrieval with no prior decompression, making HDT evolve to
a self-contained RDF store. In this paper we introduce HDT-MR, a technique
tackling scalability issues arising to HDT construction at very large scale. HDT-
MR lightens the previous heavy memory-consumption burden by moving the
construction task to the MapReduce paradigm. We present the HDT-MR dis-
tributed workflow, evaluating its performance against the mono-node solution
in huge real-world and benchmarking RDF datasets, scaling up to more than
5 billion triples. Results show that HDT-MR is able to scale up to an arbi-
trary size in commodity clusters, while the mono-node solution fails to process
datasets larger than 1 billion triples. Thus, HDT-MR greatly reduces hardware
requirements for processing Big Semantic Data.

Our future work focuses on two directions. First, we plan to exploit HDT-MR
achievements as these can be directly reused by the HDT community, fostering
the development of novel applications working at very large scale. Finally, our

9 http://dataweb.infor.uva.es/projects/hdt-mr/.

http://dataweb.infor.uva.es/projects/hdt-mr/
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research consider to combine HDT and MapReduce foundations to work together
on other Big Semantic Data tasks, such as querying and reasoning.
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Abstract. More and more RDF data is exposed on the Web via SPARQL
endpoints. With the recent SPARQL 1.1 standard, these datasets can be
queried in novel and more powerful ways, e.g., complex analysis tasks
involving grouping and aggregation, and even data from multiple SPARQL
endpoints, can now be formulated in a single query. This enables Busi-
ness Intelligence applications that access data from federated web sources
and can combine it with local data. However, as both aggregate and feder-
ated queries have become available only recently, state-of-the-art systems
lack sophisticated optimization techniques that facilitate efficient execu-
tion of such queries over large datasets. To overcome these shortcomings,
we propose a set of query processing strategies and the associated Cost-
based Optimizer for Distributed Aggregate queries (CoDA) for executing
aggregate SPARQL queries over federations of SPARQL endpoints. Our
comprehensive experiments show that CoDA significantly improves per-
formance over current state-of-the-art systems.

1 Introduction

In recent years, we have witnessed the growing popularity of the Semantic Web
and the Open Data movement. Nowadays a plethora of data is available in RDF
format, published as Linked Open Data [6], accessible free of charge, and often
queryable via SPARQL endpoints. Using these data in combination with the
SPARQL 1.1 standard [24], organizations can build novel and powerful analytics
applications that integrate their private data with web RDF datasets, enabling
analyses that were not possible before. For example, a company wants to ana-
lyze its revenue in different countries against macro-economic indicators of these
countries. Such information is unavailable locally, but can instead be obtained
from the World Bank (http://www.worldbank.org/), accessed as Linked Open
Data (http://worldbank.270a.info/) and queried via a SPARQL endpoint. Thus,
the company has efficient access to up-to-date information without the costs of
local maintenance, and as the company is accessing Linked Data, more informa-
tion (geographical, census, etc.) for further analyses can efficiently be retrieved
from linked sources, such as GeoNames [22] and DBpedia [4]. Such analytical
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 269–285, 2015.
DOI: 10.1007/978-3-319-18818-8 17
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queries, however, are based on complex queries involving grouping and aggrega-
tion as well as subqueries that need to be evaluated at remote sources. Formulat-
ing this in a single SPARQL statement has only recently become possible with
the SPARQL 1.1 standard, which supports grouping, aggregation, and SERVICE
subqueries.

Motivating Example. Analytical queries are not only beneficial for companies,
but also in other scenarios. In March 2011, an earthquake in the Pacific triggered
a powerful tsunami and led to a huge devastation at the Japanese coast, which
eventually caused a nuclear accident (http://goo.gl/AcqLpe). After these events,
the Japanese government made daily announcements of radioactivity statistics
observed hourly at 47 prefectures. These observations from March 16, 2011 to
March 15, 2012 were converted to RDF data by Masahide Kanzaki and made
publicly available via a SPARQL endpoint (http://www.kanzaki.com/works/
2011/stat/ra/). An example observation in RDF format is given below.

#observation

<http ://www.kanzaki.com/works /2011/

stat/ra /20110414/ p13/t08 >

rdf:value "0.079"^^ ms:microsv ;

ev:place <http :// sws.geonames.org/

1852083/ > ;

ev:time <http :// www.kanzaki.com/

works /2011/ stat/dim/d/

20110414 T08PT1H > ;

scv:dataset <http :// www.kanzaki.com/

works /2011/ stat/ra/set/moe > .

#dimension - place

<http ://sws.geonames.org /1852083/ >

vcard:region "Tokyo"@en ;

vcard:locality "Shinjuku"@en ;

gn:lat "35.69355" ;

gn:long "139.70352" .

#dimension - time

<http ://www.kanzaki.com/works /2011/ stat

/dim/d/20110414 T08PT1H >

rdfs:label "2011 -04 -14 T08";

tl:at "2011 -04 -14 T08 :00:00+09:00"

^^xsd:dateTime ;

tl:duration "PT1H "^^xsd:duration .

The places that the observations were recorded at are represented by a URI
from GeoNames. With the observations of radioactivity in multiple geographical
locations (cities in our case) and information about their upper administrative
divisions (prefectures in Japan) retrievable from GeoNames, interesting analyses
become possible. For instance, we can compute the average radioactivity sepa-
rately for each prefecture in Japan to find out which prefectures were more
affected than others. Or we can compute the minimum and maximum radioac-
tivity for each prefecture and hence identify the changes in radioactivity over the
one-year observations. Formulating such queries involves grouping and aggrega-
tion as well as combining information from two SPARQL endpoints. Listing 1.1
shows an example query that computes the average radioactivity for all prefec-
tures in Japan. This query could be executed at a triple store with information
about radioactivity and uses the LOD Cloud Cache SPARQL endpoint (http://
lod2.openlinksw.com/sparql) to query GeoNames data remotely.
SELECT ?regName (AVG(? radioValue) AS ?average)
WHERE { ?s ev:place ?placeID; ev:time ?time; rdf:value ?radioValue .

SERVICE <http :// lod2.openlinksw.com/sparql > {
?placeID gn:parentFeature ?regionID . ?regionID gn:name ?regName . }

} GROUP BY ?regName

Listing 1.1. Aggregate query over radioactivity observations

http://goo.gl/AcqLpe
http://www.kanzaki.com/works/2011/stat/ra/
http://www.kanzaki.com/works/2011/stat/ra/
http://lod2.openlinksw.com/sparql
http://lod2.openlinksw.com/sparql
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This looks like a simple query but current state-of-the-art triple stores supporting
SPARQL 1.1, such as Virtuoso v07.10.3207, Sesame v2.7.11, and Jena Fuseki
v1.0.0 (based on ARQ) timed out while trying to answer this query. Inspecting
a query execution plan was not possible for Virtuoso, Jena, and Sesame since
they do not support a comfortable explain function for SPARQL queries as
known from relational database systems, so we used Wireshark (http://www.
wireshark.org) to analyze the network traffic. We found out that Virtuoso and
Fuseki query the GeoNames endpoint for every single radioactivity observation,
while Sesame is trying to download all triples that match the pattern from the
remote endpoint. In the first case, a triple store needs to send more than 400,000
requests to answer the query, and in the second case it needs to download more
than 7.8 million triples from GeoNames.

The strategies implemented by these state-of-the-art triple stores are obvi-
ously insufficient in the scenario we consider in this paper. As the SPARQL 1.1
standard is not yet completely supported by all SPARQL endpoints [9], there
is only little research regarding the evaluation of queries involving aggregation
and grouping. To the best of our knowledge, this is the first paper to investigate
aggregate queries in the context of federations of SPARQL endpoints and their
optimization. In summary, the contributions of this paper are:

– the Mediator Join, SemiJoin, and Partial Aggregation query processing strate-
gies for this scenario

– a cost model and techniques for estimating constants and result sizes for triple
patterns, joins, grouping and aggregation

– the combination of these with the processing strategies into the Cost-based
Optimizer for Distributed Aggregate queries (CoDA) approach for aggregate
queries in federated setups that is generally able to choose the best execution
strategy among a number of alternatives

– a comprehensive experimental evaluation showing that CoDA is efficient, scal-
able, and robust over different scenarios, and significantly faster than state-
of-the-art triple stores.

The remainder of the paper is structured as follows. Related work is discussed
in Sect. 2. Section 3 identifies several alternative strategies for processing aggre-
gated SPARQL queries in a federated setup. Section 4 introduces a cost-based
query optimizer for aggregate queries over federations of SPARQL endpoints.
The results of our evaluation are presented in Sect. 5; Sect. 6 concludes the paper.

2 Related Work

Federated query processing in database management systems (DBMS) has been
a topic of research for several decades. In contrast to well-structured classic data
models, federated RDF systems support arbitrary RDF datasets (even without
explicit schema) and allow the use of special constructs to perform joins and
express bindings (such as VALUES) not present in SQL-based systems.

http://www.wireshark.org
http://www.wireshark.org
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The literature proposes a number of approaches for querying federated RDF
sources. Some of these approaches require the availability of VoID [23] statistics.
SPLENDID [15], for instance, uses VoID statistics to select a query execution
plan for a federated query. For triple patterns not covered in the VoID statistics,
the system requests the information by issuing SPARQL ASK queries. The sys-
tem makes use of a cost-based model and cardinality estimations for selecting
a query plan. However, the SPLENDID system and its cost-model do not cover
the combination of grouping, aggregation, and SERVICE subqueries.

FedX [20] uses SPARQL ASK queries for triple patterns in a query to collect
basic information that can be used for source selection. It implements bound joins
with SPARQL UNION keyword (similar to a semi-join) to group triple patterns
related to one source and, thus, reduces the number of queries that are sent. FedX
has originally been developed based on the SPARQL 1.0 standard and does not use
cost-based query optimization. Hence, it does not provide any particular optimiza-
tion techniques for our use case and would always use a semi-join based strategy,
which is only one of the options our optimizer (CoDA) chooses from.

ANAPSID [1] uses a catalog of endpoint descriptions to decompose a user query
into subqueries that can be executed by separate endpoints. The query engine
implements a technique based on the symmetric hash join [12] and the XJoin [21]
to execute subqueries in a non-blocking fashion. SIHJoin [18] also uses a hash join
implementation to enable pipelining in combination with a lightweight cost-model
with weight factors calibrated for remote systems. Both approaches were not desig-
ned with regard to aggregate queries and use a hash join implementation so that
results from a join can already be forwarded to other operators in the query exe-
cution tree. However, pipelining is not helpful for analytical queries since the com-
plete result of the query is needed for the aggregation.

Avalanche [5] and WoDQA [2], on the other hand, do not maintain data
source registrations. Avalanche depends on third parties such as search engines
to find a proper data source for executing a query. Statistics about cardinalities
and data distributions are considered for breaking a query into a set of subqueries
that in combination provide a full query answer. Then, these subqueries are
executed in parallel against several endpoints. WoDQA uses VoID directories
such as CKAN (http://ckan.net) and VoIDStore (http://void.rbkexplorer.com)
to find possible sources of data. The system uses VoID statistics to group triple
patterns into subqueries in a federated form and executes it by Jena ARQ.

An RDF data processing system that supports simple transactional queries
as well as complex analytical queries is proposed in [25]. Aggregate queries are
efficiently resolved by the system by using special look-up mechanisms. However,
the system does not consider aggregate queries in a federated environment.

SPARQL-DQP [7] on the other hand, discusses semantics of the SPARQL 1.1
federation extension on a theoretical level and introduces the notion of well-defined
patterns. It focuses on the optimization of federated queries in the presence of
OPTIONAL subqueries but it was not designed to optimize and support analyt-
ical queries. Different strategies to implement federated queries in SPARQL 1.1
are discussed in [10]. Several limitations that may cause incorrect results and the
potential validity restrictions are identified and fixes are proposed.

http://ckan.net
http://void.rbkexplorer.com
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In summary, only very few approaches consider analytical queries [7,25] but
not in the context of a federated setup. Most state-of-the-art approaches for
federated query processing are designed with a focus on SPARQL 1.0 [1,2,5,
15,20] and lack full support of the more recent SPARQL 1.1 standard or do
not offer support or particular optimizations for analytical queries. In contrast,
this paper proposes a cost-based approach to optimize and execute aggregate
SPARQL queries over federations of endpoints.

3 Federated Processing of Aggregate Queries

In this section, we will systematically outline several strategies that can be used
to evaluate aggregated queries in federations of SPARQL endpoints. Section 4
will then introduce a cost-based approach to choose the best strategy for a query.

For ease of presentation, this section focuses on queries with a single SERVICE
subquery. But the discussed principles can be extended to the general case of
well-designed patterns with strongly bound variables [8]. The proposed approach
can be combined with rule-based rewriting so that subpatterns, and especially
joins, are evaluated in a cost-minimizing order. If an endpoint imposes limits on
result sizes, then additional techniques, such as pagination [10], are used.

In the following, we use PAGG to represent the original user query and Pe

denotes the SERVICE subquery evaluated at SPARQL endpoint e. PM repre-
sents the subquery that is created from the original query PAGG by extracting
Pe, adding a join on their common variables var(Pe) ∩ var(PM ), and, depend-
ing on the strategy, preserving grouping and aggregation. PM is evaluated on
the same endpoint M that PAGG was sent to. Note that this section focuses on
the implementation of the joins combining the partial results of the subqueries
evaluated by remote endpoints. We do not make any restrictions on the local
implementations that the remote endpoints use to evaluate joins contained in
the subqueries they receive.

Mediator Join Strategy (MedJoin). The first strategy we describe is based
on the mediator join technique that is used by many approaches for federated
SPARQL query processing. The mediator/federator is the SPARQL engine that
receives a query PAGG from the user. The query optimizer at the mediator M
defines Pe and PM and sends Pe to endpoint e whereas PM is processed on
the endpoint m. Parallelization can be exploited by processing PM and Pe at
the same time. The main principle is to find all solutions to Pe and PM first
and then compute the remaining operations at the mediator, including the join
(on ?placeID in the example below) that combines the partial results as well
as grouping and aggregation. Listings 1.2 and 1.3 illustrate PM and Pe for our
running example query (Listing 1.1).

SELECT ?placeID ?radioValue WHERE {

?s ev:place ?placeID; ev:time ?time.

?s rdf:value ?radioValue.

}

Listing 1.2. MedJoin: query PM

SELECT ?placeID ?regName WHERE {

?placeID gn:parentFeature ?regionID.

?regionID gn:name ?regName.

}

Listing 1.3. MedJoin: query Pe
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Note that due to the fact that SPARQL does not remove duplicate results, we
do not need to keep all variables in the select clauses of Pe and PM . If duplicates
were removed (like in SQL), we would have to keep all variables in the subqueries
to ensure that the number of tuples that form the result are preserved, otherwise
the average function in our example query would not return the correct result.

In principle, constructs such as OPTIONAL and FILTER are assigned to the
subqueries that their variables refer to. If there is a complex expression, e.g.,
a FILTER is defined on a condition involving variables from different subqueries
(e.g., ?a <?b), then the FILTER is evaluated after the partial results are combined
at the mediator. The strength of this strategy is that partial queries can be
evaluated in parallel. However, it can easily become expensive if the intermediate
results are very large or when the datasets are very big.

Semi Join Strategy (SemiJoin). This strategy is based on the bound join
or semi-join technique [14,20], which was already available based on UNION or
FILTER constructs in SPARQL 1.0. The recent SPARQL 1.1 standard, however,
supports the VALUES clause, which allows for a much more elegant solution.

The main principle of this strategy is to execute the subquery with the smal-
lest result first and use the retrieved results as bindings for the join variables in
the other subquery. The intuition is that for selective joins, sending a few partial
results to an endpoint is much faster than receiving the complete result for the
more general subquery. It is then the task of the cost optimizer to identify the
most promising order of execution of subqueries. Constructs, such as FILTER
and OPTIONAL, can be assigned to subqueries as discussed for MedJoin. Let us
consider an example query with a FILTER.

SELECT ?regName (AVG(? radioValue) AS ?average) WHERE {
?s ev:place ?placeID . ?s ev:time ?time . ?s rdf:value ?radioValue .
SERVICE <http :// lod2.openlinksw.com/sparql >{

?placeID gn:parentFeature ?regionID . ?regionID gn:name ?regName .
} FILTER(? radioValue < 0.08) . } GROUP BY ?regName

This query can be evaluated efficiently by evaluating query PM (Listing 1.4) and
then using the obtained bindings for the join variable ?placeID in the VALUES
clause of the query Pe (Listing 1.5).
SELECT ?placeID ?radioVal
WHERE {

?s rdf:value ?radioVal ;
ev:place ?placeID; ev:time ?time.
FILTER (? radioValue < 0.08) . }

Listing 1.4. SemiJoin: query PM

SELECT ?placeID ?regName
WHERE { ?placeID gn:parentFeature ?rgID.

?rgID gn:name ?regName.
VALUES (? placeID) {
<http ://sws.geonames.org /1852083/ >...} }

Listing 1.5. SemiJoin: query Pe

In contrast to MedJoin, this strategy evaluates the subqueries sequentially and
is particularly efficient for selective joins. However, as the VALUES clause is not
yet widely supported by existing endpoints [9], the SPARQL 1.0 compliant alter-
natives of UNION (or FILTER) must often be used.

Partial Aggregation Strategy (PartialAgg). For queries where the grouping
attributes of the original query contain a subset of the variables of the subquery
that is executed first and the aggregate values are contained in the subquery that
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is evaluated second, further optimization is possible. The Partial Aggregation
Strategy (PartialAgg) builds upon MedJoin by extending the subquery executed
second with a GROUP BY clause and aggregate functions. The goal is to reduce
the size of the partial result and compute partial aggregate values early so that
PAGG can be evaluated more efficiently.

Using PartialAgg our running example query (Listing 1.1) is decomposed into
PM (below) and Pe (Listing 1.5). First, PM is computed, the result bindings are
fed into the VALUES clause of Pe, and PAGG combines the partial results via a
join and computes final grouping and aggregation.
SELECT ?placeID (SUM(? radioValue) AS ?sum) (COUNT(? radioValue) AS ?count)
WHERE { ?s ev:place ?placeID; ev:time ?time; rdf:value ?radioValue . }
GROUP BY ?placeID

Note that PM here groups by ?placeID whereas the original query (Lis-
ting 1.1) groups by ?regName, this is because PM uses the join attributes
var(Pe)∩ var(PM ) in the GROUP BY clause. Whereas a particular placeID would
occur in many results for PM in the MedJoin strategy, the additional grouping
here guarantees that the result set contains only one. Hence, the size of the
intermediate result is reduced.

When performing such an optimization, however, we need to take into
account whether the aggregate function in the original query is algebraic or
distributive [16]. Computing aggregates for distributive functions (SUM, MIN,
MAX, COUNT) is straightforward, while for computing AVG we first need to
compute both SUM and COUNT in separate and in the final step divide the
sum of all intermediate SUMs by the sum of all intermediate COUNTs, i.e.,
AV G =

∑N
i=1 SUMi∑N

i=1 COUNTi
.

4 Cost-Based Query Optimization

For each user query, the query optimizer needs to decide which of the strategies
that we discussed in the previous section to use. In this section, we present CoDA
(Cost-based Optimizer for Distributed Aggregate Queries). A cost-based opti-
mizer, finds the best strategy by computing query execution costs for different
alternative query execution plans and choosing the one with minimum costs. In
the remainder of this section, we first sketch how the query optimizer works,
then we introduce the cost model. Finally, we present details regarding cardinal-
ity estimation and processing costs.

Query Optimizer. To find the best query execution plan, we need to systema-
tically examine alternative query execution plans that produce the same result.
We first decompose the original query into multiple subqueries as described
in Sect. 3. We obtain a query PM and endpoint queries Pe1 , . . . , Pen . We then
optimize the subqueries in separate, e.g., reordering the triple patterns based on a
cost model so that the execution costs are minimized. Afterwards, we enumerate
all possible plans that combine these subqueries using the strategies introduced
in Sect. 3. For each of these alternative plans, we estimate execution costs (as
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described in the remainder of this section) and choose the plan with the minimum
costs for query execution.

4.1 Cost Model

The overall costs of a distributed query execution plan (CQ) consist of the
costs for communication between endpoints and mediator (CC) and the costs
for processing the query on the data endpoint (CP ), i.e.: CQ = CP + CC . To
simplify the cost model, we estimate the costs for all subqueries in the same
way. By calibrating the cost factors for each involved endpoint separately, the
cost model can consider different sytem characteristics and estimate subqueries
at the mediator and remote subqueries alike.

The cost model estimates CQ for each subquery in separate and computes the
costs of the complete query plan by combining the costs of its subqueries with the
additional operators in PAGG that compute the final result. For subqueries that
are executed in parallel, as for the MedJoin strategy, the cost model needs to
consider parallel execution. As the subquery that takes the longest determines
the time when the result is available, we take the maximum time of these parallel
subqueries, e.g., CQ(S1, S2) = max (CQ(S1), CQ(S2)), where CQ(Si) denotes the
costs of subquery Si.

The communication costs CC for a subquery Si are estimated as: CC(Si) =
CO + cSi

· Cmap, where CO denotes the overhead to establish communication,
cSi

denotes the estimated number of transmitted solution mappings contained
in the subquery, and Cmap denotes the costs of transferring a single solution
mapping. For SemiJoin cSi

· Cmap includes the costs for transferring data in
both directions.

Processing costs (CP ) are determined by I/O and CPU costs and are very spe-
cific to the particular triple store and available indexes, current load, hardware
characteristics, implemented algorithms, etc. As such details are not available
for endpoints, we estimate processing costs based on the amount of data that
the query is evaluated on. We assume, however, that indexes are used to access
triples matching a triple pattern efficiently. We obtain CP =

∑M
t=1(ctp · CG),

where ctp is the estimated number of solution mappings selected by triple pat-
tern t contained in the subquery, and CG denotes the costs of processing a single
triple.

Finally, the costs for processing grouping and aggregation costs for PAGG

are estimated as ctpAGG
· CG, where ctpAGG

represents the number of observa-
tions involved in aggregation and CG represents the costs for processing a single
observation.

4.2 Estimating Cost Factors

The cost estimation formulas introduced above rely on several system-specific
constants, i.e., CO, Cmap, and CG. As each endpoint has different characteris-
tics, we need to obtain estimates for every endpoint involved in a query. CoDA
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estimates these values based on several probe queries. The estimates are reused
for future queries and repeated regularly to account for changes at the endpoints.

Cmap is estimated using template queries such as: SELECT * WHERE {?s #p
?o . FILTER(?o=#o)} LIMIT #L. This query is executed several times with dif-
ferent values for #L, #o and #p and measures the time it takes to receive an
answer from the endpoint. Values for #o are taken from a query such as SELECT
DISTINCT(?o) WHERE {?s #p ?o} LIMIT #L. This is done to measure Cmap on
real values present in the dataset. Based on the pairwise difference between the
queries’ execution times and the number of retrieved results, we estimate the
average time for a single result Cmap.

CO is estimated based on queries that do not retrieve data from triple stores
such as: SELECT(1 AS ?v){} or ASK{}. Multiple queries are executed to deter-
mine an average.

CG is estimated based on queries such as: SELECT COUNT(*) WHERE {?s ?p
?o} GROUP BY #g. Again, multiple queries with different valid values for #g and
#c are used to build an average. By measuring the time it takes to receive the
results and substracting the message overhead CO and the costs of transferring
the result based on Cmap, we can estimate CG. Note that CG represents the
costs to process a single input triple. Hence, before computing the average over
multiple queries, we need to divide by the number of triples that the aggregate
query was computed on – this can conveniently be derived from the query result
(COUNT(*) is the number of input triples for each group).

Note that these estimates might not be perfectly accurate but this is accept-
able for our purposes because we do not aim at accurately predicting execution
costs but only to find out which execution plan is more efficient than the others.

4.3 Result Size Estimation

Another important part of the cost model is estimating the size of partial results
(result cardinality). Similar to [15,17], we base our estimations on VoID statis-
tics [3,23] as this is a standardized format and is most commonly used. Never-
theless, not all SPARQL endpoints offer such statistics. In such cases, we send a
series of SPARQL queries with COUNT functions to the endpoint to compute the
statistics.

VoID statistics can logically be divided into three parts: dataset statistics,
property partition, and class partition. The dataset statistics describe the com-
plete dataset: the total number of triples (void:triples, ct), the total number
of distinct subjects (void:distinctSubjects, cs), and the total number of dis-
tinct objects (void:distinctObjects, co). The property partition contains such
values for each property of the dataset (cp,t, cp,s, cp,o). Finally, the class partition
shows the number of entities of each class (void:entities).

Estimating Result Sizes for Basic Triple Patterns. To estimate result sizes
for complex queries, we first need to estimate the result size of basic queries (a
single triple pattern and, optionally, a condition expressed by a FILTER).
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Based on statistics, we estimate the result size cres of a triple patterns as
follows: (?s ?p ?o) is directly given by ct, (s ?p ?o) is estimated as ct

cs
, (?s

?p o) as ct
co

, and (s ?p o) as ct
cs·co . When the predicate of the triple pattern

is specified, (?s p ?o) is given by cp,t, (s p ?o) is estimated as cp,t
cp,s

, (?s p

o) as cp,t
cp,o

, and (s p o) is assumed to be 1. Tighter estimates based on VoID
statistics are possible when the property rdf:type is used [17].

We further introduce several optimizations that are often used in relational
database systems [13]. As distributions are skewed, we assume a Zipfian distribu-
tion of values and multiply cres with the correction coefficient of 1.1 (close to Zip-
fian ideal). In case a FILTER involves an inequality comparison (e.g. ?x >= 10),
we assume that one third of the triples satisfy the requirements and divide ct or
cp,t in the above formulas by a factor of 3. If a FILTER contains an expression
with the inequality operator (e.g. ?x! = 10), we need to replace 1

cs
with cs−1

cs
because we select all except 1 out of cs different values. The same consideration
holds for co, cp,s, and cp,o.

Estimating Result Sizes for Joins. To estimate the sizes of join results, we
need to distinguish between different shapes of joins: (1) star-shaped joins are
characterized by multiple triple patterns joining on the same variable (e.g., ?s1
p1 ?o1 . ?s1 p2 ?o2) and (2) path-shaped joins are characterized by multiple
triple patterns that join on different variables (e.g., ?s1 p1 ?o1 . ?o1 p2 ?o2).

To estimate the result size, we use the cardinality estimation model pro-
posed in [17]. The model proposes formulas for different types of joins. For
example, for queries such as SELECT ?y WHERE { ?x p1 ?y . ?x p2 ?o1 .
FILTER(?o1=10) } (star-shaped join) the cardinality is calculated as cres =

cp2,t
cp2,o1

·cp1,t
max(cp2,x,cp1,x)

, while for queries such as SELECT ?x WHERE { ?x p1 ?y . ?y

p2 ?o1 . FILTER(?o1=10) } (path-shaped join) the cardinality is calculated

as cres =
cp2,t
cp2,o1

·cp1,t
max(cp1,y,cp2,y)

.

Estimating Result Sizes for Grouping and Aggregation. The upper
bound for the cardinality of grouping and aggregation is the size of the input,
i.e., for a non-restrictive grouping we have cres = cin. If the GROUP BY clause
contains only a subset (?x1, . . .?xn) of the variables contained in the query, then
cres (or more specifically cAGG) is bound by the product of the variables’ distinct
bindings

∏n
i=1 distinct(?xi).

When solution reducers are present in the query, such as FILTER statements
and/or triples with literals, that are connected to grouping variables through
joins, we assume that the number of distinct values is reduced proportionally:
distinct(?x) = cpx,x

cpy,y·N where cpx,x is the number of distinct bindings for variable
?x, cpy,y the number of distinct bindings for variable ?y, which is connected
to ?x through star-shaped or path-shaped joins, and N is the reduction factor,
which is equal to 1 in case of a solution reducer with equality, 1/3 in case of a
solution reducer with inequality, and cpy,y−1

cpy,y
in case of the a solution reducer

with negation [13].
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5 Evaluation

In this section, we present the results of evaluating the strategies presented in
this paper. Our solution uses the .NET Framework 4.0 and dotNetRDF (http://
dotnetrdf.org/) to implement a mediator that accepts queries, optimizes their
execution using the proposed strategies (SemiJoin, PartialAgg, and MedJoin),
and sends subqueries to the SPARQL endpoints, which are using Virtuoso as
local triple store.

5.1 Experimental Setup

We evaluate our strategies based on a standard benchmark originally designed to
measure the performance of aggregate queries in relational database systems: the
Star Schema Benchmark (SSB) [19]. This benchmark is well-known in the data-
base community and was chosen for its simple design (refined decision support
benchmark TPC-H [11]) and its well-defined testbed.

lineorder

customer supplier

date

month
year

discount

quantity

region rdfh:lo_orderdate

rdfh:lo_supplier

part

Fig. 1. Simplified description of the SSB
dataset

RDF Dataset. The data in SSB is
generated as relational data. We used
different scale factors (1 to 5–6 M
to 30 M observations) to generated
multiple datasets of different sizes. We
translated the datasets into RDF using
a vocabulary that strongly resembles
the SSB tabular structure. For example,
a lineorder tuple is represented as a
star-shaped set of triples where the sub-
ject (URI) is linked via a property (e.g.,
rdfh:lo orderdate) to a an object
(e.g., rdfh:lo orderdate 19931201)
which in turn can be subject of another
star-shaped graph. Values such as quantity and discount are connected to
lineorder entities as literals. A simplified schema of the RDF structure is
illustrated in Fig. 1. Converted datasets contain 110,5 M (scale factor 1) to
547,5 M (scale factor 5) triples.

Queries. SSB defines 13 queries. They represent 4 “prototypical” queries with
different selectivity factors. A brief description of the queries is given in Table 1.
We converted all 13 queries into SPARQL and used the SERVICE keyword to
query federated endpoints.

Configuration. To test the queries in a federation of SPARQL endpoints, we
partitioned the datasets as follows:

– To simulate two endpoints (one endpoint containing main observation data
and one SERVICE endpoint containing supporting data), we created two par-
titions: partition 1 (lineorders, parts, customers, and suppliers) and partition
2 (dates).

http://dotnetrdf.org/
http://dotnetrdf.org/
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Table 1. SSB queries

Query prototypes Query no Query parameters for various

selectivities

Prototype 1. Amount of revenue increase that would
have resulted from eliminating certain
company-wide discounts.

Q1.1 Discounts 1, 2, and 3 for quantities less
than 25 shipped in 1993.

Q1.2 Discounts 1, 2, and 3 for quantities less
than 25 shipped in 01/1993.

Q1.3 Discounts 5, 6, and 7 for quantities less
than 35 shipped in week 6 of 1993.

Prototype 2. Revenue for some product classes, for
suppliers in a certain region, grouped by more
restrictive product classes and all years.

Q2.1 Revenue for ‘MFGR#12’ category, for
suppliers in America

Q2.2 Revenue for brands ‘MFGR#2221’ to
‘MFGR#2228’, for suppliers in Asia

Q2.3 Revenue for brand ‘MFGR#2239’ for
suppliers in Europe

Prototype 3. Revenue for some product classes, for
suppliers in a certain region, grouped by more
restrictive product classes and all years.

Q3.1 For Asian suppliers and customers in
1992-1997

Q3.2 For US suppliers and customers in
1992-1997

Q3.3 For specific UK cities suppliers and
customers in 1992-1997

Q3.4 For specific UK cities suppliers and
customers in 12/1997

Prototype 4. Aggregate profit, measured by subtracting
revenue from supply cost.

Q4.1 For American suppliers and customers
for manufacturers ‘MFGR#1’ or
‘MFGR#2’ in 1992

Q4.2 For American suppliers and customers
for manufacturers ‘MFGR#1’ or
‘MFGR#2’ in 1997-1998

Q4.3 For American customers and US
suppliers for category ‘MFGR#14’
in 1997-1998

– To simulate three endpoints (two SERVICE endpoints containing supporting
data), we created three partitions: partition 1 (lineorders, parts, customers),
partition 2 (dates), and partition 3 (suppliers).

– To simulate four endpoints (three SERVICE endpoints containing supporting
data), we created four partitions: partition 1 (lineorders, parts), partition 2
(dates), partition 3 (suppliers), and partition 4 (customers).

All the queries and the datasets used for the experiments are available at http://
extbi.cs.aau.dk/coda.

We used four different machines for our experiments depending on the con-
figuration. We used the most powerful machine (CPU Intel(R) Core(TM) i7-950,
RAM 24 GB, HDD 1.5 TB RAID5, 1 TB SATA, 600 GB SAS RAID0) for par-
tition 1. We used three identical machines (CPU AMD(R) Opteron(TM) 285
2.6 GHz, RAM 8 GB, HDD 80 GB) for serving data of partitions 2 to 4. 64-bit
Ubuntu 14.04 LTS operating system was installed on all computers. As a medi-
ator, we used a virtual machine with one dedicated core of Xeon E3-1240V2
3.4 GHz (2 threads), 10 GB RAM, 100 GB HDD, and 64-bit Windows Server
2008 Service Pack 1 as operating system. All machines were located on the same
LAN. All benchmark queries were executed 5 times following a single warm-
up run. During this warm-up run, all statistics and system measurements were

http://extbi.cs.aau.dk/coda
http://extbi.cs.aau.dk/coda
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obtained, stored in the system, and later used for the subsequent query exe-
cutions. Statistics were gathered with the help of COUNT queries. Statistics
collection took between 18 (scale factor 1) to 129 (scale factor 5) seconds. The
execution time for each query is measured on the mediator from the time the
query is received from a user till the time the complete results are reported back.
We used a timeout of 1 h for the experiments.

5.2 Experimental Results

As discussed in Sect. 1, we initially experimented with three systems (Virtuoso,
Sesame, and Jena Fuseki). Sesame is always trying to download all triples that
match the patterns defined in the SERVICE subquery from the remote endpoint
and is timing out even for small datasets. Jena Fuseki and Virtuoso are using
the same strategy to evaluate SERVICE subqueries with grouping and aggrega-
tion. We chose Virtuoso v07.10.3207 as representative for this strategy in our
experiments and include results for a native Virtuoso setup, in which Virtuoso
is optimizing the distributed execution of the aggregate query.

In our first line of experiments, we measured the runtime for the benchmark
queries in the configuration with one SPARQL endpoint. For the SemiJoin strat-
egy, due to issues with large numbers of bindings in the VALUES clause in existing
endpoints [9], we often have to partition the set of bindings that we aim to pass
in a VALUES statement into smaller partitions and send a separate messages for
each of the partitions.

Table 2 shows the results for scale factors 1 to 5. CoDA clearly chooses the
best strategy for all queries. For scale factor 1, the CoDA algorithm selected
the SemiJoin strategy for queries with highly selective subqueries (where the
number of intermediate subquery results are low) (Q1.1, Q1.2, Q1.3, Q3.1, Q3.4,
and Q4.2), the MedJoin strategy for queries with high selectivity (Q2.3), and
the PartialAgg strategy for the rest.

CoDA scales well with the increase in the number of triples as the results for
scale factors 2 to 5 in Table 2 show. Due to the increased number of triples to
process, the strategy for Query 2.3 changes from MedJoin to PatrialAgg. CoDA
also changed the strategies for queries 1.1 and 4.1 due to different estimations of
CC and CP for various scale factors. In general, CoDA chooses the best strategy
for all queries (the difference between the CoDA approach and the best approach
for query Q3.4 in scale factor 2 is due to the overhead of optimization, which is
only 14 ms).

Figure 2 shows the execution times for several queries with high selectivity
(Q4.3, Q3.3, Q3.4) and low selectivity (Q2.2, Q3.2, Q2.3) for different strategies
and scale factors – due to timeouts in execution, some lines end earlier than
others. MedJoin and native Virtuoso do not scale well and some queries time
out while SemiJoin and PartialAgg return answers for all the queries. This can
be explained by the internal logic behind the strategies. For example, Virtuoso
sends SPARQL requests for every aggregated observation, while MedJoin needs
to transfer much data to the mediator. Due to the result size restrictions (the
maximum result set size for Virtuoso is 1,048,576), the system downloads all
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data in chunks but still times out. In contrast, SemiJoin and PartialAgg transfer
only necessary data and are thus reducing the communication costs.

We also evaluated the influence of the number of endpoints. For this purpose,
we chose an example query from our workload (Q4.3) that is complex enough
to be rewritten into a query with up to three SERVICE endpoints and selective
enough not to require all triples for the calculation (Fig. 3). Going up to three
endpoints, only the PartialAgg strategy was able to answer the query. With
data coming from two or three endpoints, the number of values that needs to
be passed in the SemiJoin strategy increases and system performance quickly
degrades (yellow lines in Fig. 3). With the partition of the dataset into more
endpoints, MedJoin also needs to load much more data into the mediator site to
answer the query and for the scale factors 3 to 5 this leads to timeouts (green
lines in Fig. 3). The same reason (the need to send more requests to answer the
query) leads to the timeout in the Virtuoso strategy (red lines) for queries with
more than one SERVICE endpoint. Therefore, the obvious choice of the CoDA
strategy is PartialAgg (blue lines) in these cases.

Table 2. Benchmark results for scale factor 1 to 5, in seconds

Q1.1 Q1.2 Q1.3 Q2.1 Q2.2 Q2.3 Q3.1 Q3.2 Q3.3 Q3.4 Q4.1 Q4.2 Q4.3

Scale Factor 1

Virtuoso T/O T/O 760 500,3 107,8 21,3 215,8 21,2 1,4 1,4 863 969 7,3

SemiJoin 1,3 0,2 0,1 12,7 13,5 12,6 14,1 11,0 6,5 0,2 4,8 8,1 4,5

PartialAgg 1,6 1,4 0,8 9,4 4,5 3 17,5 2,8 0,5 0,3 4 18,5 1,0

MedJoin 249,5 213,4 82,9 11 5,2 2,9 98,9 3,4 0,8 0,3 26,4 32 1,1

CoDA 1,3 0,2 0,1 9,4 4,5 2,9 14,1 2,8 0,5 0,2 4 8,1 1,0

Scale Factor 2

Virtuoso T/O T/O T/O 950,9 T/O 462,9 992,2 42,9 1,8 1,9 T/O 1054 46,5

SemiJoin 3,6 0,9 0,5 25,7 102,8 101 15,4 11,1 89,7 0,32 30,6 35,5 20,6

PartialAgg 17,1 16,5 7,3 16,2 9,5 5,9 18,4 5,8 0,8 0,34 77,3 37,4 10,5

MedJoin T/O T/O T/O T/O 143,7 31,5 612,7 36,7 1,8 1,7 T/O T/O 246,7

CoDA 3,6 0,9 0,5 16,2 9,5 5,9 15,4 5,8 0,8 0,33 30,6 35,5 10,5

Scale Factor 3

Virtuoso T/O T/O T/O 1465 T/O T/O T/O 63,5 2,8 3,1 T/O T/O 68,5

SemiJoin 46,3 5,4 2,2 330,7 303,4 344,1 20,2 14,2 250,7 0,6 45,4 105,3 39,8

PartialAgg 18,4 18,8 8,3 29,5 13,2 8,2 23,2 8,6 1,1 0,7 217,4 606 33,9

MedJoin T/O T/O T/O T/O 205,7 39,5 1312 44,8 2 2,4 T/O T/O 305,3

CoDA 18,4 5,4 2,2 29,5 13,2 8,2 20,2 8,6 1,1 0,6 45,4 105,3 33,9

Scale Factor 4

Virtuoso T/O T/O T/O T/O T/O T/O T/O 86,9 4,7 4,7 T/O T/O 118,4

SemiJoin 64,2 6.9 2,4 368,5 430,3 455,4 23,7 14,5 275,6 0,7 54,2 116,2 73,5

PartialAgg 33,9 27,6 9,8 146,2 15,2 12,9 27,2 12,5 1,6 0,8 980,8 1017 68,3

MedJoin T/O T/O T/O T/O 267,5 43,6 T/O 64,5 2,3 3,9 T/O T/O T/O

CoDA 33,9 6.9 2,4 146,2 15,2 12,9 23,7 12,5 1,6 0,7 54,2 116,2 68,3

Scale Factor 5

Virtuoso T/O T/O T/O T/O T/O T/O T/O 109,2 5,3 5,7 T/O T/O 143,4

SemiJoin 77,7 8,4 2,9 453,4 460,3 503,6 60,9 15,8 352,9 1,2 59,2 126,8 123,6

PartialAgg 37,7 29,2 18,4 249,5 19,8 14,9 78,5 14,4 2,2 1,7 1565 1577 105,1

MedJoin T/O T/O T/O T/O 301,2 46,3 T/O 80,4 3,3 5,8 T/O T/O T/O

CoDA 37,7 8,4 2,9 249,5 19,8 14,9 60,9 14,4 2,2 1,2 59,2 126,8 105,1
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Fig. 2. Execution times for queries with low and high selectivity, one endpoint
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In summary, the experimental results show that CoDA is able to select the
best strategy and thus executes all queries for RDF data of all tested data sizes.

6 Conclusions and Future Work

Motivated by the increasing availability of RDF data over SPARQL endpoints,
the new powerful aggregation functionality in SPARQL 1.1, and the desire to
perform ad-hoc analytical queries, this paper investigated the problem of effi-
ciently processing aggregate queries in a federation of SPARQL endpoints.
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More precisely, the paper proposed the Mediator Join, SemiJoin, and Partial
Aggregation query processing strategies for this scenario. The paper also pro-
posed a cost model, and techniques for estimating constants and result sizes
for triple patterns, joins, grouping and aggregation, and the combination of
these with the processing strategies into the Cost-based Optimizer for Distrib-
uted Aggregate queries (CoDA) approach for aggregate SPARQL queries over
endpoint federations. The comprehensive experimental evaluation, based on an
RDF version of the widely used Star Schema Benchmark, showed that CoDA
is efficient and scalable, able to pick the best query processing plan in different
situations, and significantly outperforms current state-of-the art triple stores.

Interesting directions for future work include using more complex statistics
with precomputed join result sizes and correlation information to better esti-
mate cardinalities, optimizing the execution of more complex queries (e.g., with
optional patterns or complex aggregation functions), and investigating the influ-
ence of ontological constraints and inference/reasoning in the context of federated
aggregate SPARQL queries.
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Abstract. Scalability of the data access architecture in the Semantic
Web is dependent on the establishment of caching mechanisms to take the
load off of servers. Unfortunately, there is a chicken and egg problem here:
Research, implementation, and evaluation of caching infrastructure is
uninteresting as long as data providers do not publish relevant metadata.
And publishing metadata is useless as long as there is no infrastructure
that uses it.

We show by means of a survey of live RDF data sources that caching
metadata is prevalent enough already to be used in some cases. On the
other hand, they are not commonly used even on relatively static data,
and when they are given, they are very conservatively set. We point
out future directions and give recommendations for the enhanced use of
caching in the Semantic Web.

1 Introduction

Caching has been given a prominent place in the foundational documents of the
World Wide Web. Out of the 6 documents that make up the HTTP 1.1 standard,
RFC7234 [6] is entirely devoted to the topic. RFC7232 [7] defines conditional
requests, and is also important when constructing caches. As RFC7234 notes:

The goal of caching in HTTP/1.1 is to significantly improve performance
by reusing a prior response message to satisfy a current request.

Furthermore, caching is discussed throughout the Architecture of the World
Wide Web [11], and the definition of the Representational State Transfer (REST)
architectural style [8] is partly motivated from the requirement to implement effi-
cient caching. We also note that caching in the Internet infrastructure, through
so-called Content Delivery Networks, is both a large business area and could
provide great value to the Semantic Web.

If used correctly, caching mechanisms will reduce the need to make HTTP
requests, reduce lookups to the backend systems, reduce the need to make
repetitive computations, enable sharing of responses in Internet infrastructure,
improve uptime and reduce latency since requests may be answered closer to the
client.

c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 286–301, 2015.
DOI: 10.1007/978-3-319-18818-8 18
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In spite of this, we have not seen it in widespread use in the Semantic Web,
and therefore we decided to conduct a survey to investigate the actual compliance
to RFC7234 and RFC7232. The objectives of this paper are:

1. Understand the actual usage rather than rely on anecdotal conceptions.
2. Encourage the implementation of these mechanisms in Semantic Web

infrastructure.
3. Point out future research directions.

The contributions of this paper are to meet these objectives by means of a survey
that shows that while the uptake has been moderate, practical benefits may be
realized already. Based on this survey as well as practical experience, we point
out future research directions as well as some recommendations for deployed
implementations.

We note that caching is not only useful for long-living resources, even though
that may be the most important use. If a resource is frequently requested, it may
make sense to cache it even though it may be fresh for only a very short period.

Caching may be deployed at several different levels: An HTTP cache may be
in a reverse proxy close to the server, in which case it may have much in common
with a conventional database cache. It may also be anywhere between a server
and a client, in which case it may be shared, i.e. it may cache responses from a
number of servers to many clients. Another example is an institutional forward
proxy, which are close to several users. Finally, the User Agent may implement
a private cache for its user at the client side.

1.1 HTTP Caching Standards

As mentioned, the two documents from the HTTP 1.1 standards suite that are
relevant for this study are RFC7234, named “Caching”, and RFC7232, named
“Conditional Requests”. The main difference is that the caching standard defines
when a response may be reused without any contact to origin server, whereas
the conditional requests define how to validate a response by contacting the
origin server. The two can be combined: Clients and proxies may use the latter
to revalidate a response that has been cached based on the former.

RFC7234 defines two important headers. The first of which is Expires, whose
value is a date and time of when the response is considered stale, and therefore
should not be used. The second is Cache-Control, which allows detailed control
of the cache, including a max-age field, which gives the time in seconds for
how long the the response may be used from the time of the request. max-age
takes precedence over Expires. In this article, freshness lifetime is understood
as the number of seconds that the response may be used without contacting the
origin server. Ideally, the calculation of the freshness lifetime should be based
of the above, we therefore shall refer to this as “standards-compliant caching”.
It can also be based on heuristics, Sect. 4.2.2 in RFC7234 provides some loose
constraints for such practice as well as a suggestion for a useful heuristic. This
heuristic is based on a fraction of the time lapsed between the current time
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and the modification time given in the Last-Modified header. This approach
still requires the Web server to be cooperative to be successful. Commonly, Web
servers can track this, for example if RDF is served from a file system the file
modification time is used.

RFC7232, on the other hand, defines a protocol for asking the server if the
cached response is still fresh using conditional requests. This doesn’t burden the
content provider with the task of estimating the freshness lifetime beforehand.
However, the server is then required to be able to answer if the resource has
changed less expensively than it would be to serve the entire response. Either
of two headers must be set by the server to achieve this: ETag, which sets an
opaque identifier for the response, or Last-Modified which gives the time and
date of the last modification of the resource. Clients that have obtained these
values may use them to validate an earlier response by using If-None-Match
and/or If-Modified-Since respectively in a subsequent request. If the server
finds the response has not changed based on this, it will respond with a 304
status code and no body, otherwise it will return the full response. The other
headers we recorded are listed in Table 1.

RFC7234 provides detailed control of caching, and caching may also be pro-
hibited by the server, either by setting a non-positive freshness lifetime or explic-
itly using a no-store control field.

In this paper, we study to what extent SPARQL endpoints, vocabulary and
data publishers support these standards. Data and code to reproduce this work
are available at http://folk.uio.no/kjekje/#cache-survey.

2 Related Work

We are not aware of any surveys of this type. Although the database literature
is rich with query cache literature, it is mostly relevant to what would happen
within the server or between the server and a reverse proxy, which is opaque to
the Internet, and therefore not of our concern. For the same reason, caching that
happens within the SPARQL engine is not relevant.

The Dynamic Linked Data Observatory (DyLDO) [12] performed, and con-
tinues to do so, monitoring of parts of the Linked Open Data Cloud to determine
dynamicity characteristics of Linked Data. Caching is one of their motivations,
but they have not published statistics on HTTP headers.

Linked Data Fragments is claimed in [20] to take advantage of caching and
contrasts this with the unavailability of SPARQL query caches. They assert
that this is an architectural problem. In [9], the authors examine cacheable as
one of the desiderata for sustainable data access. They claim, without further
justification, that SPARQL isn’t cacheable.

In [16] the authors implemented a reverse proxy that controlled the changes
to the dataset, and therefore could make sure the proxy had all the information
needed to determine freshness. We are interested in the situation where the
changes cannot be controlled.

http://folk.uio.no/kjekje/#cache-survey
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Table 1. Recorded HTTP headers

Header Reference Description

Age RFC7234 When obtaining response from a cache, the

number of seconds since validation

Cache-Control RFC7234 Header used for a variety of directives

Expires RFC7234 Gives the date/time after which the response is

considered stale.

Pragma RFC7234 Archaic HTTP 1.0 header

Warning RFC7234 For additional information about possible

incorrectness

Content-Type RFC7231 To select the correct parser

If-None-Match RFC7232 Request header to check if ETag has changed

If-Modified-Since RFC7232 Request header to check if Last-Modified has

changed

Last-Modified RFC7232 When the resource was last modified

ETag RFC7232 An opaque validator to check if the resource has

changed

X-Cache Inserted by some caches to indicate cache status

Date RFC7231 The time of the message. Used in conditional

requests and heuristics

Surrogate-Capability Edge [17] Draft to allow fine-grained control for proxies.

Client-Aborted libwww Header inserted by User Agent to indicate that

it aborted the download

Client-Warning libwww Header inserted by User Agent to give details

about problems with the download

In [19], the term caching was used in a different sense than we use it. They
rather prefetched an entire dataset to a local store and based on heuristics tried
to determine which parts of the query should be evaluated remotely and locally.
[15] explored when caching had a positive effect on complex SPARQL queries.

In the broader Web literature, [1] analysed the value of caching based
anonymized traces of actual Web usage at a major Internet Service Provider.
They found that while caching often yields little benefit when content is user-
generated, there is still some potential.

While these studies have little overlap with the present paper, they underline
the importance of understanding the current deployment and future potential.
In some of the related work, it is shown that caching does not necessarily give
tangible benefits. Yet, we shall assume that sharing the metadata required for
caching outside of the server is desirable, and that it is possible in most cases.
We shall see that it most likely will be beneficial in cases that do not benefit
from caching today.
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3 Methodology

We want to find information resources on the Web, and examine HTTP headers
that may allow caching. To do this, we perform GET requests on SPARQL end-
points, vocabularies, dataset descriptions and other resources and record headers
recommended by current standards, as well as obsoleted and non-standard head-
ers. Additionally, we examine the triples in the returned information resources
to see if there is information that may be used to calculate heuristic freshness.

We made several approaches to ensure that we visited a large and represen-
tative section of the open Semantic Web. We took SPARQL Endpoints from
the SPARQLES survey [3], vocabularies from Linked Open Vocabularies (LOV)
[2] and prefix.cc, and we augmented these data with spidered data from the
Billion Triple Challenge (BTC) 2014 [13] dataset. Of these, BTC2014 is by far
the largest, the others are small, curated and targeted datasets. However, the
size is besides the point, we were only interested in examining as many hosts as
possible, and they are still few.

We used SPARQLES survey list of SPARQL endpoints as of 2014-11-17, and
filtered out those deemed unresponsive. This resulted in a list of 312 endpoints.

To examine as many different implementations and hosts as possible, we
noted that the Billion Triple Challenge 2014 [13] dataset consisted of a 4 GTriple
corpus of spidered Web data. This was seeded from datahub.io (aka CKAN), as
well as other sources. To compile a list of candidates for further examination,
we performed a series of data reduction steps, manually inspecting the result
between each step. The details of this process are given in a companion technical
report [14].

The end result of this process is a list of 3117 unique hosts, for each several
resources would be visited, some several times, as they may host SPARQL end-
points, vocabularies, or other information resources, by a spider also detailed in
[14], resulting in 7745 requests, done on 2015-01-02.

This results in an NQuads file per host, which is then loaded into a Virtuoso-
based SPARQL endpoint for analysis by using the statistics system R [10] in the
following section.

3.1 Challenges to Validity

Key challenges to the validity of the survey are biases that may be introduced
by the coverage and then the data reduction. The breadth of the Semantic Web
is derived mainly from the BTC2014 crawl. While LODstats1 has presently seen
an order of magnitude more triples, the number of error-free datasets were at
the time of this writing 4442. We work under the assumption that cache headers
are set mostly on a per-host basis, and if this assumption is valid, sampling a
URL per host is sufficient. LODstats do not report per-host statistics, but often
one host will host several datasets. Another recent crawl was reported by [18].
It is not clear how many hosts were crawled, but the number of triples is much
1 http://stats.lod2.eu/.

http://stats.lod2.eu/
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smaller than that of BTC2014. It is therefore a fair assumption that BTC2014
fairly well represents the breadth of the Semantic Web, momentarily at least.

As for the coverage of vocabularies, we have verified that all resolveable
vocabularies in LODstats that are found in more than 10 datasets are visited, and
it is not far inferior in number to LODstats. The number of SPARQL endpoints
found in SPARQLES is larger than LODstats, and we also looked for further
endpoints both in the BTC2014 and our own crawl, finding only 18. If endpoints
went underdiscovered, then there is a discovery problem that is beyond this
survey to rectify.

The data reduction that was subsequently done was mainly done to elimi-
nate errors. We have not investigated biases that may be introduced by discard-
ing momentarily dysfunctional parts of the Semantic Web, but we investigated
whether the freshness lifetimes reported in the case of certain errors were dis-
tributed differently from those that returned a valid response, see the companion
technical report [14]. We found that they were, but we have assumed that this
is due to that errors are configured to be cached differently, which we know
from experience is common practice. The following analysis is based on valid
responses.

4 Analysis

The analysis is focused on finding descriptive statistics to understand how dif-
ferent servers support caching, for how long resources hosted with those that do
support caching may be considered fresh, if it is possible to easily compute a
heuristic freshness lifetime, and revalidate the response on expiry. Apart from
quoting the numbers we aggregated, we do this by presenting summarized data
distribution visualizations, to allow for an intuitive understanding of the data.
Where appropriate, we also do statistical hypothesis tests, using so-called con-
tingency tables, see [14] for details.

4.1 Different Server Implementations

First, we investigatedwhether certain server implementations provided better sup-
port for caching than others. To do this, we formulated SPARQL queries to exam-
ine the Server headers of successful responses. We used optional clauses matching
the standards-compliant computed freshness lifetime (which is the ideal) as well as
whether the response had other indications of caching-related metadata that may
assist caching such as modification time, certain predicates, etc.

For each unique Server header, we found the ones where all responses had
a freshness lifetime or other usable metadata. For the former, this amounted
to 22 servers, which are listed in Table 2. 70 servers always responded with
usable metadata. Inspecting the values we find the well-known Virtuoso and
Callimachus servers, as well as the Perl modules RDF::LinkedData and RDF::End
point, which are partly developed by and run on a server operated by this author.
Apart from those, we see that the they reveal very little about the RDF-specific
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Table 2. Server headers for hosts that enabled a freshness lifetime to be computed
for all requests.

1 DFE/largefile

2 git frontend

3 nginx/1.3.9

4 thin 1.6.0 codename Greek Yogurt

5 Oracle-Application-Server-10g/10.1.3.4.0 Oracle-HTTP-Server [. . . ]

6 Oracle-Application-Server-10g/10.1.3.4.0 Oracle-HTTP-Server [. . . ]

7 TwistedWeb/8.2.0

8 RDF::Endpoint/0.07

9 Jetty(6.1.26)

10 nginx/1.6.1

11 Jigsaw/2.3.0-beta3

12 Apache/2.2.9 (Win32) PHP/5.2.6

13 Apache/2.4.10 (Unix) mod fcgid/2.3.9

14

15 GFE/2.0

16 RDF::LinkedData/0.70

17 Apache/2.2.17 (Unix) mod wsgi/3.3 Python/2.6.6

18 Virtuoso/07.10.3211 (Linux) i686-generic-linux-glibc212-64 VDB

19 Apache/2.2.24 (Unix) mod ssl/2.2.24 OpenSSL/0.9.8y

20 Apache/2.2.22 (Fedora)

21 INSEE

22 GitHub.com

parts of the underlying server implementation, e.g. Apache is a very common
generic Web server, the others are also generic. A quick inspection of all Server
headers confirmed that few reveal any further detail.

For a more systematic approach, we wish to test the hypothesis that some
servers are better configured to support caching than others. Using the method-
ology given in the companion technical report [14], we find in both the cases
of standards-compliant freshness lifetime and for the other usable metadata,
the test reports p-value = 0.0001. We can conclude that it is highly likely that
some servers are better at exposing cache headers than others. Unfortunately,
since most Server headers only contain generic values, little can be learnt about
these implementations. We note, however, that DBPedia exposes standards-
compliant freshness lifetime of 604800 seconds (i.e. 1 week) for both LOD and
SPARQL endpoints. DBPedia has historically been updated only a few times a
year, but this was probably chosen to avoid making a commitment far into the
future. It may provide considerable benefits.
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4.2 Other Caching Headers

We also looked for other headers in Table 1. We found Pragma (archaic HTTP
1.0 header) in 287 responses, but except for two hosts, where they were superflu-
ous, they were only used to prohibit caching. Surrogate-Capability were not
observed.

4.3 Distribution of Freshness Lifetime

We obtained a successful response from a total 2965 information resources, either
with SPARQL results or RDF data. A successful response is rather strictly
defined, not only must there be a successful HTTP response after redirects are
resolved, the response must also return a valid RDF media type (unless it is
a SPARQL result) and the response must parse into an RDF model. We have
given priority to survey many hosts since configuration usually doesn’t differ
much across a host, especially since it also captures different types of resources.
It is therefore acceptable that the number of resources is relatively small.

Since we are interested in the properties of valid response, including examin-
ing some of the RDF contained in them, and that web servers may be configured
to instruct clients and proxies to cache errors differently, we will study the sta-
tistical properties of valid responses.

Standards-Compliant Caching Headers. Of the 2965 resources, 405 returned
valid headers, but 114 did so to prohibit caching of the response, and 3 contained
conflicting headers, i.e. set a freshness lifetime, but also prohibited caching. In
most cases, Cache-Control and Expires both occurred, but the former is more
common than the latter in the cases where only one of them occur. Additionally,
269 resources had a Cache-Control header to control other aspects of caching
than lifetime, i.e. to say that only private caches may use the response, that
the cache must be revalidated, or to prohibit caching. Note that the freshness
lifetime is 0 whenever caching is prohibited.

In Fig. 1, there is a barplot where the freshness lifetime is grouped in bins.
We see that in these categories, the most common is to prohibit caching. Nev-
ertheless, many also declare a standards compliant freshness lifetime in minutes
to days.

In Fig. 2, we have broken this up by the type of resource that was accessed,
i.e. SPARQL endpoints, vocabularies, dataset descriptions or unclassified infor-
mation resources. Firstly, we note that it seems like the distribution of freshness
lifetime is quite different for the different types, an observation that is also sup-
ported by a similar hypothesis test as above, with a p-value = 0.00001 (note,
however, it is more contrived than above, since the bins are like in Fig. 2, which
is chosen for intuitive interpretation rather than statistical rigor). Secondly, we
note that it is often prohibited to cache dataset descriptions. This is odd, since
statistics about datasets is usually costly to compute and should be cached. The
VoID specification [4] also notes that the statistics are considered estimates.
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Fig. 1. Barplot counting all standards-compliant freshness lifetimes found, with the
percentage of occurrences indicated on the bars. On the horizontal axis, the first bin
are the cases where caching is explicitly prohibited. The next bins are for lifetimes,
where the values are grouped if they are on the order of seconds, minutes, hours, etc.,
i.e. the second bin counts the lifetimes in the interval [1,59] seconds, etc. On the vertical
axis, the number of times a certain freshness lifetime was found.
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Fig. 2. Mosaic Plot. On the vertical axis, the size of the boxes are determined by the
fraction of the types of resources. On the horizontal axis the width of the boxes is
proportional to the total counts, using the same bins as in Fig. 1. From bottom to top,
light blue boxes denote SPARQL endpoints, dark violet dataset descriptions, orange
generic information resources and light orange vocabularies (Color figure online).
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Fig. 3. Barplot counting all simple heuristic freshness lifetimes found. Axes as in Fig. 1.

We also note that prohibition of SPARQL results caching is rare. Amongst
the servers that expose caching headers it is common that the result may be
cached for some minutes, and closer inspection of the dataset reveals that many
of these are due to that RBKExplorer2 sets an freshness lifetime of 300 s for
many endpoints.

Simple Heuristic Freshness Estimates. We next consider the simple heuris-
tic freshness lifetime as suggested in Sect. 4.2.2 in RFC7234 and mentioned in
the introduction.

We were able to compute a heuristic lifetime for 554 resources, a larger num-
ber than standards-compliant resources. In Fig. 3, we see that the distribution
of lifetimes is radically different from the case in Fig. 1. In this case, we may
cache many resources for months. Only a handful of resources changed in the
last minutes. Since this is based on actual times since last modifications, this
suggests that many resources should have had explicit cache headers with very
long lifetimes. This is supported by DyLDO [12], which concludes that:

[. . . ] We found that 62.2 % of documents didn’t change over the six
months and found that 51.9 % of domains were considered static.

This agrees well with that 60 % of the simple heuristic lifetimes are in the month
range.

Moreover, by inspecting Fig. 4, we note that the difference between different
types of resources is much smaller. This is confirmed by a hypothesis test that
yields p-value = 0.02.
2 http://www.rkbexplorer.com/about/.

http://www.rkbexplorer.com/about/
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Fig. 4. Mosaic Plot for heuristic freshness lifetime. See caption of Fig. 2 for description.

We find that only one SPARQL endpoint yields a heuristic lifetime, on closer
inspection, we find this to be hosted by Dydra3. We speculate that this is due
to that few underlying DBMS systems help track modification times in a way
that can be used on a SPARQL result basis.

Heuristic Freshness from Dublin Core Properties. We noted that the
Dublin Core Metadata terms vocabulary has a number of predicates that may
become useful in determining heuristic freshness in the future, so we recorded
any statements containing the predicates dct:date, dct:accrualPeriodicity,
dct:created, dct:issued, dct:modified or dct:valid.

First, we compared dates given in dct:modified to dates given in
Last-Modified when both are available for a resource. They were often not
the same, but it appeared that dates in the former are further back in time than
the latter. We speculated that this may be due to that the web-server tracks
semantically insignificant changes through the file system, while authors of RDF
only update timestamp when significant changes are made, or it may be that
authors forget to update their timestamps.

dct:modified occurred in 2687 triples, but 2487 of these does not have the
Request-URI of the information resource as their subject, i.e. it gives the last
modification time of some subgraph of the returned RDF. Nevertheless, given its
prevalence, it is highly likely that the presence of dct:modified will be useful
in determining a heuristic freshness lifetime, as the latest date may be used.
3 http://dydra.com/.

http://dydra.com/
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dct:valid occurred 21 times, and could be used in lieu of an Expires header,
but none of these occurrences had a date in the future.

dct:accrualPeriodicity occurred only twice, and in neither case contained
machine readable data.

dct:date, dct:created and dct:issued were present in 36, 389 and 1475
triples respectively. They correspond roughly to the Date header, which is present
in all requests, and they are therefore not important, but given their prevalence
they could be useful in further analysis.

4.4 Cache Validation

So far, we have considered the case where the client or proxy does not send
a HTTP request to the server when a resource that is present in the cache is
requested. This is desirable if the client can be sufficiently confident that the
response is fresh, either by having a standards-compliant freshness lifetime or a
heuristic to determine it. At the end of this period, or if the previous response
have no lifetime, due to lack of information, or to that the server has stated
so in the Cache-Control header, responses must be revalidated. In this case,
RFC7232 defines the behaviour, with ETag and Last-Modified as the relevant
response headers.

The BTC had recorded these headers in their data, where 1733 had the ETag
header and 690 had Last-Modified with a great overlap. For the resources where
either or both were available, we made our initial request conditional, and 911
responses were verified as still fresh.

In total, 1260 successful initial responses contained an ETag, 606 for vocabu-
laries, 117 for datasets, just 12 for endpoints and 525 for unclassified information
resources.

To see if the server actually supported conditional requests, and not just
merely set the response headers, we made another 1822 requests to the resources
that had these headers. Then, we checked if the response code was 200, and
the conditional headers had not changed since our initial requests. In 85 cases,
conditional requests were not supported according to the standard, no cases for
endpoints, 3 for datasets and 23 for vocabularies, 59 for generic information
resources.

5 Conclusions and Outlook

We found moderate uptake for HTTP caching and conditional requests in the
Semantic Web. We found, in agreement with DyLDO [12], that many resources
change at a very slow pace, but also that this is not reflected in the standards-
compliant freshness lifetimes advertised by servers.

We found that errors are commonplace, but that they do not usually per-
tain to the caching headers. We found a small number of self-contradictory
Cache-Control headers, and some servers that set conditional request response
headers, but could not support conditional requests.
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It is possible in a substantial number of cases to compute a heuristic freshness
lifetime, either from the Last-Modified header, or from Dublin Core properties.

For SPARQL endpoints, we found that conditional requests are seldomly
supported, but standards-compliant freshness lifetimes have been seen, and since
it is supported by DBPedia, benefits from caching may be realised already.

In spite of this, most of the Semantic Web is unhelpful even though it is
changing slowly.

5.1 Future Work

In this work, we have only explored the cases where the server is cooperative, in
the sense that message data or metadata provides at least a hint of a resource’s
cacheability. We also noted that the majority of the Semantic Web is unhelpful.
Therefore, an interesting direction is to learn the change frequency of resources
to use in a heuristic freshness lifetime estimation. However, such work should
operate within the loose constraints of Sect. 4.2.2 in RFC7234, and should find
its niche when the other techniques described in this paper are unavailable. Once
this is done, the correctness of caching headers should be assessed, possibly using
contingency tables similar to those in the companion technical report [14].

Investigate whether curated collections such as LOV or SPARQLES contain
resources that have different characteristics. Since the different sources we sur-
veyed overlap, this cannot be done with the simple hypothesis test in this paper,
but requires more sophisticated statistics.

We found that some implementations are likely better than others, but fur-
ther understanding of these differences are impeded by the fact that most Server
headers contained very little information. Future work could seek more sophisti-
cated fingerprinting and understanding of the nature of these differences. With
this, it may also be possible to investigate whether expiry times have been set
consciously.

Further investigate the suitability of the dct:modified property for estimat-
ing heuristic freshness lifetime.

Estimating the freshness lifetime is a challenging problem for data owners. It
must necessarily include the human users involved in the publishing cycle since
they are making a commitment about future changes. Designing user support
systems as well as interfaces that fit the publisher’s workflow is an important
problem.

We believe that [20] and [9] prematurely reject caching in connection to
SPARQL. They are correct that currently, query results can only be cached on
a per-query basis. Moreover, semantically insignificant changes to a query, such
as whitespace or the order of triple patterns in a basic graph pattern, currently
causes problems for caches. The latter problem can probably be fixed by develop-
ing digest algorithms. Such algorithms exist, but are focused on cryptographical
strength, and much simpler algorithms could be used for this problem.

Furthermore, by using similarity measures, like those discussed in [5], shared
proxies, e.g. an institutional cache or a Content Delivery Network, can examine
queries for frequent subpatterns and proactively prefetch data into a cache to
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help answer queries on the proxy. A cost model that takes into account several
data access methods, those described by [9] as well as the novel work in [20] may
be a key ingredient in enabling efficient SPARQL evaluation on the Web.

Even though it is clear that other parts of the Web benefit greatly from
caching, and that the potential for HTTP metadata to better reflect actual
update practices in the Semantic Web is great, estimating the actual impact of
doing so should be a topic for further research.

5.2 Recommendations

It is mainly the objective of this paper to be descriptive, but from the results
of this study and on the results of DyLDO, we note that it is highly likely that
most cache prohibitions are misguided, and server administrators are advised to
turn them off unless they are sure they are required.

Additionally, based in part on the survey, but also on other practical experi-
ence, we suggest the following:

In many cases, setting reasonable cache headers is straightforward, and should
be done by data owners. Framework authors should make it easy to set the
expected lifetime, heeding the metadata association good practice recommenda-
tion of [11]. If the author is unable to influence HTTP headers, they should set
a dct:valid time into the future and make use of dct:modified.

To allow generation and validation of Last-Modified and ETag headers,
DBMS authors should make sure it is much cheaper to retrieve the modification
time of any subgraph, than to retrieve the subgraph itself. This would be a
great improvement for RFC7232-based caching, when revalidation is required. It
would also help simple heuristics based caching. Research in that direction has
been published in [21].

A change periodicity predicate should be standardized in VoID [4].
All Web cache implementations we have studied have cached responses in the

form of a key that identifies a serialized object. For short-term impact, future
work should accept this as an architectural constraint.
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Abstract. In order to reduce the server-side cost of publishing queryable
Linked Data, Triple Pattern Fragments (tpf) were introduced as a sim-
ple interface to rdf triples. They allow for sparql query execution at
low server cost, by partially shifting the load from servers to clients. The
previously proposed query execution algorithm uses more http requests
than necessary, and only makes partial use of the available metadata. In
this paper, we propose a new query execution algorithm for a client com-
municating with a tpf server. In contrast to a greedy solution, we main-
tain an overview of the entire query to find the optimal steps for solving
a given query. We show multiple cases in which our algorithm reaches
solutions with far fewer http requests, without significantly increasing
the cost in other cases. This improves the efficiency of common sparql
queries against tpf interfaces, augmenting their viability compared to
the more powerful, but more costly, sparql interface.

Keywords: Linkeddata · sparql ·Query execution ·Queryoptimization

1 Introduction

In the past few years, there has been a steady increase of available rdf data [10].
If a publisher decides to provide live queryable access to datasets, the default
choice is to offer a public sparql endpoint. Users can then query this data using
the sparql query language [5]. The downside of the flexibility of sparql is that
some queries require significant processing power. Asking a lot of these complex
queries can put a heavy load on the server, causing a significant delay or even
downtime. Recently, triple pattern fragments (tpf [15]) were introduced as a
way to reduce this load on the server by partially offloading query processing
to clients. This is done by restricting the tpf server interface to more simple
queries. Clients can then obtain answers to complex sparql queries by request-
ing multiple simple queries and combining the results locally. Concretely, a tpf
server only replies to requests for a single triple pattern. The response of the
server is then a list of matching triples, which can be paged in case the response
would be too large. Furthermore, each tpf contains metadata and hypermedia
controls to aid clients with query execution.
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 302–318, 2015.
DOI: 10.1007/978-3-319-18818-8 19
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The biggest challenge for the client is deciding which triple pattern queries
result in the most efficient solution strategy. Since every subquery causes a new
http request to the server, minimizing the number of queries reduces the net-
work load and improves the total response time. The algorithm proposed by
Verborgh et al. [15] is greedy: at each decision point, clients choose the local
optimum by executing the request that has the fewest results. This works fine
for certain classes of queries, but others can perform quite badly. In this paper,
we therefore propose a new solution that tries to minimize the number of http
requests, thus reducing the network traffic, server load, and total response time.
We make use of all metadata provided by the tpf server and attempt to predict
the optimal query path based on a combination of both metadata and interme-
diate results.

In Sect. 2, we outline the core concepts of the problem space and relate them
to existing work. In Sect. 3, we take a closer look at the problem statement and
its necessity. Section 4 introduces our solution for tpf-based query optimization,
while an optimized triple store for this algorithm is described in Sect. 5. The
results of our work are evaluated in Sect. 6 before concluding in Sect. 7.

2 Core Concepts and Related Work

Since the way queries are executed on the Web depends on the available interfaces
on the server side, we first discuss the range of existing interfaces. We then
describe different approaches to execute queries over such interfaces.

2.1 RDF Interfaces on the Web

Linked Data Fragments. In order to characterize the many possibilities for
publishing Linked Datasets on the Web, Linked Data Fragments (ldf [15]) was
introduced as a uniform view on all possible Web apis to Linked Data. The
common characteristic of all interfaces is that, in one way or another, they offer
specific parts of a dataset. Consequently, by analyzing the parts offered by an
interface, we can analyze the interface itself. Each part is called a Linked Data
Fragment, consisting of:

– data: the triples of the dataset that match an interface-specific selector ;
– metadata: triples to describe the fragment itself;
– controls: hyperlinks and/or hypermedia forms that lead to other fragments.

The choices made for each of those elements influence the functional and non-
functional properties of an interface. This includes the server-side effort to
generate fragments, the cacheability of those fragments, the availability and
performance of query execution, and the party responsible for executing those
queries.

File-Based Datasets. So-called data dumps are conceptually the most simple
apis: the data consists of all triples in the dataset. They are combined into a (usu-
ally compressed) archive and published at a single URL. Sometimes the archive
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contains metadata, but controls— with the possible exception of http uris in
rdf triples— are not present. Query execution on these file-based datasets
is entirely the responsibility of the client; obtaining up-to-date query results
requires re-downloading the entire dataset periodically or upon change.

SPARQL Endpoints. The sparql query language [5] allows to express very
precise selections of triples in rdf datasets. sparql endpoints [4] allow the
execution of sparql queries on a dataset through http. A sparql fragment’s
data consists of triples matching the query (assuming the CONSTRUCT form);
the metadata and control sets are empty. Query execution is performed entirely
by the server, and because each client can ask highly individualized requests,
the reusability of fragments is low. This, combined with complexity of sparql
query execution, likely contributes to the low availability of public sparql end-
points [3].

Triple Pattern Fragments. The triple pattern fragments api [14] interface
has been designed to minimize server-side processing, while at the same time
enabling efficient live querying on the client side. A fragment’s data consists
of all triples that match a specific triple pattern, and can possibly be paged.
Each fragment page mentions the estimated total number of matches to allow
for query planning, and contains hypermedia controls to find all other triple
pattern fragments of the same dataset. Since requests are less individualized,
fragments are more likely to be reused across clients, which increases the benefit
of caching [14]. Because of the decreased complexity, the server does not neces-
sarily require a triple store to generate fragments, which enables less expensive
servers.

2.2 Query Execution Approaches

Server-Side Query Processing. The traditional way of executing sparql
queries is to let the server handle the entire query processing. The server hosts
the triple store containing all the data, and is responsible for parsing and exe-
cuting queries. The client simply pushes a query and receives the results. Several
research efforts focus on optimizing how servers execute queries, for example, by
using heuristics to predict the optimal join path [13], or by rewriting to pro-
duce a less complex query [11]. Quite often, these interfaces are made available
through public sparql endpoints, with varying success [3]. Another downside is
that it is unclear which queries servers can execute, as not all servers support
the complete sparql standard [3].

Client-Side Query Processing. Hartig [6] surveyed several approaches to
client-side query processing, in particular link-traversal-based querying. The only
assumption for such approaches is the existence of dereferencing, i.e., a server-
side api such that a request for a URL results in rdf triples that describe the
corresponding entity. sparql queries are then solved by dereferencing known
URLs inside of them, traversing links to obtain more information. While this
approach works with a limited server-side api, querying is slow and not all
queries can be solved in general.
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Hybrid Query Processing. With hybrid query processing approaches, clients
and servers each solve a part of a sparql query, enabling faster queries than
link-traversal-based strategies, yet lower server-side processing cost than that
of sparql endpoints. One such strategy is necessary when the server offers
a triple pattern interface: complex sparql queries are decomposed into triple
patterns by clients [14]. While this reduces server load, it means that clients must
execute more complex queries themselves. In this paper, we devise an optimized
algorithm for tpf-based querying.

Federated Query Processing. Executing federated queries requires access
to data on multiple servers. The problems pertaining to this include source
selection, i.e., finding which servers are necessary to solve a specific query, and
executing the query in such a way that network traffic and response time is
minimized [7,9,12]. Our approach similarly aims to reduce the number of http
requests. The difference is again the type of queries allowed by the interface.
While federated systems similarly require splitting up the query depending on
the content of the servers, it is still assumed these servers answer to complete
sparql queries.

3 Problem Statement

As mentioned in Sect. 1, the greedy algorithm to execute sparql queries against
triple pattern fragments [14] performs badly in several situations. For instance,
consider the query in Listing 1.1, taken from the original tpf paper [15].

SELECT ?person ?city WHERE {

?person a dbpedia -owl:Architect. # p1 : ±1, 200 triples
?person dbpprop:birthplace ?city. # p2 : ±430, 000 triples
?city dc:subject dbpedia:Capitals_in_Europe . # p3 : 57 triples

}

Listing 1.1. sparql query to find European architects

The example shows how many matches the server indicates when requesting
the first page of each triple pattern. Between different tpf servers, the page size
(number of triples per request) can vary. Assuming a page size of 100, the results
of p3 fit on the first page. The greedy algorithm would thus start from the triples
from p3, map all of its ?city bindings to p2 (57 cities with an average of 750
people per city ≈ ±430 calls), then map all ?person bindings to p1 (±43, 000
calls). A more efficient solution would be to download all triples from p1 (12 calls)
and join them locally with the values of p2, thus reducing the total number of
calls from ±43, 440 to ±440.

The problem is that because of the limited information, we cannot know
in advance what the optimal solution would be, which means heuristics will
be necessary. The algorithm we will propose next tries to find a more efficient
solution by looking for a global optimum instead of a local one, and this while
emitting results in a streaming way.
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4 Client-Side Query Execution Algorithm

To find the optimal queries to ask the server, we need to maximize the utility of
all available metadata, which becomes increasingly available as responses arrive.
During every iteration, we re-evaluate the choices made based on new data from
the server. Decisions are based on estimates, which are updated continuously.

Like typical client-side querying approaches [6], our optimization focuses on
Basic Graph Pattern (bgp) queries. Filters, unions, and other non-bgp elements
are applied locally to the results of these bgp components. For generality, we
assume all triple patterns in the bgp are connected through their variables; if
not, Cartesian joins can connect independent parts. The algorithm consists of
(1) an initialisation, and an iteration of (2) selection; (3) reading; (4) propaga-
tion; (5) termination.

4.1 Initialization

During initialization, we try to use the available information to make our initial
assumptions. Information is still sparse at this point: tpfs only contain an esti-
mated match count of each triple pattern. Using these counts, we try to predict
which patterns would be best to start. Once the algorithm is iterating, these
predictions will be updated based on new data we receive.

Triple Pattern Roles. Our goal is to find all relevant triples for every triple
pattern and then join these locally. The algorithm assigns one of two ways to
obtain relevant triples for a pattern, called the role of a pattern.

Patterns with the download role—simply called download patterns—are
the most straightforward option. To receive download pattern data, we request
the corresponding triple pattern from the server. The server replies with a page
of initial triples and a link to the next page. By continuously requesting the
remaining pages, we obtain all matches. An advantage of this role is that each
new http request results in a full page of data, which is the highest possible
number of results per request.

In contrast, bind patterns are dependent on the results of other patterns.
They bind values to one of their variables, hence the name. For each binding
that arrives from upstream, the client sends a request to the server for the bound
triple pattern (which is then subsequently treated as a download pattern). The
total number of http requests needed for this role depends on the number of
bound values and on the average number of triples per binding. If the number
of bindings is low, the bind role potentially uses significantly less http requests
to retrieve all relevant triples. If, on the other hand, the number of bindings is
high, using a download pattern would be more efficient.

To clarify these roles, consider the example in Listing 1.1. Assuming we
already obtained all the European capitals from p3, we then have to choose a
role for p2. Choosing the download role amounts to sending the pattern p2 to
the server and requesting its pages. Assuming a page size of 100, this requires
±4, 300 requests. The bind role would bind the variable ?city to the local list of
European capitals. We would then send all these bound patterns (e.g., ?person
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dbpprop:birthplace dbpedia-owl:Amsterdam, ?person dbpprop:birthplace
dbpedia-owl:Athens. . . ) to the server and request all their pages. In this case,
this results in a total of ±430 calls—10 times less than if we chose the down-
load role.

Initial Role Assignment. The role choice for each pattern has a big influence
on the number of http requests. Unfortunately, the initial count metadata pro-
vides almost no knowledge about the data properties of each pattern. In general,
we can decide after having executed the query which solution would have been
best. At runtime, we are thus forced to make assumptions for role assignment.
Our initial role assignment is purposely simple, as can be seen in Algorithm 1.
We make use of the following multiple helper functions and sets.

P A query’s bgp, consisting of triple patterns t0, . . . , tn.

V All variables in P .

R {download} ∪ {bindv | v ∈ V }
vars(t) P → 2V All variables in the given triple pattern

count(t) P → N The total match estimate for the given triple pattern

role(t) P → R The role of a pattern

All bindv patterns bind their variable v to values found by other patterns.
Since not all patterns can depend on each other, we need at least one download
pattern. We choose the smallest pattern to be our initial download pattern,
which is the best possible choice given the initial knowledge. Each remaining
pattern is assigned a bindv role for a specific v, since bind patterns are often
a lot more efficient than download patterns. We will show later how to update
roles at runtime in case this assumption is proven wrong.

Supply Graph. A pattern t supplies values for a variable v if v ∈ vars(t) and
role(t) �= bindv. A pattern t is supplied by a variable v if role(t) = bindv. If
a pattern is supplied by a variable and has no other variables, we say it filters
that variable. These filter patterns provide no new values; they can only be used
to check if the bindings found so far are valid. Using these definitions we can
introduce the supply graph.

A supply graph visualizes the dependencies between different patterns. The
supply graph in Fig. 1 is the result of applying Algorithm 1 to the query in
Listing 1.2. These dependencies will be used multiple times by the algorithm.

SELECT ?person ?city WHERE {
?club a dbpedia -owl:SoccerClub;

dbpedia -owl:ground ?city.
?player dbpedia -owl:team ?club;

dbpedia -owl:birthPlace ?city.
?city dbpedia -owl:country dbpedia:Spain.

}
Listing 1.2. sparql query: Spanish soccer players
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Data: A basic graph pattern P = {t0, . . . , tn}.
Result: Values for the role function.

1 tmin := arg mint∈P count(t)
2 role(tmin) := download
3 Vupdate := variables(tmin)
4 Vused := ∅
5 while |Vupdate | > 0 do
6 vupdate := pop first element of Vupdate

7 Vused := Vused ∪ {vupdate}
8 for t ∈ P do
9 if vupdate ∈ vars(t) ∧ role(t) is undefined then

10 role(t) := bindv
11 Vupdate := Vupdate ∪ (vars(t) \ Vused)

12 return role
Algorithm 1. Initial pattern role assignment

Fig. 1. Supply graph after applying Algorithm 1 to Listing 1.2. The top node is a down-
load pattern; the double-sided arrow indicates a filter pattern.

Extended Initial Role Assignment. The supply graph allows us to improve
upon the naive role assignment of Algorithm 1. Therefore, Algorithm 2 extends
the initial role assignment algorithm, using this helper function:

suppliers(v) V → 2P The suppliers for the given variable.

The main purpose of this extended role assignment is to improve our ini-
tial assignments. Although suboptimal role assignment would be detected at
runtime, this would take some time, increasing the wait until the first results.

The changes are twofold. Firstly, if a pattern has a much lower count than
the patterns that supply its bound variable, we change its role to download.
The underlying assumption is that even if only 1 in 100 (empirically chosen)
bindings can be matched between the suppliers, it would still be more efficient
to download this pattern upfront. Secondly, we check whether it would be more
efficient to bind a pattern to one of its other variables. If the suppliers of its
other variable have a lower count, we assume there will exist fewer bindings for
that variable.
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Data: P and role from Algorithm 1
Result: An updated role assignment role′.

1 role′ := role
2 do
3 role := role′

4 for t ∈ {t ∈ P | role(t) �= download} do
5 v := v′ such that role(t) = bindv′

6 if ∀s ∈ suppliers(v) : count(t) < count(s)
100

then
7 role′(t) := download
8 else
9 vmin := arg minv′∈vars(t) mins∈suppliers(v′) count(s)

10 role′(t) := bindvmin

11 while role′ �= role
12 return role′

Algorithm 2. Extended initial pattern role assignment

Pattern Dependencies. During execution, multiple patterns might be bound
to the same variable. Binding all known accepted values for that variable to both
patterns would be wasteful: there is no need for the second pattern to check a
binding rejected by the first. To solve this, we introduce pattern dependencies.
These are all preceding patterns a value has to “pass through” before it can be
used by a pattern. This is done by generating an ordered list of patterns, using
the ordering ≺ ⊂ P × P defined below.

We define ∀t, t′ ∈ P :

– role(t) = download ∧ role(t′) �= download ⇒ t ≺ t′

– ∃v ∈ V : v ∈ vars(t′) ∧ t ∈ suppliers(v) ∧ t′ /∈ suppliers(v) ⇒ t ≺ t′

– If ordering not implied by previous rules: count(t) < count(t′) ⇒ t ≺ t′

This ordering gets applied to the output of Algorithm 2. Algorithm 3 then uses
this sorted list to generate the dependencies for a bind pattern. We take all
patterns from the ordered list preceding the given pattern. Because of the way
this list is structured, this includes all patterns that directly or indirectly supply
that pattern.

4.2 Selection

This is the first iterative step of the algorithm and assumes we have all the infor-
mation that was generated during the initialization phase. Every iteration we
download triples from a single pattern. The choice of which pattern we down-
load from is obviously quite important: if we only download triples for a single
pattern we won’t reach results for the full query. Hence we try to estimate which
pattern has the highest chance of providing new results with more triples. We
do this by first finding local optima: for every variable we find the pattern that
would improve the results for that variable the most. Afterwards, we find the
global optimum among them, which would provide the best result for the query.
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Data: An ordered list of triple patterns Po.
A bind pattern t ∈ Po with bound variable v ∈ V .

Result: A list of patterns D(t) ⊂ Po corresponding to the dependencies of t.
1 P ′

o := the subset of patterns from Po preceding t.
2 D(t) := suppliers(v)
3 D′ := D(t)
4 do
5 D(t) := D′

6 V ′ :=
⋃

t′∈D(t) vars(t′)
7 D′

new := {t′ ∈ P ′
o \ D(t) | vars(t′) ∩ V ′ �= ∅}

8 D′ := D(t) ∪ D′
new

9 while D(t) �= D′

10 return D(t)
Algorithm 3. Calculating pattern dependencies

Locally Optimal Patterns. First, we determine for every variable which pat-
tern we need to download triples from to get more bindings for that variable.
The reason for this is that as soon as we get more bindings for a variable, we
can use these in all other patterns containing that variable, bringing us closer
to a solution for the query. We only add a binding to a variable if each of its
suppliers and filter patterns have a triple containing that binding. We can only
know that these triples exist if we downloaded them previously, which is why it
is important to choose the correct pattern to download from.

We go through four steps to find our local optimum:

1. Start with all the suppliers and filter patterns of the variable.
2. Remove patterns that cannot supply new values. These are bind patterns that

have no (unused) bindings.
3. If there are still filter patterns remaining, return one of these.
4. If not, return the pattern that has downloaded the least triples so far.

We prioritize filter patterns since having a value for a filter pattern means it
already passed all other (non-filter) suppliers. After that, we verify the download
count to ensure no supplier is ignored.

Globally Optimal Pattern. Because of the previous step, we now have a single
pattern for every variable. First, we filter out any pattern that has a supply path
going to any of the other patterns in the list of results, as described in Fig. 1.
If there are still multiple patterns remaining, we pick the one with the smallest
number of stored triples.

We prioritize patterns on the bottom of the supply graph for the same reason
we prioritize filter patterns: if a value reaches that point, it has already passed
preceding patterns, increasing the odds of this value leading to a query result.

4.3 Reading

Once we have chosen a triple pattern, we fetch its results through a single http
request. For download patterns, this involves downloading the first page of triples
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we did not encounter yet. For bind patterns, we check if there is a page remaining
for the current binding. In that case we download the next page. If not, we bind
a new stored value to the bound variable and download the first page of that
pattern. These new triples are then stored in a local triple store.

4.4 Propagation

The previous step added new triples to the local triple store. We now want to
use these triples to improve our results in the next iteration. For bind patterns,
this means finding new values which can be used as bindings. We do this by
executing a query on the local triple store per bind pattern, consisting of all the
dependencies of the pattern, as described in Algorithm 3.

Cost Estimation. At this point we also want to verify if our pattern role assump-
tions were correct. Maybe we made a mistake during initialization because of the
limited information. To do this we introduce the following functions:

G The set of ground triples.

triples(t) P → 2G Triples downloaded so far for the given pattern

pagesize(t) P → N The page size for the given pattern

avgTriples(t) P → N Average triple count per binding (detailed later)

valCount(t) P → N Number of bind values found so far for the pattern

Even though the algorithm has already performed several http requests,
it might still be more efficient to let a pattern switch roles. To verify this, we
need to estimate how many http requests are still required to finish a bind
pattern and compare that to the number of requests needed if the pattern were
a download pattern

(
which is

⌈
count(t)

pagesize(t)

⌉)
.

To estimate the number of requests for a bind pattern, we start by estimating
how many values will be bound to its variable. We use the following function to
estimate the total number of requests needed for a bind pattern t:

(average pages per binding for t)
·(percentage of supplier triples that contain a new binding)
·(total number of supplier triples)

We estimate these values with the following functions:

max
(

1,
⌈

avgTriples(t)
pagesize(t)

⌉)
· max

{
valCount(t)
|triples(t′)| · count(t′)

∣
∣
∣
∣ t

′ ∈ suppliers(t)
}

In case we did not find any values yet, we assume the estimate to be ∞, but
we do not change the pattern role. This formula looks at the number of values
we found compared to the total number of triples downloaded so far. We assume
this ratio will be stable for the remaining triples we download. This assumption
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might be too strong, which is why we re-evaluate it at every iteration. We take
the maximum value of these estimates to compensate for the fact that some
patterns might have already downloaded more triples than others.

The function avgTriples is an estimate of how many triples are returned per
variable binding for this pattern: we need to take into account that a single bound
value might have multiple pages that need to be downloaded. This is done by
looking at the values we already bound so far. We take the average number of
triples for these values and assume this represents the average of future values.
Because wrong estimates can substantially skew the results, we only trust the
estimate after having acquired multiple counts. We only trust the result if the
estimate remains within the margin of error after adding a new value, assuming
a Gaussian distribution and a 95 % level of confidence. Similarly as before, if we
have no values to estimate, or we do not trust the estimate, we assume it to be
∞ without changing the pattern role.

After these steps, we have an estimate for the number of requests of a bind
pattern and can compare it to the number of requests if it was a download
pattern. If our estimates indicate that continued use of the bind pattern would
require at least 10 % more requests (empirically chosen) than switching to the
download role, we change its role and update the supply graph.

Intermediate Results. To find intermediate results to the query, we execute
the complete query on our local triple store. This will return all answers to the
query that can be found using the triples we have downloaded so far. We do this
after every iteration to see if we found new results during that iteration. By using
the techniques described in Sect. 5, we minimize the local computation time.

4.5 Termination

Once all download patterns finished retrieving all their pages, and all bind pat-
terns finished all their bindings, the algorithm terminates. All results found so
far, which have been emitted in a streaming way, form the response to the query.

5 Local Triple Store

Due to the nature of the algorithm, many similar or even identical queries are
executed against a client’s local triple store. For example, in the Intermediate
results step we need to execute the complete query to find new results. During
every Propagation step we execute a query for each pattern. This query contains
the dependencies of the the pattern and is thus a subquery of the complete query.
A standard triple store might cache repeated queries, but this does not serve our
purpose since the data changes every iteration. We instead want to maximize
reuse of previous query results. For repeated queries, this means storing the
results of intermediate steps. For queries where one is a subquery of the other,
this means sharing the intermediate steps. At every iteration of the algorithm,
we only download new triples for a single triple pattern. This causes the local
database, as well as the intermediate query results, to only change slightly. While
related work on such specialized caching exists [8], we can cache even more
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efficiently since we have substantially more information about the queries that
will be executed on the store. We introduce helper functions for our local triple
store algorithm, explained in depth in the next paragraphs.

C The set of cache entries (described below).

B The set of bindings. A binding maps one or more variables
v ∈ V to a value.

cache(P ′) 2P → C The cache entry corresponding to the patterns, or an
empty entry if not used before

patterns(c) C → 2P The patterns in the given cache entry. Inverse of the
cache function

bindings(c) C → 2B The bindings stored in the cache entry

tripleCounts(c) C → (P → N) Function that the value of |triples(t)| when the cache
entry was last updated

bindingt(g) G → B Transforms a triple g to a binding based on the given
pattern t ∈ P

ids(b) B → (P → N) The indices stored for the given binding

join(B′, B′′) (B × B) → B Joins the two given sets of bindings

Our triple store consists of two data components: the cache entries (C) and
the ground triples (G). For every pattern, we store the triples in the order they
were downloaded, which means we can associate an index with each of them.
We will use these indices (ids(b)) to determine which results can be reused.
The cache entries represent these intermediate results. Whenever we calculate
a set of bindings B′ for a set of patterns P ′ ⊆ P , we store them in the cache
object cache(P ′). Besides the bindings, the cache entry also stores |triples(t)| for
every t ∈ P ′ (tripleCounts(c)). This allows us to identify which triples have been
downloaded since the last time this cache entry was used. When we generate
a binding from a triple (bindingt(x)), that binding also includes which pattern
the triple belongs to and what its index is for that pattern. If we join bindings
(join(B′, B′′)), the indices are also joined.

Algorithm 4 describes the process of executing a query on our local triple store.
For clarity, we have used less strict notions of lists and sets, preferring legibility
over mathematical rigor. When performing the query, we try to maximize
the amount of data we reuse. We also try to order the uncached patterns to min-
imize the size of the join operations. During the join process we split the triples
for the current pattern in two sets Gold and Gnew . Gold represents the triples that
were already used in a previous iteration to create bindings for the current cache
entry. Similarly, we split the bindings from the previous cache entry cprev in B′

used

and B′
unused . B′

unused contains the bindings that were not used to create the bind-
ings in the current cache entry because they did not exist at the time. To do a full
join between our results so far and the triples of the current pattern, we would have
to calculate (Gold ∪ Gnew ) × (B′

used ∪ B′
unused). Since we store old results in our
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Data: A list of triple patterns P .
Result: All corresponding bindings.

1 Cvalid := {c ∈ C | ∀t ∈ patterns(c) : |triples(t)| = tripleCounts(c)t}
2 cbest := arg maxc∈Cvalid

|patterns(c)|
3 Puncached := P \ patterns(cbest)
4 Sort the patterns t ∈ Puncached by count(t).
5 Move all patterns in Puncached that have changed since the previous iteration to

the back, maintaining relative ordering.
6 V :=

⋃
t∈patterns(cbest )

vars(t)

7 if V = ∅ then
8 V := vars(head(Puncached)).
9 P ′

uncached := [ ]
10 while |P ′

uncached | < |Puncached | do
11 tmin := head({t ∈ Puncached \ P ′

uncached | vars(t) ∩ V �= ∅})
12 P ′

uncached := P ′
uncached ∪ [tmin ]

13 V := V ∪ vars(tmin)

14 cprev := cbest
15 P ′ := patterns(cbest)
16 for t ∈ P ′

uncached do
17 P ′ := P ′ ∪ {t}
18 c := cache(P ′)
19 B′

unused := {b ∈ bindings(cprev ) | ∃t′ ∈ P ′ : ids(b)t′ > tripleCounts(c)t′}
20 Gold := {bindingt(gi) | gi ∈ triples(t) ∧ i < tripleCounts(c)t}
21 Gnew := {bindingt(gi) | gi ∈ triples(t) ∧ i ≥ tripleCounts(c)t}
22 Bold := join(B′

unused , Gold)
23 Bnew := join(bindings(cprev ), Gnew )
24 B := bindings(c) ∪ Bold ∪ Bnew

25 bindings(c) := B
26 cprev := c

27 return bindings(cprev )
Algorithm 4. Cached triple store algorithm

cache entries, we already have a part of this join: Gold ×B′
used corresponds to the

results stored in cache entry (= bindings(c)). If we also calculate Gold × B′
unused

(= Bold) and Gnew × (B′
used ∪B′

unused) (= Bnew ) we have a full join of these two
sets of bindings, while limiting the number of joins that need to be executed.

6 Evaluation

To evaluate our implementation, we executed a set of sparql queries using both
the original greedy implementation [14] and our proposed algorithm. Since our
goal was to reduce execution time by minimizing the number of http requests,
we measured both execution time and the number of http requests per query.
We also calculated the time and requests until we found the first result. To
precisely control network latency, the server and client ran on the same machine
(Intel Core i5-3230 M cpu at 2.60 GHz with 8 GB of ram). To simulate the time
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Fig. 2. Results of WatDiv queries, grouped by number of triple patterns in the bgp

it might take a server to respond to a client over the internet, we introduced an
artificial delay of 100 ms on the server. We used a query timeout of 5 min and
noted how many results (and http requests) were found up to that point.

The WatDiv benchmark was designed to stress test and compare multiple
sparql query algorithms using only bgp queries [1,2]. This makes WatDiv per-
fectly suited for our evaluation, since the two algorithms focus on bgp queries.
We used a set of ±1,000 queries that were generated for the WatDiv stress test [1]
against the WatDiv dataset of 10 million triples. We clustered the queries based
on the number of triple patterns in the query, ranging from 1 to 12. The median
results can be seen in Fig. 2.

Figure 2a shows how many http requests were executed before a first result
was found. This shows that in most of the cases the optimizations of our algo-
rithm focusing on quickly finding results help in reducing the http requests for
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the first result. Figure 2b shows the number of http requests executed during
the query. This is the most important graph since this was the main focus of
our optimizations and as can be seen, our optimizations had a big impact on
the number of requests. Because of the higher processing time, our algorithm
has a lower call count if both algorithms exceed the timeout. This is mostly
the case in the queries with a higher pattern count. Figures 2c and d show the
total execution time and number of results found respectively. Note that both
algorithms guarantee a complete result set; observed differences are entirely due
to the timeout of 5 min. When we combine these figures, it becomes clear that
our algorithm performs better in the majority of cases. For the queries with 12
patterns, the original algorithm has a median of 0 results because it often timed
out before even getting its first result.

Both our evaluation code1 as our complete evaluation result logs2 can be
found online to repeat the tests and interpret the results.

7 Conclusion

In this paper we introduced an optimized way to query low-cost servers of triple
pattern fragments. We designed and implemented an algorithm that uses all
metadata present in tpfs to find a solution for queries in a minimal number of
http requests. The workload on the client increases, but this is compensated by
fewer http requests. Especially in environments with an elevated server response
time or network latency, is this a major improvement. It also allows the execution
of queries that used to take an excessive amount of time. Besides improving
the queries in general, we also improved the amount of effort required until a
first result is returned. This can be useful for streaming applications: the faster
a result is found, the faster the remainder of the pipeline can continue.

In the future we also want do make a more extensive comparison of our meth-
ods and those already existing for generic sparql and sql query optimization.

An obvious possible improvement is parallelism. Multiple parts of the algo-
rithm can be done in parallel. For example, we can download triples for multiple
patterns at the same time instead of just a single pattern at a time. The mul-
tiple queries we execute on our local database can also be executed in parallel,
although care has to be taken when accessing the cache entries. Besides that,
the algorithm can still be improved in multiple ways: the local triple store can
generate better join trees or have even better caching, the prediction of which
pattern to download from can be improved, etc.

A remaining optimization is to detect those cases where a greedy algorithm
would provide more results faster (at the cost of more http requests). Further-
more, our algorithm mainly focuses on bgp queries. Other queries constructs are
supported, but not optimized. While bgps are the most essential part of a query,
in the future, our algorithm could be extended by taking the other components
into account. For example, limits could be incorporated in the estimations of
1 http://github.com/LinkedDataFragments/Client.js/tree/query-optimization.
2 http://github.com/LinkedDataFragments/QueryOptimizationResults.

http://github.com/LinkedDataFragments/Client.js/tree/query-optimization
http://github.com/LinkedDataFragments/QueryOptimizationResults
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total http requests still needed, and pattern-specific filters could be processed
early on. Although we have not arrived at a complete tpf solution yet, the
algorithm introduced here drastically increases the scope of efficiently supported
queries.
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Abstract. The OntoLex W3C Community Group has been working for more
than three years on a shared lexicon model for ontologies, called lemon. The
lemon model consists of a core model that is complemented by a number of
modules accounting for specific aspects in the modeling of lexical information
within ontologies. In many usage scenarios, the discovery and exploitation of
linguistically grounded ontologies may benefit from summarizing information
about their linguistic expressivity and lexical coverage by means of metadata.
That situation is compounded by the fact that lemon allows the independent
publication of ontologies, lexica and lexicalizations linking them. While the
VoID vocabulary already addresses the need for general metadata about inter-
linked datasets, it is unable by itself to represent the more specific metadata
relevant to lemon. To solve this problem, we developed a module of lemon,
named LIME (Linguistic Metadata), which extends VoID with a vocabulary of
metadata about the ontology-lexicon interface.

Keywords: Ontolex � Metadata � Ontologies � Natural language � Discovery

1 Introduction

Ontologies and widely shared vocabularies are the cornerstone of the Semantic Web
as they provide the basis for interoperability as well as for reasoning, consistency
detection, etc. Yet, the grounding of ontology and vocabulary elements in natural
language is crucial to ensure communication with humans [1]. Enriching ontologies
and Semantic Web vocabularies with information about how the vocabulary ele-
ments are expressed in natural language is crucial to support tasks such as ontology
mediation [2] as well as in all tasks in which natural language needs to be inter-
preted with respect to a formal vocabulary or ontology (e.g. question answering
[3, 4], ontology-based information extraction [5], ontology learning [6]) or in which
natural language descriptions need to be generated from a given ontology or dataset
[7–9].

A number of models have been proposed to enrich ontologies with information
about how vocabulary elements are expressed in different natural languages, including
the Linguistic Watermark framework [10, 11], LexOnto [12], LingInfo [13], LIR [14],
LexInfo [1] and more recently lemon [15].
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The OntoLex W3C Community Group1 has the goal of providing an agreed-upon
standard by building on the aforementioned models, the designers of which are all
involved in the community group. Additionally, linguists have acknowledged [16] the
benefits that the adoption of the Semantic Web technologies could bring to the pub-
lication and integration of language resources. As such, the Open Linguistics Working
Group2 of the Open Knowledge Foundation is contributing to the development of a
LOD (Linked Open Data) (sub)cloud of linguistic resources.3

These complementary efforts by Semantic Web practitioners and linguists are in
fact converging, as the ontology lexicon model provides a principled way [17] to
encode even notable resources such as the Princeton WordNet [18, 19] and other
similar ones (which we will refer to hereafter as wordnets) for other languages.

The lemon model envisions an open ecosystem in which ontologies4 and lexica for
them co-exist, both of which are published as data on the Web. It is in line with a
many-to-many relationship between: (i) ontologies and ontological vocabularies, (ii)
lexicalization datasets and (iii) lexical resources. While an OWL T-Box consists
essentially of classes and properties, a lexicon mainly consists of a collection of lexical
entries. Lexicalizations in our sense are reifications of the relation between an ontology
reference and the lexical entries by which these can be expressed within natural lan-
guage. lemon foresees an ecosystem in which many independently published lexical-
izations and lexica for a given ontology co-exist. Within such an ecosystem, it is crucial
to support the discovery of lexica and lexicalizations for a given ontology according to
a number of criteria. Relevant criteria in choosing a particular lexicalization or lexicon
include the following:

• Vocabulary Coverage: How many vocabulary elements of a given ontology are
covered by at least one lexicalization in the lexicon?

• Language Coverage: How many natural languages are covered in the lexicon?
• Variation: How many different lexicalizations are there per vocabulary element?
• Linguistic Model: Which model is used to express lexicalizations for vocabulary

elements (rdfs:label, skos/skosxl:{pref,alt,hidden}Label, lemon, LexInfo, etc.?)

When data are immediately accessible, it may be the case that relevant metadata can be
computed automatically by statistical profiling. However, its explicit representation
through a dedicated vocabulary is still useful for many reasons. Firstly, it promotes
architectural clarity, by separating metadata gathering and exploitation. Concerning the
latter, available approaches include symbolic manipulation of structured metadata, as
well its use in the construction of a feature space for the application of machine
learning algorithms. The second advantage of explicit metadata is that metadata can be
computed once and be reused multiple times, possibly avoiding computationally

1 http://www.w3.org/community/ontolex/.
2 http://linguistics.okfn.org/.
3 http://nlp2rdf.lod2.eu/OWLG/llod/llod.svg.
4 It would be more appropriate to adopt the term “reference dataset” (including thus also SKOS
thesauri and datasets in general), to express data containing the logical symbols for describing a
certain domain. In line with the traditional name OntoLex (and thus the ontology-lexicon dualism),
we will however often refer to them with the term ontology.
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intensive queries over the actual data. In fact, the reuse of pre-computed metadata
opens it up the possibility of aggregating metadata in Web accessible repositories that
can answer queries expressed through the metadata vocabulary.

In this paper, we introduce LIME (Linguistic Metadata), the metadata vocabulary
for the lemon model. The paper is structured as follows: in the next Sect. 2 we discuss
related work, mainly related to the representation of metadata. Section 3 briefly
introduces the Lexicon Model for Ontologies (lemon) reflecting the current agreements
of the OntoLex community group. Section 4 introduces requirements on the metadata
vocabulary, and Sect. 5 presents the actual vocabulary. In Sect. 6, we sketch an
application scenario for the model in the context of ontology mediation or alignment.
We conclude in Sect. 7.

2 Related Work

Semantic Web practitioners have accepted the necessity of metadata describing the
interlinked datasets themselves (e.g. what is it about? [20]), rather than focusing only
on the description of entities in the universe of discourse.

VoID (Vocabulary of Interlinked Datasets) [21] satisfied the need for a machine-
understandable coarse-grained description of the LOD as a whole, by defining a
vocabulary of metadata about datasets and their interconnections, as well as mecha-
nisms to publish, locate and aggregate dataset descriptions. The VoID framework can
be extended for different usages. VOAF (Vocabulary of a Friend)5 is one such
extension, supporting the description of OWL ontologies and RDFS schemas. VOAF
distinguishes various types of dependencies between vocabularies, supports the cate-
gorization of vocabularies, and defines statistical metrics relevant to vocabularies (e.g.
number of classes). VOAF can be complemented with modules providing additional
metadata (e.g. the preferred prefix). Currently, the LOV (Linked Open Vocabularies)6

service exploits VOAF metadata to support the navigation and discovery of vocabu-
laries and to understand their relationships. LOV mashes up the data provided by
LODStats [22] on the usage of vocabularies in the LOD.

DCAT (Data Catalog Vocabulary) [23] is a related vocabulary for the description of
data catalogs on the Semantic Web, aiming at improving their discoverability and
supporting federated queries across them. While DCAT is agnostic with respect to data
models/formats, it is possible to combine it with other format-specific vocabularies,
such as VoID in the case of RDF datasets.

In the field of HLT (Human Language Technology), structured metadata supports
the reuse of Language Resources (LRs). The OLAC (Open Language Archives
Community) [24] metadata model provides a template for the description of LRs, by
extending the Dublin Core Metadata Element Set.7 Supported metadata includes,
among others, provenance metadata, resource typology and language identification.

5 http://purl.org/vocommons/voaf.
6 http://lov.okfn.org/.
7 http://dublincore.org/documents/dces.
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OLAC is intended to specialize the general infrastructure provided by OAI (Open
Archives Initiative) [25], which supports the federation of archives and the aggregation
of the associated metadata.

While OLAC aims to define a distributed infrastructure for resource sharing, LRE
Map [26] is a crowd-sourced catalog of LRs, initially fed by authors submitting papers
to LREC Conferences. LRE Map defines numerous resource types and usage appli-
cations, whilst OLAC distinguishes only a handful of types. Similar in scope to OLAC,
META-SHARE [27] has its own metadata schema. These works commit to a definition
of LR that includes both software tools (e.g. part of speech taggers and parsers) and
data (e.g. corpora, dictionaries and grammars) expressed in different formats. Because
of their broad coverage, these works fail to provide specific metadata for the description
of the relationship between ontologies and lexica, which is the core of OntoLex.
Moreover, these works are not specifically tailored to the description of Semantic Web
datasets, nor do they fit the metadata ecosystem that is being developed on the
Semantic Web through initiatives such as VoID and DCAT.

Starting from previous works about metadata for linguistic resources [10], we filled
this gap by proposing a standard (LIME) that extends VoID to provide descriptive
statistics at the level of the lexicon-ontology interface, in particular for the lemon model
developed by the OntoLex community group. The model we present here represents a
refined version of the initial proposal [28] that was seeded to the community before
lemon was finalized.

Fig. 1. The Lemon/OntoLex Model as presented in the Ontolex Final Model Specification, and
available at: http://www.w3.org/community/ontolex/wiki/Final_Model_Specification. For some
properties the inverse is denoted as ‘property/inverse property’; only the direction of the first
property is indicated in the diagram.
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3 The Lemon/OntoLex Model

The lemon model (see Fig. 1) developed by the OntoLex community group is based on
the original lemon model, which by now has been adopted by a number of lexica
[29–32], and as such was taken as the basis of the OntoLex community group to
develop an agreed-upon and widely accepted model. The lemon model is based onto
the idea of a separation between the lexical and the ontological layer following
Buitelaar [33] and Cimiano et al. [34], where the ontology describes the semantics of
the domain and the lexicon describes the morphology, syntax and pragmatics of the
words used to express the domain in a language. The model thus organizes the lexicon
primarily by means of lexical entries, which are a word, affix or multiword expression
with a single syntactic class (part-of-speech) to which a number of forms are attached,
such as for example the plural, and each form has a number of representations (string
forms), e.g. written or phonetic representation. Entries in a lexicon can be said to
denote an entity in an ontology, however normally the link between the lexical entry
and the ontology entity is realized by a lexical sense object where pragmatic infor-
mation such as domain or register of the connection may be recorded.

In addition to describing the meaning of a word by reference to the ontology, a
lexical entry may be associated with a lexical concept. Lexical concepts represent the
semantic pole of linguistic units, and are the mentally instantiated abstractions which
language users derive from conceptions [35]. Lexical concepts are intended primarily
to represent such abstractions when present in existing lexical resources, e.g. synsets
for wordnets. An example of a lexical entry lexicalizing the property knows in the
FOAF (Friend of a Friend) vocabulary (http://xmlns.com/foaf/spec/) is as follows:

:acquainted_with a ontolex:LexicalEntry;
lexinfo:partOfSpeech lexinfo:adjective;
ontolex:canonicalForm :acquainted_form;
synsem:synBehavior :acquainted_adjective_frame;
ontolex:sense :acquainted_with_sense.

:acquainted_form a ontolex:Form;
ontolex:writtenRep “acquainted”@en.

:acquainted_adjective_frame a lexinfo:AdjectivePPFrame;
lexinfo:coplativeArg :acquainted_adjective_arg1;
lexinfo:prepositionalObj :acquainted_adjective_arg2.

:acquainted_with_sense ontolex:reference foaf:friend;
synsem:subjOfProp :acquainted_adjective_arg1;
synsem:objOfProp :acquainted_adjective_arg2.

:acquainted_adjective_arg2 synsem:marker :with;
synsem:optional “false”^^xsd:boolean .

:with a ontolex:LexicalEntry;
ontolex:canonicalForm :with_form .

:with_form ontolex:writtenRep “with”@en .
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The lemon model is structured into a core module (ontolex prefix in the example
above) and four additional modules. Firstly, the syntax and semantics (synsem prefix)
module describes the syntactic usage of a frame and furthermore how this syntax can
be mapped into logical representations, as well as further conditions that may affect
whether a word can be used for a concept in the ontology. This mapping is based on a
proven mechanism for representing the meaning of ontological concepts with lexical
elements [36]. The second module is concerned with decomposition of terms into their
component elements, that is either the decomposition of multiword elements into
individual words, or of synthetic words into individual lexemes. The next module is the
variation module that describes how terminological and lexical variants and relations
may be stated and in particular how we can represent translations of terms taking into
account a meaning of a word in an ontology. The final module is the metadata module
described in this paper.

4 Requirements for the Metadata Module

The design of LIME has been informed by the following requirements, which express
information that is relevant to different use-cases and applications.

R1. Compatibility with the lemon model.
R2. Compatibility with other lexicalization models, such as RDFS, SKOS (Simple

Knowledge Organization System), SKOS-XL (SKOS eXtension for Labels).
R3. Distributed publication of each component of the ontology-lexicon interface.
R4. Encoding. It must provide metadata describing how content is encoded.
R5. Content summarization. It must provide summaries about the dataset content.
R6. Reuse of existing vocabularies.

5 The Metadata Vocabulary

The LIME vocabulary (see Fig. 2) we present here, though inspired by the proposal in
[28], is in fact very different because of the need for a better alignment with the overall
scope of the working group and for accommodating the flexible publication scenario
envisaged by lemon.

Following the conceptual model of the ontology-lexicon interface defined by lemon
(see Requirement R1), we distinguish at the metadata level three entities:

1. the ontology (bearing semantic information),
2. the lexicon (bearing linguistic information),
3. the set of lexicalizations (intended as the mere correspondences between logical

entities in the ontology and lexical entries in the lexicon).

From the perspective of a metadata vocabulary, LIME focuses on the representation of
the relation between these three entities and summaries and descriptive statistics
concerning these entities and their relations (see Requirement R5).
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The three entities (ontology, lexicon and lexicalization set) are regarded as
instances of void:Dataset. While the lemon model introduces a subclass of void:
Dataset to represent lexica (ontolex:Lexicon), no such subclass exists for
lexicalizations. LIME introduces such a subclass, lime:LexicalizationSet, to
describe the relation between the lexicon and the ontology in question. A lime:
LexicalizationSet object thus holds all the relevant metadata and descriptive
statistics about the lexicalizations that relate ontology elements in the ontology to
lexical entries (possibly found in a lexicon).

Moving away from our original assumption that lexicalizations are embedded
within an ontology, we allow each entity to be published independently or combined
with others into a single resource (see Requirement R3). By allowing this freedom, we
support the following scenarios:

1. a lexicon is published as a stand-alone resource, independently of any specific
ontology. We further distinguish the following two cases:
(a) an ontology contains a set of lexicalizations by means of entries in the lexicon

(thus ontology + lexicalization as a single data source)
(b) an ontology exists independently of the lexicon, and a third party publishes a

lexicalization of the ontology by adopting the above lexicon (thus all the three
datasets are separate entities)

Fig. 2. The LIME Model
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2. a lexicon is created for a specific ontology:
(a) the lexicon and lexicalizations for an existing ontology are published together.
(b) an ontology is published alongside with its lexicon (ontology, lexicon and the

set of lexicalizations published together).

Obviously, since ontologies may be lexicalized for more languages, and as a general-
purpose lexicon may be reused across different ontologies, multiple combinations of
the above cases may happen for any single resource. Finally, linguistic enrichment of
ontologies may occur by means of links with lexical concepts, rather than links with
specific lexical entries, as suggested by Pazienza and Stellato [37]. The notion of
Lexical Linkset accounts for this scenario, by specializing the notion of void:
Linkset to make explicit its linguistic value.

5.1 Describing (Domain) Datasets

From the LIME viewpoint, any RDF dataset may be lexicalized in a natural language or
aligned with a set of lexical concepts. The term dataset is meant hereafter to encompass
ontologies, SKOS concept schemes and in general any set of RDF triples. In the
ontology-lexicon dualism, the dataset corresponds to the ontology, in the sense that it
provides formal symbols that need for grounding in a natural language.

At the metadata level, a dataset is then represented as an instance of the class
void:Dataset or a more specific subclass, e.g. voaf:Vocabulary for vocab-
ularies. LIME defines no specific term for the description of the dataset bearing the
semantic references for the ontology-lexicon interface. Still, it suggests the use of
appropriate metadata terms suggested by the VoID specification (see Requirement R6).
For instance, in the following excerpt:

<http://xmlns.com/foaf/0.1/> a voaf:Vocabulary;
foaf:homePage <http://xmlns.com/foaf/0.1/>;
dct:title “The Friend of a Friend (FOAF) Vocabulary”@en;
void:dataDump <http://xmlns.com/foaf/spec/index.rdf>;
voaf:classNumber 13;
voaf:propertyNumber 62 .

we declare an instance of voaf:Vocabulary describing the FOAF vocabulary. In
the example, we show how to provide the name of the vocabulary, its home page
(providing a unique key supporting data aggregation), a download file and the count of
classes and properties. In the previous example, we followed LOV when reusing the
URI of FOAF to provide additional metadata. This approach requires the publication of
metadata via a SPARQL endpoint or some other API (Application Programming
Interface). Alternatively, one can create a new URI for the metadata instance, so that it
can be dereferenced. Meanwhile, the connection to the vocabulary is established via an
owl:sameAs axiom, or some other uniquely identifying property.
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5.2 Describing Lexica

A lexicon comprises a collection of lexical entries in a given natural language, and is
generally independent from the semantic content of ontologies. The class ontolex:
Lexicon represents lexica in both the core (data) and metadata levels of the OntoLex
specification. This class extends void:Dataset, such that recommendations from
the VoID specification apply.

Perhaps the most important fact about a lexicon is the language it refers to, an
explicit marker for applicability of the resource in given scenarios. This information can
be represented either as a literal (according to ISO 639 [38]) through property ontolex:
language or as a resource (through the property dct:language), using any of the
vocabularies assigning URIs to languages (e.g. http://www.lexvo.org/, http://www.
lingvoj.org/, http://id.loc.gov/). The following example describes an English lexicon:

ex:myLexicon a ontolex:Lexicon;
ontolex:language “en”;
dct:language <http://lexvo.org/id/iso639-3/eng>;
void:dataDump <http://example.org/lexicon/dump.rdf>;
void:sparqlEndpoint <http://example.org/lexicon/sparql>;
void:triples 10000 .

The description above contains terms from VoID (see Requirement R6), e.g. to
provide a data dump and a SPARQL endpoint. An agent may choose between the
available types of access based on various criteria: (i) the suitability of the local triple
store for handling the advertised number of triples, (ii) the necessity of specialized
processing not provided by the SPARQL endpoint, (iii) the willingness to avoid
stressing the data provider with frequent/complex queries.

To support the actual exploitation of a lexicon, LIME supports metadata about the
way a lexicon has been encoded (see Requirement R4). The reason is that lemon does
not commit to a specific catalog of linguistic categories (e.g. part-of-speech), whereas it
defers to the user the choice of a specific catalog. The adopted catalog may be indicated
as a value of the property lime:linguisticModel. This property is defined as a
subproperty of void:vocabulary, to better qualify the specific association between
the lexicon and the ontology providing linguistic categories. For instance, we can say
that ex:myLexicon uses LexInfo2 as repository of linguistic annotations:

ex:myLexicon a ontolex:Lexicon;
lime:linguisticModel <http://www.lexinfo.net/ontology/2.0/lexinfo>

An important metric indicating the usefulness of a lexicon is the number of lexical
entries it contains (see Requirement R5):

ex:myLexicon lime:lexicalEntries 13 .

5.3 Describing Lexicalization Sets

We use the term lexicalization for the reified relation between a lexical entry and the
ontological meaning it denotes. A collection of such lexicalizations is modeled by the
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class lime:LexicalizationSet, which in turn subclasses void:Dataset. For
example, the property foaf:knows can be lexicalized as “X is friend of”, “XknowsY”, “X
is acquainted with X” etc., all corresponding to different lexicalizations.

A lime:LexicalizationSet is characterized (as an ontolex:Lexicon)
by the natural language it refers, which can be indicated via the properties already used
for the same purpose within ontolex:Lexicon. Moreover, a lime:Lexical-
izationSet may play an associative function, as it may relate a dataset with a
lexicon providing lexical entries. The properties lime:referenceDataset and
lime:lexiconDataset point to the dataset and the lexicon, respectively. The
presence of explicit links with the dataset and lexicon will allow metadata indexes
answering queries that seek, as an example, a lexicalization set in a natural language for
a given dataset (see Requirement R3). This is an example of an English lexicalization
set for FOAF utilizing an OntoLex lexicon:

ex:LexicalizationSet a lime:LexicalizationSet;
ontolex:language “en”;
dct:language <http://lexvo.org/id/iso639-3/eng>;
lime:referenceDataset <http://xmlns.com/foaf/0.1/>;
lime:lexiconDataset ex:myLexicon .

The mandatory property lime:referenceDataset tells which dataset the lex-
icalization is about. Similarly, the optional property lime:lexiconDataset holds a
reference to the lexicon being used. This optionality allows supporting previous lexi-
calization models (see Requirement R2) that rely on plain literals (e.g. RDFS and SKOS)
or introduce reified labels (e.g. SKOS-XL), but in any case have no separate notion of
lexicon. It is thus necessary to introduce the mandatory property lime:lexi-
calizationModel, which holds the model used in a specific lexicalization set (see
Requirement R4). We may say, for instance, that FOAF has an embedded lexicalization
set expressed in RDFS:

<http://xmlns.com/foaf/0.1/> void:subset ex:embedLexSet .
ex:embedLexSet a lime:LexicalizationSet;

ontolex:language “en”;
lime: lexicalizationModel <http://www.w3.org/2000/01/rdf-schema#>

Knowing that a dataset is lexicalized in a given natural language does not guarantee
that the available linguistic information is useful. In particular, the value of a lexi-
calization set may be assessed by means of metrics (see Requirement R5). For instance,
in the following excerpt:

:myItalianLexicalizationOfFOAF a lime:LexicalizationSet;
ontolex:language “it”;
lime:referenceDataset <http://xmlns.com/foaf/0.1/>;
lime:lexicalizationModel ontolex:;
lime:lexiconDataset :italianWordnet;
lime:partition [

lime:resourceType owl:Class;
lime:percentage 0.75;
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lime:avgNumOfLexicalizations 3.54;
lime:references 13;
lime:lexicalEntries 46;
lime:lexicalizations 46

].

the property lime:partition (domain: lime:LexicalizationSet ⊔ lime:
LexicalLinkset) points to a lime:LexicalizationSet, which is the subset
of the lexicalization set dealing exclusively with instances of the class referenced by
lime:resourceType. The properties lime:references and lime:lexi-
calEntries hold, respectively, the number of entities from the reference dataset and
the number of lexical entries from the lexicon that participate in at least one lexicali-
zation, while lime:lexicalizations holds the total number of lexicalizations.
Additionally, lime:avgNumOfLexilicazions gives the average number of lex-
icalizations per resource, while lime:percentage indicates the ratio of resources
having at least one lexicalization. There is a certain level of redundancy among these
properties, so that it is at the discretion of the publisher to choose a number of properties.
For instance, if metadata for the lexicalized ontology is not available, then it is man-
datory to provide ratios (such in the above example), whereas clients can combine
counts (if available from both the lexicalization and the reference datasets) in order to
compute them.

5.4 Describing Lexical Concept Sets

The class ontolex:ConceptSet is a subclass of void:Dataset that defines a
collection of ontolex:LexicalConcepts. It holds LIME-specific and other
dataset-level metadata. Lexical concepts are instances of skos:Concept (as on-
tolex:LexicalConcept is a subclass of skos:Concept). In fact, following the
pattern already adopted for the lexicon, we combined the concept scheme with the
concept set, by making the latter a subclass of the former. It is possible to summarize
the content of a concept set (see Requirement R5), by reporting (via the property
lime:concepts) the total number of lexical concepts in a concept set. Beyond the
need for such summarizing information, the rationale for the class ontolex:Con-
ceptSet is to support the publication of lexical concepts as a separate dataset (see
Requirement R3). This, in turn, allows the independent publication of the linguistic
realization of those concepts in different natural languages, e.g. several wordnets
sharing the synsets from the English WordNet. However, lemon and LIME are also
compatible with the approach to multilingual wordnets, in which each wordnet has its
own set of synsets, while an inter-language index establishes a mapping between them.
In the following excerpt, we define a void:Linkset providing skos:exact-
Match mappings between two ontolex:ConceptSets (defined elsewhere):

:ItalianWN_EnglishWN_index a void:Linkset;
void:subjectsTarget ex:ItalianWN;
void:objectsTarget ex:EnglishWN;
void:linkPredicate skos:exactMatch .
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5.5 Describing Conceptualizations

A lime:Conceptualization is a dataset relating a set of lexical concepts to a
lexicon, indicated by the properties lime:conceptualDataset and lime:
lexiconDataset, respectively. In the representation of wordnets, it plays a role like
that of a lime:LexicalizationSet for the ontology lexicalization. A different
class has been introduced, since the association between lexical concepts and words is
different from the lexicalization of ontology concepts.

In addition to the explicit references to the lexicon and the lexical concept set, a
conceptualization holds a number of resuming metadata (see Requirement R5). The
properties lime:lexicalEntries and lime:concepts hold the number of
lexical entries and lexical concepts that have been associated, respectively.

5.6 Describing Lexical Link Sets

An interesting use of wordnets is to enrich an ontology with links to lexical concepts,
which may provide a less ambiguous inter-lingua (than natural language, which has
inherent lexical ambiguity) for the task of ontology matching.

To represent a collection of these links, we introduced lime:LexicalLinkset,
which extends void:Linksetwith additional metadata tailored to this specific type of
linking. The properties lime:referenceDataset and lime:conceptual-
Dataset clearly distinguish between the different roles that the linked datasets play
from the perspective of the lemon model, whereas properties from the VoID vocabulary
only deal with lower-level features, e.g. to which dataset the subjects of the link belong to.
Similarly to the case of lime:LexicalizationSet, the property lime:par-
tition references a lime:LexicalLinkset dealing with a given resource type.
Due to the lack of space, we will not provide specific examples for the relevant metrics.
However, they are analogous to the ones already discussed for lexicalization sets, expect
for the fact they now refer to links rather than lexicalizations.

6 A Use-Case: Ontology Matching

Ontology matching is the task of finding a set of correspondences between a pair of
input ontologies. Although ensemble strategies – combining different kinds of matching
techniques based on terminology, structure, extension and models of the compared
resources – dominate evaluation campaigns, lexical comparison [2] is the basic step
providing the initial “anchors” for further analysis performed through those techniques.
While matchers can certainly find out how and in which languages labels are expressed
by analyzing the data to determine the matching techniques to be applied, descriptive
summaries of the linguistic characteristics of the ontologies in question would save
computation time, making this information directly accessible.

We focus here on the activities that a coordinator needs to perform beforehand in
order to define a successful mediation strategy. Linguistic metadata have been shown to
be useful in support coordination activities in a semi-automatic process [39].
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LIME metadata about the input ontologies allows the coordinator to estimate their
level of linguistic compatibility, which in turn indicates how easily they can be mat-
ched. If the coordinator finds at least one pair of lexicalizations that sufficiently cover
the ontologies, then it may use them to perform the match. When multiple lexical-
izations exist, the coordinator may exclude those that do not sufficiently cover the input
ontologies, or it could assign different weights to the scores computed with respect to
each of them. Similarly, a coordinator may consider whether the input ontologies have
been enriched with links to lexical concepts found in the same wordnet, which provide
a less ambiguous inter-lingua than natural language (see Sect. 5.6).

The explicit linguistic metadata about the input ontologies allow the coordinator to
reason upon them, and determine an appropriate matching strategy by applying some
heuristics. The greatest benefit of an explicit metadata vocabulary is that it supports
access to previously unknown information. Indeed, using LIME it would be possible to
locate relevant data from remote repositories.

Such metadata aggregation would benefit from the protocols that VoID specifies to
support the independent publication of dataset descriptions in a predictable way. The
fact that LIME is an extension of VoID entails that the same protocols may support
harvesting of LIME metadata. Moreover, the same services that aggregate and make
available VoID descriptions in general should also support LIME metadata as well.

7 Conclusions and Future Work

We presented LIME, a vocabulary developed in the context of the Ontolex group,
providing metadata terms specifically relevant to lemon. The publication of such
metadata alongside the corresponding datasets intends to foster their discoverability,
understandability and exploitability. LIME provides metadata terms related to the core
module of lemon. Future work will probably include development of extensions
dealing with other lemon modules. A question for future work is how to include aspects
related to the quality of linguistic resources as metadata.

The URI of the LIME ontology is: http://www.w3.org/ns/lemon/lime and it is
currently available at:

https://github.com/cimiano/ontolex/blob/master/Ontologies/lime.owl.

Acknowledgements. This research has been partially supported by the EU funded project
SemaGrow (http://www.semagrow.eu/) under grant agreement no: 318497 and by the EU funded
project LIDER (http://www.lider-project.eu).

References

1. Cimiano, P., Buitelaar, P., McCrae, J., Sintek, M.: LexInfo: a declarative model for the
lexicon-ontology interface. Web Seman. Sci. Serv. Agents World Wide Web 9(1), 29–51
(2011)

2. Pazienza, M.T., Sguera, S., Stellato, A.: Let’s talk about our “being”: a linguistic-based
ontology framework for coordinating agents. Appl. Ontology Spec. Issue Formal Ontol.
Commun. Agents 2(3–4), 305–332 (2007)

LIME: The Metadata Module for OntoLex 333

http://www.w3.org/ns/lemon/lime
https://github.com/cimiano/ontolex/blob/master/Ontologies/lime.owl
http://www.semagrow.eu/
http://www.lider-project.eu


3. Unger, C., Freitas, A., Cimiano, P.: An introduction to question answering over linked data.
In: Koubarakis, M., Stamou, G., Stoilos, G., Horrocks, I., Kolaitis, P., Lausen, G., Weikum,
G. (eds.) Reasoning Web. LNCS, vol. 8714, pp. 100–140. Springer, Heidelberg (2014)

4. Atzeni, P., Basili, R., Hansen, D.H., Missier, P., Paggio, P., Pazienza, M.T., Zanzotto, F.M.:
Ontology-based question answering in a federation of university sites: the moses case study.
In: Meziane, F., Métais, E. (eds.) NLDB 2004. LNCS, vol. 3136, pp. 413–420. Springer,
Heidelberg (2004)

5. Basili, R., Vindigni, M., Zanzotto, F.M.: Integrating ontological and linguistic knowledge
for conceptual information extraction. In: IEEE/WIC International Conference on Web
Intelligence, Washington (2003)

6. Cimiano, P.: Ontology Learning and Population from Text Algorithms, Evaluation and
Applications XXVIII. Springer, Heidelberg (2006)

7. Bouayad-Agha, N., Casamayor, G., Wanner, L.: Natural language generation in the context
of the semantic web. Seman. Web 5(6), 493–513 (2014)

8. Bontcheva, K., Wilks, Y.: Automatic report generation from ontologies: the MIAKT
approach. In: Meziane, F., Métais, E. (eds.) NLDB 2004. LNCS, vol. 3136, pp. 324–335.
Springer, Heidelberg (2004)

9. Galanis, D., Androutsopoulos, I.: Generating multilingual descriptions from linguistically
annotated OWL ontologies: the NaturalOWL system. In: Proceedings of the Eleventh
European Workshop on Natural Language Generation, Stroudsburg, pp. 143–146 (2007)

10. Pazienza, M.T., Stellato, A., Turbati, A.: Linguistic watermark 3.0: an RDF framework and a
software library for bridging language and ontologies in the semantic web. In: 5th Italian
Semantic Web Workshop on Semantic Web Applications and Perspectives (SWAP 2008),
FAO-UN, Rome, Italy, 15–17 December 2008

11. Oltramari, A., Stellato, A.: Enriching ontologies with linguistic content: an evaluation
framework. In: The Role of OntoLex Resources in Building the Infrastructure of Web 3.0:
Vision and Practice (OntoLex 2008), Marrakech, Morocco, 31 May 2008

12. Cimiano, P., Haase, P., Herold, M., Mantel, M., Buitelaar, P.: LexOnto: a model for
ontology lexicons for ontology-based NLP. In: Proceedings of the OntoLex 2007 Workshop
(held in conjunction with ISWC 2007) (2007)

13. Buitelaar, P., Declerck, T., Frank, A., Racioppa, S., Kiesel, M., Sintek, M., Engel, R.,
Romanelli, M., Sonntag, D., Loos, B., Micelli, V., Porzel, R., Cimiano, P.: LingInfo: design
and applications of a model for the integration of linguistic information in ontologies. In:
OntoLex 2006, Genoa, Italy (2006)

14. Montiel-Ponsoda, E., Aguado-de-Cea, G., Gómez-Pérez, A., Peters, W.: Enriching ontologies
with multilingual information. Nat. Lang. Eng. 17, 283–309 (2011)

15. McCrae, J., Aguado-de-Cea, G., Buitelaar, P., Cimiano, P., Declerck, T., Gómez-Pérez, A.,
Gracia, J., Hollink, L., Montiel-Ponsoda, E., Spohr, D., Wunner, T.: Interchanging lexical
resources on the Semantic Web. Lang. Resour. Eval. 46(4), 701–719 (2012)

16. Chiarcos, C., McCrae, J., Cimiano, P., Fellbaum, C.: Towards open data for linguistics:
linguistic linked data. In: Oltramari, A., Vossen, P., Qin, L., Hovy, E. (eds.) New Trends of
Research in Ontologies and Lexical Resources, pp. 7–25. Springer, Heidelberg (2013).
doi:10.1007/978-3-642-31782-8_2

17. McCrae, J., Fellbaum, C., Cimiano, P.: Publishing and linking wordnet using lemon and
RDF. In: Proceedings of the 3rd Workshop on Linked Data in Linguistics, Reykjavik,
Iceland (2014)

18. Miller, G.: WordNet: a lexical database for english. Commun. ACM 38(11), 39–41 (1995)
19. Fellbaum, C.: WordNet: An Electronic Lexical Database. WordNet Pointers, MIT Press,

Cambridge (1998)

334 M. Fiorelli et al.

http://dx.doi.org/10.1007/978-3-642-31782-8_2


20. Jain, P., Hitzler, P., Yeh, P., Verma, K., Sheth, A.: Linked data is merely more data. In:
AAAI Spring Symposium: Linked Data Meets Artificial Intelligence (2010)

21. Alexander, K., Cyganiak, R., Hausenblas, M., Zhao, J.: Describing linked datasets with the
VoID vocabulary (W3C Interest Group Note). In: World Wide Web Consortium (W3C).
http://www.w3.org/TR/void/. Accessed 3 March 2011

22. Auer, S., Demter, J., Martin, M., Lehmann, J.: LODStats – an extensible framework for high-
performance dataset analytics. In: ten Teije, A., Völker, J., Handschuh, S., Stuckenschmidt, H.,
d’Acquin, M., Nikolov, A., Aussenac-Gilles, N., Hernandez, N. (eds.) EKAW 2012. LNCS,
vol. 7603, pp. 353–362. Springer, Heidelberg (2012). doi:10.1007/978-3-642-33876-2_31

23. W3C: data catalog vocabulary (DCAT). In: World Wide Web Consortium (W3C). http://
www.w3.org/TR/vocab-dcat/. Accessed 16 Jan 2014

24. Bird, S., Simons, G.: Extending dublin core metadata to support the description and
discovery of language resources. Comput. Humanit. 37(4), 375–388 (2003)

25. Lagoze, C., Van de Sompel, H.: The open archives initiative: building a low-barrier
interoperability framework. In: Proceedings of the 1st ACM/IEEE-CS Joint Conference on
Digital Libraries, New York, pp. 54–62 (2001)

26. Calzolari, N., Del Gratta, R., Francopoulo, G., Mariani, J., Rubino, F., Russo, I., Soria, C.:
The LRE map. Harmonising community descriptions of resources. In: Proceedings of the
Eighth International Conference on Language Resources and Evaluation (LREC 2012),
Istanbul, Turkey, pp. 1084–1089 (2012)

27. Piperidis, S.: The META-SHARE language resources sharing infrastructure: principles,
challenges, solutions. In: Proceedings of the Eighth International Conference on Language,
Istanbul, Turkey, pp. 36–42 (2012)

28. Fiorelli, M., Pazienza, M.T., Stellato, A.: LIME: towards a metadata module for ontolex. In:
2nd Workshop on Linked Data in Linguistics: Representing and Linking Lexicons,
Terminologies and Other Language Data, Pisa, Italy (2013)

29. Borin, L., Dannélls, D., Forsberg, M., McCrae, J.: Representing swedish lexical resources in
RDF with lemon. In: Proceedings of the ISWC 2014 Posters & Demonstrations Track a
Track Within the 13th International Semantic Web Conference (ISWC 2014), Riva del
Garda, Italy, pp. 329–332 (2014)

30. Ehrmann, M., Cecconi, F., Vannella, D., McCrae, J., Cimiano, P., Navigli, R.: Representing
multilingual data as linked data: the case of BabelNet 2.0. In: Proceedings of the Ninth
International Conference on Language Resources and Evaluation (LREC-2014), Reykjavik,
Iceland, 26–31 May 2014, pp. 401–408 (2014)

31. Eckle-Kohler, J., McCrae, J., Chiarcos, C.: LemonUby - a large, interlinked syntactically-
rich lexical resources for ontologies. Semantic Web Journal (2015, accepted)

32. Sérasset, G.: Dbnary: wiktionary as a LMF based multilingual RDF network. In: Proceedings
of the Eighth International Conference on Language Resources and Evaluation (LREC-
2012), Istanbul, Turkey, 23–25 May 2012, pp. 2466-2472 (2012)

33. Buitelaar, P.: Ontology-based semantic lexicons: mapping between terms and object
descriptions. In: Huang, C.-R., Calzolari, N., Gangemi, A., Lenci, A., Oltramari, A., Prevot,
L. (eds.) Ontology and the Lexicon: A Natural Language Processing Perspective. Cambridge
University Press, Cambridge (2010)

34. Cimiano, P., McCrae, J., Buitelaar, P., Montiel-Ponsoda, E.: On the role of senses in the
ontology-lexicon. In: Oltramari, A., Vossen, P., Qin, L., Hovy, E. (eds.) New Trends of
Research in Ontologies and Lexical Resources, pp. 43–62. Springer, Heidelberg (2013)

35. Evans, V.: Lexical concepts, cognitive models and meaning-construction. Cogn. Linguist.
17(4), 491–534 (2006)

36. Cimiano, P., Unger, C., McCrae, J.: Ontology-based interpretation of natural language.
Synth. Lect. Hum. Lang. Technol. 7(2), 1–178 (2014)

LIME: The Metadata Module for OntoLex 335

http://www.w3.org/TR/void/
http://dx.doi.org/10.1007/978-3-642-33876-2_31
http://www.w3.org/TR/vocab-dcat/
http://www.w3.org/TR/vocab-dcat/


37. Pazienza, M.T., Stellato, A.: An environment for semi-automatic annotation of ontological
knowledge with linguistic content. In: Sure, Y., Domingue, J. (eds.) ESWC 2006. LNCS,
vol. 4011, pp. 442–456. Springer, Heidelberg (2006)

38. ISO, International organization for standardization: language codes - ISO 639. In: ISO,
International Organization for Standardization. http://www.iso.org/iso/home/standards/
language_codes.htm

39. Fiorelli, M., Pazienza, M.T., Stellato, A.: A meta-data driven platform for semi-automatic
configuration of ontology mediators. In: Calzolari, N., Choukri, K., Declerck, T., Loftsson,
H., Maegaard, B., Mariani, J., Moreno, A., Odijk, J., Piperidis, S. (eds.) Proceedings of the
Ninth International Conference on Language Resources and Evaluation (LREC 2014),
Reykjavik, Iceland, May 2014

336 M. Fiorelli et al.

http://www.iso.org/iso/home/standards/language_codes.htm
http://www.iso.org/iso/home/standards/language_codes.htm


Learning a Cross-Lingual Semantic
Representation of Relations Expressed in Text

Achim Rettinger(B), Artem Schumilin, Steffen Thoma, and Basil Ell

Karlsruhe Institute of Technology (KIT), Karlsruhe, Germany
{rettinger,steffen.thoma,basil.ell}@kit.edu

artem.schumilin@student.kit.edu

Abstract. Learning cross-lingual semantic representations of relations
from textual data is useful for tasks like cross-lingual information retrieval
and question answering. So far, research has been mainly focused on
cross-lingual entity linking, which is confined to linking between phrases
in a text document and their corresponding entities in a knowledge base
but cannot link to relations. In this paper, we present an approach
for inducing clusters of semantically related relations expressed in text,
where relation clusters (i) can be extracted from text of different lan-
guages, (ii) are embedded in a semantic representation of the context,
and (iii) can be linked across languages to properties in a knowledge
base. This is achieved by combining multi-lingual semantic role labeling
(SRL) with cross-lingual entity linking followed by spectral clustering of
the annotated SRL graphs. With our initial implementation we learned
a cross-lingual lexicon of relation expressions from English and Spanish
Wikipedia articles. To demonstrate its usefulness we apply it to cross-
lingual question answering over linked data.

Keywords: Unsupervised relation extraction · Cross-lingual relation
clustering · Relation linking

1 Motivation

Due to the variability of natural language, a relation can be expressed in a wide
variety of ways. When counting how often a certain pattern is used to express
a relation (e.g. which movie is starring which actor), the distribution has a very
long tail: frequently used patterns make up only a small fraction; the majority of
expressions use rare patterns (see Welty et al., [18]). While it would be possible
to manually create patterns for a small set of languages, this would be a tedious
task, results would not necessarily be correct, and coverage would most likely be
far from optimal due to the size of the long tail. Thus, automatically extracting
a set of syntactical variants of relations from text corpora would ease this task
considerably.

However, there are numerous challenges associated to automating this task.
It is essential to capture the context in which such a pattern applies. Typi-
cally, all of the information conveyed in a sentence is crucial to disambiguate the
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 337–352, 2015.
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meaning of a relation expressed in text. Thus, a rich meaning representation is
needed that goes beyond simple patterns consisting of named entity pairs and
the string in-between them. Furthermore, semantically related relations need to
be detected, grouped and linked to existing formalized knowledge. The latter
is essential, if the meaning of the learned representations need to be related
to human conceptualizations of knowledge, like questions answering over linked
data. Finally, another dimension of complexity arises when we also consider the
variability of natural language across different languages (e.g., English and Span-
ish). Then, finding patterns, aligning semantically related ones across languages,
and linking them to one existing formal knowledge representations requires the
learning of a cross-lingual semantic representation of relations expressed in text
of different languages.

Unsupervised learning of distributional semantic representations from textual
data has received increasing attention in recent years [10], since such representa-
tions have shown to be useful for solving tasks like document comparison, infor-
mation retrieval and question answering. However, research has focused almost
exclusively on the syntactic level and on single languages. At the same time, there
has been progress in the area of cross-lingual entity disambiguation and linking,
but this work is mostly confined to (named) entities and does not extend to
other expressions in text, like the phrases indicating the relations between enti-
ties. What is missing so far is a representation that links linguistic variations
of semantically related and contextualized textual elements across languages to
their corresponding relation in a knowledge base.

In this paper, we present the first approach to unsupervised clustering of
semantically related and cross-lingual relations expressed in text. This is achieved
by combining multi-lingual semantic role labeling (SRL) with cross-lingual entity
linking followed by spectral clustering of the resulting annotated SRL graphs.
The resulting cross-lingual semantic representation of relations is, whenever pos-
sible, linked to English DBpedia properties, and enables e.g., to extend the
schema with new properties, or to support cross-lingual question answering over
linked data systems.

In our initial implementation we built a cross-lingual library of relation
expressions from English and Spanish Wikipedia articles containing 25,000 SRL
graphs with 2000 annotations to DBpedia entities. To demonstrate the useful-
ness of this novel language resource we show its performance on the Multi-
lingual Question Answering over Linked Data challenge (QALD-4)1. Our results
show that we can clearly outperform baseline approaches in respect to correctly
linking (English) DBpedia properties in the SPARQL queries, specifically in a
cross-lingual setting where the question to be answered is provided in Spanish.

In summary, the main contributions of our proposed approach to extract,
cluster and link contextualized relation expressions in text are the following:

– Relation expressions can be extracted from text of different languages and are
not restricted to a predefined set of relations (as defined by DBpedia).

1 http://greententacle.techfak.uni-bielefeld.de/∼cunger/qald/index.php?x=task1&
q=4.

http://greententacle.techfak.uni-bielefeld.de/~cunger/qald/index.php?x=task1&q=4
http://greententacle.techfak.uni-bielefeld.de/~cunger/qald/index.php?x=task1&q=4
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– Extracted expressions are embedded in a semantic graph, describing the con-
text this expression appears in.

– Semantically related relation expressions and their associated context are dis-
ambiguated and clustered across languages.

– If existing, relation clusters are linked to their corresponding property in the
English DBpedia.

In the remainder of this paper we first discuss related work, before introducing
our approach to learning a cross-lingual semantic representation of grounded
relations (Sects. 3, 4, 5 and 6). In Sect. 7 we evaluate our initial implementation
on the QALD-4 benchmark and conclude in Sect. 8.

2 Related Work

Lewis and Steedman [7] present an approach to learning clusters of semantically
equivalent English and French binary relations between referring expressions.
Similar to us, a cluster is a language-independent semantic representation that
can be applied to a variety of tasks such as translation, relation extraction,
summarization, question answering, and information retrieval. The main differ-
ence is that we perform clustering on Semantic Role Label (SRL) graphs – thus
operating on an abstract meaning representation - instead of binary syntactic
relations. A meaning representation is more language-independent than a syn-
tactic representation (like string patterns or dependency trees) since it abstracts
from grammatical variations of different languages. This facilitates the learning
of cross-lingual and language-independent semantic representations. This basic
difference applies to almost all of the remaining approaches listed in this section,
like Lin and Pantel (DIRT, [8]), who learn textual inference rules such as (“X
wrote Y”, “X is the author of Y”) from dependency-parsed sentences by building
groups of similar dependency paths.

An additional difference of related approaches like [5,11,14,16,17] is their
dependency on preexisting knowledge base properties. In contrast, our approach
does not start from a predefined set of knowledge base property for which we
learn textual representations, but instead derives clusters of textual expressions
via Semantic Role Labeling first for which we then try to find a corresponding
relation in the KB. Thus, our approach is not confined to finding relations pre-
existing in a knowledge base. Newly identified relations could even be used for
extending the ontology. This, however, would be contribution to ontology learn-
ing and is out of the scope of this paper. The approaches restricted to preexisting
KB relations (and shallow parsing) are discussed in more detail now. Walter et al.
(M-ATOLL, [17]) learn dependency paths as natural language expressions for KB
relations. They begin with a relation from DBpedia, retrieve triples for this rela-
tion and search within a text corpus for sentences where the two arguments of
the relation can be found within a sentence. The sentence is dependency-parsed
and, given a set of six dependency patterns, a pattern matches the dependency
tree. Mahendra et al. ([11]) learn textual expressions of DBpedia relations from
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Wikipedia articles. Given a relation, triples are retrieved and sentences are iden-
tified where the two arguments of the relation can be found within a sentence.
The longest common substring between the entities in sentences collected for a
relation is learned as the relation’s textual expression. Vila et al. (WRPA, [16])
learn English and Spanish paraphrases from Wikipedia for four pre-specified
relations. Textual triples are derived using data from an article’s infobox and
its name. The string between the arguments of a relation within a sentence
is extracted and generalized and regular expressions are created. Gerber and
Ngonga Ngomo (BOA, [5]) language-independently learn textual expressions of
DBpedia relations from Wikipedia by regarding the strings between a relation’s
arguments within sentences. Nakashole et al. (PATTY, [14]) learn textual expres-
sions of KB relations from dependency-parsed or POS-tagged English sentences.
Textual expressions are sequences of words, POS-tags, wildcards, and ontological
types.

In contrast to the work just mentioned, there are a few approaches that
leverage a semantic representation. Grounded Unsupervised Semantic Parsing
by Poon (GUSP, see [15]) translates natural-language questions to database
queries via a learned probabilistic grammar. However, GUSP is not cross-lingual.
Similarly, Exner and Nugues [4] learn mappings from PropBank to DBpedia
based on Semantic Role Labeling. Relations in Wikipedia articles are detected
via SRL, named entities are identified and linked to DBpedia and use these links
to ground PropBank relations to DBpedia. Again, this is not cross-lingual.

To the best of our knowledge, our approach is the only one that (i) extracts
potentially novel relations and (ii) where possible, links to preexisting relation in
a KB and (iii) does this across languages by exploiting a language-independent
semantic representation rather than a syntactic one.

3 A Pipeline for Learning a Cross-Lingual Semantic
Representations of Grounded Relations

Our pipeline, as shown in Fig. 1, consists of three major stages.
In the first stage (see Sect. 4), the multi-lingual text documents are trans-

formed and processed by Semantic Role Labeling (SRL). In our evaluation we use
Wikipedia articles as input data, but any text that produces valid SRL graphs is
feasible. Please note, to construct a cross-lingual representation a multi-lingual
comparable corpus covering similar topics is advisable. However, there is no need
for a aligned or parallel corpus. SRL produces semantic graphs of frames with
predicates and associated semantic role-argument pairs. In parallel, we apply
cross-lingual entity linking to the same text documents. This detects entity men-
tions in multi-lingual text and annotates the corresponding mention strings with
the entity URI originating exclusively from the English DBpedia. After that, we
combine and align the output of both, SRL and entity linking in order to extract
a cross-lingual SRL graphs. The only remaining language-dependent elements in
a cross-lingual SRL graph are the predicate nodes.
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Fig. 1. Schematic summary of the processing pipeline.

The next stage performs relational learning of cross-lingual clusters (Sect. 5)
on the previously acquired annotated SRL graphs. The similarity metrics that
we define in Sect. 5.1 are central to this stage of the pipeline.

In the subsequent third stage, the obtained clusters are linked to DBpedia
properties. Section 6 describes this procedure in greater detail. As a result we get
cross-lingual clusters of annotated SRL graphs, i.e. textual relation expressions,
augmented with a ranked set of DBpedia properties. Ultimately, these grounded
clusters of relation expressions are evaluated in the task of property linking on
multi-lingual questions of the QALD-4 dataset.

4 Extracting and Annotating SRL Graphs

Multi-lingual Semantic Role Labeling is performed on the input text indepen-
dently for every language. SRL is accomplished by means of shallow and deep
linguistic processing as described in [9]. The result of this processing step is a
semantic graph consisting of semantic frames with predicates and their argu-
ments. Each semantic frame is represented as a tree with the predicate as the
root and its arguments as the leaf nodes. The edges are given by the semantic
roles of the predicate arguments (cmp. Fig. 2).

SRL graphs are directed, node and edge labelled graphs describing the con-
tent of a whole document. Several predicates appear in one graph, so one sub-tree
per predicate is extracted for clustering (the predicate being the root of the tree),
resulting in a few trees per sentence and many trees per document. Trees from
one document contain partially duplicated information. Formally, an SRL graph
is a set of triples t = (p, r, v) where the predicate p belongs to a set of SRL
predicates (p ∈ PSRL), the role r belongs to a set of SRL roles (r ∈ RSRL), and
v is either a string value or an SRL predicate (v ∈ PSRL ∪String). We consider
a frame as valid, if it has at least two non-frame arguments. Such a constraint
reduces the number of usable frames, which, in turn is compensated by the large
amount of the raw textual data.
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Fig. 2. Example sentence with corresponding partial XML outputs produced by SRL
(frame element) and the cross-lingual entity linking tool (DetectedTopic elements).

The example in Fig. 2 demonstrates the operation of the SRL pipeline, begin-
ning with an example sentence for which the semantic frame is obtained. To
achieve cross-lingual SRL graphs role labels of non-English SRL graphs are
mapped to their corresponding English role labels. Whenever possible SRL pred-
icates from all languages are linked to English wordnet synsets. That’s not always
possible since not every phrase of a predicate in an extracted SRL graph is men-
tioned in WordNet, specifically for non-English languages.

The next step towards generating cross-lingual SRL graphs is cross-lingual
entity linking to the English DBpedia. This language-independent representa-
tion of the predicate arguments provides additional cross-lingual context for the
subsequent predicate cluster analysis.

We treat this step as a replaceable black-box component by using the app-
roach described in [19]. Reference [19] relies on linkage information in differ-
ent Wikipedia language versions (language links, hyper links, disambiguation
pages, ...) plus a statistical cross-lingual text comparison function, trained on a
comparable corpora. The cross-lingual nature of our analysis is achieved by map-
ping text mentions in both languages to the English-language DBpedia URIs.
The bottom part of Fig. 2 is a sample of the annotation output for the above
example sentence. Annotations that correspond to SRL arguments are enclosed
in URL attributes of DetectedTopic elements.

The intermediate results of both, the SRL and annotation steps finally need
to be combined in order to extract the actual graphs. Figure 3 contains an exam-
ple of four sentences along with the extracted cross-lingual SRL graphs from
English and Spanish sentences. The graph vertices show the SRL predicate and
argument mention strings along with DBpedia URIs (dbr namespace http://
dbpedia.org/resource/) and Wordnet-IDs. Edge labels specify the semantic role.
Obviously, the graphs on the top and on the bottom are more similar to each
other compared to the graphs on the level and right, respectively. Thus, cross-
lingual SRL graphs are similar regarding the content, not the language.

http://dbpedia.org/resource/
http://dbpedia.org/resource/
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Fig. 3. Cross-lingual SRL graphs extracted from English and Spanish sentences.

5 Learning a Cross-Lingual Semantic Representation
of Relation Expressions

For the purpose of clustering a set of cross-lingual SRL graphs we introduce
a set of metrics specifying a semantic distance of SRL graphs (see Sect. 5.1).
Section 5.2 discusses the spectral clustering algorithm.

5.1 Constructing Similarity Matrices of Annotated SRL Graphs

Goal of this step is to construct a similarity matrix, specifying the pair-wise
similarity of all SRL graphs. We tried three different graph-similarity metrics
m1,m2,m3.

Formally, a cross-lingual SRL graph is an SRL graph where v is either a string
value, an SRL predicate, or a unique identifier (v ∈ PSRL ∪ String ∪ U). g(p)
denotes the graph with predicate p as the root SRL predicate. m1 : G × G →
{1; 0} compares the SRL graphs’ root predicates according to their names, e.g.
exist.01 vs. meet.02:

m1(gi, gj) :=
{

1 , p(gi) = p(gj)
0 , else

(1)
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m2 : G × G → [1; 0] compares two SRL graphs’ root predicates according to
their annotated role values:

m2(gi, gj) :=
|A(gi) ∩ A(gj)|
|A(gi) ∪ A(gj)| (2)

where A(gk) := {v | ∃r ∈ RSRL : (p(gk), r, v) ∈ gk ∧ v ∈ U}.
m3 : G × G → [1; 0] compares two SRL graphs’ root predicates according to

their role labels:

m3(gi, gj) :=
|B(gi) ∩ B(gj)|
|B(gi) ∪ B(gj)| (3)

where B(gk) := {r | ∃v ∈ PSRL ∪ String ∪ U : (p(gk), r, v) ∈ gk}.
Now, given the set of cross-lingual SRL graphs {g1, ...gn} and given the three

SRL predicate similarity metrics, we can construct three SRL predicate similarity
matrices. Each SRL predicate similarity metric is applied for pairwise comparison
of two (annotated) SRL graphs’ root predicates. The root predicate p of an
(annotated) SRL graph g, denoted by p(g), is the predicate for which no triple
(p2, r, p) ∈ g exists with p �= p2. G denotes the set of all SRL graphs.

Based on a separate evaluation of each metric we introduce a combined sim-
ilarity metric as a weighted sum of the three single metrics.

5.2 Spectral Clustering of Annotated SRL Graphs

Spectral Clustering uses the spectrum of a matrix derived from distances between
different instances. Using the spectrum of a matrix has been successfully used
in many computer vision applications [12] and is also applicable for similarity
matrices. As input a similarity matrix S derived from one metric or a weighted
combination of several metrics is given. As a first step the Laplacian matrix L is
built by subtracting the similarity matrix S from the diagonal matrix D which
contains the sum of each row on the diagonal (respectively column since S is
symmetric) (Eq. 4).

Lij = Dij − Sij =
{∑

mSim − Sij =
∑

mSmj − Sij if i = j
−Sij otherwise (4)

For building k clusters, the second up to the k + 1 smallest eigenvalue and
corresponding eigenvector of the Laplacian matrix are calculated. Afterwards the
actual clustering starts with running the k-means algorithm on the eigenvectors
which finally results in a clustering for the instances of S.

To enforce the learning of cross-lingual clusters, we introduce the weighting
matrix W which is used to weight the mono- and cross-lingual relations in the
similarity matrix S (Eq. 5). While setting the monolingual weight wmonolingual

to zero, forces the construction of only cross-lingual clusters, we received better
results by setting wmonolingual > 0. This can be intuitively understood as we get
more clean clusters when we don’t force cross-lingual relations into every cluster,
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as there is no guarantee that a matching cross-lingual relation even exists. Finally
the weighted matrix S∗, the result of the product W and S (Eq. 6), is given as
input to the previously described spectral clustering algorithm.

Wij =
{
wmonolingual if i and j are monolingual
1 if i and j are crosslingual (5)

S∗
ij = Wij · Sij (6)

6 Linking Annotated SRL Graph Clusters
to DBpedia Properties

In order to find potential links of the obtained clusters to DBpedia properties,
we exploit the SRL graphs’ argument structure as well as the DBpedia entity
URIs provided by cross-lingual entity linking. The origin of possible candidates
is limited to the DBpedia ontology2 and infobox3 properties.

Acquisition of Candidate Properties. For a given annotated SRL graph we retrieve
a list of candidate properties by querying DBpedia for the in- and outbound prop-
erties associated with its arguments’ entities. Consequently, the candidate prop-
erties of an entire predicate cluster are determined by the union of the individual
graphs’ candidate lists. Several specific properties, such as the Wikipedia-related
structural properties (e.g. wikiPageID, wikiPageRevisionID etc.) are excluded
from the candidate list.

Scoring of Candidate Properties. After the construction of the candidate list,
the contained properties are scored. The purpose behind this is to determine
a ranking of properties by their relevance with respect to a given cluster. In
principle, several different scoring approaches are applicable to the underlying
problem. For example, a relative normalized frequency score of property pi w.r.t.
cluster Cj calculated as

Srnf (pi, Cj) =
relative frequency of pi in Cj

relative frequency of pi over all clusters

is appropriate to reflect the importance as well as the exclusiveness of property i
for cluster j. However, our experiments determined the absolute frequency score
of a property within a cluster to be the best performing measure.

Algorithm 1 shows the structure of the complete grounding algorithm in a sim-
plified form. This algorithm is similar to the approach by Exner and Nugues [4].

2 URI namespace http://dbpedia.org/ontology/.
3 URI namespace: http://dbpedia.org/property/.

http://dbpedia.org/ontology/
http://dbpedia.org/property/
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Algorithm 1. Algorithm that computes a ranked set of DBpedia properties for
a given relation cluster.

Input: SRL graph cluster c
result ← ∅
for all p ∈ {pKB | ∃g ∈ c : ∃(pSRL, r, e) ∈ g : (∃o : (e, pKB , o) ∈ KB ∨ ∃s :
(s, pKB , e) ∈ KB)} do

result ← result ∪ (p, |{(s, p, o) ∈ KB | ∃g ∈ c : (pSRL, r, e) ∈ g : e ∈ R ∧ (s =
e ∨ o = e)}|)

end for
Return: result

7 Evaluation on Cross-Lingual Relation Linking
for Question Answering over Linked Data

We make use of the evaluation data set provided by the Multi-lingual Question
Answering over Linked Data challenge (task 1 of QALD-4). The data set contains
200 questions (12 out of 200 are out-of-scope w.r.t DBpedia knowledge base)
in multiple languages as well as corresponding gold-standard SPARQL queries
against DBpedia.

To evaluate the quality of our results, we conducted property linking experi-
ments. We deliberately concentrate on the sub-task of property linking to avoid
distortion of the performance by various pre- and post-processing steps of a
full QA-system. Linking the properties necessary for constructing the SPARQL
query constitutes an important step of a question answering system such as
QAKiS [1], SemSearch [6], ORAKEL [2], FREyA [3], and TcruziKB [13] which
generate SPARQL queries based on user input.

7.1 Linking Properties in the QALD Challenge

First, we generated compatible data representation from the QALD-4 ques-
tion sentences by sending them through stage 1 of our processing pipeline (see
Sect. 3). Hereby we obtained cross-lingual SRL graphs for English and Spanish
questions.

Next, using our similarity metrics and the previously learned grounded clus-
ters, we classified each individual SRL graph of the questions set and determined
its target cluster. Consequently, each SRL graph of the questions set was assigned
DBpedia properties according to the groundings of its associated target cluster.
This way, for each question, our approach linked properties, which were finally
evaluated against the gold-standard properties of the QALD-4 training dataset.

7.2 Data Set and Baselines

We employed Wikipedia as the source of multi-lingual text documents in the
English (EN, Wikipedia dump version 2013.04.03) and Spanish (ES, Wikipedia
dump version 2012.05.15) language. Over 23,000,000 cross-lingual annotated
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Table 1. Key statistics of the data sets used for our experiments.

Dataset 1: “long articles” Dataset 2: “short articles”

English Spanish English Spanish

# documents 29 29 1,063 1,063

# extracted graphs 10,421 14,864 13,009 12,402

# mentioned DBpedia entities 2,065 13,870

# unique DBpedia entities 1,379 6,300

SRL graphs were extracted from more than 300,000 pairs of language link-
connected English and Spanish Wikipedia articles.

In order to get an initial assessment of our approach we conducted our experi-
ments on two samples of the original data. Table 1 provides an overview of the key
dataset statistics. Dataset 1 consists of a random sample of long Wikipedia arti-
cle pairs, which together sum up to approximately 25,000 SRL graph instances.
The second sample with a similar number of graphs was derived from randomly
selected short article pairs in order to provide a wider coverage of different topics
and corresponding DBpedia entities.

Baseline 1: String Similarity-Based Property Linking. This first näıve
baseline links properties based on string similarity between the question tokens
and DBpedia property labels. Given a question from the QALD-4 training
dataset, we firstly obtain the question tokens using the Penn treebank-trained
tokenizer. In the next step, each token is assigned the one DBpedia property with
the highest string similarity between its label and the token string. String sim-
ilarity is measured by means of the normalized Damerau-Levenshtein distance.
For each token, the one property with the highest label similarity enters the can-
didate set. Finally, the identified candidate properties are evaluated against the
QALD-4 gold-standard properties. Because the vast majority of property labels
are of English origin, we could not apply this baseline to Spanish QALD-4 data.

Baseline 2: Entity-Based Property Linking. Baseline 2 takes a more sophis-
ticated approach to finding good candidate properties. For this baseline, we first
use the set of entities associated with a given question for linking of candidate
properties exactly the same way as we perform grounding of cross-lingual SRL
graph clusters (Sect. 5.1). In the next step, the list of candidate properties is
pruned by thresholding the normalized Damerau-Levenshtein similarity of their
labels to the question tokens. Again, this will have negative effect on the per-
formance for Spanish-language questions for the same reasons as discussed in
Sect. 7.2. We report results for two variations of this baseline, which differ in
the mode of entity retrieval for a given question: In the first case, entities are
collected from the cross-lingual annotated SRL graphs, while in the second case
we obtain the entities directly from the output of the entity linking tool.
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Table 2. Performance of Baseline 2 without and with SRL graph extraction.

String similarity threshold

0.4 0.5 0.6 0.7 0.8 0.9

WITHOUT SRL precision EN [%] 2.2 5.0 11.3 19.3 21.9 21.6

precision ES [%] 0.7 1.9 5.0 6.3 12.5 21.4

F1-measure EN [%] 4.1 8.4 15.7 22.6 23.2 22.3

F1-measure ES [%] 1.4 2.9 6.0 6.8 14.3 22.0

WITH SRL precision EN [%] 3.2 6.7 16.8 24.3 23.5 22.5

precision ES [%] 0.7 1.9 5.6 3.2 10.0 0.0

F1-measure EN [%] 5.4 9.7 19.2 26.5 24.5 22.5

F1-measure ES [%] 1.2 2.5 6.2 3.1 10.5 0.0

7.3 Evaluation Results

Baseline 1: Results. A näıve selection of candidate properties based solely
on string similarity between the question tokens and property labels shows poor
overall performance on the English-language QALD-4 questions:

precision: 2.15 %
recall: 10.68 %
F1-measure: 3.58 %

As discussed in Sect. 7.2, this baseline is limited to English-language questions.

Baseline 2: Results. The top part of Table 2 shows the performance of Baseline
2 in the case without SRL graph extraction.

Due to the cross-lingual nature of property linking through our grounding
algorithm, there is a clear performance increase for Spanish-language questions.
It is also notable that the behaviour of the performance measure is consistent
over all string similarity thresholds for both languages. The bottom part of
Table 2 shows Baseline 2 results with SRL graph extraction. Here, we see a
small but consistent performance increase for the English language over Baseline
2 without SRL. This observation supports our assumption that the inclusion of
the semantic structure of annotated arguments as provided by Semantic Role
Labeling does improve performance.

Results with Grounded Cross-Lingual SRL Graph Clusters. The eval-
uation of our approach was conducted on the previously described (Table 1)
experimental datasets and a variety of different clustering configurations with
respect to different similarity matrices as well as different internal parameter
sets of the spectral clustering algorithm.
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Table 3. Best performing grounded clusters configurations for QALD-4 questions.

Lang. Clustering configuration Performance [%]

Metric #clusters #eigenvectors wmonolingual Precision Recall F1

ES m2 500 100 0.0 30.19 28.57 29.36

ES m2 200 100 0.0 30.05 28.44 29.22

ES m2 100 50 0.0 30.05 28.19 29.09

ES m2 200 50 0.0 29.77 28.19 28.96

EN m2 200 50 0.0 29.52 27.24 28.33

EN m2 100 50 0.0 29.44 27.09 28.22

EN m2 200 100 0.0 29.13 26.91 27.97

EN m2 10 50 0.0 28.99 26.74 27.82

Table 4. Best performing results for “short articles” vs “long articles”.

Lang. Clustering configuration Performance [%]

dataset # clusters # eigenvectors wmonolingual Precision Recall F1

EN 2 (short) 200 100 0.0 27.09 26.25 26.67

EN 2 (short) 200 50 0.0 24.12 23.85 23.98

ES 2 (short) 200 100 0.0 28.70 27.47 28.07

ES 2 (short) 200 50 0.0 27.68 26.50 27.07

EN l (long) 200 100 0.0 21.30 21.00 21.15

EN l (long) 200 100 0.0 20.38 20.19 20.28

ES l (long) 200 50 0.0 21.33 20.87 21.10

ES l (long) 200 50 0.0 18.98 18.64 18.81

Table 3 reports the results of several top performing configurations. It is
notable that across languages and different parameter sets, the completely cross-
lingual, entity-focused metric m2 outperforms the other configurations, which
supports the basic idea of our approach. In addition to this, we observe a con-
sistent improvement over our baselines for English, and even more so for the
Spanish language.

To investigate the effect of input data and parameter choice on the quality
of results, we conducted further experiments, which involved grounded clusters
computed on a weighted sum of all metrics with cross-lingual constraints. In
particular, we demonstrate the effect of the short- versus long-articles dataset,
i.e. the impact of more diverse input data. Table 4 shows results of this compar-
ison. Obviously, shorter and more concise articles seem to produce SRL graphs
with more meaningful clusters. It would be interesting to evaluate whether co-
reference resolution would improve the performance for longer articles.

Another aspect of interest is the effect of the number of Eigenvectors within the
spectral clustering algorithm. This parameter greatly increases the computational



350 A. Rettinger et al.

Table 5. Best performing results in respect to number of eigenvectors.

Lang. Clustering configuration Performance [%]

Dataset #clusters #eigenvectors wmonolingual Precision Recall F1

EN 2 (short) 500 500 0.5 27.65 27.15 27.04

EN 2 (short) 200 200 0.5 27.23 26.87 27.05

ES 2 (short) 200 500 0.5 29.09 27.35 28.19

ES 2 (short) 200 300 0.5 29.09 27.35 28.19

EN 2 (short) 200 50 0.5 25.00 24.56 24.77

EN 2 (short) 500 50 0.5 21.58 21.49 21.53

ES 2 (short) 200 50 0.5 18.02 17.94 17.98

ES 2 (short) 500 50 0.5 13.24 13.24 13.24

resources needed to compute the clustering. But our experimental results also
clearly show an advantage of a high number of Eigenvectors (Table 5).

Both experiments revealed that more input data as well as higher-dimensional
clustering has the potential to further improve the performance of our approach.
Another incentive for scaling those dimensions is to cover the long tail of relation
expressions. Still, we would argue that this limited evaluation clearly demon-
strates the benefits of our approach, since we outperform Baseline 2 by about
6 % and Baseline 2 is comparable to what is used in most of the related work.
That shows a big potential to improve those QA systems.

8 Conclusion and Future Work

This paper introduces an approach to unsupervised learning of a cross-lingual
semantic representation of relations expressed in text. To the best of our knowledge
this is the first meaning representation induced from text that is (i) cross-lingual,
(ii) builds on semantic instead of shallow syntactic features, and (iii) generalizes
over relation expressions. The resulting clusters of semantically related relation
graphs can be linked to DBpedia properties and thus support tasks like question
answering over linked data. Our results show that we can clearly outperform base-
line approaches on the sub-task of property linking.

Directions for future work include, learning the semantic representation from
more documents. Our current implementation serves as a strong proof-of-concept,
but does not yet cover the long tail of relation expressions sufficiently. Including
all Wikipedia articles resulting in millions of graphs is merely an engineering chal-
lenge, only the clustering step would need to be adjusted. In addition, we would
like to assess the potential of our approach to discover novel relation-types (and
their instantiations) to the knowledge base.
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Abstract. The decentral architecture behind the Web has led to pieces of
information being distributed across data sources with varying structure.
Hence, answering complex questions often requires combining informa-
tion from structured and unstructured data sources. We present HAWK,
a novel entity search approach for Hybrid Question Answering based on
combining Linked Data and textual data. The approach uses predicate-
argument representations of questions to derive equivalent combinations
of SPARQL query fragments and text queries. These are executed so as to
integrate the results of the text queries into SPARQL and thus generate
a formal interpretation of the query. We present a thorough evaluation of
the framework, including an analysis of the influence of entity annotation
tools on the generation process of the hybrid queries and a study of the
overall accuracy of the system. Our results show that HAWK achieves 0.68
respectively 0.61 F-measure within the training respectively test phases on
the Question Answering over Linked Data (QALD-4) hybrid query bench-
mark.

1 Introduction

Recent advances in question answering (QA) over Linked Data provide end
users with more and more sophisticated tools for querying linked data by allow-
ing users to express their information need in natural language [17,19,20]. This
allows access to the wealth of structured data available on the Semantic Web
also to non-experts. However, a lot of information is still available only in tex-
tual form, both on the Document Web and in the form of labels and abstracts in
Linked Data sources [9]. Therefore, a considerable number of questions can only
be answered by using hybrid question answering approaches, which can find and
combine information stored in both structured and textual data sources [22].

In this paper, we present HAWK, the (to best of our knowledge) first full-
fledged hybrid QA framework for entity search over Linked Data and textual
data. Given a textual input query q, HAWK implements an 8-step pipeline, which
comprises (1) part-of-speech tagging, (2) detecting entities in q, (3) dependency
parsing and (4) applying linguistic pruning heuristics for an in-depth analysis of
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 353–368, 2015.
DOI: 10.1007/978-3-319-18818-8 22
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the natural language input. The results of these first four steps is a predicate-
argument graph annotated with resources from the Linked Data Web. HAWK
then (5) assign semantic meaning to nodes and (6) generates basic triple patterns
for each component of the input query with respect to a multitude of features.
This deductive linking of triples results in a set of SPARQL queries containing
text operators as well as triple patterns. In order to reduce operational costs,
(7) HAWK discards queries using several rules, e.g., by discarding not connected
query graphs. Finally, (8) queries are ranked using extensible feature vectors and
cosine similarity.

Our main contributions can be summarized as follows:

– We present the first QA framework tackling hybrid question answering;
– HAWK analyses input queries based on predicate-argument trees to deeply

understand and match semantic resources;
– Our framework is generic as it does not rely on templates. It is thus inherently

able to cover a wide variety of natural language questions.
– The modular architecture of HAWK allows simple exchanging of pipeline parts

to enhance testing and deployment;
– Our evaluation suggests that HAWK is able to achieve F-measures of 0.61 on

rather small training datasets.

The rest of the paper is structured as follows: Afterwards, our methodol-
ogy is explained in detail in Sect. 2. HAWK’s performance and the influence
of entity annotation systems is evaluated in Sect. 3. Section 4 discusses related
work. Finally, we conclude in Sect. 5. Additional information can be found at
our project home page http://aksw.org/Projects/HAWK.html.

2 Method

In the following, we describe the architecture and methodology of HAWK. We
explain our approach by using the following running example: Which recipients
of the Victoria Cross died in the Battle of Arnhem? While this question
cannot be answered by using solely DBpedia or Wikipedia abstracts, combining
knowledge from DBpedia and Wikipedia abstracts allows deriving an answer to
this question. More specifically, DBpedia allows to retrieve all recipients of the
Victoria Cross using the triple pattern ?uri dbo:award dbr:Victoria Cross.

In order to find out whether the returned resources died in the Battle of Arn-
hem, the free text abstract of those resources need to be checked. For example,
the abstract for John Hollington Grayburn contains the following information:
‘he went into action in the Battle of Arnhem [...] but was killed after standing
up in full view of a German tank’.

Figure 1 gives an overview of the architecture of HAWK. In the following we
describe the depicted steps in more detail.

2.1 POS-Tagging, Segmentation

A large number of frameworks have been developed for these purposes over the
last years. We rely on clearNLP [3] which is based on transition-based dependency

http://aksw.org/Projects/HAWK.html


HAWK – Hybrid Question Answering Using Linked Data 355

Document Web Semantic Web

POS-Tagging 
Segmentation

Entity 
Annotation

Dependency 
Parsing

Linguistic 
Pruning

Semantic 
Pruning

SPARQL 
Generation

Semantic 
AnnotationRanking

Input 
Question

Output 
Entities

Fig. 1. Architectural overview of HAWK.

parsing and sophisticated segmentation algorithm. Regarding our running exam-
ple the following POS-tags are generated: Which(WDT) recipients(NNS) of(IN)
the(DT) Victoria(NNP) Cross(NNP) died(VBN) in(IN) the(DT) Battle(NNP)
of(IN) Arnhem(NNP)?(PUNCT).

2.2 Entity Annotation

HAWK identifies named entities and tries to link them to semantic entities from
the underlying knowledge base, in our case DBpedia 3.9, via well-established
entity annotation tools, also called entity tagging tools:

– Wikipedia Miner [14] is based on different facts like prior probabilities,
context relatedness and quality, which are then combined and tuned using a
classifier.

– DBpedia Spotlight [13] was published in 2011. This tool combines named
entity recognition and disambiguation based on DBpedia.

– TagMe 2 [6] is based on a directory of links, pages and an inlink graph
from Wikipedia. The approach recognizes entities by matching terms with
Wikipedia link texts and disambiguates the match using the in-link graph
and the page dataset.

– FOX [18] has been introduced 2014 as an ensemble learning-based approach
combining several state-of-the-art named entity recognition approaches. The
FOX framework outperforms the current state of the art entity recognizers
and relies on the entity linking tool AGDISTIS [23].

Additionally, we implemented two artificial spotters for evaluation:

– Union is a spotter that combines the result sets of the above introduced
spotters and returns thus a superset of all spotters.

– Optimal will spot all entities from the gold standard to be able to ignore
spotting influences in the following steps of the pipeline.
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For our running example, an optimal spotter identifies Victoria Cross and
Battle of Arnhem as resources form DBpedia. HAWK annotates the POS-tag
ADD to it. The influence of the entity annotation module is evaluated in Sect. 3.

2.3 Dependency Parsing

HAWK performs noun phrase detection for semantically meaningful word groups
not yet recognized by the entity annotation system also known as chunking. This
detection reuses the above mentioned POS-tagger. Input tokens will be com-
bined following manually-crafted linguistic heuristics derived from the bench-
mark questions, and their POS-tag is changed to CNN. Thus, the input is a
natural language question (list of keywords) and the output is a list of chunks,
see Algorithm 1. HAWK’s modular structure allows for an easy exchange of the
POS-tagger or dependency parser.

Algorithm 1. Algorithm for combining noun phrases
Data: Tokenized question (list) with Part-of-Speech-tags (POS-tags)
subsequence = ();
for t ∈ [0, |list|] do

token = list.get(t);
if subsequence = ∅ then

if pos(t) ∈ (CD|JJ|NN(.)∗|RB(.)∗) then subsequence.add(token);
else

if t + 1 < |list| ∧ pos(t) ∈ (IN) ∧ pos(t + 1) ∈ ((W)?DT) then
if subsequence.size() >= 2 then combine(subsequence);
subsequence = ();

else if pos(t − 1) ∈ (NNS) ∧ pos(t) ∈ (NNP(S)?) then
if subsequence.size() > 2 then combine(subsequence);
subsequence = ();

else if !pos(t − 1) ∈ (JJ|HYPH) ∧ (pos(t) ∈ (VB|WDT|IN))) then
if subsequence.size() > 1 then combine(subsequence);
subsequence = ();

else if pos(t) ∈ (NN(.)∗|RB|CD|CC|JJ|DT|IN|PRP|HYPH|VBN)
then

subsequence.add(token)
else

subsequence = ();
end

end

Subsequently, in order to capture linguistic and semantic relations, HAWK
parses the query using dependency parsing and semantic role labeling [3]. The
dependency parser is given the chunked question. The generated predicate-
argument tree is directed, acyclic, and all its nodes contain their POS-tags as
well as their labels, see Fig. 2.
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2.4 Linguistic Pruning

The natural language input can contain tokens that are meaningless for retriev-
ing the target information or even introduce noise in the process. HAWK there-
fore prunes nodes from the predicate-argument tree based on their POS-tags,
e.g., deleting all DET nodes, interrogative phrases such as Give me or List, and
auxiliary tokens such as did. Algorithm 2 details the algorithm for removing
nodes. Figure 3 depicts the predicate-argument tree obtained for our running
example after pruning.

Algorithm 2. Algorithm for pruning noisy nodes
Data: Dependency-argument tree with Part-of-Speech-tags
Queue queue = [tree.getRoot()];
while queue! = ∅ do

node = queue.poll();
if pos(node) ∈ (WDT|POS|WP$|PRP$|RB|PRP|DT|IN|PDT) then

tree.remove(node);
end
queue.add(node.getChildren());

end
if root.label == (“Give”) then

for childNode ∈ root.getChildren() do
if childNode == “me” then tree.remove(childNode);

end
end
if root.label ∈ {“List”, “Give”} then tree.remove(root);

Fig. 2. Predicate-argument tree for the example
question ‘Which recipients of the Victoria Cross
died in the Battle of Arnhem?’

Fig. 3. Tree after pruning.
Argument edges are ordered
from left to right.

2.5 Semantic Annotation

After linguistic pruning, HAWK annotates each node in the tree with possible
concepts from the knowledge base and its underlying ontology. To this end, our
framework uses information about possible verbalizations of ontology concepts,
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based on both rdfs:label information from the ontology itself and (if avail-
able) verbalization information contained in lexica. In general, such lexica offer
a range of lexical variants beyond the labels present in DBpedia. For example,
for the property spouse, the DBpedia English lexicon1 provides the noun entries
‘wife’ and ‘husband’ as well as the verb entry ‘to marry’.

HAWK now tries to match each node label to a class or property from the
DBpedia ontology using fuzzy string matching. Moreover, HAWK follows intu-
itions used in [19] to lower the number of annotations avoiding additional com-
putational effort. In particular, we consider the POS-tag of nodes to determine
the type of the target reference:

– nouns correspond to object type properties and classes
– verbs correspond to object type properties
– question words (e.g., who or where) correspond to classes (e.g., Person or
Place).

Afterwards, HAWK ranks properties according to their prominence score in
the knowledge base and returns only the top n properties. If the search does not
retrieve any annotations, we additionally ask the lemmata of the node label and
repeat the above described process to increase recall.

Considering our running example,the nodes died (VB) will be annotated
with dbo:deathplace and dbo:deathdate and the node recipients (NNS)
with dbo:award. After this step, either a node is annotated with a reference
from the knowledge base or it will be lead to a full-text lookup to be resolved to
a knowledge base resource as explained in the following section.

2.6 Generating SPARQL Queries

The core of HAWK is the generation of SPARQL queries from annotated and
pruned predicate-argument trees. It uses an Apache Jena FUSEKI2 server, which
implements the full-text search predicate text:query on a-priori defined literals
over configured predicates. Especially, the following predicates were indexed as
they yield a high information content with respect to DBpedia 3.9:

– dbpedia:abstract for general interest information about a resource not mod-
elled appropriately in the knowledge base

– rdfs:label to match resources not found by the entity annotation system
– dbpedia:redirect to identify common synonyms, e.g., ‘first man in space’

pointing to http://dbpedia.org/resource/Yuri Gagarin
– dc:subject for linking top-level categories like ‘assassin’ to resources like

http://dbpedia.org/resource/James Earl Ray.

Currently, HAWK resolves full-text information either by using exact matches
of node labels or fuzzy matches on each non-stopword token of a label; Table 1
depicts the two possibilities for the running example.
1 https://github.com/cunger/lemon.dbpedia.
2 http://jena.apache.org/documentation/serving data/.

http://dbpedia.org/resource/Yuri_Gagarin
http://dbpedia.org/resource/James_Earl_Ray
https://github.com/cunger/lemon.dbpedia
http://jena.apache.org/documentation/serving_data/
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Table 1. Examples for full-text query types.

Query type Query syntax Node label

Exact ?var text:query (’Battle of Arnhem’) Battle of Arnhem

Fuzzy ?var text:query (’Battle~1 AND Arnhem~1’) Battle of Arnhem

Table 2. Generated triple patterns for running example.

Node type Query fragment

CNN ?proj text:query (’Battle of Arnhem’)

?const text:query (’Battle of Arnhem’)

Verb ?proj dbo:deathPlace ?const

?const dbo:deathPlace ?proj

To capture the full semantics of an input question, HAWK traverses the
predicated-argument tree in a pre-order walk to reflect the empirical observa-
tion that (i) related information are situated close to each other in the tree
and (ii) information are more restrictive from left to right. This breadth-first
search visits each node and generates several possible triple patterns based on
the number of annotations and the POS-tag itself. That is, for each node a set
of SPARQL query patterns is generated following the rules depicted in Table 3
w.r.t. ontology type information, e.g., a variable bound to the class Place will
not have an outgoing predicate birthPlace.

Using this approach allows HAWK to be independent of SPARQL templates
and to work on natural language input of any length and complexity. Each pat-
tern contains at least one variable from a pre-defined set of variables, i.e., ?proj
for the resource projection variable, ?const for resources covering constraints
related to the projection variable as well as a variety of variables for predicates
to inspect the surrounding of elements in the knowledge base graph. Table 2
shows generated triple patterns for parts of the example query.

During this process, each iteration of the traversal appends the generated
patterns to each of the already existing SPARQL queries. This combinator-
ial effort results in covering every possible SPARQL graph pattern given the
predicate-argument tree.

2.7 Semantic Pruning of SPARQL Queries

Producing the n-fold-cross-product of possible pattern combinations generates a
huge number of SPARQL queries, most of which are semantically senseless,e.g., a
city that has a birth date. To effectively handle this large set of queries and reduce
the computational effort, HAWK implements various methods for pruning:

– #textfilter: HAWK can safely assume that SPARQL queries containing full-
text lookups over more than one variable or containing more than two node
labels do not yield semantically senseful information and thus discards such
queries.
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Table 3. Triple patterns for generating SPARQL queries while traversal.

Node POS-tag and non-empty annotations Query fragment

VB(.)* ?proj Annotation ?const.

VB(.)* ?const Annotation ?proj.

VB(.)* ?const ?proot ?proj.

NN(.)*|WRB ?proj Annotation ?const.

NN(.)*|WRB ?const Annotation ?proj.

NN(.)*|WRB ?proj a Annotation.

NN(.)*|WRB ?const a Annotation.

NN(.)*|WRB ?const text:query (node label)

WP ?const a Annotation.

WP ?proj a Annotation.

In all cases Add empty triple pattern

Node POS-tag and empty annotations Query Fragment

CNN|NNP(.)*|JJ|CD ?proj text:query (node label)

CNN|NNP(.)*|JJ|CD ?const text:query (node label)

VB(.)* ?proj text:query (node label)

VB(.)* ?const text:query (node label)

ADD ?proj ?pbridge nodeURI.

ADD FILTER (?proj IN (nodeURI))

ADD ?proj text:query (node label)

ADD ?const text:query (node label)

NN|NNS ?proj text:query (node label)

NN|NNS ?const text:query (node label)

In all cases Add empty triple pattern

– #unbound triple pattern: SPARQL queries containing more than one
triple pattern of the form ?varx ?vary ?varz or one such triple pattern and
only text searches, lead to a traversal of large parts of the knowledge base
graph and high computational effort.

– Unconnected query graph: SPARQL query graphs which are not con-
nected from cartesian products are pruned for the sake of runtime and their
lack of semantics.

– Cyclic triple: Queries containing edges of the form ?s <http://xyz> ?o. ?o
<http://xyz> ?s or ?s <http://xyz> ?o. ?s <http://abc> ?o are also
removed.

– Missing projection variable: The before mentioned traversal and SPARQL
generation process can produce SPARQL queries without triple patterns con-
taining the projection variable. These queries are also removed from the set
of queries.
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– Disjointness: Also SPARQL queries with triple patterns violating disjoint-
ness statements are discarded:
• ?s a cls . ?s p ?o . if cls and domain of p are disjoint
• ?o a cls . ?s p ?o . if cls and range of p are disjoint
• ?s p1 ?o1 . ?s p2 ?o2 . if domain of p1 and p2 are disjoint
• ?s1 p1 ?o . ?s2 p2 ?o . if range of p1 and p2 are disjoint
• ?s p1 ?o . ?s p2 ?o . if p1 and p2 are disjoint.
Due to lack of explicit disjointness statements in many knowledge bases, we
(heuristically) assume that classes and properties that are not related via
subsumption hierarchy are disjoint.

Although semantic pruning drastically reduces the amount of queries, it often
does not result in only one query. HAWK thus requires a final ranking step before
sending the SPARQL query to the target triple store.

2.8 Ranking

HAWK ranks queries using supervised training based on the gold standard
answer set from the QALD-4 benchmark. In the training phase, all generated
queries are run against the underlying SPARQL endpoint. Comparing the results
to the gold standard answer set, HAWK stores all queries resulting with the same
high F-measure. Afterwards the stored queries are used to calculate an aver-
age feature vector comprising simple features mimicking a centroid-based cosine
ranking. HAWK’s ranking calculation comprises the following components:

– NR OF TERMS calculates the number of nodes used to form the full-text
query part as described in Sect. 2.6.

– NR OF CONSTRAINTS counts the amount of triple patterns per SPARQL
query.

– NR OF TYPES sums the amount of patterns of the form ?var rdf:type
cls.

– PREDICATES generates a vector containing an entry for each predicate
used in the SPARQL query.

While running the test phase of HAWK, the cosine similarity between each
SPARQL query using the above mentioned features and the average feature
vector of training queries is calculated. Moreover, HAWK determines the target
cardinality x, i.e., LIMIT x, of each query using the indicated cardinality of
the first seen POS-tag of the input query, e.g., the POS-tag NNS demands the
plural while NN demands the singular case and thus leads to different x. The
performance of this ranking approach is evaluated in Sect. 3.

3 Evaluation

3.1 Benchmark

We evaluate HAWK against the QALD [21] benchmark. QALD has been used
widely to evaluate question answering systems, e.g., TBSL, SINA, FREyA or
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QAKiS, which are presented in Sect. 4. In the recent fourth installment of QALD,
hybrid questions on structured and unstructured data became a part of the
benchmark. To evaluate HAWK, we focus on this hybrid training dataset com-
prising 25 questions, 17 out of which are entity searches using only DBpedia
type information, no aggregation process and require only SELECT-queries. The
available test dataset comprises only 10 question with 6 entity searches and lin-
guistic structures that are completely different from the training dataset. Before
evaluation, we had to curate the benchmark datasets regarding, among oth-
ers, incorrect grammar, typological errors, duplicate resources in the answer set.
The cleaned datasets can be found in our source code repository.3 Without this
correction HAWK’s f-measure shrinks to nearly zero for questions containing
failures. To the best of our knowledge there is no other published approach on
hybrid question answering.

3.2 Influence of the Entity Annotation System

First, we evaluated the influence of the applied entity annotation systems to
the overall ability to produce correct answers. Thus, HAWK has been run using
DBpedia Spotlight, TagMe, Fox and Wikipedia Miner. Additionally, an optimal
entity annotator derived from the gold standard as well as an union of all entity
annotation results was analysed.

Our results suggest that HAWK is able to retrieve correct answers with an
F-measure of 0.68 using FOX as entity annotation system and assuming an opti-
mal ranking. Furthermore, the optimal ranker is only able to achieve an F-measure
of 0.58 since HAWK can cope better with missing annotation results and is tuned
towards retrieving full-text information. Against intuition, the Union annotator
is the worst annotation system. Merging all annotation results in queries con-
sisting solely of semantic resources eliminating the possibility to match ontology
properties and classes to important parts of the query, e.g., matching the word
author to resource rather than to a property prevents HAWK from generat-
ing the correct SPARQL query. Thus, the Union annotator achieves only an
F-measure of 0.10.4

3.3 Influence of the Ranking Method

Next, evaluating the effectiveness of the feature-based ranking has to include an
in-depth analysis of the contribution of each feature to the overall result. Thus,
we calculated the power set of the set of features and evaluated each feature
group using the F-measure reached by the top n queries. Figures 4 and 5 show
the F-measure@N for all query result sets of size N from all 17 questions.

Delving deeper into this analysis, we find:

– Although NR OF TERMS produces the largest sum of F-measures as a
single feature, NR OF CONSTRAINTS achieves a higher F-measure as

3 https://github.com/AKSW/hawk/tree/master/resources.
4 Details on this evaluation can be found in the supplement on our project homepage.

https://github.com/AKSW/hawk/tree/master/resources
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Fig. 4. F-measures on training dataset using N = [1, . . . , 10] and one feature.

Fig. 5. F-measures on training dataset using N = [1, . . . , 10] and two features.

soon as N = 7 due to the larger number of needed constraints with respect
to the query length.

– The highest mass of F-measure reaches the pair PREDICATES, NR OF
TERMS with an F-measure of 0.58 at N = 10. However, HAWK is able
to achieve a higher F-measure of 0.61 at N = 10 using NR OF TERMS,
NR OF CONSTRAINTS.

– We only regard the top-10-ranked queries. The correct queries belonged to
the top-n queries as shown in Table 4.

– The combination of three or all four features does not lead to an improvement.

HAWK generates up to 15000 SPARQL queries per question containing more
than one query generating the correct answer. We consider ranking the resulting
SPARQL queries most challenging with respect to the fact that an ideal ranking
can lead to F-measures up to 0.72 at N = 1.

3.4 Error Analysis

In the following, we analyze error sources in HAWK based on the training queries
failing to reach a higher F-measure. Table 4 shows for each entity search question
from the training dataset its evaluation results.
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Table 4. Micro measures: Precision = 0.70 Recall = 0.85 F-measure = 0.72 at 17
queries from QALD 4 training set. Red indicates inability to generate correct query,
Blue indicates missing precision and green missing recall.

– Entity Annotation: Queries 1, 11 and 15 cannot be answered by HAWK
due to failing entity annotation. None of the tested annotation tools was able
to either find the resources Jane T. Austion nor G8 or Los Alamos. Without
matching entity annotations a full-text search retrieves too many matches for
reaching high precision values on limited result set.

– Missing type information: some of the resources of the gold standard do
not have appropriate type information leading to a high amount of queries
that need to be ranked correctly.

– Query structure: Queries like 11 or 15 inherit complex query structures
leading to a multitude of interpretations while generating the SPARQL query
graph.
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4 Related Work

Hybrid question answering is related to the fields of hybrid search and question
answering over structured data. In the following, we thus give a brief overview
of the state of the art in these two areas of research.

First, we present hybrid search approaches which use a combination of struc-
tured as well as unstructured data to satisfy an user’s information need.
Semplore [25] is the first known hybrid search engine by IBM. It combines
existing information retrieval index structures and functions to index RDF data
as well as textual data. Semplore focuses on scalable algorithms and is eval-
uated on an early QALD dataset. Bhagdev et al. [1] describe an approach
to hybrid search combining keyword searches, Semantic Web inferencing and
querying. The proposed K-Search outperforms both keyword search and pure
semantic search strategies. Additionally, an user study reveals the acceptance of
the Hybrid Search paradigm by end users. A personalized hybrid search imple-
menting a hotel search service as use case is presented in [24]. By combining
rule-based personal knowledge inference over subjective data, such as expen-
sive locations, and reasoning, the personalized hybrid search has been proven to
return a smaller amount of data thus resulting in more precise answers. Unfortu-
nately, the paper does not present any qualitative evaluation and it lacks source
code and test data for reproducibility. All presented approaches fail to answer
natural-language questions. Besides keyword-based search queries, some search
engines already understand natural language questions. Question answering is
more difficult than keyword-based searches since retrieval algorithms need to
understand complex grammatical constructs.

Second, we explain several QA approaches in the following. Schlaefer
et al. [16] describeEphyra, an open-source question answering systemand its exten-
sion with factoid and list questions via semantic technologies. Using Wordnet as
well as an answer type classifier to combine statistical, fuzzy models and previ-
ously developed, manually refined rules. The disadvantage of this system lies in
the hand-coded answer type hierarchy. Cimiano et al. [4] developed ORAKEL to
work on structured knowledge bases. The system is capable of adjusting its natural
language interface using a refinement process on unanswered questions. Using F-
logic and SPARQL as transformation objects for natural language user queries it
fails to make use of Semantic Web technologies such entity disambiguation. Lopez
et al. [11] introduce PowerAqua, another open source system, which is agnostic
of the underlying yet heterogeneous sets of knowledge bases. It detects on-the-
fly the needed ontologies to answer a certain question, maps the users query to
Semantic Web vocabulary and composes the retrieved (fragment-) information to
an answer. However, PowerAqua is outperformed by TBSL (see below) in terms
of accuracy w.r.t. the state-of-the-art QALD 3 benchmark. Damljanovic et al. [5]
present FREyA to tackle ambiguity problems when using natural language inter-
faces. Many ontologies in the Semantic Web contain hard to map relations, e.g.,
questions starting with ‘How long. . .’ can be disambiguated to a time or a distance.
By incorporating user feedback and syntactic analysis FREyA is able to learn the
users query formulation preferences increasing the systems question answering
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precision. Cabrio et al. [2] present a demo ofQAKiS, an agnostic QA system groun-
ded in ontology-relation matches. The relation matches are based on surface forms
extracted from Wikipedia to enforce a wide variety of context matches, e.g., a rela-
tion birthplace(person, place) can be explicated by X was born in Y or Y is the
birthplace of X. Unfortunately, QAKiS matches only one relation per query and
moreover relies on basic heuristics which do not account for the variety of nat-
ural language in general. Unger et al. [20] describe Pythia, a question answering
system based on two steps. First, it uses a domain-independent representation
of a query such as verbs, determiners and wh-words. Second, Pythia is based on
a domain-dependent, ontology-based interface to transform queries into F-logic.
Unfortunately, Pythia does not scale for larger domains since manual mapping
of ontology terms via LexInfo is required. Moreover, Unger et al. [19] present a
manually curated, template-based approach, dubbed TBSL, to match a question
against a specific SPARQL query. Combining natural language processing capabil-
ities with Linked Data leads to good benchmark results on the QALD-3 benchmark
(see below). TBSL cannot be used to a wider variety of natural language questions
due to its limited repertoire of 22 templates. Shekarpour et al. [17] develop SINA a
keyword and natural language query search engine which is aware of the underly-
ing semantics of a keyword query. The system is based on Hidden Markov Models
for choosing the correct dataset to query.Treo [8] emphasis the connection between
the semantic matching of input queries and the semantic distributions underlying
knowledge bases. The tool provides an entity search, a semantic relatedness mea-
sure, and a search based on spreading activation. Recently, Peng et al. [15] describe
an approach for hybrid QA mapping keywords as well as resource candidates to
modified SPARQL queries. Due to its novelty we were not able to compare it to
HAWK.

Several industry-driven QA-related projects have emerged over the last years.
For example, DeepQA of IBM Watson [7], which was able to win the Jeopardy!
challenge against human experts. Further, KAIST’s Exobrain5 project aims to
learn from large amounts of data while ensuring a natural interaction with end
users. However, it is yet limited to Korean for the moment.

The field HAWK refers to is hybrid question answering for the Semantic
Web, i.e., QA based on hybrid data (RDF and textual data). To the best of our
knowledge, none of the previous works has addressed this question so far. For
further insights please refer to [10,12] which present surveys on existing question
answering approaches.

5 Conclusion

In this paper, we presented HAWK, the first hybrid QA system for the Web
of Data. We showed that by using a generic approach to generate SPARQL
queries out of predicate-argument structures, HAWK is able to achieve up to
0.68 F-measure on the QALD-4 benchmark. Our work on HAWK however also
revealed several open research questions, of which the most important lies in
5 http://exobrain.kr/.

http://exobrain.kr/
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finding the correct ranking approach to map a predicate-argument tree to a pos-
sible interpretation. So far, our experiments reveal that the mere finding of the
right features for this endeavor remains a challenging problem. We thus aim to
apply an automatic feature engineering approach from deep learning in future
works to automatically generate the correct ranking function. Moreover, we aim
to integrate HAWK in domain-specific information systems where the more spe-
cialized context will most probably lead to higher F-measures. Additionally, we
will assess the impact of full-text components over regular LD components for
QA, partake in the creation of larger benchmarks (we are working on QALD-5)
and aim towards multilingual, schema-agnostic queries. Negations within ques-
tions and improved ranking will also be considered. Finally, several components
of the HAWK pipeline are computationally very complex. Finding more time-
efficient algorithms for these steps will be addressed in future works.

Acknowledgments. This work has been supported by the ESF, the Free State of
Saxony and the FP7 project GeoKnow (GA No. 318159).
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Abstract. With the adoption of RDF across several domains, come
growing requirements pertaining to the completeness and quality of RDF
datasets. Currently, this problem is most commonly addressed by man-
ually devising means of enriching an input dataset. The few tools that
aim at supporting this endeavour usually focus on supporting the manual
definition of enrichment pipelines. In this paper, we present a supervised
learning approach based on a refinement operator for enriching RDF
datasets. We show how we can use exemplary descriptions of enriched
resources to generate accurate enrichment pipelines. We evaluate our
approach against eight manually defined enrichment pipelines and show
that our approach can learn accurate pipelines even when provided with
a small number of training examples.

1 Introduction

Over the last years, the Linked Data principles have been used across academia
and industry to publish and consume linked data [16]. With this adoption of
Linked data come novel challenges pertaining to the integration of these datasets
for dedicated applications such as tourism, question answering, enhanced reality
and many more. Providing consolidated and integrated datasets for these appli-
cations demands the specification of data enrichment pipelines, which describe
how data from different sources is to be integrated and altered so as to abide
by the precepts of the application developer or data user. Currently, most devel-
opers implement customized pipelines by compiling sequences of tools manually
and connecting them via customized scripts. While this approach most com-
monly leads to the expected results, it is time-demanding and resource-intensive.
Moreover, the results of this effort can most commonly only be reused for new
versions of the input data but cannot be ported easily to other datasets. Over
the last years, a few frameworks for RDF data enrichment such as LDIF1 and
DEER2 have been developed. The frameworks provide enrichment methods such
as entity recognition [22], link discovery [15] and schema enrichment [4]. However,
devising appropriate configurations for these tools can prove a difficult endeav-
our, as the tools require (1) choosing the right sequence of enrichment functions

1 http://ldif.wbsg.de/.
2 http://aksw.org/Projects/DEER.html.
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and (2) configuring these functions adequately. Both the first and second task
can be tedious.

In this paper, we address this problem by presenting a supervised machine
learning approach for the automatic detection of enrichment pipelines based on a
refinement operator and self-configuration algorithms for enrichment functions.
Our approach takes pairs of concise bounded descriptions (CBDs) of resources
{(k1, k′

1) . . . (kn, k′
n)} as input, where k′

i is the enriched version of ki. Based on
these pairs, our approach can learn sequences of atomic enrichment functions
that aim to generate each k′

i out of the corresponding ki. The output of our app-
roach is an enrichment pipeline that can be used on whole datasets to generate
enriched versions.

Overall, we provide the following core contributions: (1) We define a super-
vised machine learning algorithm for learning dataset enrichment pipelines based
on a refinement operator. (2) We provide self-configuration algorithms for five
atomic enrichment steps. (3) We evaluate our approach on eight manually defined
enrichment pipelines on real datasets.

2 Preliminaries

Enrichment: Let K be the set of all RDF knowledge bases. Let K ∈ K be
a finite RDF knowledge base. K can be regarded as a set of triples (s, p, o) ∈
(R ∪ B) × P × (R ∪ L ∪ B), where R is the set of all resources, B is the set of
all blank nodes, P the set of all predicates and L the set of all literals. Given
a knowledge base K, the idea behind knowledge base enrichment is to find an
enrichment pipeline M : K → K that maps K to an enriched knowledge base K ′

with K ′ = M(K). We define M as an ordered list of atomic enrichment functions
m ∈ M, where M is the set of all atomic enrichment functions. 2M is used to
denote the power set of M, i.e. the set of all enrichment pipelines. The order
of elements in M determines the execution order, e.g. for an M = (m1,m2,m3)
this means that m1 will be executed first, then m2, finally m3. Formally,

M =

{
φ if K = K ′,
(m1, . . . ,mn),where mi ∈ M, 1 ≤ i ≤ n otherwise,

(1)

where φ is the empty sequence. Moreover, we denote the number of elements of
M with |M |. Considering that a knowledge base is simply a set of triples, the
task of any atomic enrichment function is to (1) determine a set of triples Δ+

to be added the source knowledge base and/or (2) determine a set of triples Δ−

to be deleted from the source knowledge base. Any other enrichment process can
be defined in terms of Δ+ and Δ−, e.g. altering triples can be represented as
combination of addition and deletion.

In this article we cover two problems: (1) how to create self-configurable
atomic enrichment functions m ∈ M capable of enriching a dataset and (2) how
to automatically generate an enrichment pipeline M . As a running example, we
use the portion of DrugBank shown in Fig. 1. The goal of the enrichment here is
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Fig. 1. RDF graph of the running example. Ellipses are RDF resources, literals are
rectangular nodes. Gray nodes stand for resources in the input knowledge base while
nodes with a white background are part of an external knowledge base.

to gather information about companies related to drugs for a market study. To
this end, the owl:sameAs links to DBpedia (prefix db) need to be dereferenced.
Their rdfs:comment then needs to be processed using an entity spotter that will
help retrieve resources such as the Boots Company. Then, these resources need
to be attached directly to the resources in the source knowledge base, e.g., by
using the :relatedCompany property. Finally, all subjects need to be conformed
under one subject authority (prefix ex).

Refinement Operators: Below, we give definitions of refinement operators and
their properties. Refinement operators have traditionally been used, e.g. in [11],
to traverse search spaces in structured machine learning problems. Their theo-
retical properties give an indication of how suitable they are within a learning
algorithm in terms of accuracy and efficiency.

Definition 1 (Refinement Operator and Properties). Given a quasi-
ordered space (S,�) an upward refinement operator r is a mapping from S to
2S such that ∀s ∈ S : s′ ∈ r(s) ⇒ s � s′. s′ is then called a generaliza-
tion of s. A pipeline M2 ∈ M belongs to the refinement chain of M1 ∈ M
iff ∃i ∈ N : M2 ∈ ri(M1), where r0(M) = M and ri(M) = r(ri−1(M)).
A refinement operator r over the quasi-ordered space (S,�) can abide by the
following criteria. r is finite iff r(s) is finite for all s ∈ S. r is proper if
∀s ∈ S, s′ ∈ r(s) ⇒ s 	= s′. r is complete if for all s and s′, s′ � s implies
that there is a refinement chain between s and s′. A refinement operator r over
the space (S,�) is redundant if two different refinement chains can exist between
s ∈ S and s′ ∈ S.

3 Knowledge Base Enrichment Refinement Operator

Our refinement operator expects the set of atomic enrichment functions M as
input and returns an enrichment pipeline M as output. Each positive example
e ∈ E is a pair of CBDs (k, k′), with k ⊆ K and k′ ⊆ K ′, the K ′ stands
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Fig. 2. Ibuprofen concise bound description before and after enrichment

for the enriched version of K. Note that we model CBDs as sets of RDF triples.
Moreover, we denote the resource with the CBD k as resource(k). For our running
example, the set E could contain the pair shown in Fig. 2a as k and in Fig. 2b
as k′.

The set of all first elements of the pairs contained in E is denoted source(E).
The set of all second elements is denoted target(E). To compute the refinement
pipeline M , we employ an upward refinement operator (which we dub ρ) over
the space 2M of all enrichment pipelines. We write M ⊇ M ′ when M ′ is a
subsequence of M , i.e., m′

i ∈ M ′ → m′
i = mi, where mi resp. m′

i is the ith

element of M resp. M ′.

Proposition 1 (Induced Quasi-Ordering). ⊇ induces a quasi-ordering over the
set 2M.

Proof. The reflexivity of ⊇ follows from each M being a subsequence of itself.
The transitivity of ⊇ follows from the transitivity of the subsequence relation.
Note that ⊇ is also antisymmetric. �
We define our refinement operator over the space (2M,⊇) as follows:

ρ(M) =
⋃

∀m∈M
M ++ m ( ++ is the list append operator) (2)

We define precision P (M) and recall R(M) achieved by an enrichment pipeline
on E as

P (M) =

∣
∣
∣
∣
∣

⋃

k∈source(E)

M(k)
⋂

⋃

k′∈target(E)

k′
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

⋃

k∈source(E)

M(k)

∣
∣
∣
∣
∣

, R(M) =

∣
∣
∣
∣
∣

⋃

k∈source(E)

M(k)
⋂

⋃

k′∈target(E)

k′
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

⋃

k′∈target(E)

k′
∣
∣
∣
∣
∣

.

(3)
The F-measure F (M) is then

F (M) =
2P (M)R(M)

P (M) + R(M)
. (4)

Using Fig. 2a from our running example as source and Fig. 2b as target with
the CBD of :Iboprufen being the only positive example, an empty enrichment
pipeline M = φ would have a precision of 1, a recall of 3

4 and an F-measure of
6
7 . Having defined our refinement operator, we now show that ρ is finite, proper,
complete and not redundant.
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Proposition 2. ρ is finite.

Proof. This is a direct consequence of M being finite. �
Proposition 3. ρ is proper.

Proof. As the quasi order is defined over subsequences, i.e. the space (2M,⊇),
and we have |M ′| = |M | + 1 for any M ′ ∈ ρ(M), ρ is trivially proper. �
Proposition 4. ρ is complete.

Proof. Let M resp. M ′ be an enrichment pipeline of length n resp. n′ with
M ′ ⊇ M . Moreover, let m′

i be the ith element of M ′. Per definition, M++ m′
n+1 ∈

ρ(M). Hence, by applying ρ n′ − n times, we can generate M ′ from M . We can
thus conclude that ρ is complete. �
Proposition 5. ρ is not redundant.

Proof. ρ being redundant would mean that there are two refinement chains that
lead to a single refinement pipeline M . As our operator is equivalent to the list
append operation, it would be equivalent to stating that two different append
sequences can lead to the same sequence. This is obviously not the case as
each element of the list M is unique, leading to exactly one sequence that can
generate M . �

4 Learning Algorithm

The learning algorithm is inspired by refinement-based approaches from induc-
tive logic programming. In these algorithms, a search tree is iteratively built up
using heuristic search via a fitness function. We formally define a node N in a
search tree to be a triple (M,f, s), where M is the enrichment pipeline, f ∈ [0, 1]
is the F-measure of M (see Eq. 4), and s ∈ {normal, dead} is the status of the
node. Given a search tree, the heuristic selects the fittest node in it, where fitness
is based on both F-measure and complexity as defined below.

4.1 Approach

For the automatic generation of enrichment pipeline specifications, we created
a learning algorithm based on the previously defined refinement operator. Once
provided with training examples, the approach is fully automatic. The pseudo-
code of our algorithm is presented in Algorithm4.1.

Our learning algorithm has two inputs: a set of positive examples E and a
set of atomic enrichment operators M. E contains pairs of (k, k′) where each
k contains a CBD of one resource from an arbitrary source knowledge base
K and k′ contains the CBD of the same resource after applying some manual
enrichment. Given E , the goal of our algorithm is to learn an enrichment pipeline
M that maximizes F (M) (see Eq. 4).
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As shown in Algorithm 4.1, our approach starts by generating an empty
refinement tree τ which contains only an empty root node. Using E , the algo-
rithm then accumulates all the original CBDs in k (Source(E)). Using the
same procedure, k′ is accumulated from E as the knowledge base containing
the enriched version of k (Target(E)). Until a termination criterion holds
(see Sect. 4.3), the algorithm keeps expanding the most promising node (see
Sect. 4.2). Finally, the algorithm ends by returning the best pipeline found in τ :
(GetPipeline(GetMaxQualityNode(τ))).

Having a most promising node t at hand, the algorithm first applies our refine-
ment operator (see Eq. 2) against the most promising enrichment pipeline Mold

included in t to generate a set of atomic enrichment functions M ← ρ(Mold).
Consequently, using both kold (as the knowledge base generated by applying Mold

against k) and k′, the algorithm applies the self configuration process of the cur-
rent atomic enrichment function m ← SelfConfig(m, kold, k) to generate a
set of parameters P (a detailed description for this process is found in Sect. 5).
Afterwards, the algorithm runs m against kold to generate the new enriched
knowledge base knew ← m(kold, P ). A dead node N ← CreateNode(M , 0,
dead) is created in two cases: (1) m is inapplicable to kold (i.e., P == null) or
(2) m does no enrichment at all (i.e., knew is isomorphic3 to kold). Otherwise, the
algorithm computes the F-measure f of the generated dataset knew. M along
with f are then used to generate a new search tree node N ← CreateNode(M ,
f , normal)). Finally, N is added as a child of t (AddChild(t, N)).

4.2 Most Promising Node Selection

Here we describe the process of selecting the most promising node t ∈ τ as
in GetMostPromisingNode() subroutine in Algorithm4.1. First, we define
node complexity as linear combination of the node’s children count and level.
Formally,

Definition 2. (Node Complexity). The complexity of a node N = (M,f, s)
in a refinement tree τ is a function c : N × τ → [0, 1], where c(N, τ) = α |Nd|

|τ | +
β Nl

τd
, |Nd| is number of all N ’s descendant nodes, |τ | is the total number of nodes

in τ , Nl is N ’s level, τd is τ ’s depth, α is the children penalty weight, β is the
level penalty weight and α + β = 1. Seeking for simplicity, we will use the c(N)
instead of c(N, τ) in the rest of this paper.

We can then define the fitness f(N) of a normal node N as the difference between
its enrichment pipeline F-measure (Eq. 4) and weighted complexity. f(N) is zero
for dead nodes. Formally,

Definition 3. (Node Fitness). Let N = (M,f, s) be a node in a refinement
tree τ , N ’s fitness is the function

f(N) =

{
0 if s = dead,

F (M) − ω · c(N) if s = normal.
(5)

3 http://www.w3.org/TR/rdf11-concepts/.

http://www.w3.org/TR/rdf11-concepts/
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where M is the enrichment pipeline contained in the node N , ω is the complexity
weight and 0 ≤ ω ≤ 1.

Note, that we use the complexity of pipelines as second criterion, which makes
the algorithm (1) more flexible in searching less explored areas of the search
space, and (2) leads to simpler specification being preferred over more complex
ones (Occam’s razor [3]). The parameter ω can be used to control the trade-off
between a greedy search (ω = 0) and search strategies closer to breadth first
search (ω > 0). The fitness function can be defined independently of the core
learning algorithm.

Consequently, the most promising node is the node with the maximum fitness
through the whole refinement tree τ . Formally, the most promising node t is
defined as t = arg max

∀N∈τ
f(N), where N is not a dead node. Note that if several

nodes achieve a maximum fitness, the algorithm chooses the shortest node as it
aims to generate the simplest enrichment pipeline possible.

Algorithm 4.1. EnrichmentPipelineLearner(E+,M)

comment: initialize τ

τ ← CreateRootNode()
k ← Source(E)
k′ ← Target(E)
repeat⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

comment: Expand most promising node of τ

t ← GetMostPromisingNode(τ)
Mold ← GetPipeline(t)
M ← ρ(Mold)
comment: Create a child of t for each m ∈ M
for each m ∈ M

do

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

kold ← Mold(k)
P ← SelfConfig(m, kold, k

′)
knew ← m(kold, P )
if P == null or knew == kold

then
{
N ← CreateNode(M, 0, dead)

else
{

f ← F(m)
N ← CreateNode(M,f, normal)

AddChild(t,N)
until TerminationCriterionHolds(τ)
return (GetPipeline(GetMaxQualityNode(τ)))

4.3 Termination Criteria

The subroutine TerminationCriterionHolds() in Algorithm 4.1 can check
several termination criteria depending on configuration: (1) optimal enrichment
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pipeline found (i.e., a fixpoint is reached), (2) maximum number of iterations
reached, (3) maximum number of refinement tree nodes reached, or a combina-
tion of the aforementioned criteria. Note that the termination criteria can be
defined independently of the core learning algorithm.

5 Self-Configuration

To learn an appropriate specification from the input positive examples, we need
to develop self-configuration approaches for each of our framework’s atomic
enrichment functions. The input for each of these self-configuration procedures is
the same set of positive examples E provided to our pipeline learning algorithm
(Algorithm 4.1). The goal of the self-configuration process of an enrichment func-
tion is to generate a set of parameters P = {(mp1, v1), . . . , (mpm, vm)} able to
reflect E as well as possible. In cases when insufficient data is contained in E to
carry out the self-configuration process, an empty list of parameters is returned
to indicate inapplicability of the enrichment function.

5.1 Dereferencing Enrichment Functions

The idea behind the self-configuration process of the enrichment by dereferencing
is to find the set of predicates Dp from the enriched CBDs that are missing
from source CBDs. Formally, for each CBD pair (k, k′) construct a set Dp ⊆ P
as follows: Dp = {p′ : (s′, p′, o′) ∈ k′}\{p : (s, p, o) ∈ k}. The dereferencing
enrichment function will dereference the object of each triple of ki given that
this object is an external URI, i.e. all o in ki with (s, p, o) ∈ ki, o ∈ R and o is
not in the local namespace of the dataset will be dereferenced. Dereferencing an
object returns a set of triples. Those are filtered using the previously constructed
property set Dp, i.e. when dereferencing o the enrichment function only retains
triples with subject o and a predicate contained in Dp. The resulting set of triples
is added to the input dataset.

We illustrate the process using our running example: In the first step, we
compute the set Dp = {:relatedCompany, rdfs:comment} which consists of the
properties occurring in the target but not in the source CBD. In the second step,
we collect the set of resources to dereference, which only consists of the element
db:Ibuprofen. In the third step, we perform the actual dereferencing operation
and retain triples for which the subject is db:Ibuprofen and the predicate is
either :relatedCompany or rdfs:comment. In our example, no triples with pred-
icate :relatedCompany exist, but we will find the desired triple (db:Ibuprofen,
rdfs:comment, "Ibuprofen ..."), which is then added to the input dataset.

5.2 Linking Enrichment Function

The aim of link discovery is as follows: Given two sets Rs ⊆ R of source resources
and Rt ⊆ R of target resources, we aim to discover links L ⊆ Rs × Rt such that
for any (s, t) ∈ L we have δ(s, t) ≤ θ where δ is a similarity function and θ a
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threshold value. The goal of the linking enrichment function is to learn so called
link specifications including a similarity function δ and a threshold θ. To this
aim, we rely on an unsupervised hierarchical search approach, which optimizes
a target function akin to F-measure. The search space of all link specifications is
split into a grid and the approach computes the objective function for all points in
the grid. Thereafter, the region surrounding the point which achieves the highest
score is selected as new search space. This approach is applied iteratively until
a stopping condition (e.g., a maximal number of iterations) is reached. More
details can be found at [18].

5.3 NLP Enrichment Function

The basic idea here is to enable the extraction of all possible named entity types.
If this leads to the retrieval of too many entities, the unwanted predicates and
resources can be discarded in a subsequent step. The self-configuration of the
NLP enrichment function is parameter-free and relies on FOX [17]. The applica-
tion of the NLP self configuration to our running example generates all possible
entities included in the literal object of the rdfs:comment predicate. The result
is a set of related named entities all of them related to our ex:Iboprufen object
by the default predicate fox:relatedTo as shown Fig. 3a. In the following 2 sec-
tions we will see how our enrichment functions can refine some of the generated
triples and delete others.

5.4 Conformation Enrichment Functions

The conformation-based enrichment currently allows for both subject-authority-
based conformation and predicate-based conformation. The self-configuration
process of subject-authority-based conformation starts by finding the most fre-
quent subject authority rk in source(E). Also, it finds the most frequent subject
authority rk′ in the target dataset target(E). Then this self-configuration process
generates the two parameters: (sourceSubjectAuthority, rk) and (target
SubjectAuthority, rk′). After that, the self-configuration process replaces each
subject authority rk in source(E) by rk′.

Back to our running example, the authority self-conformation process gener-
ates the two parameters (sourceSubjectAuthority, ":") and (targetSubject
Authority, "ex:"). Replacing each ":" by "ex:" generates, in our example, the
new conformed URI "ex:Iboprufen".

We define two predicates p1, p2 ∈ P to be interchangeable (denoted p1 � p2)
if both of them have the same subject and object. Formally, ∀p1, p2 ∈ P : p1 �
p2 ⇐⇒ ∃s, o | (s, p1, o) ∧ (s, p2, o).

The idea of the self-configuration process of the predicate conformation is to
change each predicate in the source dataset to its interchangeable predicate in
the target dataset. Formally, find all pairs (p1, p2) | ∃s, p1, o ∈ k ∧ ∃s, p2, o ∈
k′ ∧ (s, p1, o) ∈ k ∧ (s, p2, o) ∈ k′. Then, for each pair (p1, p2) create two self-
configuration parameters (sourceProperty, p1) and (targetProperty, p2).
The predicate conformation will replace each occurrence of p1 by p2.
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Fig. 3. Ibuprofen CBD after NLP and predicate conformation enrichment

In our example, let us suppose that we ran the NLP-based enrichment first
then we got a set of related named entities all of them related to our ex:Iboprufen
object by the default predicate fox:relatedTo as shown in Fig. 3a. Subsequently,
applying the predicate conformation self-configuration will generate (source
Property, fox:relatedTo) and (targetProperty, ex:relatedCompany)
parameters. Consequently, the predicate conformation module will replace
fox:relatedTo by ex:relatedCompany to generate Fig. 3b.

5.5 Filter Enrichment Function

The idea behind the self-configuration of filter -based enrichment is to preserve
only valuable triples in the source CBDs k and discard any unnecessary triples
so as to achieve a better match to k′. To this end, the self-configuration process
starts by finding the intersection between source and target examples I =⋃

(k,k′)∈E
k∩k′. After that, it generates an enrichment function based on a SPARQL

query which is only preserving predicates in I. Formally, the self-configuration
results in the parameter set P =

⋃

p∈K∩K′∩P
p.

Back to our running example, let us continue from the situation in the pre-
vious section (Fig. 3b). Performing the self-configuration of filters will generate
P = {fox:relatedTo}. Actually applying the filter enrichment function will
remove all unrelated triples containing the predicate fox:relatedTo. Figure 4
shows a graph representation for the whole learned pipeline for our running
example.

Fig. 4. Graph representation of the learned pipeline of our running example, where
d1 is the positive example source presented in Fig. 2a and d6 is the positive example
target presented in Fig. 2b.
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6 Evaluation

The aim of our evaluation was to quantify how well our approach can automate
the enrichment process. We thus assumed being given manually created training
examples and having to reconstruct a possible enrichment pipeline to generate
target CBDs from the source CBDs. In the following, we present our experi-
mental setup including the pipelines and datasets used. Thereafter, we give an
overview of our results, which we subsequently discuss in the final part of this
section.

6.1 Experimental Setup

We used three publicly available datasets for our experiments:

1. From the biomedical domain, we chose DrugBank4 as our first dataset. We
chose this dataset because it is linked with many other datasets5, from which
we can extract enrichment data using our atomic enrichment functions. For
our experiments we deployed a manual enrichment pipeline Mmanual, in which
we enrich the drug data found in DrugBank using abstracts dereferenced from
DBpedia, then we conform both DrugBank and DBpedia source authority
URIs to one unified URI. For DrugBank we manually deployed two experi-
mental pipelines:
– M1

DrugBank = (m1,m2), where m1 is a dereferencing function that deref-
erences any dbpedia-owl:abstract from DBpedia and m2 is an authority
conformation function that conforms the DBpedia subject authority6 to
the target subject authority of DrugBank7.

– M2
DrugBank = M1

DrugBank ++ m3, where m3 is an authority conformation
function that conforms DrugBank ’s authority to the Example authority8.

2. From the music domain, we chose the Jamendo9 dataset. We selected this
dataset as it contains a substantial amount of embedded information hid-
den in literal properties such as mo:biography. The goal of our enrichment
process is to add a geospatial dimension to Jamendo, e.g., the location of a
recording or place of birth of a musician. To this end, we deployed a man-
ual enrichment pipeline, in which we enrich Jamendo’s music data by adding
additional geospatial data found by applying the NLP enrichment function

4 DrugBank is the Linked Data version of the DrugBank database, which is a repos-
itory of almost 5000 FDA-approved small molecule and biotech drugs, for RDF
dump see http://wifo5-03.informatik.uni-mannheim.de/drugbank/drugbank dump.
nt.bz2.

5 See http://datahub.io/dataset/fu-berlin-drugbank for complete list of linked dataset
with DrugBank.

6 http://dbpedia.org.
7 http://wifo5-04.informatik.uni-mannheim.de/drugbank/resource/drugs.
8 http://example.org.
9 Jamendo contains a large collection of music related information about artists and

recordings, for RDF dump see http://moustaki.org/resources/jamendo-rdf.tar.gz.

http://wifo5-03.informatik.uni-mannheim.de/drugbank/drugbank_dump.nt.bz2
http://wifo5-03.informatik.uni-mannheim.de/drugbank/drugbank_dump.nt.bz2
http://datahub.io/dataset/fu-berlin-drugbank
http://dbpedia.org
http://wifo5-04.informatik.uni-mannheim.de/drugbank/resource/drugs
http://example.org
http://moustaki.org/resources/jamendo-rdf.tar.gz
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against mo:biography. For Jamendo we deploy manually one experimental
pipeline:
– M1

Jamendo = {m4}, where m4 is an NLP function that find locations in
mo:biography.

3. From the multi-domain knowledge base DBpedia [12] we used the class
AdministrativeRegion for our experiments. As DBpedia is a knowledge base
with a large ontology, we build a set of five pipelines of increasing complexity:
– M1

DBpedia = {m5}, where m5 is an authority conformation function that
conforms the DBpedia subject authority to the Example target subject
authority.

– M2
DBpedia = m6 ++ M1

DBpedia, where m6 is a dereferencing function that
dereferences any dbpedia-owl:ideology.

– M3
DBpedia = M2

DBpedia ++ m7, where m7 is an NLP function that finds
all named entities in dbpedia-owl:abstract.

– M4
DBpedia = M3

DBpedia ++ m8, where m8 is a filter function that filters
for abstracts.

– M5
DBpedia = M3

DBpedia ++ m9, where m9 is a predicate conformation
function that conforms the source predicate dbpedia-owl:abstract to
the target predicate of dcterms:abstract.

Altogether, we manually generated a set of eight pipelines, which we then applied
against their respective datasets. The evaluation protocol was as follows: Let M
be one of the manually generated pipelines. We applied M to an input knowledge
base K and generated an enriched knowledge base K ′ = M(K). We then selected
a set of resources in K and used the CBD pairs of selected resources and their
enriched versions as examples E. E was then given as training data to our
algorithm, which learned an enrichment pipeline M . We finally compared the
triples in K ′ (which we used as reference dataset) with the triples in M(S)
to compute the precision, recall and F-measure achieved by our approach. All
generated pipelines are available at the project web site10.

All experiments were carried out on a 8-core PC running OpenJDK 64-Bit
Server 1.6.0 27 on Ubuntu 12.04.2 LTS. The processors were 8 Hexa-core AMD
Opteron 6128 clocked at 2.0 GHz. Unless stated otherwise, each experiment was
assigned 6 GB of memory. As termination criteria for our experiments, we used
(1) a maximum number of iterations of 10 or (2) an optimal enrichment pipeline
found.

6.2 Results

We carried out two sets of experiments to evaluate our refinement based learning
algorithm. In the first set of experiments, we tested the effect of the complexity
weight ω to the search strategy of our algorithm. The results are presented
in Table 1. In the second set of experiments, we test the effect of the number
of positive examples |E| on the generated F-measure. Results are presented in
Table 2.
10 https://github.com/GeoKnow/DEER/tree/master/evaluations/pipeline learner.

https://github.com/GeoKnow/DEER/tree/master/evaluations/pipeline_learner
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Configuration of the Search Strategy. We ran our approach with varying
values of ω to determine the value to use throughout our experiments. This para-
meter is used for configuring the search strategy in the learning algorithm, in par-
ticular the bias towards simple pipelines. As shown in Sect. 4.2, this is achieved
by multiplying ω with the node complexity and subtracting this as a penalty
from the node fitness. To configure ω, we used the first pipeline M1

DrugBank.
The results suggest that setting ω to 0.75 leads to the best results in this par-
ticular experiment. We thus adopted this value for the other studies.

Table 1. Test of the effect of ω on the learning process using the Drugbank dataset,
where |E| = 1, M is the manually created pipeline, |M | is the complexity of M , M ′

is the pipeline generated by our algorithm, and In is the number of iterations of the
algorithm.

ω |M | |M ′| |τ | In P (M ′) R(M ′) F (M ′)

0 3 1 61 10 1.0 0.99 0.99

0.25 3 1 61 10 1.0 0.99 0.99

0.50 3 1 61 10 1.0 0.99 0.99

0.75 3 3 25 4 1.0 1.0 1.0

1.0 3 1 61 10 1.0 0.99 0.99

Effect of Positive Examples. We measured the F-measure achieved by our
approach on the datasets at hand. The results shown in Table 2 suggest that
when faced with data as regular as that found in the datasets Drugbank, DBpe-
dia and Jamendo, our approach really only needs a single example to be able
to reconstruct the enrichment pipeline that was used. This result is particu-
larly interesting, because we do not always generate the manually created refer-
ence pipeline described in the previous subsection. In many cases, our approach
detects a different way to generate the same results. In most cases (71.4%) the
pipeline it learns is actually shorter than the manually created pipeline. However,
in some cases (4.7%) our algorithm generated a longer pipeline to emulate the
manual configuration. As an example, in case of M1

Jamendo the manual configu-
ration was just one enrichment function, i.e., NLP-based enrichment to find all
locations in mo:biography. Our algorithm learns this single manually configured
enrichment as (1) an NLP enrichment function that extracts all named entities
types and then (2) a filter enrichment function that filters all non-location triples.
Our results also suggest that our approach scales when using a small number of
positive example as on average the learning time for one positive example was
around 48 s.

7 Related Work

Linked Data enrichment is an important topic for all applications that rely on
a large number of knowledge bases and necessitate a unified view on this data,
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Table 2. Test of the effect of increasing number of positive examples in the learning
process. For this experiment we set ω = 0.75. M is the manually created pipeline,
|M | is the size of M , TM(KB) is the time for applying M to the entire dataset, M ′ is
the pipeline generated by our algorithm, Tl is the learning time, |τ | is the size of the
refinement tree τ , In is the number of iterations performed by the algorithm, and all
times are in minutes.

M |E| |M | TM(KB) |M ′| TM′(KB) Tl |τ | In P (M ′) R(M ′) F (M ′)

M1
DBpedia 1 1 0.2 1 1.6 1.3 7 1 1.0 1.0 1.0

2 1 0.2 1 1.8 1.3 7 1 1.0 1.0 1.0

M2
DBpedia 1 2 23.3 1 0.1 0.2 7 1 1.0 0.99 0.99

2 2 15 2 17 0.3 55 9 0.99 1.0 0.99

M3
DBpedia 1 3 14.7 3 15.2 6.1 55 9 1.0 0.99 0.99

2 3 15 2 15.1 0.1 55 9 0.99 0.99 0.99

M4
DBpedia 1 4 0.4 2 0.1 0.7 13 2 0.99 0.99 0.99

2 4 0.6 2 0.3 0.9 13 2 0.99 1.0 0.99

M5
DBpedia 1 5 22 2 0.1 0.7 13 2 1.0 1.0 1.0

2 5 25.5 2 0.2 0.9 13 2 1.0 1.0 1.0

M1
DrugBank 1 2 3.5 1 4.1 0.1 61 10 0.99 0.99 0.99

2 2 3.6 1 3.4 0.1 61 10 0.99 0.99 0.99

M2
DrugBank 1 3 25.2 1 0.1 0.1 61 10 1.0 0.99 0.99

2 3 22.8 1 0.1 0.1 61 10 1.0 0.99 0.99

M1
Jamendo 1 1 10.9 2 10.6 0.1 13 2 0.99 0.99 0.99

2 1 10.4 2 10.4 0.1 7 1 0.99 0.99 0.99

e.g., Question Answering frameworks [13], Linked Education [6] and all forms
of semantic mashups [9]. In recent work, several challenges and requirements to
Linked Data consumption and integration have been pointed out [14]. For exam-
ple, the R2R framework [2] addresses those by enabling the publish of mappings
across knowledge bases that allow to map classes and defined the transformation
of property values. While this framework supports a large number of transforma-
tions, it does not allow the automatic discovery of possible transformations. The
Linked Data Integration Framework (LDIF) [21], whose goal is to support the
integration of RDF data, builds upon R2R mappings and technologies such as
SILK [10] and LDSpider11. The concept behind the framework is to enable users
to create periodic integration jobs via simple XML configurations. Still these
configurations have to be created manually. The same drawback holds for the
Semantic Web Pipes12 [20], which follows the idea of Yahoo Pipes13 to enable
the integration of data in formats such as RDF and XML. By using Semantic
Web Pipes, users can efficiently create semantic mashups by using a number of
11 http://code.google.com/p/ldspider/.
12 http://pipes.deri.org/.
13 http://pipes.yahoo.com/pipes/.

http://code.google.com/p/ldspider/
http://pipes.deri.org/
http://pipes.yahoo.com/pipes/
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operators (such as getRDF, getXML, etc.) and connect these manually within
a simple interface. KnoFuss [19] addresses data integration from the point of
view of link discovery. It begins by detecting URIs that stand for the same real-
world entity and either merging them together or linking them via owl:sameAs.
In addition, it allows to monitor the interaction between instance and dataset
matching (which is similar to ontology matching [7]). Fluid Operations’ Informa-
tion Workbench14 allows to search through, manipulate and integrate datasets
for purposes such as business intelligence. [5] describes a framework for seman-
tic enrichment, ranking and integration of web videos, and [1] presents seman-
tic enrichment framework of Twitter posts. Finally, [8] tackles the linked data
enrichment problem for sensor data via an approach that sees enrichment as a
process driven by situations of interest. To the best of our knowledge, the work
we presented in this paper is the first generic approach tailored towards learning
enrichment pipelines of Linked Data given a set of atomic enrichment functions.

8 Conclusions and Future Work

In this paper, we presented an approach for learning enrichment pipelines based
on a refinement operator. To the best of our knowledge, this is the first approach
for learning RDF based enrichment pipelines and could open up a new research
area. We also presented means to self-configure atomic enrichment pipelines so
as to find means to enrich datasets according to examples provided by an end
user. We showed that our approach can easily reconstruct manually created
enrichment pipelines, especially when given a prototypical example and when
faced with regular datasets. Obviously, this does not mean that our approach
will always achieve such high F-measures. What our results suggest is primarily
that if a human uses an enrichment tool to enrich his/her dataset manually, then
our approach can reconstruct the pipeline. This seems to hold even for relatively
complex pipelines.

Although we achieved reasonable results in terms of scalability, we plan to fur-
ther improve time efficiency by parallelising the algorithm on several CPUs as well
as load balancing. The framework underlying this study supports directed acyclic
graphs as enrichment specifications by allowing to split and merge datasets. In
future work, we will thus extend our operator to deal with graphs in addition to
sequences. Moreover, we will look at pro-active enrichment strategies as well as
active learning.
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Pérez, A., Yu, Y., Ding, Y. (eds.) ASWC 2009. LNCS, vol. 5926, pp. 332–346.
Springer, Heidelberg (2009)



Automating RDF Dataset Transformation and Enrichment 387

20. Phuoc, D.L., Polleres, A., Hauswirth, M., Tummarello, G., Morbidoni, C.: Rapid
prototyping of semantic mash-ups through semantic web pipes. In: WWW, pp.
581–590 (2009)

21. Schultz, A., Matteini, A., Isele, R., Bizer, C., Becker, C.: LDIF—linked data inte-
gration framework. In: COLD (2011)

22. Speck, R., Ngonga Ngomo, A.-C.: Ensemble learning for named entity recognition.
In: Mika, P., Tudorache, T., Bernstein, A., Welty, C., Knoblock, C., Vrandečić, D.,
Groth, P., Noy, N., Janowicz, K., Goble, C. (eds.) ISWC 2014, Part I. LNCS, vol.
8796, pp. 519–534. Springer, Heidelberg (2014)



Semi-supervised Instance Matching
Using Boosted Classifiers

Mayank Kejriwal(B) and Daniel P. Miranker

University of Texas at Austin, Austin, USA
{kejriwal,miranker}@cs.utexas.edu

Abstract. Instance matching concerns identifying pairs of instances
that refer to the same underlying entity. Current state-of-the-art instance
matchers use machine learning methods. Supervised learning systems
achieve good performance by training on significant amounts of manu-
ally labeled samples. To alleviate the labeling effort, this paper presents a
minimally supervised instance matching approach that is able to deliver
competitive performance using only 2% training data and little parame-
ter tuning. As a first step, the classifier is trained in an ensemble setting
using boosting. Iterative semi-supervised learning is used to improve the
performance of the boosted classifier even further, by re-training it on
the most confident samples labeled in the current iteration. Empirical
evaluations on a suite of six publicly available benchmarks show that the
proposed system outcompetes optimization-based minimally supervised
approaches in 1–7 iterations. The system’s average F-Measure is shown
to be within 2.5 % of that of recent supervised systems that require more
training samples for effective performance.

Keywords: Instance matching · Semi-supervised learning · Boosting

1 Introduction

Instance matching is the problem of matching pairs of instances that refer to the
same underlying entity [24]. It is an important preprocessing step in knowledge
discovery and data mining algorithms [6], and is documented to have numerous
applications in the Semantic Web community [24].

Current state-of-the-art instance matchers use a variety of machine learn-
ing techniques to achieve effective performance [1,5,27]. Many of these systems
are supervised, and require sets of manually annotated samples to train their
classifiers. This manual effort can be expensive, especially in open communities.

In recent years, minimally supervised approaches have been devised to allevi-
ate extensive labeling effort [15,16]. While such approaches perform reasonably
in many cases, a comparative analysis shows that there is still a considerable
gap between their performance and that of supervised systems [17]. An addi-
tional problem is that such systems require extensive parameter tuning, and
the specification of a function called the pseudo F-Measure (PFM). Intuitively,
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the PFM serves as a proxy for the true F-Measure, with minimally supervised
instance matchers heuristically attempting to optimize the PFM over unla-
beled (or sparsely labeled) data instead of the true (unknown) F-Measure [18].
A recent study found the PFM to be uncorrelated (and even negatively cor-
related) with the true F-Measure in several cases [17], raising concerns about
whether currently defined PFMs are appropriate proxies.

This paper presents a minimally supervised instance matching system that
offers a practical compromise between the two paradigms above. The proposed
system expects a few input seed training samples to bootstrap itself. To maxi-
mize its performance on unseen data, the system employs a meta-classification
strategy called boosting [7]. Boosting is a machine learning method that relies on
weighting several base machine learning classifiers to build an ensemble classi-
fier. Ensemble classifiers use weighted majority voting to classify samples, which
is shown to improve performance on many challenging tasks [7].

The ensemble classifier in this paper is used for probabilistic instance match-
ing, where the classifier scores each instance pair according to its likelihood of
being a matching pair. Given the low degree of supervision, the overall output
is not expected to have high quality. Instead, the system uses a small percent-
age of the most confidently labeled instance pairs to iteratively self-train itself
in a semi-supervised fashion. The intent is to improve performance with each
iteration, with large gains anticipated in the initial iterations.

To the best of our knowledge, this is the first minimally supervised instance
matching system that combines boosting methods with iterative semi-supervised
learning to achieve effective performance. The ensemble classifier is trained using
the AdaBoost algorithm [21], and with a choice of two base classifiers, random
forests and multilayer perceptrons [12,23], both of which have been individually
validated for instance matching [22,27].

Evaluations on six benchmark datasets show that, using just 2 % of the
ground-truth (or 50 samples, whichever is less) for training, the proposed sys-
tem with the multilayer perceptron as a base classifier outperforms, on average,
state-of-the-art minimally supervised approaches, and performs competitively
compared to fully supervised systems that use more training samples. Addition-
ally, the best performance is consistently achieved within 1–7 semi-supervised
iterations. The system is also shown not to require extensive parameter-tuning
in order to achieve these benefits. Lastly, we show, through implementation, that
the proposed system can be integrated seamlessly with state-of-the-art orthogo-
nal components (e.g. blocking) that are required in a complete workflow.

2 Related Work

Instance matching is an extensively researched subject, and goes by many
different names, including record linkage, entity resolution, the merge-purge prob-
lem and data matching, to name just a few [3,6,24]. A näıve instance matcher
pairs every instance in the dataset with every other, and then scores the pair
(as matching or non-matching) in an expensive classification phase [6]. The unten-
able quadratic complexity of this approach indicates a two-step workflow, with the
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first step designated as blocking [4]. Blocking places instances into (possibly over-
lapping) clusters, either by partitioning the instance space in some manner [14], or
by using an inexpensive clustering function called a blocking key [4,8]. Instances
sharing a cluster are paired and classified, leading to savings.

State-of-the-art systems that focus on the blocking aspect of instance match-
ing include Limes and MultiBlock [8,14], the latter being implemented in the Silk
toolkit. Both these approaches depend on the link specification classifier being
known. Section 3.1 describes why this supervised blocking approach is unsuitable
for the present work. To the best of our knowledge, only two classifier-agnostic
approaches have been proposed for schema-free RDF data. The first of these
is the unsupervised Attribute Clustering (AC) algorithm, recently proposed by
Papadakis et al. [20], and is used as the blocking module in this paper. Recently,
a DNF (Disjunctive Normal Form) blocking scheme learner for RDF data was
also proposed but is relatively more complex to implement [9,10].

The classification step has also been extensively researched, with a survey of
existing systems provided by Scharffe et al. [24]. Popular examples of supervised
systems include FEBRL [5] and Marlin [1]; for a comparative evaluation, we refer
the reader to the work by Köpcke et al. [11]. To the best of our knowledge, the
only work that has considered a multilayer perceptron is a supervised evaluation
effort by Soru and Ngomo [27]. Also, we are only aware of one (supervised)
work that has implemented boosting in an instance matching architecture [22].
In contrast to either effort, this paper proposes a minimally supervised instance
matcher that simultaneously incorporates boosting and iterative semi-supervised
learning to improve performance. For a full treatment on boosting, the reader is
referred to the seminal work by Freund and Schapire [7]. The book by Chapelle
et al. comprehensively covers semi-supervised learning [2].

As earlier mentioned, current minimally supervised approaches optimize
a pseudo F-Measure (PFM) function [18], or perform active learning [15,16]. The
proposed system is compared against these approaches in Sect. 4; they were also
compared under different configuration settings in a recent evaluation effort [17].
Finally, two influential examples of fully implemented RDF-based instance match-
ers are RDF-AI and KnoFuss [19,25].

3 Approach

The schematic of the full instance matching system is illustrated in Fig. 1. Note
that, while the dotted component (the classification step) in the figure consti-
tutes the key innovation, it cannot be implemented in isolation. In addition to
blocking, generating restriction sets (matching classes and properties between
two files) is an important task in the schema-free RDF setting [15]. To maximize
performance, we re-implement state-of-the-art pre-classification modules, with a
preference for unsupervised, but empirically high-performing, approaches. Note
that, in principle, a practitioner can always replace a module with their own.
Experimentally, the modules below delivered good performance (Sect. 4).
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Fig. 1. The proposed instance matching system. The dotted component (the classifi-
cation step of instance matching) is iteratively executed for a pre-defined number of
self-training rounds, and constitutes the key innovation of the paper

3.1 Pre-classification Steps

Blocking Approach. Recall, from Sect. 2, that blocking is the first step of
typical two-step instance matchers and can be thought of as a pre-processing
clustering step that selects only a subset (of the Cartesian product of the full sets
of instances) for further processing [4]. The goal is to avoid exhaustive pairwise
comparisons of instances in the classification step. Let the set of instance pairs
generated by the blocking step be denoted as the candidate set.

Blocking may generate the candidate set with or without the knowledge of
the classifier (see Sect. 2). In a semi-supervised setting, the latter approach is
advantageous. The main reason is that, since candidate set generation is inde-
pendent of classification, it only needs to be executed once. Thus, only the clas-
sification step is subject to semi-supervised learning (the boundary of the dotted
component in Fig. 1), leading to computational savings.

Given this rationale, this paper uses the recently proposed trigrams-based
Attribute Clustering (AC) algorithm for the blocking approach [20]. The app-
roach is unsupervised and performs well empirically. The AC algorithm works
by grouping properties (or attributes) after computing the overlap between the
properties’ value-sets using a trigram-based similarity score. Two instances share
a cluster if they share tokens in any two properties that were grouped together.
The candidate set is generated from the clusters using a suitable blocking algo-
rithm, several of which were evaluated in the original paper [20]. Experimentally,
the block purging algorithm1 was found to work well for the proposed system.

1 Block purging eliminates clusters larger than a threshold value, with the premise
that such clusters are the result of (non-discriminative) stop-word tokens [20].
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Generating Restriction Sets. Restriction sets in the instance matching
literature are typically defined as sets of class and property alignments between
the input RDF files [15].

Example 1: Suppose both input RDF files contain interlinked instances from
two classes, Addresses and People. A restriction set would determine that these
classes do not match, and would ensure that their instances are not paired with
each other for further evaluations.

In practice, restriction sets tend to improve both quality and run-time, since
they ensure that only compatible instance pairs are evaluated. Similarly, when
extracting features from a given instance pair (described subsequently), the sys-
tem is more effective if it has access to a set of matching property pairs. The Raven
system was one of the first instance matchers to automatically deduce restriction
sets from the data [15]. Experimentally, the solution was effective when there was
considerable extensional overlap between two properties (for property alignment)
or instance sets (for class alignment), assumptions that were found to hold for
the benchmarks in this paper. For more heterogeneous datasets, a sophisticated
type-inference algorithm (e.g. Typifier [13]) may be a safer option.

Extracting Features. An instance matching classifier does not directly take
an instance pair as input. Instead, the pair is first converted into a real-valued
feature vector. Let a feature extraction function be defined as a function that
accepts a pair of strings as input and outputs a real-valued number. Given a set
G of such functions and a set Q of property alignments output by the restriction
set generator, |Q||G| features can be extracted for each compatible instance
pair, by applying each function in G to the property values corresponding to an
alignment in Q.

Example 2: Consider two independent datasets describing people and an align-
ment (Home-Address, Residence) between two of their respective properties.
Given an instance pair (e1, e2) from the datasets, the simple feature extraction
function CommonToken would compare their addresses and return 1 if they
share a common token, and 0 otherwise.

The choice of G is an important determinant of overall instance matching
performance [3]. Existing instance matchers typically include token-based and
string-based functions as features [1,5]. Numeric features have also been found to
improve performance, especially if dates and other numeric data regularly occur
in the files [22]. A comprehensive text by Christen evaluated phonetic features,
and found them to be quite effective [3]. Drawing on these efforts, we implement
28 feature extractors for the proposed system, including 2 numeric features, 8
string and token-based features, and 18 phonetic features. Many of these features
are efficiently implemented in the FEBRL package [5]; more details and examples
are provided on our project website 2.

2 https://sites.google.com/a/utexas.edu/mayank-kejriwal/projects/
semi-supervised-im-using-boosting.

https://sites.google.com/a/utexas.edu/mayank-kejriwal/projects/semi-supervised-im-using-boosting
https://sites.google.com/a/utexas.edu/mayank-kejriwal/projects/semi-supervised-im-using-boosting
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Algorithm 1. Classification step
Input: Seed training sets (comprising feature vectors) of positive and negative samples

D and N resp., Candidate Set Γ, Base Classifier M , Iteration rounds num, Positive
factors for positive and negative samples factorD and factorN resp.

Output: Ranked list L of pairs in Γ

1. Initialize list L of size |Γ|
2. Initialize numD := |D|
3. Initialize numN := |N |
4. Train classifier M with the AdaBoost ensemble method using D and N as train-

ing sets; let the trained classifier model be denoted as M ′

5. Initialize count := 0
6. while count < num do

Score each pair in Γ using M ′ and place pair in L
Sort L in ascending order using the scores as sorting keys
numD := numD × factorD
numN := numN × factorN
Repeat step 4 by using the first numD elements in L as positive training
examples, and last numN elements in L as negative training examples
count := count + 1

7. end while
8. return L

3.2 Classification Step

Algorithm 1 contains the pseudocode for the classification step. In addition to the
base classifier M , the algorithm takes as arguments seed training sets of matching
and non-matching instance pairs and the candidate set Γ, with each instance
pair in these sets converted to a feature vector. Finally, three parameters (num,
factorD and factorN ) are used to control semi-supervision and are subsequently
described.

Freund and Schapire first described boosting as ‘the general problem of pro-
ducing a very accurate prediction rule by combining rough and moderately inac-
curate rules-of-thumb’ [7]. Thus, boosting is an ensemble-based method that
seeks to train and combine several instances of a base classifier to obtain a final
strong ensemble classifier. A popular implementation of a boosting algorithm,
and the one used in this paper, is AdaBoost [21]. AdaBoost works by dynamically
placing higher weights on training samples that are misclassified by the current
classifier in each boosting round. The committee of classifiers thus trained are in
turn weighted according to their overall performance on the training set, with
the weighted committee constituting the ensemble classifier. During testing, the
ensemble classifier scores a feature vector from the candidate set by computing
an appropriately normalized weighted sum of scores.

To illustrate this process, suppose that a trained instance M ′ of the base
classifier M is configured to output a confidence score score(M ′) for a particular
classification. Assuming that the ensemble classifier is a weighted committee of
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m trained models, w1M
′
1 + . . . + wmM ′

m, the confidence score of the ensemble
classifier on a feature vector is w1score(M ′

1) + . . . + wmscore(M ′
m).

Once the ensemble classifier is trained, every feature vector in Γ is scored
in this manner and the sorted list L is compiled. Note that, if the training sets
are large enough, the parameters of the base classifier and also AdaBoost can
be determined through grid-search and cross-validation. In the present task,
the training sets are assumed to be small, typically of the order of 2 % of the
ground-truth or 50 samples, whichever is less. In many benchmarks, 2 % of the
ground-truth constituted fewer than even 10 training samples. In such situations,
parameter tuning is viable. Instead, the goal is to achieve good generalization
for reasonable default values of the parameters.

To accomplish this and avoid overfitting, Algorithm1 employs semi-supervised
learning to iteratively self-train the classifier on (previously) unlabeled samples
for num iterations. It is also possible to devise alternate convergence choices, but
this issue is left for future work. Concerning how many more samples the
system should self-train on in each new iteration, Algorithm 1 uses the parameters
factorD and factorN for this purpose. It is typical to set factorD = factorN (=
factor). In this paper, we adopt an aggressive strategy and set factor = 2. Intu-
itively, such a strategy leads to stable performance in only a few iterations, but
risks introducing more noise into the system. factor can also be used to set num,
assuming that x% of the ground-truth was used for bootstrapping the system.
Consider that, in the first self-training round, factor ∗ x% (positive and nega-
tive) samples are used, followed by factor2x% in the next round (and so on). It is
reasonable to assume that factornum−1x should not be allowed to exceed 100%.
Setting x = factor = 2 indicates3 that num ≤ 7.

In early experiments, we found factor = 2 (but with the caveat in the foot-
note) and num = 7 to yield a good compromise between noise and convergence,
and assume these values in the rest of this work. A detailed analysis of alternate
parameter settings is a topic for future work.

In summary, while boosting starts from a weak classifier and attempts to
strengthen it by dynamically re-weighting the training set, semi-supervised learn-
ing starts from a small training set and attempts to grow it iteratively by exploit-
ing confidence scores.

Note that the performance of boosting depends on the base classifier M .
In this paper, we consider both random forests and multilayer perceptrons as base
classifiers. A random forest is a committee of bootstrap-aggregated (or ‘bagged’)
decision trees, and is known to make decision tree performance more robust on
noisy data [12]. A multilayer perceptron (MLP) is a feedforward artificial neural
network that can distinguish data that is not linearly separable, unlike the original
perceptron model [23]. As Sect. 4 will illustrate, the two classifiers offer different
tradeoffs. MLPs tend to perform better empirically on challenging tests, but take
more time to train, even on small training sets. In contrast, random forests have
fast training times, but may suffer from low performance on difficult test cases [27].

3 Note that 27 = 128 %. To prevent this extra source (28 %) of noise, the seventh iter-
ation of Algorithm 1 sets factor to 100/64=1.5625. More generally, Algorithm 1 can
be implemented to take x as a parameter, and to enforce factornum−1x ≤ 100 %.
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The performance of semi-supervised learning depends both on the perfor-
mance of the boosted classifiers and the number of incorrectly labeled samples
in each of the self-training sets. If the system does not perform well initially,
semi-supervision is likely to degrade performance further. The next section will
show that, in many cases, semi-supervised learning and boosting can be used to
offset each other’s disadvantages. Semi-supervised learning helps to compensate
for the overfitting problems often caused by boosting on small training sets [12],
while boosting helps to compensate for the incorrect labels (‘noise’) introduced
by semi-supervised learning.

4 Experiments

4.1 Data

Six benchmarks are used to evaluate the system. The first three, Persons 1,
Persons 2 and Restaurants were publicly released by the 2010 Instance Match-
ing Evaluation Initiative (or IAEI), conducted as part of the annual Ontology
Alignment Evaluation Initiative4 (OAEI). These cases are ‘easy’ in that super-
vised systems have been shown to achieve over 95 % F-Measures on all of them
[11]. This is not true of minimally supervised approaches, as Sect. 4.5 will demon-
strate. For this reason, the three benchmarks provide an interesting test for the
proposed (minimally supervised) system.

The other three real-world benchmarks are designated as ACM-DBLP,
Amazon-GoogleProducts and Abt-Buy5. ACM-DBLP covers the bibliographic
domain and is relatively clean, with 2617 and 2295 instances in the source and
target respectively, and a ground-truth set of 2224 matching pairs. The other
two datasets cover e-commerce instances and are known to be difficult even in
supervised settings [11,27]. Amazon-GoogleProducts links 1363 source instances
to 3226 target instances via 1300 matches, while Abt-Buy links 1081 source
instances to 1092 target instances via 1097 matches.

The six described benchmarks were specifically chosen because, along with
covering several domains, they enable comparing the proposed system to the
best reported results of at least four other state-of-the-art approaches that were
recently evaluated on them [11,17,27].

4.2 Implementation

Random forests, multilayer perceptrons and the AdaBoost algorithm are already
implemented in the Java Weka API6, which were used for these experiments.

4 http://oaei.ontologymatching.org/2010/im/index.html. We did not use the 2014
IAEI benchmarks because, at the time of writing, their ground-truths were unavail-
able, and they were not evaluated by competing instance matching baselines.

5 Available at http://dbs.uni-leipzig.de/en/research/projects/object matching/fever/
benchmark datasets for entity resolution.

6 http://www.cs.waikato.ac.nz/ml/weka/.

http://oaei.ontologymatching.org/2010/im/index.html
http://dbs.uni-leipzig.de/en/research/projects/object_matching/fever/benchmark_datasets_for_entity_resolution
http://dbs.uni-leipzig.de/en/research/projects/object_matching/fever/benchmark_datasets_for_entity_resolution
http://www.cs.waikato.ac.nz/ml/weka/
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Given the small size of the seed training set, Weka’s default parameter values are
used without any special tuning. Section 4.6 discusses this issue further. Finally,
all programs were implemented serially in Java on a 32-bit Ubuntu machine with
3385 MB of RAM and a 2.40 GHz Intel 4700 MQ i7 processor.

4.3 Pre-classification Results

The re-implemented Raven restriction set generator was found to yield perfect
class and property alignments for all the benchmarks. Similarly, the trigram-
based Attribute Clustering blocking approach yielded perfect candidate set recall
for the three IAEI benchmarks. On the real-world datasets, the approach was not
able to achieve perfect recall, but still performed reasonably. Specifically, the Abt-
Buy and ACM-DBLP candidate sets covered 95.44 % and 97.43 % of the ground-
truth respectively. Recall on Amazon-GoogleProducts was the lowest (83.54 %)
owing to the difficulty of the dataset. Note that this bounds the maximum recall
that can be achieved by the classification step, which penalizes its maximum
possible F-Measure. The next section discusses this issue further.

In terms of run-time, all pre-classification steps were found to execute in
a total of less than 3.5 s for all the benchmarks. Similar to existing instance
matchers, this time was negligible compared to classification time (Sect. 4.6).

4.4 Classification Metrics

The metrics, precision, recall and their F1 −Measure, were used for evaluating
performance. Denoting the set of returned results as R and the ground-truth
as G, the precision is defined by the formula |R ∩ G|/|R|, while the recall is
defined by the formula |R ∩ G|/|G|. The F1 − Measure (henceforth denoted
simply as the F-Measure7) is given by 2*Precision*Recall/(Precision+Recall)
and quantifies precision-recall tradeoff.

The previous section noted that, on Amazon-GoogleProducts (and to a lesser
extent, Abt-Buy and ACM-DBLP), candidate set recall was imperfect, which
implies that the maximum achievable classification F-Measure is strictly below
100 %8. For these systems, the reported F-Measures are only pessimistic
estimates, since it is improbable that the classifier would have labeled all of the
missing (matching) pairs incorrectly. To realistically estimate the true F-Measure,
we re-weight the pessimistic F-Measure Fp using the formula 100∗FMp/FMmax,
where FMmax is the maximum possible F-Measure achievable under the current
candidate set (e.g. 91.03 % on Amazon-GoogleProducts). Where applicable, both
F-Measures (pessimistic and re-weighted) are reported.

7 The general F-Measure formula is parametrized by a quantity, β. In the case of the
F1 − Measure, β = 1.

8 For example, the maximum achievable classification F-Measure on Amazon-
GoogleProducts is 2∗83.54∗100/(83.54+100) = 91.03 %, since maximum achievable
recall is the candidate set recall, 83.54 %.
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Fig. 2. The best precision-recall results of the proposed system (over seven iterations)
against the two baselines, when using a random forest as the base classifier. On Persons
1, the three curves are near -coincidental, while in the case of ACM-DBLP, the best
performance of the proposed system was achieved in the first iteration itself (hence, two
curves are coincidental). Note the change in Y-axis scale for Persons 1 and Restaurants

4.5 Classification Results

For both base classifiers (random forests and multilayer perceptrons), the preci-
sion-recall tradeoff offered by the proposed system is evaluated against two base-
lines. The first baseline is the base classifier itself, trained on the same samples as
the proposed system, but without boosting or semi-supervised learning. The sec-
ond baseline is similar to the first, except that boosting (but not semi-supervised
learning) is used. For each benchmark, the precision of both baselines is plotted
against the recall. Given that the proposed system is evaluated over seven iter-
ations, we plot (for each benchmark) the precision-recall curve for the iteration
in which the proposed system achieved the highest F-Measure.

Figure 2 shows the results for the random forest base classifier. On Persons 1,
all three systems performed equally well, achieving nearly 100 % F-Measure. On
both Persons 2 and Restaurant, the proposed system either equals or outperforms
the other two systems for all recall values. Interestingly, in the case ofRestaurants,
we note that although the second baseline (using just the boosted classifier) out-
performs the first baseline in terms of the highest F-Measure achieved, the latter
offers better tradeoff at lower recall values.

On the other three benchmarks, the differences between the systems are
not as apparent. On ACM-DBLP, boosting affected performance positively, but
semi-supervised learning did not, since the best (proposed) system performance
was achieved in the first iteration itself. On Amazon-GoogleProducts, boosting
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Fig. 3. The best precision-recall results of the proposed system (over seven iterations)
against the two baselines, when using a multilayer perceptron as the base classifier. On
Persons 1, the three curves are near-identical. Similar to Fig. 2, the best result of the
proposed system, in the case of ACM-DBLP, was achieved in the first iteration

clearly degrades performance, but the semi-supervised learning is able to par-
tially compensate for it. On Abt-Buy, the three systems are again nearly identical,
but unlike on Persons 1, none of the systems perform well. As earlier noted in
Sect. 4.1, both Abt-Buy and Amazon-GoogleProducts are challenging cases, since
even supervised systems performed relatively poorly on them [11,27].

Figure 3 shows the results for the case where the base classifier is a multilayer
perceptron (MLP). For the first four benchmarks, the findings are similar to
those in Fig. 2, with an exception in the case of Restaurants, where the proposed
system shows a slight dip at the end and the base classifier ends up with the best
F-Measure (100 %). Otherwise, the highest F-measure is always achieved by the
proposed system, an observation that is most apparent in the case of Abt-Buy.
Another interesting finding is that the non semi-supervised boosted classifier
consistently performs worse than the base classifier. We believe that this attests
to the expressive strength of MLPs over random forests. Boosting the MLP
makes it more prone to overfitting, but the semi-supervised learning compensates
for it. As in the case of Amazon-GoogleProducts in Fig. 2, this illustrates the
utility of combining both techniques with an expressive base classifier.

Comparison to Minimally Supervised Approaches. Table 1 lists the high-
est F-Measure scores achieved by the proposed system over the seven iterations
that were conducted and compares it to three state-of-the-art minimally super-
vised approaches that were also evaluated on the six benchmarks. As noted earlier
in Sect. 2, these approaches also seek to minimize supervision by optimizing a func-
tion called a pseudo F-Measure (PFM) in a variety of hypothesis spaces including
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Table 1. A comparison of the highest F-Measures achieved by the proposed system
(multilayer perceptron-based) to those of other minimally supervised approaches

Test Case Linear Boolean Genetic Proposed Proposed

(pessimistic) (re-weighted)

Persons1 100.00% 99.50 % 100.00% 100.00% 100.00%

Persons2 41.45 % 59.12 % 37.04 % 97.19% 97.19%

Restaurants 88.56 % 88.56 % 88.56 % 94.68% 94.68%

ACM-DBLP 97.96% 97.46 % 97.71 % 93.42 % 94.65 %

Amazon-GP 49.08% 39.97 % 43.11 % 39.13 % 42.98 %

Abt-Buy 48.60% 37.66 % 45.08 % 36.27 % 37.14 %

Average 70.94 % 72.18 % 68.58 % 76.78% 77.77%

linear, boolean and genetic (Table 1). The Raven system attempts to optimize a
user-provided PFM using linear and boolean classifiers and tuned parameter val-
ues [15], while Eagle exploits genetic algorithms [16]. For fairness, only the best
results achieved by these systems are listed in Table 1. For the proposed system, the
best results achieved with the multilayer perceptron as base classifier are shown,
owing to its relatively superior performance9. The table show that, on average,
even the pessimistic estimate exceeds the next best (the Raven boolean classifier)
system performance by over 4.5 %. If the random forest-based classifier is used on
Restaurants, the difference widens by about 1 % (see previous footnote).

Comparison to Supervised Approaches. Soru and Ngomo recently evalu-
ated several base classifiers in a supervised setting using 10-fold cross validation
[27]. We mentioned in Sect. 2 that that was the only work, to the best of our
knowledge, that attempts using multilayer perceptrons for the instance matching
task. Without ensemble methods or semi-supervised learning, the average highest
F-Measure that was achieved on the six benchmark test cases was 79.25 %. If the
re-weighted approach is assumed, the proposed system (multilayer perceptron-
based) is within 1.5 % of this average, from the data in Table 1, and even the
pessimistic approach is within 2.5 %. A similar finding applies when analyzing10

the evaluations conducted by Köpcke et al. [11] on two other supervised SVM-
based instance matching systems, FEBRL and Marlin [1,5].

FEBRL and Marlin were not tested on the IAEI benchmarks since they
were originally designed to solve the record linkage problem for Relational Data-
bases (RDBs) [1,5]. On the ACM-DBLP benchmark, the best configurations
of both systems performed well, achieving near-perfect F-Measure scores. On
Amazon-GoogleProducts, FEBRL achieved between 30–40 % F-Measure even
when trained on 100 training samples, while the F-Measure achieved by the
best configuration of Marlin (when trained on 100 samples) approached 50 %.

9 The exception was Restaurants where the random forest achieved 100 % best FM.
10 The reference for this claim is Fig. 3 (on page 6) of the original paper [11].
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On Abt-Buy, FEBRL achieved about 20 % F-Measure after being trained on 100
samples, while Marlin achieved above 60 % F-Measure on its best configurations.

To conclude, the proposed system slightly outperforms FEBRL on the real-
world benchmarks (despite being trained on only half the training set), but is
outperformed by Marlin. The literature also indicates that these systems required
careful selection of parameters and models, and do not include components for
restriction set generation and unsupervised blocking. It is unclear if these systems
can be adapted as instance matchers for schema-free RDF data.

4.6 Discussion

We conclude this section with a discussion of the run-times, as well as the
dependence of the system on the parameter num (the number of iterations)
in Algorithm 1. Although the multilayer perceptron (MLP) outperformed (by
a large margin) the random forest base classifier for the more challenging test
cases (Amazon-GoogleProducts and Abt-Buy), the difference was less severe on
the other test cases. In the case of Persons 2 and Restaurants, both methods
performed equally well. The reason why this observation is important is because
the MLP had much higher run-times than the random forest. On Restaurants,
for example, the random forest-based system had run-times ranging from 2–5 s
(for the entire classification step) depending on the iteration. The MLP-based
system achieved run-times ranging from 17 s (for the first iteration) to almost
20 min (for the final iteration). Similar observations were noted for the other
datasets11. This confirms earlier findings that the MLP can be slower by 1–2
orders of magnitude, and has a direct dependence on the size of the training set
[27]. Given this disparity in run-times between the two classifiers, the random
forest is clearly a better base classifier choice for the IAEI benchmarks, and
considering only the slight performance penalty, ACM-DBLP as well.

Note that it was not always the case that the best performance was achieved
in the last iteration. For ACM-DBLP in particular, Figs. 2 and 3 show that the
best performance was achieved in the first iteration. On average, we found that
the performance tended to peak on or before the fifth iteration12, after which it
slowly started declining. We hypothesize that this is due to the boosted classifier
getting overfitted on the training data after a certain number of iterations. Future
work will test this hypothesis through more evaluations.

Finally, note that the proposed classifier was only tested with default parame-
ter settings, because the seed training sets were too small to perform grid-search
or cross validation. Thus, it is reasonable to assume that the performance of the
system can be improved even further if a good parameter-tuning methodology
can be devised, without using an extensive validation set. We believe that this
is an important issue for future work.

11 Supplemental experimental results are noted on the project website (footnote 2).
12 This corresponds to 25 = 32 % of the ground-truth (assuming no re-training noise).
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5 Conclusion and Future Work

This paper presented a minimally supervised instance matching system that
combines semi-supervised learning with the AdaBoost algorithm to achieve effec-
tive performance. Using a multilayer perceptron as the base classifier with default
parameter configurations, the system outperformed, on average, competing min-
imally supervised approaches by over 4.5 %. It also came within 2.5 % F-Measure
(using a pessimistic estimate) of the performance of fully supervised approaches
that use larger training sets and 10-fold cross-validation to achieve the same level
of performance. Drawing on prior evaluations from the literature, the system was
also found to be competitive with the state-of-the-art FEBRL instance matcher.
Along with these results, the low run-times make the system a promising candi-
date for off-the-shelf schema-free RDF instance matching.

Future work will seek to efficiently apply the findings to large-scale datasets,
which raises some new challenges, including the efficiency of semi-supervised
methods and the large training times of multilayer perceptrons. Addressing these
challenges is clearly important, especially for large-scale efforts such as Linked
Open Data13 [26].
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Abstract. There is a huge demand to be able to find and integrate
heterogeneous data sources, which requires mapping the attributes of a
source to the concepts and relationships defined in a domain ontology. In
this paper, we present a new approach to find these mappings, which we
call semantic labeling. Previous approaches map each data value individ-
ually, typically by learning a model based on features extracted from the
data using supervised machine-learning techniques. Our approach differs
from existing approaches in that we take a holistic view of the data values
corresponding to a semantic label and use techniques that treat this data
collectively, which makes it possible to capture characteristic properties
of the values associated with a semantic label as a whole. Our approach
supports both textual and numeric data and proposes the top k seman-
tic labels along with their associated confidence scores. Our experiments
show that the approach has higher label prediction accuracy, has lower
time complexity, and is more scalable than existing systems.

Keywords: Semantic labeling · Source modeling

1 Introduction

Semantic labeling of a data source involves assigning a class or property in
an ontology to each attribute of a data source. When the source is a table,
the objective is to assign to each column in the table a class or property that
specifies the semantics of the column. When the source is more complex, such as
an XML or JSON file, the objective is to map each attribute of the source to a
class or property that specifies its semantics. The goal of our work is to learn a
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semantic labeling function from a set of sources that have been manually labeled.
When presented with a new source, the learned semantic labeling function can
automatically assign the semantic labels to each attribute of the new source.

We are interested in mapping diverse data sources with different schemas
to a common ontology. Taheriyan et al. [14] explain that this involves two
steps - assigning semantic labels (class or data property) from the ontology
to each source attribute and determining the relationships between the labelled
attributes using ontology properties. Our work focuses on the first step of learn-
ing the semantic labeling function from the data. To learn the mapping, we use
the data rather than the attribute names, which can be quite cryptic as they
are often abbreviated (e.g., fname rather than first-name). The challenge is that
new sources rarely have the same set of values for an attribute as the sources
that the system was trained on. Distinguishing numeric attributes is especially
challenging. For example, Humidity and ChanceOfSnow are both percentages
and are thus very similar.

The contribution of our work is a new algorithm for learning a semantic
labeling function with the following properties:

– Efficiency and Scalability: evaluations show that our method is about 250
times faster than our previous method using Conditional Random Fields.

– Coverage: our method can effectively learn semantic labels for both text and
numeric data and can handle noisy “mostly” numeric data where a fraction
of values are not numbers.

– Accuracy: our comprehensive evaluation shows that our method improves
the accuracy of competing approaches on a wide variety of sources.

– Generality: our method is ontology and schema agnostic and can learn
a semantic labeling function with respect to any ontology or classification
scheme that a user selects for their application.

We now formally define the problem of semantic labeling of data sources. A data
source s is defined as a collection of ordered pairs < {a}, {va} > where a denotes
an attribute name (e.g. “Date of birth”, “PIN Code” etc.) and {va} denotes the
set of data values corresponding to the attribute a (e.g., if a is “Date of birth”,
the set {va} will have values like “02-10-1992”, “Jan 1, 1950”, etc.).

Input to our algorithm is a set of labelled data sources. Different data sources
can have attributes that have different attribute names but map to the same
semantic label. E.g., data source s1 has an attribute “Population” and source s2
has an attribute “Number of people” and both these attributes are assigned the
same semantic label “populationTotal” from the given ontology. In our approach,
the data values from these sources are normalized to a standard format. Multiple
data sources are often mapped to the same ontology in many practical scenar-
ios, e.g., museums map their data to a common cultural heritage ontology and
universities map their data to a research networking ontology (e.g. vivoweb.org).

When we combine the labelled data sources, we get training data of the form
{ (< {a1}, {v1

i } >, l1), (< {a2}, {v2
i } >, l2), · · ·, (< {an}, {vn

i } >, ln)}. Here, for
each j, {aj} denotes the set of attribute names assigned to the semantic label lj
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and {vj
i } denotes union of the sets of corresponding data values. The goal is to

learn the the semantic labelling function φ : < {a}, {vi} > → l.
To assign a semantic label to an attribute in a new data source, we take an

ordered pair < {a}, {va} > and use the semantic labelling function φ to predict
its semantic label.

The rest of the paper is structured as follows: In Sect. 2, we describe our
approach to semantic labelling. We describe how we handle textual and numeric
data differently and how we combine the two to provide a robust technique capa-
ble of handling noise. In Sect. 3, we survey related work. In Sect. 4, we present
the results of our experiments. Finally, in Sect. 5, we describe the future enhance-
ments to our approach and conclude.

2 Approach

This section describes our approach for learning to label source attributes with
semantic types using data sources that have already been aligned to an ontology.
The training data consists of a set of semantic labels and each semantic label
has a set of data values v′

is and attribute names a′s associated with it. Our
approach takes a holistic view by using techniques that capture characteristic
properties associated with each semantic label as a whole rather than features
from individual values. Given a new set of data values, the goal is to predict the
top k candidate semantic labels along with confidence scores.

2.1 Textual Data

We define a textual semantic label as a semantic label associated with textual
data values (e.g. title of a painting, department name, etc.). In our approach,
the set of data values associated with each textual semantic label {vi} in the
training data is treated as a document. Similarly, at prediction time, the new set
of data values is treated as a query document.

We index the training documents to improve query time efficiency. Data
values are first tokenized by space and punctuation, then normalized and then
indexed. Normalizations include removal of blank spaces, stemming, removal of
common stop words, etc. Each document has a vector space model representa-
tion where each dimension corresponds to a unigram token from the vocabulary
of tokens extracted. We used Apache Lucene1 for indexing and searching of
documents.

The weight assigned to a term in a document vector is the product of its term
frequency (TF) and inverse document frequency (IDF), called TF-IDF. For each
term t in the document (or query) x, term frequency (TF) of t in x measures
the number of occurrences of t in x and inverse document frequency (IDF) of t
measures the inverse of the number of documents containing term t.

Remember that each training document in the index corresponds to a distinct
semantic label. In order to suggest the top k candidate semantic labels for the set
1 Apache Lucene: http://lucene.apache.org/core/.

http://lucene.apache.org/core/
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of new data values at prediction time, we rank semantic labels in decreasing order
of the cosine of the angle between the query document vector and each training
document vector. The confidence score associated with a predicted semantic
label is the corresponding cosine similarity between the documents’ vectors.

The cosine similarity for a query document q and a training document d is

sim(q, d) =
V (q) × V (d)

|V (q)| × |V (d)| (1)

where V (q) and V (d) are the corresponding vector space model representations.
The idea behind using this approach stems from the fact that each semantic

label has a characteristic set of tokens associated with it that can collectively
help in identifying the correct semantic label. For example, if the data is about
dimensions of a painting, data values typically look like “28 in. x 30 in.” and
hence, the presence of tokens like x and in strongly characterize this semantic
label.

We call this approach the TF-IDF-based cosine-similarity approach. Though
it seems quite simple, it results in higher prediction accuracy in terms of the
mean reciprocal rank [3] and is extremely fast (low query time due to indexing)
compared to existing approaches that extract features from each data value.

We also tried another similar approach in which the weight we assign to a
term in a document vector is 1 if the term occurs in the document and 0 other-
wise. Here, we rank semantic labels in decreasing order of the Jaccard similarity
between the query document vector and the training document vector (corre-
sponding to a semantic label). However, the TF-IDF cosine similarity approach
proved to work better since the non-binary term weights are more informative
and allows for a continuous degree of similarity between queries and documents.

2.2 Numeric Data

If the data values associated with a semantic label are numeric, instead of the TF-
IDF-based approach, we analyse the distribution of numeric values corresponding
to a semantic label. This arises from the simple intuition that the distribution of
values in each semantic type is different. For example, the distribution of weights
is likely to be different from the distribution of temperatures. In order to measure
the similarity between distributions, we use statistical hypothesis testing.

The key output of statistical hypothesis testing used in our approach is the
p-value. The p-value helps determine the statistical significance of the results
of the hypothesis testing and is the probability of obtaining a test statistic at
least as extreme as the one obtained using the sample data, assuming that the
null hypothesis is true. Irrespective of the actual statistical hypothesis test used,
the underlying idea is the same. The null hypothesis we are testing is that the
two groups of data values are drawn from the same population (semantic label).
A low p-value provides strong evidence against the null hypothesis while a large
p-value provides weak evidence against the null hypothesis.

The training data consists of a set of numeric semantic labels and each seman-
tic label has a sample of numeric data values. At prediction time, given a new set
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of numeric data values (query sample), we perform statistical hypothesis tests
between the query sample and each sample in the training data corresponding
to a distinct semantic label. We rank the semantic labels in descending order of
the p-values returned by the statistical hypothesis tests performed and suggest
the top k candidate semantic labels with the confidence scores as corresponding
p-values.

We considered Welch’s t-test [6] as our statistical hypothesis test. Given two
samples of data, the t statistic is defined by:

t =
X̄1 − X̄2√

s21
N1

+ s22
N2

(2)

where X̄i, s2i and Ni are the sample mean, sample variance and sample size of
the ith sample respectively. Welch’s t-test does not assume that both samples of
data have the same standard distribution. Once the t statistic is calculated, it
uses the t distribution to test the null hypothesis that the two population means
are equal (though the population variances may differ).

The problem with Welch’s t-test is that it looks only at the mean of the
population and not the complete distribution and hence does not match our need
to test that the samples are drawn from the same distribution. Moreover, Welch’s
t-test expects the sample and population data to be approximately normal and
expects the samples to have a similar number of data points. Most of the time,
our problems fail to meet these expectations. To overcome this issue, we applied
non-parametric tests to compare two samples of data.

We considered Mann-Whitney’s U test [6], a non-parametric test of the null
hypothesis that the two samples have the same distribution. It is more efficient
than the t-test on non-normal distributions and does not expect the samples to
have a similar number of data points. This test ranks all values from the two
samples from low to high and then computes a p-value that depends on the
difference between the mean ranks of the two samples. If you assume that the
two samples are drawn from distributions with the same shape, then it can be
viewed as a comparison of the medians of the two samples.

We also considered the two-sample Kolmogorov - Smirnov (KS) Test [6],
a non-parametric test that tests if the two samples are drawn from the same
distribution by comparing the cumulative distribution functions (CDF) of the
two samples. Similar to the Mann-Whitney test, it does not assume normal
distributions of the population and works well on samples with unequal sizes.

The KS test computes the D statistic which is the maximum vertical differ-
ence between the CDFs of the two samples and is given by

DN1,N2 = sup
x

|F1,N1(x) − F2,N2(x)| (3)

where F1,N1 and F2,N2 are the cumulative distribution functions of sample 1 and
sample 2 respectively. The p-value associated with the KS test determines the
probability that the cumulative distribution functions of two samples that are
randomly sampled from the same population are as far apart as observed with
respect to the D statistic.
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The KS test is slightly more powerful than the Mann-Whitney’s U test in the
sense that it cares only about the relative distribution of the data and the result
does not change due to transformations applied to the data. Also, the KS test
is more sensitive to differences in the shape of the distribution, variance, and
median, while the Mann-Whitney’s U test is more sensitive to changes in the
median. The non-parametric Wilcoxon signed-rank test is intended for paired
variates and hence is not applicable in our case of independent attribute val-
ues. Our experiments on numeric data show that the Kolmogorov-Smirnov test
achieves the highest label prediction accuracy of the various statistical hypoth-
esis tests.

2.3 Overall Approach

We now present our overall approach (called SemanticTyper) combining the
approaches to textual and numeric data. For textual data, we use the TF-IDF-
based approach and for numeric data, we use the Kolmogorov-Smirnov (KS)
statistical hypothesis test.

Data sources are often noisy and contain attributes with a mixture of numeric
and text data. It is challenging to decide whether it is actually a numeric column
and the text values are noise (e.g., years with noise such as “1999–2000”) or it is a
column of textual data (e.g., database identifiers). The challenge is to determine
a threshold for the amount of noise allowed in a numeric column.

In order to resolve this, we adopted the rule that in the training data, if
for a semantic label the fraction of pure numeric data values is below 60 %, it
is trained as textual data (and hence indexed as document). If the fraction of
numeric values is above 80 %, it is trained as purely numeric data (its distribution
is extracted to be used in KS test) after discarding textual data values. In the
other case (if the fraction is between 60 % and 80 %), the data is trained as both
textual and numeric data (it is both indexed as a document and its distribution
is extracted to be used in KS test).

At the time of prediction, given a new set of data values, we again calculate
the fraction of numeric values. If it is greater than 70 %, it is tested as numeric
data (textual data values are discarded). Else, it is tested as textual data. The
above numbers (60 %,70 %,80 %) were arrived at empirically by running a coarse
grid over these values by varying them in steps of 5 % and choosing the values
that resulted in highest average label prediction accuracy.

During one of the experiments, we observed that while training, the fraction
of numeric data values corresponding to the “Postal Code” semantic label was
71 % and hence it was trained as both textual and numeric data. During predic-
tion, the fraction of numeric data values was 50 % and was hence was tested as
textual data. The TF-IDF-based approach was hence used and was successful
in predicting the correct semantic label as the first candidate suggestion. This
clearly illustrates the strength of our approach in handling noisy data.
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3 Related Work

Goel et al. [5] describe an approach that uses a supervised machine learning
technique based on Conditional Random Fields (CRF) for semantic labelling of
data sources. They extract features from the data values after tokenizing and
building a CRF graphical model to represent the latent structure of the data
sources, such as the dependency between field labels and their token labels,
dependency between neighboring tokens within a field, and dependency between
labels of neighboring fields. They assign semantic labels to all fields in a tuple
(corresponding to a row in the data source) and then combine the labels of
the fields in a particular source attribute to assign a label to the attribute.
However, there is a tradeoff between the amount of latent structure exploited
and corresponding training time to generate the CRF models.

Limaye et al. [8] work on the problem of annotating tables on the Web
with entity, type, and relationship labels. They propose a probabilistic graphi-
cal model to label table cells with entities, table columns with types, and pairs
of table columns with binary relations simultaneously rather than making the
labelling decisions separately for each. The task of assigning semantic labels to
columns is achieved using two feature functions (among 5 in total) - one that
looks at the dependency between the type of column and the entity of entries
in that column and the other that looks at the dependency between the type of
column and the column header text using textual similarity measures. Mulwad
et al. [9] assigns candidate labels for each cell value using Wikitology, similar
to Limaye’s work in using a probabilistic graphical model to assign labels to
individual cells.

The approaches described above rely on training a probabilistic graphical
model to annotate columns with semantic types. They analyze entries in the
column separately and do not use any statistical measures to extract charac-
teristic properties of the column data as a whole. Further, training probabilistic
graphical models is not scalable as the number of semantic labels in the ontology
increases due to explosion of the search space. Unlike in a named entity extrac-
tion setting, dependency between labels of adjacent source attributes (used in [5])
is not of use in semantic labeling of data sources since the order of attributes in
a data source is not consistent enough to improve the accuracy of the labelling.

Venetis et al. [15] present an approach to annotate tables on the Web by
leveraging resources already on the Web. They extract an isA database from the
Web that is of the form (instance, class) and subsequently, label a particular
column with a particular class label if a substantial fraction of the cells in that
column are labelled with that class label in the isA database. They look for
explicit matches for cell contents from a column in the isA database to assign
labels to the table cells individually and then use a maximum likelihood approach
to predict a semantic label for the column.

Syed et al. [13] exploit a web of semantic data for interpreting tables. They
use the table headings (whenever available) and the values stored in the table
cells to infer a semantic model that can be further used to generate linked data.
This is achieved through the development of Wikitology - a hybrid knowledge
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base of information extracted from Wikipedia and RDF data from DBpedia and
other Linked Data sources.

An important aspect of the work by both Venetis et al. and Syed et al. is
that they exploit a huge amount of data extracted from various sources. While
having more data can be useful, it also restricts the approach to only those
domains and ontologies where there is a large amount of extracted data. If we
have a user defined ontology, it can be difficult to use the models from a general
source, such as DBpedia. This is taken care in our approach where we learn
the semantic labelling function from sources previously labeled using a given
ontology. Sequeda et al. [11] address the problem of mapping relational tables
to RDF, but generate IRIs based on predefined rules and do not learn mappings
to labels in an existing ontology as we do.

A lot of work has been done in the related areas of schema and ontology
matching [2,4,7,10]. Schema matching takes two schemas as input and pro-
duces a mapping between semantically identical attributes. Schema and ontology
matching can be viewed as the combination of semantic typing and relationship
mapping and this paper focuses on the former. Stonebraker et al. [12] developed
an approach to schema matching that uses a collection of four different experts
whose results are combined to generate mappings between attributes. One of
their experts uses TF-IDF based cosine similarity to compare columns of tex-
tual data and another uses the Welch’s t-test to compare columns of numeric
data. Our work, which draws on some of these ideas, formulated an overall com-
bined approach which is highly scalable, applied it to the problem of semantic
typing, performed detailed experiments and analysis to come up with a better
performing statistical test (Kolmogorov-Smirnov), and demonstrated the effec-
tiveness of the approach on a diverse range of datasets.

4 Evaluation

For our experiments, we used datasets from multiple domains: museum, city,
weather, phone directory and flight status. There are three types of experiments
based on the nature of semantic labels to be assigned in the data sources: purely
textual, purely numeric, and mixture of textual and numeric labels. The datasets
and code used in our experiments have been published online2.

4.1 Data Sets

For evaluating our approach on purely textual labels, we used data from the
museum domain consisting of 29 data sources in diverse formats from various
art museums in the U.S. Semantic labels were assigned to the attributes in these
data sources manually to the Europeana Data Model, an ontology of cultural
heritage data.3

2 https://github.com/usc-isi-i2/eswc-2015-semantic-typing.git.
3 https://joinup.ec.europa.eu/catalogue/distribution/europeana-data-model-primer.

https://github.com/usc-isi-i2/eswc-2015-semantic-typing.git
https://joinup.ec.europa.eu/catalogue/distribution/europeana-data-model-primer
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For evaluating our approach on collection of purely numeric labels, we iden-
tified 30 numeric data properties from the City class in DBpedia and extracted
these properties for various cities in the world. Most of the data properties
possess more than 17,000 data values. We split the data associated with each
semantic label into 10 partitions and manually synthesized 10 data sources by
combining one partition from each semantic label to create one data source.

For evaluating our overall approach on a mixture of textual and numeric
labels, we used 52 data properties from the City class from DBpedia, 30 of which
are the ones used in the numeric approach and the remaining 22 data properties
contain textual data values. The interesting aspect of the data collected from
DBpedia is that it is noisy in the sense that even semantic labels, which are
supposed to contain numeric data values, often contain textual values since the
data is often authored on Wikipedia by a diverse group of people. This is where
our overall approach is effective in handling noise.

We also evaluated our overall approach on the weather, phone directory, and
flight status domains, which contain closely related data extracted from separate
Web sites and consist of a diverse mixture of textual and numeric semantic labels.
The datasets corresponding to the above domains were used in the experiments
of Ambite et al. [1].

4.2 Experimental Setup

As already explained, we are not only interested in the top-1 prediction but
in the top-k predictions due to inherent similarity in many semantic labels.
In our experiments, we took the value of k to be 4 since experiments showed
that the correct prediction was included 97 % of the time using our approach.
In each experiment, the evaluation metrics of interest are mean reciprocal rank
(MRR) [3] and average training time. MRR is useful because we are interested in
the rank at which the correct semantic label is predicted among the 4 predictions
provided by the system. It helps analyse the ranking of predictions made by any
semantic labeling approach using a single measure rather than having to analyse
top-1 to top-4 prediction accuracies separately, which is a cumbersome task.

Suppose the data set consists of n sources {s0, s1, s2..., sn−1}. We perform
n runs and average the results of these n runs to prevent cases in which the
test data source is skewed in favor of our approach. In the ith run, we test our
approach in labelling data source si. In order to understand how the number of
labelled data sources in the training data affects our performance, in the ith run,
we perform n−1 experiments. In the jth experiment (j running from 1 to n−1)
in the ith run, we train on j data sources, specifically the j subsequent data
sources starting from si+1 (wrapping around 1 in a cyclical fashion), and test
our approach on data source si. We obtain the MRR and training times for each
experiment separately and average them over the n runs. Thus, we essentially
perform n(n − 1) experiments.

For example in the museum dataset containing 29 data sources, in the 1st run,
we test our approach on data source s1 by performing 28 experiments. We train
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Fig. 1. Textual data from the museum domain

using only data source s2 in experiment 1, data sources {s2, s3} in experiment
2, · · · and data sources {s2, s3, · · ·, s29} in experiment 28.

There can be cases where a semantic label is absent in the training set but is
present in the test set. In such a case, an ideal system is expected to identify this
case and report that the semantic label in the test set is absent in the training
set. If this is correctly identified, we assign a reciprocal rank of 1. Unlike previous
approaches, the TF-IDF-based approach has the potential to identify this case if
there is limited or no overlap in tokens between the test and training document.
The KS-test gives a low p-value in such cases but identifying a suitable threshold
for the KS-test will be addressed in future work.

4.3 Results: Textual Data

We used the 29 data sources from the museum domain to test our approach on
textual data. Figure 1 shows the variation of MRR against the number of labelled
data sources used in training for the three approaches on textual data: TF-
IDF-based cosine similarity, a Jaccard-similarity-based approach (as explained
in Sect. 3.1) and the Conditional Random Field (CRF)-based learning technique,
which extracts features from data values individually [5].

As evident from Fig. 1, the TF-IDF-based cosine-similarity approach achieves
higher MRR regardless of the number of labelled sources in the training data
compared to the other two approaches. It reaches a maximum MRR of 0.81
when trained with 28 labelled data sources. It achieves an MRR of 0.56 when
trained with 1 labelled data source, indicating that on the average, it predicts the
correct semantic label in the second rank. The MRR steadily increases with the
number of labelled data sources, attaining an MRR of 0.78 when trained with 16
labelled data sources itself. Beyond 16 data sources, we observe gradual increase
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in the MRR for the TF-IDF-based approach. When trained with 16 labelled
data sources, the CRF-based approach and Jaccard similarity reach MRRs of
0.72 and 0.63 respectively.

Each point on the x-axis corresponds to the number of labelled training
sources and the corresponding ordinate value is the average of the MRRs obtained
in n experiments (each experiment corresponding to a distinct test data source).
In order to ensure that the results we observed based on the average MRR
are statistically significant, we ran a one-sided paired two-sample t-test between
the TF-IDF-based approach and the other two approaches for the number of
labelled training sources ranging from 1 to 28. We observe that for all points on
the x-axis, we favour the alternative hypothesis that the population mean MRR
for the TF-IDF-based approach is greater than that of either of the other two
approaches with a 95 % confidence.

An interesting observation is that the Jaccard-similarity approach achieves
an MRR comparable to the TF-IDF-based approach when the number of train-
ing data sources is less than 5, beyond which the performance of the Jaccard
similarity approach starts declining monotonically and performs worse than the
CRF-based technique thereafter. A possible explanation for this observation is
that in the Jaccard similarity approach, the weights of tokens in the vector
representation of documents representing semantic labels is binary indicating
presence of terms. Hence, as the number of training data sources increases, a
larger fraction of tokens in the vocabulary are present in each document and
the binary weights are not informative enough resulting in the vector models of
most documents giving close Jaccard similarities. Thus, the Jaccard similarity
approach finds it more difficult to predict the correct semantic label at a higher
rank as the number of training data sources increases.

4.4 Results: Numeric Data

We used the numeric data properties of the City class from DBpedia (divided
into 10 data sources) to test our approach on numeric data. Figure 2 shows
the variation of MRR against the number of training data sources used for
approaches proposed by us in in Sect. 2.2, namely the Welch’s t-test, the Mann-
Whitney U test, and the Kolmogorov-Smirnov test. In addition to these three
approaches, we also tested the TF-IDF-based approach (used for textual data)
on this numeric data and compared the results with the existing CRF-based
semantic labelling technique [5].

Figure 2 clearly shows that the Kolmogorov-Smirnov (KS)-test-based app-
roach achieves much higher MRR than the other 4 approaches for all number
of labelled data sources used in training. It reaches a maximum MRR of 0.879
when trained with 6 data sources and then saturates, retaining almost the same
MRR for higher number of training data sources used. The maximum MRR
scores achieved by other approaches is as follows: the Mann-Whitney U-test-
based approach is 0.779, the t-test-based approach is 0.608, the TF-IDF-based
approach is 0.715, and the CRF-based approach is 0.729.
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Fig. 2. Numeric data from DBPedia on the city domain

The interesting observation is that the Welch’s t-test-based approach, which
theoretically should perform better than the TF-IDF-based approach and the
CRF-based approach on numeric data, actually does not perform better. This is
possibly because the assumptions of the t-test that the distribution of the under-
lying population be Gaussian and that the two samples being compared have
similar number of data points is violated. The curve for the t-test approach is
decreasing with an increase in the number of training sources since the assump-
tion of equal number of data points is violated to a greater extent as more data
sources are included in the training.

We observe that the TF-IDF-based approach performs almost as well as the
CRF-based technique, and that the KS-test and the Mann-Whitney-test-based
approaches are clearly better suited to tackle numeric data with the KS-test-
based approach achieved the highest MRR.

We ran a one-sided paired two-sample t-tests between the KS test and each
of the other approaches to ensure the results are statistically significant. For
each point on the x axis, we observed that we favour the alternative hypothesis
that the population mean MRR for the KS test is greater than that of the other
approaches with 95 % confidence.

4.5 Results: Overall Approach

First, we used the data extracted from DBpedia consisting of the 52 numeric &
textual data properties of the City class to test our proposed overall approach
(SemanticTyper). Figure 3(a) shows the variation of MRR with the number of
training data sources. We compare our proposed overall approach against the
CRF-based semantic labelling technique [5] and the TF-IDF-based approach.

As can be seen from the graph, SemanticTyper achieves an average increase
of 0.09 and 0.12 in MRR compared to the CRF-based labelling technique and
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Fig. 3. (a) Mean reciprocal rank (b) Average training time for a mixture of textual
and numeric data from DBPedia on the city domain

TF-IDF-based approach respectively. The maximum MRR achieved by Seman-
ticTyper is 0.926, CRF-based technique is 0.823 and TF-IDF-based approach
is 0.821.

For each point on the x-axis, we ran a one-sided two-sample t-tests. We reject
the null hypothesis in favour of the alternative hypothesis that the population
mean MRR achieved by SemanticTyper is greater than that of either of the other
2 approaches with 95 % confidence, showing that the differences are statistically
significant.

We also compared our overall approach, (SemanticTyper), against the CRF-
based approach and TF-IDF-based approach on the datasets from weather, phone
directory and flight status domains [1]. In each of the 3 domains, Semantic-
Typer consistently achieved higher MRR as compared to CRF and TF-IDF-based
approaches as we increased the number of labelled training sources (since the
phone directory domain consists of mainly textual data, SemanticTyper reflects
the TF-IDF-based approach). We present the maximum MRR achieved by the
approaches in each domain in Table 1(we observe it occurs when training on all
labelled data sources apart from the test source).

4.6 Training Time

For evaluation of the training time, we ran the CRF-based labelling technique [5]
on the complete city dataset from DBpedia. As shown in Fig. 3(b), the training
time increased linearly with the number of sources in the training data, starting
from 96.6 s for 1 training data source to 115.6 s for 9 training data sources. The
average training time was found to be 109.9 s.
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Table 1. Maximum mean reciprocal rank on a mixture of textual and numeric data
from the weather, flight status, and phone directory domains

Domain No.of
sources

No.of textual
labels/source

No.of numeric
labels/source

Max. MRR

CRF TF-IDF SemTyper

Weather 4 7 4 0.875 0.943 0.955

Flight Status 2 6 3 0.421 0.590 0.646

Phone Directory 3 8 1 0.704 0.831 0.831

On the other hand, for our proposed approach, the training time corresponds
only to the time spent in indexing textual semantic labels using Apache Lucene
and extracting the distribution from numeric semantic labels. Recall that for
noisy semantic labels, we perform both of the above operations. The average
training time using our approach is 0.45 s. Also, the training time remains almost
constant even as more data sources are used for training. We do notice that
there is a fixed header cost in training time in our approach due to connection
establishment, I/O operations in indexing using Apache Lucene, though this is
on the order of a tenth of a second.

Thus, we observe that the average training time of the CRF-based approach
compared to our approach is about 250 times slower. This drastic drop in training
time for our approach is possible because unlike the CRF-based approach, we
are operating on the set of data values of a semantic label as a whole.

5 Conclusion and Future Work

This paper presents an integrated approach to the problem of mapping attributes
of a data source to data properties defined in a domain ontology. Automating
the semantic labeling process is crucial in constructing semantic descriptions
of heterogeneous data sources prior to integrating them. Our approach called
SemanticTyper is significantly different from approaches in past work in that
we attempt to capture the distribution and hence characteristic properties of
the data corresponding to a semantic label as a whole rather than extracting
features from individual data values. It is evident from experimental results
that our approach has much higher label prediction accuracy and is much more
scalable in terms of training time than existing systems. Our approach makes
no restrictions on the ontology from which data properties are to be assigned.

We plan to explore several directions in future work. First, the schema of a
data source often contains metadata about attributes, such as attribute name,
that can be helpful in assigning a semantic label to an attribute. For exam-
ple, consider two semantic labels - BirthDate and DeathDate. The values of
both semantic labels look very similar making it difficult to predict the correct
semantic label as the first suggestion. But we can leverage the attribute name to
differentiate between the two. Thus, we want to extend our approach to exploit
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the information contained in attribute names to improve the labelling. Second,
in case of numeric data, many times instead of continuous real valued attributes
(like rainfall or elevation), we have attributes that take only a set of discrete
values (like age in years, number of states, etc.). So, the performance can be
enhanced further by identifying these cases and then using more suitable statis-
tical tests (e.g., the Mann-Whitney test). Third, we plan to explore alternative
tokenization and word n-gram representations as well.
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Abstract. In the context of Semantic Web, one of the most important
issues related to the class-membership prediction task (through induc-
tive models) on ontological knowledge bases concerns the imbalance of the
training examples distribution, mostly due to the heterogeneous nature
and the incompleteness of the knowledge bases. An ensemble learning app-
roach has been proposed to cope with this problem. However, the majority
voting procedure, exploited for deciding the membership, does not con-
sider explicitly the uncertainty and the conflict among the classifiers of an
ensemble model. Moving from this observation, we propose to integrate
the Dempster-Shafer (DS) theory with ensemble learning. Specifically, we
propose an algorithm for learning Evidential Terminological Random For-
est models, an extension of Terminological Random Forests along with the
DS theory. An empirical evaluation showed that: (i) the resulting mod-
els performs better for datasets with a lot of positive and negative exam-
ples and have a less conservative behavior than the voting-based forests;
(ii) the new extension decreases the variance of the results.

1 Introduction

In the context of Semantic Web (SW), ontologies and the ability to perform
reasoning on them, via deductive methods, play a key role. However, standards
inference mechanisms have also shown their limitations due to the incomplete-
ness of ontological knowledge bases deriving from the Open World Assump-
tion (OWA). In order to overcome this problem, alternative forms of reasoning,
such as inductive reasoning, have been adopted to perform various tasks such
as concept retrieval and query answering [1,2]. These tasks have been cast as
a classification problem, consisting in deciding the class-membership of an indi-
vidual with respect to a query concept, to be solved through inductive learning
methods that exploit statistical regularities in a knowledge base. The resulting
models can be directly applied to the knowledge base or mixed with deductive
reasoning capabilities [3]. Although the application of these methods has shown
interesting results and the ability to induce assertional knowledge that is not
logically derivable, these methods have also revealed some problems due to the
aforementioned incompleteness. In general, the individuals that are positive and
negative instances for a given concept may not be equally distributed. This skew-
ness may be stronger when considering individuals whose membership cannot
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 418–433, 2015.
DOI: 10.1007/978-3-319-18818-8 26
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be assessed because of the OWA. This class-imbalance setting may affect the
model, resulting with poor performances.

Various methods have been devised for tackling the problem, spanning from
sampling methods to ensemble learning approaches [4]. Concerning the specific
task of instance classification for inductive query answering on SW knowledge
bases, we investigated on the usage of ensemble methods [5], where the resulting
model is built by training a certain number of classifiers, called weak learners,
and the predictions returned by each weak learner are combined by a rule stand-
ing for the meta-learner. Specifically, we proposed an algorithm for inducing
Terminological Random Forests (TRFs) [5], an ensemble of Terminological Deci-
sion Trees (TDTs) [6]. The method extends Random Forests and First Order
Random Forests [7,8] to the case of DL representation languages. When these
models are employed, the membership for a test individual is decided according
to a majority vote rule (although various strategies for combining predictions
have been proposed [9–11]): each classifier returning a vote in favor of a class
equally contributes to the final decision. In this way, some aspects are not con-
sidered explicitly, such as the uncertainty about the class label assignment and
the disagreement that may exist among weak learners. The latter plays a crucial
role for the performance of ensemble models [12]. In the specific case of TRFs,
we noted that most misclassifications were related to those situations in which
votes are distributed evenly with respect to the admissible labels.

A weighted voting procedure may be an alternative strategy to mitigate the
problem, but it requires a criterion for setting the weights. In this sense, intro-
ducing a meta-learner which manipulates soft predictions of each classifier (i.e. a
prediction with a confidence measure for each class value) rather than hard predic-
tions (where a class value is returned) may be a solution. For TRFs, this can be
done by considering the extension of TDT models based on the Dempster-Shafer
Theory (DS) [13], which provides an explicit representation of ignorance anduncer-
tainty (differently from the original version proposed in [6]). In machine learning,
resorting to the DS operators is a well-known solution [14]. Most of the existing
ensemble combination methods resort to a solution based on decision templates,
which are obtained by organizing, for each classifier against each class, a mean vec-
tor (called reference vector). When these methods are employed, predictions are
typically made by computing the similarity value between a decision profile of an
unknown instance with the decision templates. Other approaches that does not
require the computation of these matrices have been proposed [14]. However, all
the methods consider a propositional representation. Additionally, none of them
has been employed for predicting assertions on ontological knowledge bases.

The main contribution of the paper concerns the definition of a framework
for the induction of Evidential Terminological Random Forests for ontological
knowledge bases. This is an ensemble learning approach that employs Evidential
TDTs (ETDTs) [13] and does not require the computation of decision templates,
similarly to [14]. After the induction of the forest, a new individual is classified
by combining, by means of the Dempster’s rule [15], the available evidence on
the membership coming from each tree.
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The remainder of the paper is organized as follows: the next section recalls the
basics of the Dempster-Shafer Theory; Sect. 3 presents the novel framework for
evidential terminological random forests, while in Sect. 4, a preliminary empirical
evaluation is described. Sect. 5 draws conclusions and illustrate perspectives for
further developments.

2 Basics on the Dempster-Shafer Theory

The Dempster-Shafer Theory (DS) is basically an extension of the Bayesian
subjective probability. In the DS, the frame of discernment is a set of exhaustive
and mutually exclusive hypotheses Ω = {ω1, ω2, · · · , ωn} about a domain. For
instance, the frame of discernment for a classification problem could be the set
of all admissible class values. Moving from this set, it is possible to define a Basic
Belief Assignment (BBA) as follows:

Definition 1 (Basic Belief Assignment). Given a frame of discernment Ω =
{ω1, ω2, . . . , ωn}. A Basic Belief Assignment (BBA) is a function that defines a
mapping m : 2Ω → [0, 1] such that:

∑

A∈2Ω

m(A) = 1 (1)

Given a piece of evidence, the value of a BBA m for a set A expresses a measure
of belief exactly committed to A. This means that the value m(A) does imply
no further claims about any of its subsets. This means that when A = Ω, a case
of total ignorance occurs. Each element A ∈ 2Ω for which m(A) > 0 is said to
be a focal element for m. The function m can be used to define other functions,
such as the belief and the plausibility function.

Definition 2 (Belief Function and Plausibility Function). For a set A ⊆
Ω, the belief in A, denoted Bel(A), represents a measure of the total belief com-
mitted to A given the available evidence.

∀A,B ∈ 2Ω Bel(A) =
∑

B⊆A

m(B) (2)

The plausibility of A, denoted Pl(A), represents the amount of belief that could
be placed in A, if further information became available.

∀A,B ∈ 2Ω Pl(A) =
∑

B∩A �=∅
m(B) (3)

It can be proved that, knowing just one among m, Bel and Pl allows to derive
all the other functions [16].

In the DS, various measures for quantifying the amount of uncertainty have
been proposed, e.g. the non-specificity measure [17]. The latter can be regarded
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as a measure for representing the imprecision of a BBA function. This measure
can be computed by the following equation:

Ns =
∑

A∈2Ω

m(A) log(|A|) (4)

It is easy to note that the non-specificity value is higher when the focal elements
are larger subsets of Ω, for the elements of which no further claims can be made.

One of the most important aspects related to the DS is the availability of
various operators for pooling evidence from different sources of information.
One of them, called Dempster’s rule, aggregates independent evidences defined
within the same frame of discernment. Let m1 and m2 be two BBAs. The new
BBA obtained by combining m1 and m2 using the rule of combination, m12, can
be expressed by the orthogonal sum of m1 and m2. Generally, the normalized
version of the rule is used:

∀A,B,C ⊆ Ω m12(A) = m1 ⊕ m2 =
1

1 − c

∑

B∩C=A

m1(B)m2(C) (5)

where the conflict c can be computed as: c =
∑

B∩C=∅ m1(B)m2(C)
In the DS, the independence of the available evidences is typically a strong

constraint that can be relaxed by using further combinations rules, e.g. the
Dubois-Prade’s rule [18].

m12(A) =
∑

B∪C=A

m1(B)m2(C) (6)

Differently from the Dempster’s rule, the latter considers the union between two
sets of hypothesis rather than their intersection. As a result, the conflict between
sources of information does not exists.

3 Evidence-Based Ensemble Learning for Description
Logic

The TDT (and RF) learning approach is now recalled before introducing the
method for the induction of an evidence-based versions of these classification
models.

3.1 Class-Imbalance and Terminological Random Forests

In machine learning, the class-imbalance problem concerns the skewness of train-
ing data distribution. Considering a multilabel setting, where the number of
class label is greater than 3, the problem usually occurs when the number of
training instances belonging to the a particular class (the majority class) over-
whelms the number of those belonging to the other classes (which represent the
majority class). In order to tackle the problem, most common strategies based
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on sampling strategy have been proposed [19]. One of the simplest method is
an under-sampling strategy that randomly discards instances belonging to the
majority class in order to re-balance the dataset. However, this method causes a
loss of information due to the possible discarding of useful examples required for
inducing a quite predictive model. A Terminological Random Forest (TRF) is
an ensemble model trained through a procedure that combines a random under-
sampling strategy with the ensemble learning induction [5]. The main purpose
for the induction of these models is to mitigate the loss of information mentioned
above in the context of SW knowledge bases. A TRF is basically made up of
a certain number of Terminological Decision Trees (TDTs) [6], where each of
them is built by considering a (quasi-)balanced dataset. The ensemble model
assigns the final class for a new individual by appealing to a majority vote pro-
cedure. Therefore each TDT returns an hard prediction: this means that each
tree contributes equally to the decision concerning the class label, regardless its
confidence about predictions. In order to consider also this kind of information
and tackling sundry problems as the uncertainty about the class assignment (i.e.
when the confidence about either a class or another one is approximately equals)
and the disagreement between classifiers that may lead to misclassifications [5],
we need to resort to other models for the ensemble approach, such as Evidential
Terminological Decision Trees [13].

3.2 Evidential Terminological Decision Trees

In [13], it has been shown how the class-membership prediction task can be tack-
led by inducing Evidential Terminological Decision Trees (ETDTs), an extension
of the TDTs [6] based on evidential reasoning. ETDTs are defined in a similar
way of TDTs. However, unlike TDTs, each node contains a couple 〈D,m〉, where
D is a DL concept description and m is BBA concerning the membership w.r.t.
D, rather than the sole concept description. Practically, to learn an ETDT model,
a set of concept descriptions is generated from the current node by resorting to
the refinement operator, denoted by ρ. For each concept, a BBA is also com-
puted by considering the positive, negative and uncertain instances w.r.t. the
generated concept. Then the best description (and the corresponding BBA) is
selected, i.e. the one having the smallest non-specificity measure value w.r.t. the
previous level. In other words, this means that the description is the one having
the most definite membership.

Figure 1 reports a simple example of ETDT used for predicting whether a car
is to be sent back to the factory (SendBack) or can be repaired. We can observe
that the root concept ∃hasPart.
 is progressively specialized. Additionally, the
concepts installed into the intermediate nodes are characterized by a decreasingly
non specificity measure value.

3.3 Evidential Terminological Random Forests

An Evidential Terminological Random Forest (ETRF) is an ensemble of ETDTs.
We will focus on the procedures for producing an ETRF and for predicting
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∃hasPart.�
m= (∅: 0, {+1}:0.30,{-1}:0.36,

{-1,+1}: 0.34)

∃hasPart.Worn
m=(∅: 0.00, {+1}:0.50,{-1}:0.36,

{-1,+1}: 0.14)

∃hasPart.(Worn � ¬Replaceable)

m=(∅: 0.00, {+1}:0.50,{-1}:0.36,
{-1,+1}:0.00)

SendBack
m= (∅: 0.00, {+1}:1.00,{-1}:0.00,

{-1,+1}:0.00)

¬SendBack
m=(∅: 0.00, {+1}:0.00,{-1}:1.00,

{-1,+1}:0.00)

¬SendBack
m=(∅: 0.00, {+1}:0.00,{-1}:0.13,

{-1,+1}:0.87)

¬SendBack
m=(∅: 0.0, {+1}:0.00,{-1}:0.00,

{-1,+1}: 1.0)

Fig. 1. A simple example of ETDT: each nodes contains a DL concept description and
a BBA obtained by counting the instances that reach the node during the training
phase

class-membership of input individuals exploiting an ETRF. Moving from the
formulation of the concept learning problem proposed in [5], we will use the
label set L = {−1,+1} as frame of discernement of the problem. The labels
in L are usually used to denote, respectively, the cases of positive and nega-
tive membership w.r.t. a target concept C. However, in order to represent the
uncertain-membership related to the Open World Assumption, we will employ
the label set L′ = 2L \ {∅} and the singletons {+1} and {−1} to denote the pos-
itive and negative membership w.r.t. C while the case of uncertain-membership
will be labeled by L = {−1,+1}.

Growing ETRFs. Algorithm 1 describes the procedure for producing an ETRF.
In order to do this, the target concept C, a training set Tr ⊆ Ind(A) and the
desired number of trees n are required. Tr may contain not only positive and neg-
ative examples but also instances with uncertain membership w.r.t. C. According
to a bagging approach, the training individuals are sampled with replacement in
order to obtain n subsets Di ⊆ Tr, with i = 1, . . . , n. In order to obtain Dis, it is
possible to apply various sampling strategies although, in this work, we followed
the approach proposed in [5]. Firstly, the initial data distribution is considered
by adopting a stratified sampling w.r.t. the class-membership values in order to
represent instances of the minority class. In the second phase, undersampling can
be performed on the training set in order to obtain (quasi-)balanced Di sets (i.e.
with a class imbalance that will not affect much the training process). This means
that if the majority class is the negative one, the exceeding part of the counterex-
amples is randomly discarded. In the dual case, positive instances are removed.
In addition, the sampling procedure removes also all the uncertain instances. In
Algorithm 1, the procedure that returns the sets Di implementing this strategy
is BalancedBootstrapSample. For each Di, an ETDT T is built by means of
a recursive strategy, as described in [13] which is implemented by the procedure
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Algorithm 1. The routines for inducing an ETRF
1 const: θ: threshold
2 function InduceETRF(Tr : training set;C : concept;n ∈ N): TRF
3 begin

4 P̂ r ← estimatePriors(Tr, C): {C prior membership probabability estimates}
5 F ← ∅
6 for i ← 1 to n
7 Di ← BalancedBootstrapSample(Tr)
8 let Di = 〈Ps,Ns,Us〉
9 Ti ← induceETDTree(Di, C, P̂ r);

10 F ← F ∪ {Ti}
11 return F
12 end
13

14 function InduceETDTree(〈Ps, Ns, Us〉: training set; C:concept; m: BBA, P̂ r: priors)
15 begin
16

17 T ← new ETDT
18 if |Ps| = 0 and |Ns| = 0 then
19 begin
20 if Pr(+1) ≥ Pr(−1) then {pre−defined constants wrt the whole training set}
21 T.root ← 〈C, m〉
22 else
23 T.root ← 〈¬C, m〉
24 return T
25 end
26 if (m({−1} � 0) and (m({+1}) > θ) then
27 begin
28 T.root ← 〈C, m〉
29 return T
30 end
31 if (m({+1} � 0) and (m({−1}) > θ) then
32 begin
33 Troot ← 〈¬C, m〉
34 return T
35 end
36 RS ← RandomSelection(ρ(D)) {random selection of specializations}
37 S ← ∅
38 for E ∈ RS {assignBBA for each candidate}
39 m′ ← computeBBA(E, 〈Ps, Ns, Us〉)
40 S ← S ∪ {〈E, m′〉}
41

42 〈E∗, m∗〉 ← selectBestCandidate(S)

43 〈〈Pl,Nl,Ul〉, 〈Pr,Nr,Ur〉〉 ← split(E∗, 〈Ps,Ns,Us〉)
44 T.root ← 〈E∗, m∗〉
45 T.left ← induceETDT(〈Pl,Nl,Ul〉, E∗, P̂ r)

46 T.right ← induceETDT(〈Pr,Nr,Ur〉, E∗, P̂ r)
47 return T
48 end

induceETDT). It distinguishes various cases. The first one uses prior probability
(estimate) to cope with the lack of examples (|Ps| = 0 and |Ns| = 0). The second
one sets the class label for a leaf node if it is sufficiently pure, i.e. no positive (resp.
negative) example is found while most examples are negative (resp. positive). This
purity condition is evaluated by considering the BBA m given as input for the
algorithm (m({−1} � 0 and m({+1}) > θ, m({+1} � 0 and m({−1}) > θ). The
values of a BBA function for the membership values are obtained by computing
the number of positive, negative and uncertain-membership instances w.r.t. the
current concept. Finally, the third (recursive) case concerns the availability of both
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Algorithm 2. Class-membership prediction
1 function classifyByTRF(a : individual;F : TRF;C : target concept) : L
2 begin
3 M [] ← new array
4 for each T ∈ F
5 M [T ] ← classify(a, T )
6

7 m ←⊕
m∈M m {pooling according to a combination rule}

8

9 for each l ∈ 2L {class assignement}
10 Compute Bel(l) from m
11

12 if (|Bel({−1}) − Bel({+1})| > ε ) then

13 return argmaxl∈L′\{−1,+1} Bel(l)

14 else
15 return L
16 end
17

18 function classify(a, T ): m̄
19 begin
20 L ← findLeaves(a, T ) {list of BBA}
21 m̄ ←⊕

m∈L m

22 return m̄
23 end

negative and positive examples. In this case, the current concept description D has
to be specialized by means of an operator exploring the search space of downward
refinements of D. Following the approach described in [5,8], the refinement step
produces a set of candidate specializations ρ(D) and a subset of them, namely RS,
is then randomly selected (via function RandomSelection) by setting its car-
dinality according to the value returned by a function f applied to the cardinality
of the set of specializations returned by the refinement operator (e.g.

√|ρ(D)|).
A BBA m′ is then built for each candidate E ∈ RS. Again, the function can be
obtained by counting the number of positive, negative and uncertain-membership
instances). Then the best pair 〈E∗,m∗〉 ∈ S according to the non-specificity mea-
sure employed in [13] is determined by the selectBestCandidate procedure
and finally installed in the current node. Specifically, the procedure tries to find the
pair 〈E∗,m∗〉 having the smallest non-specificity measure value. After the assess-
ment of the best pair E∗, the individuals are partitioned by the procedure split
for the left or right branch according to the result of the instance-check w.r.t. E∗,
maintaining the same group (Pl/r,Nl/r, or Ul/r). Note that a training example a is
replicated in both children in case both K |= E∗(a) and K |= ¬E∗(a). The divide-
and-conquer strategy is applied recursively until the instances routed to a node
satisfy one of the stopping conditions discussed above.

Prediction. After an ETRF is produced, predictions can be made relying on
the resulting classification model. The related procedure sketched in Algorithm2
works as follows. Given the individual to be classified, for each tree Ti of the for-
est, the procedure classify returns a BBA assigned to the leaves reached from
the root in a path down the tree. Specifically, the algorithm traverses recursively
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the ETDT by performing an instance check w.r.t. the concept contained in each
node that is reached: let a ∈ Ind(A) and D the concept installed in the current
node, if K |= D(a) (resp. K |= ¬D(a)) the left (resp. right) branch is followed. If
neither K |= D(a) nor K |= ¬D(a) is verified, both branches are followed. After
the exploration of a single ETDT, the list L may contain several BBAs. In this
case, BBAs are pooled according to a combination rule as the Dubois-Prade’s
one [13]. The function classify returns the combined BBA according to this
rule (denoted by the symbol

⊕
). After polling all trees, a set of BBAs deriv-

ing from the previous phase are exploited to decide the class label to the test
individual a. Function classifyByTRF takes an individual a and a forest F .
Then, the algorithm iterates on the forest trees collecting the BBAs via func-
tion classify. Then, the BBAs are pooled according to a further combination
rule, which can be different from the one employed during the exploration of
a single ETDT. Additionally, this combination rule should be also an associa-
tive operator [15]. In this way, the result should not be affected by the pooling
order of the BBAs. In our experiments we combined these BBAs via Dempster’s
rules (denoted by the symbol

⊕
in the function classifyByTRF). By using

this rule, the disagreement between classifiers, which corresponds to the conflict
exploited as normalization factor, is explicitly considered by the meta-learner.
The final decision is then made according to the belief function value computed
from the pooled BBAs m. In this case, we aim to select the l ∈ 2L which maxi-
mizes the value of the function. However, in order to cope with the monotonicity
of belief function which can lead easily to return an unknown-membership as a
final prediction, the meta-learner must compare the value for the positive and
negative class label and it assign the unknown membership if their values are
approximately equal. This is made by comparing the difference between belief
function values w.r.t. a threshold ε.

4 Preliminary Experiments

The experimental evaluation aims at evaluating the effectiveness of the classifi-
cation based on the ETRF models1 and the improvement in terms of prediction
w.r.t. TRFs. We provide the details of the experimental setup and present and
discuss the outcomes.

4.1 Setup

Various Web ontologies have been considered in the experiments (see Table 1).
They are available on TONES repository2. For each ontology of TONES, 15 query
concepts have been randomly generated by combining (using the conjunction and
disjunction operators or universal and existential restriction) 2 through 8 (prim-
itive or defined) concepts of the ontology.
1 The source code will be available at: https://github.com/Giuseppe-Rizzo/SWML

Algorithms.
2 http://www.inf.unibz.it/tones/index.php.

https://github.com/Giuseppe-Rizzo/SWMLAlgorithms
https://github.com/Giuseppe-Rizzo/SWMLAlgorithms
http://www.inf.unibz.it/tones/index.php
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Table 1. Ontologies employed in the experiments

Ontology DL Lang. #Concepts #Roles #Individuals

BCO ALCHOF(D) 196 22 112

BioPax ALCIF(D) 74 70 323

NTN SHIF(D) 47 27 676

HD ALCIF(D) 1498 10 639

As in previous works [5,13], because of the limited population of the consid-
ered ontologies, all the individuals occurring in each ontology were employed as
(training or test) examples.

A 10-fold cross validation design of the experiments was adopted so that
the final results are averaged for each of the considered indices (see below). We
compared our extensions with other tree-based classifiers: TDTs [6], TRFs [5]
and ETDTs [13].

In order to learn each ETDTs by considering a balanced set of examples,
a stratified sampling was required (see Sect. 3). Three stratified sampling rates
related to the Dis were set in our experiments, namely 50 %, 70 % and 80 %.

Finally, forests with an increasing number of trees were induced, namely:
10, 20 and 30. For each tree in a forest, the number of randomly selected can-
didates was determined as the square root of candidate refinements:

√| ρ(·) |.
We employed these settings for training both ETRFs and TRFs. As in previous
works [5,6,13], to compare the predictions made using RFs against the ground
truth assessed by a reasoner, the following indices were computed:

– match rate (M%), i.e. test individuals for which the inductive model and a
reasoner agree on the membership (both {+1}, {−1}, or {−1,+1});

– commission rate (C%) i.e. test cases where the determined memberships are
opposite (i.e. {+1} vs. {−1} or viceversa);

– omission rate (O%), i.e. test cases for which the inductive method cannot
determine a definite membership while the reasoner can ({−1,+1} vs. {+1}
or {−1});

– induction rate (I%). i.e. test cases where the inductive method can predict
a definite membership while the reasoner cannot assess it ({+1} or {−1} vs.
{−1,+1}).

4.2 Results

As regards the distribution of the instances w.r.t. the target concepts, we observed
that negative instances outnumber the positive ones in BCO and Human Dis-
ease (HD). In the case of BCO this occurred for all concepts but one with a ratio
between positive and negative instances of 1 : 20. In the case of HD this kind of
imbalance occurred for all the queries. Moreover, in the case of HD the number of
instances with an uncertain-membership is very large (about 90 %). On the other
hand, in the case of NTN, we noted the predominance of positive instances: for
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Table 2. Results of experiments with TDTs and ETDTs models

Table 3. Comparison between TRFs and ETRF with sampling rate of 50 %

most concepts the ratio between positive and negative instances was 12 : 1 and a lot
of uncertain-membership instances were found (again, over 90 %). A weaker imbal-
ance could be noted with BioPax. For most query concepts the ratio between
positive and negative instances was 1 : 5. In addition, for most query concepts,
uncertain-membership instances lacked. This kind of instances were available only
for 2 queries. The class distribution was balanced for three concepts only.

Tables 2, 3, 4 and 5 report the results of this empirical evaluation. On the
other hand, Table 6 shows the differences between indexes for TRFs and ETRFs.
In general, we can observe how ensemble methods perform better or, in the
worst cases, have the same performance of a single classifiers approach for most
ontologies. For example, when we compare ETRFs w.r.t. ETDTs, a significant
improvement was obtained for Biopax (the match rate was around 96 % for
ETRFs and 87 % for ETDTs). For BCO, there was a more limited improvement:
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Table 4. Comparison between TRFs and ETRF with sampling rate of 70 %

Table 5. Comparison between TRFs and ETRF with sampling rate of 80 %

it was only around 1.31% and it was likely due to the number of examples
available in BCO. In this case, when ETRFs model were induced, there was
a larger overlap between the ETDTs in the forests and the sole ETDT model
employed in the single-classifier approach, i.e. the models were very similar to
each other.

As regards the comparison between ETRFs and TRFs model, an improve-
ment of match rate and a subsequent decrease of induction rate was observed for
Bco. This improvement was around 6% for match rate while it was of 3% for the
induction rate when a sampling rate of 50% was employed. The improvement of
match rate was larger when the sampling rate of 70 % and 80 % were employed.
In this case, the addition of further instances lead to that the improvement
of the predictiveness of the ETRFs. The ensemble of models proposed in this
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Table 6. Differences between the results for TRFs and ETRFs model. The symbol •
is used to denote that a positive or negative difference that is in favor of ETRFs, while
the symbol ◦ is used to denote a positive or negative difference that is in favor of TRFs

paper showed a more conservative behavior w.r.t. the original version. It can be
noted that the increase of match rate was mainly due to uncertain-membership
instances that were not classified as induction cases, as a result of the values of
belief functions employed for making decisions. Another cause is related to the
lack of omission cases. In this case, the procedure for forcing the answer leads
to decide in favor of the correct class-membership value. Besides the value of
commission rate did not change in a significant way. The proposed extension is
also more stable in terms of standard deviation: for ETRFs, this value is lower
than the one obtained for TRFs.

With BioPax, we observed again the increase of the match and a significant
decrease of commission rate. Also the induction rate was larger with ETRFs than
withTRFs, likely due to the procedure for forcing the answer.As regards the exper-
iments onHD andNTN ontology, we can observe, differently from the original ver-
sion of TRFs, how the induction rate was very high when ETRFs were employed.
For the latter case, this result was mainly due to the original data distribution
that showed an overwhelming of uncertain instances. As previously mentioned,
they approximately represented about 50 % of the total number of instances in the
ABox of HD and about 90 % for NTN. TRFs showed a conservative behavior by
returning an unknown membership (due to uncertain results of the intermediate
tests during the exploration of trees [5]) which tends to preserve the matches with
the gold-standard membership also in case of uncertain membership. This explains
the high match rate observed in the experiments. After the induction of ETRFs,
the models showed a braver behavior also due to the forcing procedure. As a result,
it tends to more easily assign a positive or negative membership to a test instance
leading to the increase of the induction rate, with a value of about 89% while omis-
sion cases missed. Induction cases represent new non-derivable knowledge that can
be potentially useful for ontology completion, their larger number suggest that the
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result may be also due to the existing noise (also due to the employment of the
entire ABox as dataset). This basically means that most induced assertions may
be not definitely related to learned concepts, but they cannot considered as real
errors like commission rate.

Similarly to our previous experiments proposed in [5], we observed also how
the generated concept descriptions that were installed as node for each ETDT
do not improve the quality of the splittings, similarly to the case of TDTs where
the training was lead by the information gain criterion. This occurred for all
the datasets that were considered here. In both cases, most instances were sent
along a branch, while a small number of them were sent along the other one.
This means that small disjuncts problem is a common problem both TRFs and
ETRFs and neither the information gain nor the non-specificity measure can be
considered as suitable measures for selecting the best concept description that is
used to split instances during the training phase. A further remark concerns the
predictiveness of the proposed method w.r.t. both the sampling methods and
the number of trees in a forest. Also for ETRFs, the performance did not change
significantly when a larger number of trees was set or when the algorithm resort
to a larger stratified sampling rate. While in the former case the results are likely
due to a weak diversification between ETDTs, in the latter case, the result was
likely due to the availability of examples whose employment did not change the
quality of splittings generated during the growth process. For ETRFs, similarly
to TRF models, the refinement operator is still a bottleneck for learning phase:
execution times spanned from few minutes to almost 10 h as the experiments
proposed in [5]. However, when an intermediate test with an uncertain result
was encountered, the exploration of alternative paths affected the efficiency of
the proposed method.

5 Conclusion and Extensions

We have proposed an algorithm for inducing Evidential Terminological Random
Forests, an extension of Terminological Random Forests devised to tackle the class-
imbalance problem for learning predictive classification models for SW knowledge
bases. As the original version, the algorithm combines a sampling approach with
ensemble learning techniques. The resulting models combine predictions that are
represented as basic belief functions rather than votes by exploiting combination
rules in the context of the Dempster-Shafer Theory for making the final decision.
In addition, a preliminary empirical evaluation with publicly available ontologies
has been performed. The experiments have shown how the new classification model
seems to be more predictive than the previous ones and it tends to assign a definite
membership. Besides, the predictiveness of the model can be sufficiently tolerant
to variation of the number of trees and the sampling rate. The standard deviation
is also lower than the original TRFs. In the future, we plan to extend the method
along various directions. One regards the choice of the refinement operator that
may be applied in order to generate more discriminative intermediate tests. This
plays a crucial role for the quality of the classifiers involved in the ensemble model
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in order to obtain quite predictive weak learners from both expressive and shal-
low ontologies extracted from the Linked Data cloud [20]. In order to cope with
the latter case, the method could be parallelized in order to employ it as a non-
standard tool to reason over such datasets. Further ensemble techniques and novel
rules for combining the answers of the weak learners could be employed. For exam-
ple, weak learners can be induced from subsets of training instances generated by
means of a procedure based on cross-validation rather than sampling with replace-
ment. Finally, further investigations may concern the application of strategies aim-
ing to optimize the ensemble, that is an important characteristic of such learning
methods [12,21].

Acknowledgments. This work fulfills the objectives of the LOGIN “LOGistica INTe-
grata” (2012–2015) (PII INDUSTRY 2015), announcement “New Technologies for the
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Abstract. In the context of Web of Things (WoT), embedded networks
have to face the challenge of getting ever more complex. The complexity
arises as the number of interchanging heterogeneous devices and different
hardware resource classes always increase. When it comes to the develop-
ment and the use of embedded networks in the WoT domain, Semantic
Web technologies are seen as one way to tackle this complexity. For exam-
ple, properties and capabilities of embedded devices may be semantically
described in order to enable an effective search over different classes of
devices, semantic data integration may be deployed to integrate data
produced by these devices, or embedded devices may be empowered to
reason about semantic data in the context of WoT applications. Despite
these possibilities, a wide adoption of Semantic Web or Linked Data
technologies in the domain of embedded networks has not been estab-
lished yet. One reason for this is an inefficient representation of semantic
data. Serialisation formats of RDF data, such as for instance a plain-text
XML, are not suitable for embedded devices. In this paper, we present
an approach that enables constrained devices, such as microcontrollers
with very limited hardware resources, to store and process semantic data.
Our approach is based on the W3C Efficient XML Interchange (EXI) for-
mat. To show the applicability of the approach, we provide an EXI-based
µRDF Store and show associated evaluation results.

Keywords: Web of Things (WoT) · Microcontroller · RDF · EXI · RDF
store

1 Introduction

We are witnessing a new era of innovation which is taking place through the
convergence of the physical and cyber world. This era is characterised with an
emergence of technologies such as low-cost sensing, smart devices, advanced
computing, powerful analytics, and the new levels of connectivity permitted by
the Internet - all together often referred to as Internet of Things (IoT). Further
integration of physical devices and the data they produce with the Web is also
known as the Web of Things (WoT).

While it has a huge potential to change our lives in various aspects, WoT still
faces a number of challenges such as for example identification and discovery of
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 437–452, 2015.
DOI: 10.1007/978-3-319-18818-8 27
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WoT devices and services, machine interpretation and integration of WoT data,
automated interactions of WoT devices in a certain context and others.

Semantic Web (SW) technologies are seen as a good candidate to tackle these
and other challenges in the realm of WoT. The W3C Resource Description Frame-
work (RDF) [19] is a powerful data model that is used for conceptual descriptions
and modelling of information in the Web. RDF expressions, provided in a form of
subject-property-object triples, represent statements about (Web) resources. In
the context of WoT, resources are physical ‘things’ (e.g., sensors, actuators, etc.)
that are connected to the Web and can be in the same way described as a set of
RDF statements. RDF descriptions, written in accordance to a certain schema or
ontology, may later help in discovery of WoT devices with certain characteristics.
This can reduce the time of building new applications significantly, as for exam-
ple the semantic search can be used for this task. The data produced by selected
devices may be easier integrated and processed, thereby creating a new informa-
tion or an added-value service. A WoT device can also be easier integrated into a
running system if both the device and the contextual information of the system
are semantically described. Thanks to semantic reasoning, that enables the WoT
device to find its role in the system, it also enables the device to demonstrate a
plug&play functionality in an WoT environment.

Despite these few examples, a straight forward use of SW technologies in the
context of Web of Things applications is not possible. Typical devices, associ-
ated with physical ’things’, are very limited in terms of their capabilities (i.e.,
processing power, available memory, energy supply etc.). For example, WoT
devices, such as sensors and actuators run by microcontrollers with only few kilo
Bytes of RAM and ROM and have a slow processing unit (e.g., ARM Cortex-M3
microcontroller1), are not capable to store and process RDF triples serialized in
formats such as plain-text RDF/XML.

In the recent of years there has been many efforts to find a format to com-
press huge sets of RDF triples (e.g., HDT [7] and RDSZ [8]). Although the
compression results are respectful in terms of the decrease of the network traffic,
these approaches however do not target very constrained devices such as micro-
controllers. Two reasons hinder them in this goal, and those are memory usage
and processing constrains, imposed by tiny devices such as for example ARM
Cortex-M3 microcontroller.

Consequently, requirements related to an RDF serialization format for con-
strained devices, and at the same time, for the use of SW technologies in the
realm of WoT, should fulfil the following aspects:

– Low Memory Usage: the memory used for semantic descriptions should be
as small as possible and should always leave enough space for the actually run
time procedure.

– Small Message Size: in embedded networks the bandwidth usage can be
very critical, hence transferred messages should be kept small.

– Type Awareness: physical devices will mainly exchange physical values with
certain characteristics (unit of measure, precision, sampling rate etc.), hence

1 http://www.arm.com/products/processors/cortex-m/cortex-m3.php.

http://www.arm.com/products/processors/cortex-m/cortex-m3.php
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the data shall be represented in a type aware manner. Type awareness opti-
mizes the overall processing and reduces the memory usage.

– Simple Processing: small embedded devices shall be enabled to read the
content of semantic data in a high efficient and direct manner. For example,
the overhead of a transformation of data should be avoided before the actual
data content can be retrieved.

– A Standardized Solution: To avoid or reduce the development effort and
costs such as found in proprietary solutions, a standardized approach for
the use of semantics from powerful devices up to tiny constrained embedded
devices, should be pursued.

This paper addresses all the above mentioned requirements and proposes an
approach that relies on the technique of the standardized W3C’s Efficient XML
Interchange (EXI) format [17]. It makes the serialization of RDF data efficient
and applicable, even for very constrained embedded devices.

The paper presents the following contributions and is organised as follows.

– We start to give an overview about related work in Sect. 2 and discuss its
intricacy in terms of its applicability in the microcontroller environment.

– In Sect. 3 we introduce the W3C EXI format and our different proposals to
serialize RDF-based data in a efficient manner.

– To show the applicability of our approach in the embedded domain, we have
developed µRDF Store - a repository that stores and serializes semantic data
in the EXI format. This work is detailed in Sect. 4.

– Finally, we present evaluation results showing the effectiveness of our app-
roach to encode RDF with EXI. Further on, we prove its applicability to the
constrained embedded domain such as the one with microcontrollers (Sect. 5).

2 Related Work

The related work in this topic can be parted into two main subjects, namely
the effort of existing RDF compression approaches and the existing semantic
repositories.

2.1 RDF Compressions

HDT and SHDT. Header-Dictionary-Triples (HDT) [7] is a well known binary
format for publishing and exchanging of RDF data. The main idea behind the
approach is to decompose an RDF document into a Header-Dictionary-Triples
(HDT) format, and represent it in a compact manner, thereby decreasing the
redundancy in an RDF graph. The HDT format consists of: a Header, a Dic-
tionary, and Triples. The Header includes optional metadata that describes the
RDF dataset. The Dictionary provides a vocabulary of the RDF terms, i.e.,
a catalogue where for each distinct term, a unique ID is assigned. This way, the
dictionary contributes to the goal of compactness by replacing the long repeated
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strings in triples by short IDs. IDs can be used for indexing of RDF data too. The
triples component comprises the pure structure of the underlying RDF graph,
i.e., compactly encodes the set of triples while avoiding the noise produced by
long labels and repetitions. In this way an original RDF triple can be expressed
as three IDs, thereby replacing each element in a triple with the reference to the
dictionary. An experimental evaluation of a concrete implementation from [7]
shows that datasets in the HDT format can be compacted by more than fifteen
times as compared to a naive representation. Specific compression techniques
over HDT, such as for example Huffman [12] and PPM [3] encoding, may fur-
ther improve these compression rates. However, this is also implemented at the
expense of additional processing overhead which is not feasible to constrained
embedded devices with very limited memory and processing capability (e.g.,
microcontroller ARM Cortex-M3).

Streaming HDT (SHDT) [10] further extends the original HDT format toward
a format which is better suited for a streaming data. For big documents that
cannot fit into memory, SHDT avoids full assembling of the dictionary before
it starts writing triples, and does not need to collect all triples of a document
to create the graph encoding. Instead, a document is assembled on-the-fly as
a stream of chunks with sizes that depend on available memory. As such, the
SHDT approach would be also more suitable for an embedded environment, since
the implementation complexity and memory usage (no buffer for assembling the
dictionary is required any more) is lower than with the native HDT approach.
Unfortunately, HDT and SHDT are not compatible to each other. The incom-
patibility arises from the fact that SHDT can re-use IDs while encoding, and for
the HDT format this is not the case.

In general, both approaches are focusing on encoding of RDF data repre-
sented as strings, and do not provide potentials for an effective data-type aware
encoding. In our view, this is a very important issue. In embedded networks when
it comes to a direct machine to machine (M2M) interaction, physical values are
mostly typed (e.g., int, boolean, etc.). Using a string based representation of
data types (as in RDF) would always lead to an additional processing overhead
in type conversion on both sides, encoder’s and decoder’s side. In addition, there
is a missing clarification about the trade-off between the dynamic RAM size of
the directory and the message size.

RDSZ. The RDF Differential Stream compressor based on Zlib (RDSZ) [8] app-
roach uses differential encoding to take compressional advantages of the structural
similarities in an RDF stream with the general purpose stream compressor Zlib
which implements the DEFLATE-algorithm [15]. The major focus is on avoidance
of redundancy in the stream. However, this is done at the expense of additional
data processing steps, that lead to the lost of the basic RDF triple structure of the
produced stream. In addition, the proposed Zlib library is not applicable to small
embedded devices such as microcontrollers.

ERI. Efficient RDF Interchange (ERI) [6] is based on RDSZ and an assumption
that the structure of the data of RDF streams is predetermined. This structure is
determined throughout Presets - an information set that identifies, among other
things, predicates producing massive data repetitions. The Presets have to be
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shared forehand by encoder and decoder in order to take advantage of streamed
repeated data. Further on, ERI produces an RDF stream as a continuous flow
of blocks of triples where each block is modularized into sets of structural and
value channels. For each channel standard compression approaches, such as Zlib,
can be applied.

ERI is mainly focused on the compression of the size of RDF data with the
goal of decreasing the network traffic. However, an implementation of this app-
roach in the constrained embedded domain would be hard due to the necessary
pre-determination of the Presets and their sharing by encoders and decoders,
as well as the usage of compression techniques such as Zlib. Furthermore, this
approach, similarly as previous approaches, also does not take the advantage of
the type aware encoding into account.

RDF Thrift. The open source project RDF Binary using Apache Thrift2 is
a binary format for RDF. The approach defines basic encoding for RDF terms,
and then builds formats for RDF graphs, RDF datasets and for SPARQL results.
The main goal of RDF Thrift is to enable efficient processing and transfer of
RDF data, using Apache Thrift3 as a non-human-readable data format designed
for efficient exchange of data between co-operating processes and interoperable
across different programming languages.

2.2 Semantic Repositories

Conventional Stores. There exists a number of RDF repository implementa-
tions such as Apache Jena4, Sesame5, YARS6 and many others7. For an extensive
survey, see also [5]. As mentioned in the introduction section, these implemen-
tations have not been suited to run on constrained embedded devices as found
in today’s IoT/WoT applications.

In the remaining part of this section we give an overview of few RDF repos-
itories that are working with various types of compact representations for RDF.

RDF HDT. An implementation of the earlier described HDT approach is avail-
able as an open source project8. It is a set of libraries that enable RDF data to
be represented, indexed and queried in the HDT format. The project provides
inplementations in both C++ and Java, as well as an HDT integration with
Apache Jena.

Wiselib TupleStore. An approach which addresses constrained devices is the
Wiselib TupleStore [11]. To handle the string-based data of RDF triples, the
Huffman compression [12] can be applied. This kind of RDF Store keeps a

2 http://afs.github.io/rdf-thrift/.
3 http://thrift.apache.org.
4 http://jena.apache.org/.
5 http://rdf4j.org/.
6 http://sw.deri.org/2004/06/yars/.
7 http://www.w3.org/wiki/SemanticWebTools#RDF Triple Store Systems.
8 http://www.rdfhdt.org.

http://afs.github.io/rdf-thrift/
http://thrift.apache.org
http://jena.apache.org/
http://rdf4j.org/
http://sw.deri.org/2004/06/yars/
http://www.w3.org/wiki/SemanticWebTools#RDF_Triple_Store_Systems
http://www.rdfhdt.org
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collection of quadruples: subject, predicate, object, and a bit mask which defines
to which RDF document the tuple belongs. In terms of serialization, TupleStore
supports the SHDT approach as the serialization format (described above).

3 The W3C EXI Format for RDF

Recently the World Wide Web Consortium (W3C), home of XML, was faced with
the drawbacks of plain-text XML representation, and hence created a working
group called XML Binary Characterization (XBC) [9] to analyze the condition
and possibilities of a binary XML format. This format was supposed to be com-
patible with the standardized plain-text XML format, as well as with the XML
Infoset. The outcome was the W3C’s Efficient XML Interchange (EXI) format,
which gained recommendation status at the beginning of 2011 [17]. The EXI
format uses a relatively simple grammar-driven approach that achieves very effi-
cient encodings (EXI streams) for a broad range of use-cases. According to [2]
the EXI representation is often over hundred times smaller than the one of XML.
Based on the high compression ratio and the opportunity to obtain the typed
data content directly from the EXI stream, XML-based messaging is feasible in
the embedded domain too, even for very constrained devices [14]. Based on EXI’s
beneficial characteristics w.r.t. the embedded domain and constrained resources
such as memory, processing capability, and bandwidth usage, EXI is getting
established more and more in embedded industry applications such as in the
domain of automotive industry (e.g., e-Mobility [13]) and smart grid application
(e.g., Smart Energy Profile 2 [21]).

As noted above, EXI uses a grammar-driven approach to represent XML-
based data in an efficient binary form and vice versa. Such a grammar is con-
structed according to a given XML Schema where each defined complex type is
represented as a deterministic finite automaton (DFA). Moreover, EXI also has
the capability to work schema-less, meaning that an EXI processor uses generic
grammars provided by the EXI standard.

In the case of RDF/XML representation, it makes sense to use the schema-
informed EXI mode given that we know the RDF schema and how RDF data
looks like [20]: each RDF document starts with the RDF root element and nests
the set of Description child elements to formulate triples. This enables one to
formulate various RDF schemas and EXI grammar respectively which can be
selected depending on the actual applications. Those kinds of variations will be
discussed in the next subsections.

3.1 Generic RDF EXI Grammar

Figure 1 shows an excerpt of a sample EXI grammar (set of automaton) G
that can be used for encoding and decoding generic RDF data. This grammar
reflects an XML Schema that represents the RDF framework with the RDF root
element and its embedded Description element for representing the triple infor-
mation. It is worth noting that the Root grammar is a predefined grammar
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RDF

Root Grammar

EV(00)

EV(0)

EV(1)

EV(-) Descr-
iption

RDF Grammar

EV(-) xsd:any

Description Grammar

about
EV(-) EV(0)

EV(1)

Fig. 1. Generic RDF EXI grammar

that occurs in each EXI grammar representation of arbitrary XML Schemas.
It contains all entry points to all root elements in a given schema. Here, we
highlight the context of the relevant RDF root element of the RDF XML frame-
work. In general, each DFA contains one start state and one end state, which
reflect the beginning and the end, respectively, of a complex type declaration.
Transitions to the next state represent the sequential order of element and/or
attribute declarations within a complex type. Optional definitions (e.g., choice,
minOccurs = ′0′, maxOccurs = ′unbounded′ etc.) are reflected by multiple
transitions and assigned an event code (EV). For instance, the Description ele-
ment is typically a reoccurring element in a RDF instance and consequently
defined as a ‘loop’ in the XML Schema by maxOccurs = ′unbounded′ and
reflected by the EXI grammar by the two transitions: one to the Description
state again and one to the end state. For the signalization, a one bit event code
is used and assigned to the transition (EV(1) for the Description; EV(0) for
no further Description). Generally, the number of bits used for m transitions is
determined by �log2m�. EV(-) on transitions indicates, no event code is required.

The xsd:any state represents the predicate and object description. This state
indicates the generic part since the name of the predicate elements as well as
the object values are application dependent.

An example RDF-XML snippet such as the following one:

<RDF>

<Description about= ‘temperature’>

<type resource=’sensor’/>

<value>8.4</value>

</Description>

<Description about= ’humidity’>

<type resource=’sensor’/>

<value>79.2</value>

...

would be transformed into an:

00 ’temperature’ type resource ’sensor’ value ’8.4’ 0 1 ’humidity’ 0 1 0 3 ’79.2’...
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RDF

Root Grammar

EV(00)

EV(0)

EV(1)

EV(-) Descr-
iption

RDF Grammar

EV(-)
value

Description Grammar

about

EV(-) EV(-)

EV(-)EV(-) resour-
ce

type Grammar

type
EV(-)

Fig. 2. Application specific RDF EXI grammar

EXI stream9. This sketches already how compact an EXI can become com-
pared to the XML counterpart. Blue color indicates the bit-based event codes
to navigate the EXI grammar for encoding (and decoding). Green indicates the
values of the attributes (e.g., about attribute with ’temperature’ and ’humidity’)
and elements (e.g., value element with ’8.4’ and ’9’). Generally, EXI is a type-
aware coder that provides efficient coding mechanisms for the most common
data types (e.g., int, float, enumerations, etc.). For the sake of simplicity, the
values are shown in human readable form in the sample EXI stream. Neverthe-
less, in the case of the float-based value of the temperature context, EXI would
only spend two bytes to represent the value ’8.4’. The orange content represents
the predicate elements which are not schema known and covered by the xsd:any
deceleration. The EXI coding mechanism for that case is based on the following
idea: by the first occurrence of an unknown element or attribute the name is
provided in the EXI stream (e.g., value). Internally, the string-based name is
memorized and an associated unique ID is assigned. That said, for any other
appearance of the same string this ID is used instead.

3.2 Application-Specific RDF EXI Grammar

To avoid the usage of such a generic approach that associates, e.g., unknown
predicate element names, one can define an XML Schema or EXI grammar
respectively. It make sense to follow this approach if the ontology and the context
of the semantic description is already known and can be reflected in a schema
definition. This can include, e.g., all data and object properties, classes, and
possible data value ranges. For example, let us assume there is an ontology for an
embedded device that is only intended to serve temperature and humidity values
as conducted in the XML snippet above. To represent this semantic requirement,
the EXI grammar which is shown in Fig. 2 can be derived. Compared to the
grammar shown in Fig. 1 the Description automaton is more concrete by the

9 For the sake of convenience, namespaces will be omitted in the paper.
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type and a value state between the about attribute state and the end state.
Applying this to the XML snippet above we would get

00 ’temperature’ 0 ’8.4’ 1 ’humidity’ 0 ’79.2’..

as EXI stream. It can be immediately seen, this results in a more compact rep-
resentation since the knowledge about the type, resource, and the value element
is already mapped to the grammar, and does not need to be represented in the
EXI stream any longer. In addition, since the ontology provides the definition
of all classes relevant for the stream, we can define an enumeration list of all
class names within the XML Schema. EXI will only use the enumeration value
for association, as previously shown for the red 0 (=’sensor’).

Asmentionedbefore, embeddeddevices from the industrial automation domain
will mainly exchange physical values. String-based values are rare. Therefore we
propose to use the W3C EXI Profile for limiting the usage of dynamic memory [4].
This enables us to operate without value string tables. In the case of reoccurring
value strings (e.g., ’temperature’ and ’humidity’), those strings will be simply han-
dled as new strings (given that the possible number of string entries is set to zero).

4 µRDF Store with EXI

In this section we will explain the use of different EXI grammar approaches
to efficiently represent and store RDF data in a semantic repository. For this
purpose we have implemented a triple store called µRDF Store. To interact
and to operate with the µRDF Store, we use a REST-based interface based on
the IETF Constrained Application Protocol (CoAP) [18]. Our approach can be
compared to RDF Provider of the Wiselib TupleStore [11] (see also Sect. 2.2). In
contrast to this, our approach is based on the standardized coding mechanism
inherited from the W3C EXI format. The mechanism and the format are used
both, to efficiently serialize and to store the data in the RDF repository.

The fundamental concept and the use of the two different grammar variants
of our µRDF store are shown in Fig. 3. They both use the same REST-based
communication component, implemented with the IETF CoAP approach. So
far, we have implemented three CoAP resources to manipulatable data in the
µRDF store: addTriples to add new or update existing triples, searchTriples to
enable graph pattern matching, and deleteTriples to remove triples from the
semantic repository. To serialize the full content of the µRDF store, one can use
the searchTriples resource with the search pattern (*,*,*). All requested patterns
will be answered by an RDF/XML-based document, which is encoded by the
EXI format and the underlying EXI grammar, respectively.

The use of the generic grammar and concrete grammar approach in the µRDF
store will be explained in the following subsections.

4.1 µRDF Store with Generic Grammar

Apart from the used generic grammar, different string tables can be used to man-
age unknown element/attributes names (from properties) and string-based values
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ID String

...

0 temperature

1 sensor
...
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Root Grammar
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EV(0)
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iption

RDF Grammar

EV(-) xsd:any

Description Grammar

about
EV(-) EV(0)

EV(1)
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...

0 type

1 value
...

REST with CoAP 
(Resources: addTriples, searchTriples, deleteTriples)

(a)

Semantic Repository

REST with CoAP 
(Resources: addTriples, searchTriples, deleteTriples)

RDF

Root Grammar

EV(00)

EV(0)

EV(1)

EV(-) Descr-
iption

RDF Grammar

EV(-)
value
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EV(-) EV(-)
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type Grammar

type
EV(-)

Concrete Grammar

S P O (TA)
temperature 3

- 5

0 (enum)

8.4 (float)
... ... ...

(b)

Fig. 3. µRDF using the (a) generic grammar approach with a value table (vt) and an
element table (et) and (b) the concrete grammar approach.

(see Sect. 3.1). More precisely, if there is a PUT request on the addTriples resource,
with a payload of an RDF-based message encoded by EXI (mime-type=EXI), the
encoded subject names (provided by the about attribute withing the Description
element) and string-based values of the objects will be affiliated in the value table.
Property element names (nested in the RDF Description element) will be man-
aged in the element table. For instance, the EXI snippet below

00 ’temperature’ type resource ’sensor’ ...

identifies the triple with the subject ’temperature’ and assigns the ID value 0
throw the value table, predicate ’type’ that is assigned by the ID 0 throw the
element table, and the object ’sensor’ by the ID 1 throw the value table (see also
Sect. 3.1). These IDs are used in the semantic repository to represent the triple’s
subject, property, and object. Based on our running example, the IDs (0,0,1) in
the repository corresponds to (temperature, type, sensor).

The ID Manager component is mainly used to achieve consistency between
the string tables and the repository. This is necessary when triples are deleted
from the repository (via the deleteTriples resource).

The great advantage of the generic approach is that no requester (e.g., a
client) of the µRDF Store service needs to have a pre-knowledge of the content
of the semantic repository in order to decode the (result) of an RDF graph. This
is possible thanks to the relative generic EXI grammar approach, combined
with the EXI’s default coding mechanism [17]. The downside of this, is that
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(Device) Ontology Defination Concrete EXI Grammar

RDF

Root Grammar

EV(00)

EV(0)

EV(1)

EV(-) Descr-
iption

RDF Grammar

EV(-)
value

Description Grammar

about

EV(-) EV(-)

EV(-)EV(-) resour-
ce

type Grammar

type
EV(-)

...    
<Class about="sensor">
        <subClassOf resource="device"/>
</Class>
...

derive

XML Schema Defination
...
<xs:element name="Description">
  <xs:complexType><xs:sequence>
   <element name="type" type="ClassTypes"/>    
...
<complexType name="ClassTypes">
 <attribute ref="resource" type="classes"/>
 </complexType>
...
 <simpleType name="classes">
  <restriction base="string">
   <enumeration value="sensor"/>
   <enumeration value="device"/>
...

construct

Fig. 4. Grammar construction based on an ontology and XML Schema definition.

more memory has to be available to handle the string based values within the
string-tables, as well as to have relatively higher number of string representations
within the RDF-based serialized messages (see Sect. 3.1). The next subsection
explains how we can overcome this issue by using a concrete EXI grammar.

4.2 µRDF Store with Concrete Grammar

String tables, as used in the generic approach, are not necessary in the concrete
grammar approach. This is justified by the fact that almost all triple graph
structures are known from a defined ontology (see Sect. 3.2) and can be reflected
within the EXI grammar. To create such a grammar, we follow processing steps
shown in Fig. 4. That is, we assume a WoT device operates in a concrete context
that is described by an ontology. Based on its content, an XML Schema definition
is constructed. The schema reflects the RDF/XML basic structure, as well as
possible property structures with data type definitions. Following our running
example, we will have a class sensor in the ontology. A typical individual triple
can be (temperature, type, sensor). Thus, the RDF/XML Schema definition will
embed and define the type element within the Description declaration. This,
in turn, via the complexType ClassType, will declare a list of possible object
value assignments for the attribute resource (see type classes) that are based on
all known classes of the (device) ontology (sensor, device, etc.). Based on such
an XML Schema definition, an EXI grammar is constructed. The encoding and
decoding mechanism of the grammar is described by the EXI standard [17]. The
grammar includes an ID resolution (an integer value) of all element/attribute
names and possible object value assignments (e.g., sensor). More precisely, each
state will have a unique EXI ID representation, which can be used to identify
particular elements/attributes. Thus the usage of the string-based representation
is not further required.

The semantic repository will use these IDs to represent triples. This will be
true for the properties and, if so, string-based values. E.g., the EXI snipped

00 ’temperature’ 0 ...

will be represented as (temperature, 3, 0) in the repository (see Fig. 3 and
Sect. 3.2). Thereby, the temperature value will be saved as a string, the property
entry type is represented by the EXI ID 3, and the object value is represented as
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the EXI enumeration value 0. Note that an unknown subject value will be only
saved once in the repository. For a triple with a known subject, it will be only
required to save its new property and the value. The subject itself will be linked
to an existing subject entry.

An ID manager as used in the generic approach is not necessary since we do
not have to put the effort in synchronization of string tables with the semantic
repository (to prevent inconsistency to occur when a deletion is requested). This
is the benefit of having EXI IDs, that are fixed by the pre-determination of the
EXI grammar and based on the XML Schema which was structured based on a
(device) ontology. Consequently, this will also reduce the number of strings in
the RDF-based serialized messages. The downside of this approach is that the
requester of the uRDF Store service needs the same EXI grammar to read the
(result) RDF graph message.

It should be also noted that a complex ontology can, at the same time,
lead to complex XML Schema, and respectively to complex EXI grammars. To
tackle this challenge, in [14] we have presented an approach where we can further
optimize the EXI grammar. The technique is called the context-based grammar
optimization. It removes EXI grammar fragments (states and transitions) that
are not needed for a particular context implementation. For example, an ontology
that is defined for building automation scenarios will contain information, among
others, such as for sensors and actuators. A constrained embedded device, that
operates only a temperature and a humidity sensor, do not really need the EXI
grammar definition that is intended to actuator-based devices. Consequentially,
these grammar fragments can be omitted then.

5 Evaluation

EXI is known to reach a high compression rate and to be a very fast coding
mechanism at the same time (see e.g., [2] and [14]). In this section we will
evaluate the applicability of the presented µRDF Store. An RDF/XML-based
serialization/de-serialization with the standardized EXI format will be presented.
Tests are run in the embedded domain. We will focus on the compactness of
representation of RDF-based documents, and required memory. Both generic
and concrete grammars will be considered.

5.1 Dataset, Target Platform, and Implementation

As a dataset we use an ontology which was motivated by scenarios from a public-
funded ITEA Project, called ’Building as a Service’ (BaaS)10. Among others,
this ontology defines concepts related to sensors in a building (extended from
the W3C Semantic Sensor Network (SSN) ontology [16]), as well as concepts
related to locations (e.g., location of a sensor in a building). Our triple sets are
relatively small (20, 40, 60, 80, and 100 triples). This is justified with the fact
that a tiny device such as a temperature sensor can be described with such a
moderate semantic description, and has no resources to store more triples.
10 http://www.baas-itea2.eu.

http://www.baas-itea2.eu
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As a target platform we have selected the well known ARM Cortex-M3 micro-
controller with following specification: 72 MHz CPU, 64 kBytes of RAM, and
256 kBytes of Flash memory.

Our generic µRDF Store implementation is written in C and uses a CoAP-
based Web service interface for interaction with the store. For our µRDF Store
that operates on concrete grammars, we have used our code generation approach
[14]. To evaluate the alternative serialization formats, we have used implemen-
tations from the HDT and Thrift approaches (see Sect. 2).

5.2 Compactness

Figure 5 shows the resulting size as a percentage of the original plain-text RDF/
XML document size (= 100%). The diagram compares the RDF serialization
in following formats: EXI generic, EXI concrete, HDT, and Thrift. The X-axis
represents the number of triples that were serialized, and shows the document
size (in bytes) when the triples are represented in a plain-text RDF/XML for-
mat. As can be seen, EXI serializations reach the best compactness results in all
test cases. Especially, the approach is very effective if we use the concrete gram-
mar for the RDF serialization. For this case, we have achieved results which are
up to 15 times smaller than the equivalent RDF/XML representation. This is
one of the key strengths of the EXI-based approach, which also in a concrete
deployment leads to a less network traffic. Furthermore, the opportunity arises
to pack a complete message in one or only few data packages that are provided
by a constrained network protocol. For instance, the IETF IPv6 over Low power
Wireless Personal Area Networks (6LoWPAN) [1] protocol provides only a pay-
load between 81 and 102 bytes (depending on the configuration). Consequently,
to transport 20 triples the equivalent concrete EXI representation (=78 bytes)
would need only one 6LoWPAN package.

Fig. 5. RDF serialization size
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Table 1. Memory usage on ARM Cortex-M3 (in Bytes)

Generic Concrete

#Triples ROM RAM ROM RAM

20 36521 3422 31957 2398

40 36521 4958 31957 2654

60 36521 6366 31957 2910

80 36521 7902 31957 3294

100 36521 9310 31957 3550

Because of the dictionary that is carried in each RDF document (see Sect. 2),
HDT will perform better than RDF/XML when the number of triples is (rela-
tively) big. In our case this is true starting with the triple set of 60. Comparing
the 100 triple test set, HDT is still 3 times bigger compared to the generic app-
roach and 7 times bigger compared to the concrete variant. The serialization
results of Thrift are always better then RDF/XML and better than HDT in
cases of data sets with 20 and 40 triple. However, they are still not as good as
results with the EXI serializations (in average 7 times bigger compared to the
generic, and 12 times bigger compared to the concrete EXI approach).

5.3 Code Footprint

An important property in order to successfully realize a semantic repository is
the memory usage. As already mentioned, constrained embedded devices such
as microcontrollers are heavily restricted in this issue.

For evaluating the memory usage we compiled the µRDF Store as presented
in Sect. 4 for an ARM Cortex-M3 microcontroller. Table 1 shows the result of
the ROM and RAM usage compiled for the different amount of triples (20, 40,
60, 80, and 100) and µRDF Store variants (basic and concrete). Even though the
generic µRDF Store variant is able to keep as many triples as RAM is available
on the microcontroller, we defined an upper limit of triples which are to be
expected (or really needed) for a particular use case. This makes it also easier
to compare both variants in terms of memory usage.

The code footprint (ROM) of the concrete variant is around 5 KBytes less
compared to the generic variant. This is the advantage of not having implemented
an ID manager and the string tables that are needed by the generic variants.
Here, the code footprint (ROM) of the generic and concrete µRDF Store is for
all triple test cases the same. This is based on the fact that both operate always
on their same EXI grammar: The generic one operates on the generic RDF
framework grammar and the concrete variant on the grammar that was derived
from the ontology and XML Schema respectively (see Sect. 4.2).

The main difference is in the RAM size. The most impact can be seen at
the generic approach where the used RAM usage increases rapidly in relation to
the number of used triples. This is justified by the needed string tables that are
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used by EXI to keep unknown element/attribute names and string-based object
values to assign an EXI ID which is then used in the semantic repository. The
concrete µRDF Store is able to use and operate directly on the EXI IDs since all
possible variants are already pre-determined at the time of grammar generation.
Consequently, less RAM has to be used, e.g., to save 100 triple in the repository.
Compared to the generic variant, almost 3 times more RAM usage is needed to
manage the same triple set.

5.4 Summary

The evaluation results showed that we can significantly reduce the RDF repre-
sentation size by applying the EXI format as serialization format. Furthermore,
this approach is also efficiently applicable to constrained devices such as micro-
controllers for implementing, e.g., a semantic repository.

6 Conclusion and Future Work

The W3C standard RDF serialization formats incur high cost in parsing, process-
ing and storing RDF data. This issue becomes especially apparent when RDF
data needs to be handled by constrained embedded devices, and it significantly
hinders usage of Semantic Technologies in the domain of Web of Things appli-
cations. In this paper we have proposed an approach to tackle this issue. The
approach is based on the Efficient XML Interchange (EXI) Format – a W3C
standard binary format for XML. We have adapted the EXI approach to make
it applicable for RDF too. We have proposed a generic RDF EXI grammar, as
well as an application specific one. We have implemented the proposed gram-
mars and compared our implementation to state of the art implementations.
It is worth noting that our approach is not only efficient but also established on
a W3C standard, which is an important feature when it comes to the deployment
of the technology in industry settings.

In the future, we will enable RDF EXI data to be queried with a SPARQL-
like language and reasoned with an inference engine, adapted for the embedded
domain.
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Abstract. The problem of automated semantic peer-to-peer (P2P) ser-
vice composition has been addressed in cross-disciplinary research of
semantic web and P2P computing. Solutions for semantic web service
composition in structured P2P networks benefit from the underlying
distributed global index but at the cost of network traffic overhead for
its maintenance. Current solutions to service composition in unstruc-
tured P2P networks with selective flooding can be more robust against
changes but suffer from redundant messaging, lack of efficient semantics-
empowered search heuristics and proven soundness. In this paper, we
present a novel approach, called SPSC, for efficient semantic service com-
position planning in unstructured P2P networks. SPSC peers conduct a
guarded heuristics-based composition to jointly plan complex workflows
of semantic services in OWL-S. The semantic service query branching
method based on local observations by peers about the semantic overlay
alleviates the problem of reaching dead-ends in the not fully observ-
able and heuristically pruned search space. We theoretically prove that
the SPSC approach is sound and provide a lower bound of its complete-
ness. Finally, our experimental evaluation shows that SPSC achieves high
cumulative recall with relatively low traffic overhead.

Keywords: Semantic services · Workflow composition · P2P computing

1 Introduction

In the past decade, the challenge of automated centralized and decentralized
composition of semantic web services in OWL-S, SAWSDL or WSML1 has
attracted considerable interest and development of various solutions in the
semantic web and P2P community [21]. In fact, there are quite sophisticated
AI planning based tools for centralized composition of semantic services such
as OWLS-Xplan [14] for OWL-S services [19]. Unlike web service composition,
the automated composition of semantic web services by use of AI planning tech-
niques is inherently supported by their formally grounded semantic descriptions.
However, these semantic service composition planners cannot be used for a dis-
tributed composition of semantic services for collaborative applications in P2P
settings. In these cases, any service composition approach has to cope with the
1 For an introduction to semantic web services, we refer to, for example, [16].
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lack of a global service directory or dynamic changes of the set of service pro-
sumers and the availability of semantic services to be found and composed for
jointly accomplishing a given task.

For example, approaches to semantic web service composition in structured
or hybrid P2P networks such as [9,20,24] benefit from a distributed, semantics-
empowered index, but at the cost of traffic overhead for its maintenance in
dynamic environments. On the other hand, current solutions for semantic service
composition in unstructured P2P networks can be more robust against changes
but suffer from redundant messaging, lack of efficient semantics-empowered
search heuristics and proven soundness of the distributed composition by the
peers. There are a few solutions for this problem. For example, PM4SWS [10,11]
applies classical flooding which causes heavy network traffic for on-line query
answering. Relying on state transition gossiping and query/network status analy-
sis, SCComp [6–8] enables selective flooding, but still has the risk of one peer
receiving duplicated messages with the same sub-goal. AntAgt [3,4,23] yields
less network traffic by applying a walker-based query routing strategy, but suffers
from its dependence on user specified query plan templates. It does not perform
fully automated service composition. Besides, none of the current approaches
also takes non-functional factors such as quality of service (QoS) and composi-
tion plan length into account for the automated semantic services composition.

To this end, we present SPSC (Semantic P2P Service Composition Planning)
for automated and efficient QoS-aware composition of OWL-S services in unstruc-
tured P2P networks. The joint generation of complex service workflows by SPSC
peers basically relies on (a) the local matching of the semantic input/output/
preconditions/effects (IOPE) of OWL-S services with variable bindings, and (b)
the memorization of potentially useful services. As a result, SPSC peers jointly
explore a heuristically pruned search space using a walker-based query branch-
ing strategy, which mitigates the risk of failure due to dead-ends. SPSC is robust
against network and service dynamics. In contrast to other approaches to the same
problem, we also theoretically prove that SPSC is sound and has a reasonable
lower bound of completeness with respect to the solution existence. Finally, our
preliminary experimental evaluation revealed that SPSC achieves high cumulative
recall with low traffic overhead.

In Sect. 2, we provide preliminaries required to understand the SPSC app-
roach which is detailed in Sect. 3. We then analyze the completeness of SPSC
and prove its soundness in Sect. 4, followed by experimental results in Sect. 5.
A discussion of related work is in Sect. 6 before we conclude in Sect. 7.

2 Preliminaries

In unstructured P2P networks, peers have no global view on network topology or
services provided by other peers. A peer p maintains its limited domain knowl-
edge in its local knowledge base, including an OWL ontology Op and a set of
predicates Ap, based on a shared primitive term vocabulary V . Each α ∈ Ap is
the first order logic interpretation of a concept or property in Op [1]. Each peer
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can provide atomic OWL-S services. Besides input (I), output (O), precondition
(P) and effect (E), each service has its provider peer id pid and a QoS value
qos ∈ [0, 1], indicating the overall service availability. Each IO parameter con-
tains a variable ?x and its concept type X ∈ Op. P/E is a CNF formula over
predicates in Ap and IO variables. Denote Sp the set of services known by p.

Example 1 : Service S9 (cf. Fig. 1) represents an industrial production process,
which consumes some Material ?m and Softener ?so to produce Product ?pro.
Its precondition P9 = tempLargerThan (?m, 60) ∧ qualityNotBad(?m) ∧
speedEq(?so, 5), requires the temperature of ?m to be larger than 60, an ade-
quate quality of ?m and the softener ?so to be added at speed 5. The effect
E9 = shaped(?pro) ensures that, after the execution, ?pro is shaped. �
In context of SPSC, a request R is defined analogously to a service, containing
IOPE, but without QoS and pid. We assume that a request can typically not be
solved by one atomic service, but a composition, i.e. a workflow. Such a workflow
includes parameter bindings to make up data flows.

Fig. 1. An example workflow with parameter bindings (Color figure online).

Definition 1: Service parameter binding b(?x, ?y).
A binding b(?x, ?y) of service parameters ?x and ?y of services S and respectively
S′ is a tuple 〈?x, ?y, ϕ〉 where ϕ is a substitution {?x �→?z, ?y �→?z}. �
That is, if an output ?x of S.O is bound to an input ?y of S′.I, the data of ?x can
be transmitted to ?y and used by S′ as input, which is modeled by introducing
the common substitute ?z.

Definition 2: Workflow wf .
A workflow is an orchestration of semantic services constructed to fulfill a request
R. It consists of a set of services and a set of parameter bindings defining the
data flow among them. Start and end of wf are defined according to R. The
side starting with R.I and R.P (ending with R.O and R.E) is called the left
side L(wf) (right side R(wf)) of wf . wf is correct wrt. R (satisfies R), iff:

(i) All inputs of services S ∈ wf are bound to outputs of other services in wf
or R.I.

(ii) The overall IO signature of wf plugs into request R:
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(a) ∀S ∈ wf, ?x : X ∈ S.I : ∃S′ ∈ (wf\{S}) ∪ {R}, ?x′ : X ′ ∈ S′.I :
X ′ � X;

(b) ∀?y′ : Y ′ ∈ R.O : ∃S ∈ wf, ?y : Y ∈ S.O : Y � Y ′.
(iii) With parameter bindings, no conflicting literals is in (

⋃
S in wf S.E) ∪ R.P ;

(iv) With parameter bindings, preconditions of all services in wf are satisfied:
∀S ∈ wf : ∃S ⊆ wf : (

∧
S′∈S

S′.E) ∧ R.P =⇒ S.P ;
(v) R.E can be implied by wf :

∧
S in wf S.E =⇒ R.E. �

Example 2 : Figure 1 shows a correct workflow wf wrt. (satisfying) R: R.I =
{?m0 : Material}, R.O = {?pro0 : Product}, R.P = true and R.E = shaped
(?pro0). R asks for some service that produces a shaped product using its source
material. IO (PE) are illustrated with black (red) arrows. Parameter bindings
(implications) are shown as blue dashed (solid) arrows. In brief, wf specifies the
following procedure: a source material ?m0 is applied to a filtering process to
assure some quality requirements. Then it is heated and shaped with additional
softener into a product. wf is correct wrt. R because: (i) each input of any
service in wf has been bound to an output of another service in wf . E.g. the
binding between ?m4 and ?m0; (ii) wf plugs into R, because the type Material
of ?m0 is equal to the type of ?m4, and the type Product of ?pro in S9 is equal
to the type of ?pro0; (iii) there are no conflicting literals in (

⋃
S in wf S.E)∪R.P ,

given the bindings; (iv) all preconditions in wf hold: S9.P is implied by S6.E,
S5.E and S1.E with b(?m3, ?m1), b(?m1, ?m) and b(?so1, ?so); S5.P is implied
by S6.E with b(?m3, ?m1). (v) R.E is implied by S9.E with b(?pro, ?pro0). �
While the former definitions focus on the workflows and its composition, the
remainder of the section will elaborate on finding such workflows in unstructured
P2P networks under assumptions stated above.

Definition 3: Distributed stateless semantic service composition problem.
The distributed stateless semantic service composition problem is a tuple 〈N ,
S, R, wf〉. Given request R, the goal is to construct a correct workflow wf
satisfying R. wf is collaboratively composed by peers in an unstructured P2P
network N based on their services S. �
In SPSC, a request R to the network is delegated to a walker-based query. Besides
R, a query contains auxiliary fields required by the proposed algorithm.

Definition 4: Semantic query (abbr. query) q for a request R.
q = 〈R, path, psug, TTL, wf , Tb, h〉, where R is the request; path is a sequence
of peer IDs that q has traversed; psug is a path suggestion for this query; TTL
is the time-to-live value of this query; wf is the workflow (initialized as empty)
answering to R; Tb is the memo table (initialized as empty), which will be used
by the memorization strategy (cf. Sect. 3.2); h (h ∈ [0, 1]) is the current guard
value of wf (initialized as 0). �

3 Distributed Semantic Service Composition

SPSC mainly builds on three aspects: local observations of peers, guarded com-
position and query routing.
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Local Observations of Peers: In SPSC, any peer p is allowed to observe the
entire content of a received query q while it is backtracking. Any unknown service
in q.wf is added to Sp for later use. Once knowing about (not providing) S, p is
called a service signature maintainer of S. Besides, p updates its local view on
the network topology based on the observed query path and path suggestion.

Guarded Composition: A query q in SPSC is an epidemic walker with TTL
limitation. A workflow wf is built collaboratively by peers on the query path
using a bidirectional chaining approach. On receiving q on its forward journey, a
peer p executes the local composition process (cf. Algorithm 1) based on its local
knowledge about services. Once wf is correct or TTL=0, p makes q backtrack.

For composition, p locally checks whether each S ∈ Sp can be chained to the
left or right side of wf . A chaining score (cf. Sect. 3.1) is computed to measure
the chaining quality. If it is larger than a threshold (cf. Sect. 3.2), p considers S
to be potentially useful and temporarily adds it to wf , yielding a new workflow
wf ′. In order to protect wf from arbitrary augmentation, a guard value h′ wrt.
wf ′ is computed. If h′ is larger than the original guard value recorded in q, S
is treated as a useful service wrt. wf , and wf ′ will be fixed. Then, p replaces
q.h with h′. In cases that S can (a) be chained but without incrementing the
guard value, or (b) not be chained into a workflow at all, p applies memorization
strategy for carrying the potentially useful service in q. For (a), p adds S into
the memo table of q; for (b), p adds S into the memo table with a rate rm (cf.
Eq. 2). If an alternative service S′ (cf. Sect. 3.1) of a candidate service S ∈ wf
is found, p issues a sub-query with a new workflow wf∗ using S′ instead of S.

Query Routing: p routes q, after the local composition process. Instead of an
immediate neighbor, p suggests a path for routing q, based on its local knowledge.
The suggested path traverses multiple key peers and its total inverse importance
score per traffic cost is minimized, under TTL limit (cf. Eq. 3). Once formed,
such a path is set to q.psug (cf. Def.4) and q is routed to the first peer on q.psug.

3.1 Chaining Between Two Services

On receiving a query, each peer checks whether a known service can be chained
to the left or right side of the current workflow. In particular, to chain service S′

after S, the following has to be considered: (i) to what extent can the variables of
S.O be accepted by S′.I, and (ii) to what extent can the effect S.E imply S′.P .
For this, the peer computes chaining scores chIO(S, S′) at IO and chPE(S, S′)
at PE levels. On top of this, the overall score ch(S, S′) is computed:

ch(S, S′) = 1
2 (chIO(S, S′) + chPE(S, S′)) · df(chIO(S, S′), chPE(S, S′));

df(t, t′) = min{ t
t′ ,

t′
t }, t, t′ ∈ (0, 1].

(1)

This valuation considers IO and PE equally, while it further adjusts the overall out-
come by including a difference factor df(·, ·). This ensures that low quality results
with large discrepancy between chIO(S, S′) and chPE(S, S′) are downgraded and
possibly filtered out later. To compute ch(S, S′), chIO(S, S′) is considered first.



460 X. Cao et al.

This step determines which parameter in S.O can be used by which parameter in
S′.I and yields a set of parameter bindings. By applying the substitutions {?z �→
?x, ?z �→?y} of bound parameters ?x ∈ S.O and ?y ∈ S′.I, the S.E and S′.P for-
mulas are adapted, in order to compute chPE(S, S′) afterwards. SPSC concerns IO
before PE, because the latter with all possible parameter bindings would introduce
a large computational overhead.

IO Chaining Score. For each concept Y of each variable ?y ∈ S′.I, this process
tries to find its best subsumee from the set of variable/concept pairs (?x : X)
of S.O. Such a subsumee yields the largest concept subsumption similarity score
(such as [17]), compared to the others in S.O and additionally exceeds a bind-
ing threshold β ∈ (0, 1]. Once found, a binding is created. Given the bindings,
chIO(S, S′) = |M |

|S′.I| , where M ⊆ S′.I is the set of bound parameters in S′.I.

PE Chaining Score. The first step is to apply the substitutions of the bindings
above to S.E and S′.P . Subsequently, the implication S.E → cl is checked using
θ-subsumption [18], for each clause cl in S′.P that does not contain unbound
variables. Let SC be the set of satisfied clauses in S′.P , |S′.P | the total num-
ber of clauses S′.P : chPE(S, S′) = |SC|

|S′.P | . If there exists a contradiction in
(
⋃

S in wf S.E) ∪ R.P given the variable substitutions, chPE(S, S′) is set to 0.

Algorithm 1. queryProcess(q). Input: query q; Output: void.
1: if q is being forwarded
2: q.TTL ← q.TTL − 1;
3: for each S ∈ Sp do {
4: ch ← bidirectional chaining S into q.wf ;
5: compute the new guard value h′;
6: if h′ > q.h
7: if the workflow of q is correct, break; else update q.T b;
8: q.h ← h′; goto line 3;
9: else if (ch > θ and h′ ≤ q.h) add S into memo table q.T b; goto line 3;

10: else add S into q.T b with the rate rm(S); }
11: if q.wf is correct or q.TTL = 0, make q backtrack;
12: else, make a path suggestion for q and route q;
13: if q.wf is not correct and q.TTL > 0
14: for each candidate service S in q.wf do {
15: Spred ← findAlternativePredecessorServices(S, wf);
16: for each S′ ∈ Spred do {
17: q′ ← createSubQuery(q, {S′}); if q′.wf is new, queryProcess(q′);}
18: Ssucc ← findAlternativeSuccessorServices(S, wf);
19: for each subset S ′

succ ∈ 2(Ssucc∪S)\{S} do {
20: q′ ← createSubQuery(q, S ′

succ); if q′.wf is new, queryProcess(q′);} }
21: endif
22: else q is backtracking, update the local observation;
23: if p is not the requester peer of q, force q to backtrack;
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3.2 Semantic Composition of Services

Guarded Composition: Each query q in SPSC is a TTL-restricted epidemic
walker starting from the requester peer. The workflow is collaboratively con-
structed by peers on the query path by means of bidirectional chaining.
On receiving q, each peer p executes queryProcess(q) (cf. Algorithm 1). Work-
flow constructions takes places while q is being forwarded. For each S ∈ Sp, p
considers to chain S to both L(wf) and R(wf) (line 4). For this, it computes
ch(L(wf), S) and ch(S,R(wf)), where the output of L(wf) (input of R(wf))
contains all unbound outputs (inputs) of services currently in L(wf) (R(wf)).
If either ch(L(wf), S) or ch(S,R(wf)) is larger than the chaining threshold
θ ∈ (0, 1], S will be regarded as candidate service. p temporarily makes the
hypothesis that S has been chained to wf , which results in a new hypothetical
workflow wf ′. Subsequently, p computes the guard value h′ (line 5), which is
the chaining score (cf. Eq. 1) of L(wf ′) and R(wf ′): h′ = ch(L(wf ′), R(wf ′)).
If h′ > q.h, S is treated as useful service for constructing the workflow and wf ′

is fixed. q.h is replaced with h′ (line 8). In case that two observed services have
the same IOPE signature but different QoS values, the one with higher quality
is used.

Memorization Strategy: A query q can encounter some service S that (a)
can be chained to one side but without increasing the guard value or (b) can
not be temporarily chained to any side at all. S potentially would work as a key
predecessor/successor of other useful services at later steps. Please note, that this
situation is considerably different from what is typically assumed for centralized
AI planners such as [14] which can fully observe the problem space. In the P2P
setting considered for SPSC however, this case may appear frequently. To avoid
missing S, a memorization strategy is introduced to carry over information about
those potentially useful services. For this, the memo table Tb (cf. Definition 4)
is used. Each row in Tb corresponds to a candidate service. It contains 3 entries:
(1) the profile of S; (2) a side flag in {L,R, null}, which indicates whether S
can be chained at the left, right or none of the both sides of the workflow; (3) a
pointer that references another service S′ in this table, if S can be chained to S′

as a direct predecessor or successor. The pointer is null, if the service of this row
can not be chained to any side or its direct predecessor/successor has not been
determined yet. The memorization strategy is as follows: In case (a), p adds S to
q.T b; sets the side flag; and sets the pointer to the direct predecessor/successor
(line 9). In case (b), p adds S to q.T b based on the usefulness rate rm(S) of S
(rm(S) ∈ [0, 1], cf. Eq. 2) (line 10).

Apart from the cases (a) and (b), when the chaining of a useful service S∗

leads to an increment of guard value, the memo table can also be updated by
removing predecessor and successor services of S∗. This can happen, when they
do not have unbound inputs or unsatisfied preconditions, due to their chaining
with S∗. p checks this and updates the memo table if needed (line 8).

To estimate the potential usefulness of an un-chainable service S wrt. wf ,
rm(S) is computed by each peer locally, based on a set QS of observed queries
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in the past. Let a(S) (a′(S)) be the number of (correct) workflows that use S;
b(S) (b′(S)) be the number of (correct) workflows that do not use S.

rm(S) =

{
ω , if a′(S) = 0;

a′(S)
a(S)+1 · (1 − b′(S)

b(S)+1 ),otherwise.
(2)

a′(S)
a(S)+1 ( b′(S)

b(S)+1 ) is the statistical positive (negative) influence of treating (ignor-
ing) S as candidate. ω (ω ∈ [0, 1], ω ∈ R) is the default memorization rate.
To choose QS , one option is to collect all the observed queries. It is easy to
be applied, but rather inaccurate due to irrelevant queries. Another option is to
consider only the queries similar to q by applying service matchmakers, like iSeM
[15]. It yields better accuracy, but some computational overhead. A compromise
is to consider the relevant queries observed in a time window.

Query Branching with Alternative Service: Let S1 and S2 be two differ-
ent services. If they can be chained to the same side of another service S with
the bindings that contain the same subset of variables in S.O (S.I), S1 and S2

are called alternative successors (predecessors) wrt. S. For example, S10 (Shap-
ingSrv1 ) is an alternative predecessor service to the shapingSrv (cf. Fig. 1) wrt.
R.O: I10 = (Material ?m); O10 = (Product ?pro); P10 = tempLargerThan(?m,
200) ∧ qualityNotBad (?m); E10 = shaped(?pro). Both of S9 and S10 can be
chained to R.O with bindings on the same subset {Product ?pro0} of variables.

If a peer p can not find a correct solution locally, p tries to find the alter-
native predecessor (Spred) / successor (Ssucc) services (lines 15 and 18) for each
hypothetically chained candidate service S in memo table. On top of this, p
determines the possible sub-queries. For each S′ ∈ Spred, p creates a sub-query
q′, in order to investigate the possible workflow with S′ (line 17): p initializes q′

as a copy of q. Then, it replaces S with S′ in q′.T b and unchains those candidate
services that depend on S. Further, p computes q′.h by Eq. 1. Finally, p executes
queryProcess(q′), if q′.wf has not been processed by p before. If there exists a
non-empty set Ssucc of alternative successor services of S wrt. a service S∗ in
wf , the services in any subset of Ssucc can be chained to S∗.O at the same time
by sharing the data of bound variables. Namely, after the execution of S∗, all
services in Ssucc have chance to be executed in one workflow. In this case, p will
issue (line 20) one sub-query for each element in the power set 2Ssucc∪S\{S}.
E.g. if Ssucc = {S′}, p issues the sub-queries for {S′} and {S, S′}.

3.3 Query Routing

A query q is forwarded, if its workflow wf is not correct and q.TTL > 0. For
this, p computes a path suggestion (PS) containing a sequence of key peers, for
which the total inverse importance score per traffic cost is minimized, under the
TTL limit. (line 13 in Algorithm1). A key peer is either (1) the provider of a
memorized candidate service S in wf , or (2) the signature maintainer peer pm of
S. From pm, a peer p∗ ∈ q.path got to know S and p∗ is the first one (compared
with the others in q.path) that uses S for the building of wf . The reason to
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consider key peers is that they have higher chances of knowing about other
services chain-able to S. The creation of PS is modeled as a relaxed variant of
the travelling salesman problem (Eq. 3): (i) no distinct return journey is needed;
(ii) a peer can be traversed by a (sub-)query multiple times, if needed to reach
key peers.

minimize :
∑

p′∈Pkey
w(p′′, q, p′); s.t. :

∑
p′
i, p′

i+1
L(p′

i, p
′
i+1) ≤ q.TTL.

w(p′′, q, p′) = L(p′′,p′)
sr(p′,S) ; sr(p′, S) = rm(S) · qos(S)

|wfH |+1−dep(S) .
(3)

where Pkey is the set of key peers and p′′ ∈ {p} ∪ Pkey; w(p′′, q, p′) is the inverse
importance score per traffic cost of a key peer p′, if q is suggested to reach p′

from p′′; L(p′
i, p

′
i+1) is the length of the shortest path between the i-the and the

(i+1)-th key peers in PS; sr(p′, S) is the importance score of S wrt. wf , which is
determined by the historical usefulness rate value rm(S) and the stability factor
of wf . The latter is estimated based on the service quality and the dependency
relations between S and its predecessors or successors. |wfH | is the total number
of hypothetically chained candidate services; the dependency factor dep(S) is the
number of the necessary predecessors/successors of S in Tb.

Inspired by the closest neighbor heuristics [13], p computes an approximately
optimal PS in a greedy manner. Based on p’s local knowledge about the network
topology, p iteratively selects the current best key peer p′

best that yields the
minimal w(p′′

last, q, p
′
best). p′′

last is either the last key peer or p in current PS.
After each iteration, p concatenates the shortest path p′′

last → p′
best to the tail of

current PS, considering TTL limitation. When p receives q and q.psug �= empty,
p recomputes it if p has made contribution to the building of workflow, i.e. q.T b
has been updated by p; otherwise, p routes q according to q.psug. p routes q to
a random neighbor, if q.psug is empty and p is not able to suggest a path for q.

4 Theoretical Analysis

Lower Bound of Completeness wrt. Plan Existence. Let F ∈ N
+ be the

initial TTL value of each query. In unstructured P2P, approaches for solving a
query q can only be incomplete in any case, given that there is no guarantee that
peers knowing about services required for the solution can be traversed before
TTL is exceeded. Therefore, the following analysis is focused on solvable cases,
which are characterized as follows: in a connected unstructured P2P network
with N peers, all services S required for the correct solution to q.R are known
by a set P (|P | ≤ F ) of peers that can be traversed in F hops from q’s requester.
The collaborative composition process is modeled by a finite Markov process.
Let v (1− v) be the probability of q being (not) forwarded to a peer in P . Once
q.wf is correct (final state), q is not forwarded anymore with probability 1.
If |P | ≤ F , the probability Pr of reaching the final state within F hops is:
Pr =

∑F
j=|P |+1

(
j−1

|P |−1

) · v|P | · (1 − v)j−|P | + v|P |; otherwise, Pr = 0.
In the worst case, |P | = F and each p ∈ P knows at least one service

in S. This yields the generic lower bound v|P |. By memorization strategy and
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peers observation, a request then can be solved by less than |P | peers. Namely,

v = n
(t)
S ·dg

N · 1
dg = n

(t)
S

N increases over queries. n
(t)
S is the total number of peers

that know S after the t-th query; dg is the maximum peer connectivity; ω∗ is
the average memorization rate wrt. a service S ∈ S. The propagation of the
signature of S can be modeled by a recursive function (cf. Eq. 4) with n

(0)
S = 1:

n
(t)
S = n

(t−1)
S +

F 2

N2
ω∗ · n

(t−1)
S · (N − n

(t−1)
S ), (4)

We investigate the following: (1) Will all N peers eventually know about S or
not? (2) How fast will the epidemic process converge? For (1), it holds that
n
(∞)
S = N and moreover v → 1 for t → ∞; For (2), the right-hand part (N −

n
(t−1)
S ) of Eq. 4 will eventually reach some fixed ε > 0, allowing for the following

substitution: n
(t)
S = n

(0)
S · (1 + F 2ω∗ε

N2 )t. This indicates that n
(t)
S converges sub-

linearly to N with the rate (1 + F 2ω∗ε
N2 ).

Proof of Correctness. The correctness of SPSC consists of two aspects: (1)
correctness of the guard heuristics and (2) correctness of the collaborative com-
position. Intuitively, (1) means that a correct workflow is achieved when its guard
value equals to 1 (Theorem 4.1), while (2) indicates that the guard value of a
workflow is monotonically increasing during the distributed composition process
and reaches 1 within a lower bound (Theorem 4.2).

Theorem 4.1. A workflow wf is correct, if h = 1.

Proof : We prove this by contradiction. Assuming that h = 1, but wf is not
correct, it follows that at least one criteria in Def. 4 is not satisfied. By Eq. 1,
the violation of any criterion leads to h < 1. Contradiction. �
Lemma 4.1. The guard value of a (sub-)query q is monotonically increasing
during the entire query processing on all its traversed peers.

Proof: According to Algorithm1, no peer decreases the guard value by its local
composition process. During query routing, no process changes the guard value. �
Inspired by the Floyd-Hoare theory [2] and Polyhedral Compilation Foundations
lecture notes2 of the UCLA, we reduce the joint composition of SPSC into a loop
algorithm, and prove the correctness of it. Consider the whole P2P network as a
huge computer containing lots of processing units (peers). A query is a task that
is processed by peers in turn until TTL=0 or it is resolved (correct workflow
composed). Each unit (peer) executes Algorithm 1 on receiving the query. This
corresponds to an iteration. Following [2], we prove the preservation of evidenc-
ing invariants: (a): h of each (sub-)query q is monotonically increasing. This
means that the joint composition process leads any intermediate partial solution
(workflow) strictly towards a better follow-up step; (b): No alternative branch
is missed. This indicates that all possible workflow options will be investigated.

2 http://www.cs.ucla.edu/∼pouchet/lectures/doc/888.11.algo.6.pdf.

http://www.cs.ucla.edu/~pouchet/lectures/doc/888.11.algo.6.pdf
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Theorem 4.2. SPSC is correct: Given a query, SPSC returns a correct solution
with lower bound probability, if that solution exists within Fhops.

Proof: Initialization: q.h is initialized with 0. Before the composition starts, h
is not decreasing. The workflow container is empty. Hence, no alternative can be
missed. Maintenance: By Lemma 4.1, q.h is monotonically increasing during
local composition. Moreover, Algorithm 1 ensures that it checks all alternative
services for each service in wf . No alternative service is missed at p. Termi-
nation: The entire process terminates, if q.TTL = 0 or h = 1. At this time,
h is not smaller than its initial value. No alternative service for each service in
wf has been missed, as no one was missed in each iteration. Overall, q.h is not
decreasing and has a lower bound probability to reach 1 (q.wf is correct). �
Complexities. Denote N (E): the total number of peers (edges) in an unstruc-
tured P2P network; m1: the number of primitive terms in V ; m2 (m3): the max-
imum number of PE predicates (IO parameters) in a service; lch: the complexity
for computing service chaining score: lch = lbp + lsat, where lbp = O(m2

3 · mm1
1 )

is the complexity for determining parameter bindings; lsat = O(|Op|m3 · m2) is
the complexity for checking whether a service effect is satisfied [18], where |Op|
is the number of concepts in a peer’s local ontology. O(mm1

1 ) is the cost for
measuring concept similarity; n: the number of services a peer can know about;
F: the initial value of query TTL; lsp = O(E + NlogN): the cost for computing
a shortest path [5]; L: the number of services in a workflow.

Computational complexity. In Algorithm 1, p attempts to chain local services
exhaustively to the current workflow. This yields the worst case complexity
O(nn · lch). p also checks alternative services for each candidate service in wf
yielding the process of up to L · 2n sub-queries. Thus, the complexity of local
composition is O(L · 2n ·nn · lch +nn · lch) ∼ O(L · (2n)n · lch). To suggest a rout-
ing path, p computes the w(·, ·, ·) value (cf. Eq. 3) for each candidate service S.
rm(S) is computed in O(1) incrementally. The actual workflow size and depen-
dencies can be computed in O(L). For augmenting a suggested path, p selects
the best key peer. This costs at most O(L2 · lsp). Further, there can be at most
F augmentations. Overall, the computation complexity for path suggestion at p
is O(L2 · F · lsp).

Traffic complexity. For a query, p issues O(L · 2n) sub-queries at most, of which
each inherits the current TTL value. Thus, the total number of forwarding mes-
sages of a query is 2 · ∑F−1

j=0 ((L · 2n + 1)j) ∼ O((L · 2n + 1)F ).

Robustness. Unstructured P2P networks are ad hoc environments. SPSC han-
dles the dynamics of the network topology and services. The arrival of a new
service provider or the addition of a new service S matters, if the provider peer
p in the meanwhile processes a query q. In this case, p performs the local com-
position process against S. If q is backtracking, p issues a sub-query q from itself
when S can work as an alternative service. The departure of a service provider or
the deletion of a service can cause in incorrect path suggestions. In SPSC, peers
react passively in this situation, without extra message exchange. If a depar-
ture event is detected (messaging timeout) by another peer p′ with routing q, p′
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deletes the reference of S from Sp′ and q.wf . Subsequently, p′ recomputes q.psug.
Service signature update is treated as a sequence of deletion and addition.

5 Experimental Evaluation

Settings. Based on our P2P framework3, we simulated random graph (RG)
and random power law graph (RPLG) based unstructured P2P networks with
1000 peers. Their average connectivity degrees are 10.295 and 4.457, respectively.
To enable large scale evaluation, we disabled peer IP-based communication and
simulated this by using global data structures and function calls. The initial
query TTL is 10. θ = 0.3 and β = 1.0. To the best of our knowledge, no test
collection is suited for stateless composition of semantic services with IOPE. The
IPC 20114 test collection is well-known in stateful AI planning. However, the
factual representations of initial and goal states of IPC queries are not suitable
for applying SPSC. The WSC5 test bed supports only IO but not PE. Therefore,
we developed a preliminary test collection6 with 40 IOPE semantic services
and 7 requests. Each request is labeled with one or two correct solutions with
different groups of services. The service and query distributions are random. The
experiments has been done on a PC with Core i7 CPU (2.80 GHz), 8 GB RAM.

Evaluation Measures. Let Q be the set of issued queries. ECm,q ∈ {0, 1}
means whether (or not) there exists a set of services at remote peers reachable
within m hops from the requester. Cm,q ∈ {0, 1} means whether (or not) a correct
solution of q has been composed within m hops. We check: (1) CREm: average
cumulative recall within distance m: CREm = 1

|Q|
∑

q∈Q
Cm,q

ECm,q
. Cm,q

ECm,q
is 0, if

ECm,q = 0. (2) QUR: average QoS rate of resolved queries. Besides the services
in the test collection with their pre-defined QoS, another copy of them with 50 %
lower QoS has been deployed. Let rtquq be the run time quality of a resolved
query q, defined as the average quality of all services used in the result workflow,
and exquq the average quality of the optimal solution wrt. service quality (100 %
QoS). QUR = 1

|Q|
∑

q∈Q
rtquq

exquq
. (3) #M: average number of forwarded messages

per query. (4) average traffic load size (in KB) of query. (5) total number of
forward messages of each peer. (6) AQRT: average query response time.

Cumulative Recall and Workflow Quality. We compare the average cumu-
lative recall after 1000 queries using different memorization rates ω, in RG and
RPLG networks (cf Fig. 2a and b). Baseline results for composition without mem-
orization and without guard value mechanism are also shown. As can be seen,
SPSC with memorization largely outperforms the baselines, which either are not
able to keep track of potentially useful services, or perform arbitrary chaining. In
addition, SPSC achieves 10 % ∼ 20 % higher cumulative recall in RG compared to
RPLG, as the latter may contain islands, while the RG does not.
3 http://sourceforge.net/p/mymedia-peer/code/HEAD/tree/trunk/.
4 http://www.plg.inf.uc3m.es/ipc2011-deterministic/Resources.html.
5 http://www.ws-challenge.org/.
6 http://sourceforge.net/projects/mymedia-peer/files/.

http://sourceforge.net/p/mymedia-peer/code/HEAD/tree/trunk/
http://www.plg.inf.uc3m.es/ipc2011-deterministic/Resources.html
http://www.ws-challenge.org/
http://sourceforge.net/projects/mymedia-peer/files/
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(a) CREm (RG) (b) CREm (RPLG) (c) QUR (d) #PM (RPLG)

(e) #M (RG) (f) AQRT (RG) (g) CRM10 (RPLG) (h) CRM10 (RG)

Fig. 2. Experimental evaluation results of SPSC with different settings.

For both configurations, it holds that higher ω values yield better recall. In
RG, more than 90 % of queries are resolved before their TTL limit is reached.
Particularly, the correct solutions for at least 90 % of the queries are composed
at early hops already when the memorization rate was relatively high (ω ≥ 0.6).
This indicates that necessary services for resolving requests are propagated effec-
tively and path suggestions support proper routing. Further, we check the system
evolution speed with the CRE10 value (CRE at 10th hop) over time. After about
(200) 500 queries, more than (60 %) 80 % requests are correctly resolved. This
evidences the effectiveness of peer local observation and memorization mecha-
nism. SPSC query routing also effectively considers QoS (cf. Fig. 2c) as a cri-
terium for path suggestions, ultimately leading to an increase of QUR over time.

Network Traffic Overhead. The average number of messages per query #M
decreases as the number of queries increases, and converges to a value less than
3 for RG (cf. Fig. 2e) and 2 for RPLG. The number of messages for successful
queries #MC also decreases similarly, since the knowledge about services from
observations at peers is enriched over time. The number of messages for unre-
solved queries #MNC is large and increases over time. However, the #M values
imply that query branching occurs more rarely, since queries are solved in a few
hops. Overall, SPSC in RG costs larger network traffic than with RPLG, since
peers in RG have similar connectivity, while in RPLG, some “backbone” peers
are better connected. They are easier to observe queries and hence obtain more
knowledge to solve queries. Investigation of the traffic load size per query shows
results in line with the previous observations. The average size of resolved queries
was 60 KB (RPLG) and 75 KB (RG), while for unresolved queries, messages of
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about 200 KB (RPLG) and 620 KB (RG) size have been sent on average. Fig. 2d
depicts the number of messages received at each peer of the RPLG network in
descending order. The overall maximum is only 13 without bottleneck problem,
even with RPLG, as peers learn over time and resolve queries in few hops.

Query Response Time. Similar to #M , the overall AQRT in RG (cf. Fig. 2f)
and RPLG decreases over queries, due to the peers increasingly observed knowl-
edge, helping to resolve queries in few hops. Less messaging and query processing
decrease AQRT in the long run for RG and RPLG.

Robustness. We test CRE10 of SPSC in RG and RPLG based configurations
with network topology dynamics. For this, we programmatically force, after each
SR queries (called a stable round), a percentage (FR) of randomly selected peers
to leave off and the departed peers in the last round to re-join the network.
System starts with all peers online and no dynamics event occurs during a stable
round. The results with RPLG (cf. Fig. 2g) and RG networks show that the
system can recover given the network dynamics, since peer observation helps to
repair the semantic overlay. More frequent (SR) or heavier (FR) dynamics yields
stronger impact, but SPSC still gives acceptable performance, as the chance of
losing “backbone” peers in RPLG is relatively small given the random selection.
To test SPSC performance with service dynamics, we programmatically force a
percentage (PR) of randomly selected peers to forget all their knowledge about
services after each stable round. The results with RG (cf. Fig. 2h) and RPLG
show that the system can recover under service dynamics. The impact is stronger,
if dynamics is more frequent or heavier.

6 Related Work

PM4SWS [10,11] performs IO-level semantic service composition. Each peer
records observed compositions in a lookup table. Given a query, if no correct
solution found in the table, it tries to chain a known service to the current
workflow. Using the classic flooding, it can cause in immense network traffics.
In contrast, SPSC peer issues sub-queries for only the new partial solutions.

In [6–8], Furno et al. present the probabilistic flooding-based stateful service
composition method SCComp. Peers route queries to a set of selected helpful
neighbors to resolve the sub-goals. Once a sub-goal has been resolved, extra
transitive messages are sent for re-constructing the overall solution. Despite
the selective flooding, network traffic can still be heavy, since a peer still has
chance to receive duplicate queries with the same sub-goal. In contrast, SPSC
uses walker-based routing with search space pruning and memorization strat-
egy. SCComp needs extra messages to adapt to network dynamics, but SPSC
does not.

AntAgt [3,4,23] utilizes an ant-inspired and agend-based approach. Peers
maintain co-use matrices that contain pairs of classified reusable services observed
in historical plans. A composition task is assumed to be pre-configured in terms
of a set of key classes, forming a workflow template. Give a query, a peer selects
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its local services matching some keys and forward queries to another peer for the
remaining keys. SPSC does not depend on plan templates but actually finds work-
flows at runtime. Similar efforts [12,22] also rely on design phase.

Approaches based on (semi-)structured overlay, e.g. DHT [20,24] or super
peers [9], can assure certain completeness. However, to adapt to the network
dynamics, approaches in this kind cost large traffics to maintain overlay. Using
super peers introduces bottlenecks and single points of failure. In contrast, SPSC
operates unstructured and does not require additional coordination effort.

7 Conclusion

The presented SPSC approach solves the problem of efficient and distributed
OWL-S service composition planning in unstructured P2P networks. In con-
trast to related work, it mitigates composition failures caused by dead-ends and
prunes the search space for efficient joint composition through heuristics-based
semantics-empowered memorization and query branching. SPSC has been theo-
retically proven to be sound with reasonable lower bound of completeness. The
experiments revealed its high cumulative recall with low network traffic over-
head, and robustness to dynamic changes.

Acknowledgment. This work is supported by the German ministry for education
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Abstract. Ad-hoc querying is crucial to access information from Linked
Data, yet publishing queryable RDF datasets on the Web is not a trivial
exercise. The most compelling argument to support this claim is that the
Web contains hundreds of thousands of data documents, while only 260
queryable SPARQL endpoints are provided. Even worse, the SPARQL
endpoints we do have are often unstable, may not comply with the stan-
dards, and may differ in supported features. In other words, hosting
data online is easy, but publishing Linked Data via a queryable API
such as SPARQL appears to be too difficult. As a consequence, in prac-
tice, there is no single uniform way to query the LOD Cloud today. In
this paper, we therefore combine a large-scale Linked Data publication
project (LOD Laundromat) with a low-cost server-side interface (Triple
Pattern Fragments), in order to bridge the gap between the Web of
downloadable data documents and the Web of live queryable data. The
result is a repeatable, low-cost, open-source data publication process.
To demonstrate its applicability, we made over 650,000 data documents
available as data APIs, consisting of 30 billion triples.

Keywords: API · Data publishing · Web Services · Linked Data

1 Introduction

In 2001 the Semantic Web promised to provide a distributed and heterogeneous
data space, like the traditional Web, that could at the same time be used as a
machine-readable Web Services platform [4]. Data publishers would open up their
knowledge for potentially unanticipated reuse by data consumers. Intelligent
agents would navigate this worldwide and heterogeneous data space in order to
perform intelligent tasks. In 2015 this promise remains largely unmet.

When we look at empirical data about the rudimentary infrastructure of the
Semantic Web today, we see multiple problems: Millions of data documents exist
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that potentially contain information that is relevant for intelligent agents. How-
ever, only a tiny percentage of these data documents can be straightforwardly
used by software clients. Typically, online data sources cannot be consistently
queried over a prolonged period of time, so that no commercial Web Service
would dare to depend on general query endpoint availability and consistency.
In practice, Semantic Web applications run locally on self-deployed and cen-
tralized triple-stores housing data that has been integrated and cleaned for a
specific application or purpose. Meanwhile, the universally accessible and auto-
matically navigable online Linked Open Data (LOD) Cloud remains structurally
disjointed, unreliable, and — as a result — largely unused for building the next
generation of large-scale Web solutions.

The problem here is sustainability. While it is technically possible to publish
data in a standards-compliant way, many data publishers are unable to do so.
While it is technically possible to pose structured live queries against a large
dataset, this is prohibitively expensive in terms of both engineering effort and
hardware support.

Take for instance the concept of federation, in which a query is evaluated
against multiple datasets at the same time. According to the original promise
of the Semantic Web federation is crucial, since it allows an automated agent
to make intelligent decisions based on an array of knowledge sources that are
both distributed and heterogeneous. In practice, however, federation is extremely
difficult [19] since most datasets do not have a live query endpoint; the few query
endpoints that do exist often have low availability; the few available live query
endpoints sometimes implement constrained APIs which makes it difficult to
guarantee that queries are answered in a consistent way.

We have performed a redeployment of the LOD Cloud that makes the Seman-
tic Web queryable on an unprecedented scale, while retaining its originally
defined properties of openness and heterogeneity. We provide an architecture
plus working implementation which allows queries that span a large number of
heterogeneous datasets to be performed. The working implementation consists of
a full-scale and continuously updating copy of the LOD Cloud as it exists today.
This complementary copy can be queried by intelligent agents, while guaran-
teeing that an answer will be established consistently and reliably. We call this
complementary copy Linked Data-as-a-Service (LDaaS).

LDaaS was created by tightly combining two existing state-of-the-art appro-
aches: the LOD Laundromat and Linked Data Fragments. While the integration
itself is straightforward, we show that its consistent execution delivers a system
that is able to meet a wide-spanning array of requirements that have not been
met before in both width and depth.

This paper is organized as follows: Sect. 2 given an overview of the core con-
cepts and related work. Section 3 details the motivation behind LDaaS. Section 4
specifies the architecture and design of LDaaS, which we evaluate in Sect. 5. We
conclude in Sect. 6.
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2 Core Concepts and Related Work

2.1 Web Interfaces to RDF Data

In order to characterize the many possibilities for hosting Linked Datasets on
the Web, Linked Data Fragments (LDF)[26] was introduced as a uniform view
on all possible Web APIs to Linked Data. The common characteristic of all
interfaces is that, in one way or another, they offer specific parts of a dataset.
Consequently, by analyzing the parts offered by an interface, we can analyze the
interface itself. Each such part is called a Linked Data Fragment, consisting of:

– data: the triples of the dataset that match an interface-specific selector ;
– metadata: triples that describe the fragment;
– controls: hyperlinks and/or hypermedia forms that lead to other fragments.

The choices made for each of those elements influence the functional and non-
functional properties of an interface. This includes the effort of a server to generate
fragments, the cacheability of those fragments, the availability and performance
of query execution, and the party responsible for executing those queries.

Using this conceptual framework, we will now discuss several interfaces.

Data Dumps. File-based datasets are conceptually the most simple APIs: the
data consists of all triples of the dataset. They are possibly combined into a com-
pressed archive and published at a single URL. Sometimes the archive contains
metadata, but controls—with the possible exception of HTTP URIs in RDF
triples—are not present. Query execution on these file-based datasets is entirely
the responsibility of the client; obtaining up-to-date query results requires re-
downloading the entire dataset periodically or upon change.

Linked Data Documents. By organizing triples by subject, Linked Data
Documents allow to dereference the URL of entities. A document’s data consists
of triples related to the entity (usually triples where the subject or object is that
entity). It might contain metadata triples about the document (e.g. creator,
date) and its controls are the URLs of other entities, which can be dereferenced
in turn. Linked Data Documents provide a fast way to collect the authoritative
information about a particular entity and they are cache-friendly, but predicate-
or object-based queries are practically infeasible.

SPARQL Endpoints. The SPARQL query language [13] allows to express very
precise selections of triples in RDF datasets. A SPARQL endpoint [10] allows
the execution of SPARQL queries on a dataset through HTTP. A fragment’s
data consists of triples matching the query (assuming the CONSTRUCT form); the
metadata and control sets are empty. Query execution is performed entirely by
the server, and because each client can ask highly individualized requests, the
cacheability of SPARQL fragments is quite low. This, combined with complexity
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of SPARQL query execution, likely contributes to the low availability of public
SPARQL endpoints [1,7]. To mitigate this, many endpoints restrict usage, by
reducing the allowed query execution time, limiting the number of rows that can
be returned or sorted, or not supporting more expensive SPARQL features [7].

Triple Pattern Fragments. The Triple Pattern Fragments (TPF) API [25] has
been designed to minimize server processing, while at the same time enabling effi-
cient live querying on the client side. A fragment’s data consists of all triples that
match a specific triple pattern, and can possibly be paged. Each fragment (page)
contains the estimated total number of matches, to allow for query planning, and
contains hypermedia controls to find all other Triple Pattern Fragments of the
same dataset. The controls ensure each fragment is self-describing : just like reg-
ular webpages do for humans, fragments describes in a machine-interpretable
way what the possible actions are and how clients can perform them. Conse-
quently, clients can use the interface without needing the specification. Complex
SPARQL queries are decomposed by clients into Triple Pattern Fragments. Since
requests are less granular, fragments are more likely to be reused across clients,
improving the benefits of caching [25]. Because of the decreased complexity, the
server does not necessarily require a triple-store to generate its fragments.

Other Specific APIs. Several APIs with custom fragments types have been
proposed, including the Linked Data Platform [24], the SPARQL Graph Store
Protocol [20], and other HTTP interfaces such as the Linked Data API [17] and
Restpark [18]. In contrast to Triple Pattern Fragments, the fragments offered
by these APIs are not self-describing: clients require an implementation of the
corresponding specification in order to use the API, unlike the typically self-
explanatory resources on the human Web. Furthermore, no query engines for
these interfaces have been implemented to date.

2.2 Existing Approaches to Linked Data-as-a-Service

Large Linked Datasets. The Billion Triple Challenge1 is a collection of crawled
Linked Data that is publicly available and that is often used in Big Data research.
It is crawled from the LOD Cloud [5] and consists of 1.4 billion triples. It includes
large RDF datasets, as well as data in RDFa and Microformats. However, this
dataset is not a complete crawl of the LOD Cloud (nor does it aim to be),
as datasets from several catalogs are missing. Additionally, the latest version of
this dataset dates back to 2012.

Freebase [6] publishes 1.9 billion triples, taken from manual user input and
existing RDF and Microformat datasets. Access to Freebase is possible through
an API, through a (non-SPARQL) structured query language, and as a com-
plete dump of N-Triples. However, these dumps include many non-conforming,
syntactically incorrect triples.
1 See http://km.aifb.kit.edu/projects/btc-2012/.

http://km.aifb.kit.edu/projects/btc-2012/
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Large-Scale Linked Data Indexes. In order to make Linked Data available
through a centralized interface, Sindice [21], active from 2007 to 2014, crawled
Linked Data resources, including RDF, RDFa and Microformats. Datasets were
imported on a per-instance and manual opt-in basis. Raw data versions cannot
be downloaded and access is granted through a customized API.

LODCache2, provided by OpenLink, similarly crawls the Web for Linked
Data, but does not make data dumps available. Its SPARQL endpoint suffers
from issues such as low availability, presumably related to its enormous size of
more than 50 billion triples. There is no transparent procedure to include data
manually or automatically. Given the focus on size, its main purpose is likely
to showcase the scalability of the Virtuoso triple-store, rather than providing
a sustainable model for Linked Data consumption on the Web. Other initiatives,
such as Europeana [14], aggregate data from specific content domains, and allow
queries through customized APIs.

Finally, DyLDO [16] is a long-term experiment to monitor the dynamics
of a core set of 80 thousand Linked Data documents on a weekly basis. Each
week’s crawl is published as an N-Quads file. This work provides interesting
insight in how Linked Data evolves over time. It is not possible to easily select
triples from a single dataset, and not all datasets belonging to the Linked Data
Cloud are included. Another form of incompleteness stems from the fact that
the crawl is based on URI dereferencing, not guaranteeing datasets are included
in their entirety.

LOD Laundromat. The LOD Laundromat [3] crawls the Linked Data Cloud,
and re-publishes any Linked Dataset it finds, in a canonical, standards-compliant,
compressed, N-Triples or N-Quads format. The goal of LOD Laundromat is not
that of a primary publication platform. Instead, it is a complementary approach
to existing efforts, to publish siblings of existing idiosyncratic datasets. The col-
lection of datasets that it comprises is continuously being extended, both in an
automated fashion as well as a manual fashion: anyone can add their dataset
URL to the LOD Laundromat3, where their dataset will be cleaned and re-
published. Human data consumers are able to navigate a large collection of
high-quality datasets, and download the corresponding clean data. Additionally,
machine processors are able to easily load very large amounts of real-world data,
by selecting clean data documents through a SPARQL query.

Dydra. Dydra4 is a cloud-based RDF graph database, which allows users with-
out hosting capabilities to publish RDF graphs on the Web. Via their Web inter-
face, Dydra provides a SPARQL endpoint, the option to configure permissions,
and other graph management features. However, access to Dydra is limited: free
access is severely restricted, and there are no public pay plans for paid services.
2 See http://lod.openlinksw.com/.
3 See http://lodlaundromat.org/basket.
4 See http://dydra.com.

http://lod.openlinksw.com/
http://lodlaundromat.org/basket
http://dydra.com
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3 Motivation

In this section, we motivate why there is a need for an alternative deployment
of the Semantic Web, and why we opt for a Linked Data-as-a-Service approach.

3.1 Canonical Form

One of the biggest hurdles towards Web-scale live querying is that — at the
moment — Semantic Web datasets cannot all be queried in the same, uniform
way (Problem 1).

Problem 1. In practice, there is no single, uniform way in which the LOD
Cloud can be queried today.

First of all, most Semantic Web datasets that are available online are data dumps
[9,15], which implies that they cannot be queried live. In order to perform struc-
tured queries on such datasets, one has to download the data dumps and deploy
them locally. Secondly, many data dumps that are available online are not fully
standards-compliant [2,15]. This makes the aforementioned local deployment
relatively difficult, since it requires the use of tools that can cope with archive
errors, HTTP errors, multiple syntax formats, syntax errors, etc. Thirdly, not
all datasets that can be queried live use a standardized query language (such as
SPARQL). Indeed, some require a data consumer to formulate a query in a ded-
icated query language or to use a custom API. Fourthly, most custom APIs are
not self-describing, making it relatively difficult for a machine processor to cre-
ate such queries on the fly. Fifthly, most online datasets that can be queried live
and that are using standardized query languages such as SPARQL are imposing
restrictions on queries that can be expressed and results that can be returned
[1,7]. Finally, different SPARQL endpoints impose different restrictions [7]. This
makes it difficult for a data consumer to predict whether, and if so how, a query
will be answered. The latter point is especially relevant in the case of feder-
ated querying (see Sect. 3.4), where sub-queries are evaluated against multiple
endpoints with potentially heterogeneous implementations.

For the last decade or so, Problem 1 has been approached by creating stan-
dards, formulating guidelines, and building tools. In addition, Semantic Web
evangelists have tried to educate and convince data producers to follow those
guidelines and use those tools. This may still be the long-term solution. How-
ever, we observe that this approach has been taken for over a decade, yet leading
to the heterogeneous deployment described above. We therefore introduce the
complementary Solution 1 that allows all Semantic Web data to be queried live
in a uniform way and machine-accessible way.

Solution 1. Allow all Semantic Web documents to be queried through a uniform
interface that is standards-compatible and self-descriptive.
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3.2 Scalability and Availability

After the first 14 years of Semantic Web deployment there are at least millions
of data documents [8,12] but only 260 live query endpoints [7]. Even though
the number of endpoints is growing over time [1,7], at the current growth
rate, the gap between data dumps and live queryable data will only increase
(Problem 2). The number of query endpoints remains relatively low compared
to the number of datasets, and many of the endpoints that do exist suffer from
limited availability [7].

Problem 2. Existing deployment techniques do not suffice to close the gap bet-
ween the Web of downloadable data documents and the Web of live queryable data.

Several causes contribute to Problem 2. Firstly, it is difficult to deploy Semantic
Web data, since this currently requires a complicated stack of software products.
Secondly, existing query endpoints perform most calculations on the server-side,
resulting in a relatively high cost and thus a negative incentive for the data
publisher. Thirdly, in the presence of dedicated query languages, custom APIs,
and restricted SPARQL endpoints, some have advocated to avoid SPARQL end-
points altogether, recommending the more flexible data dumps instead, thereby
giving up on live querying. Solution 2 addresses these causes.

Solution 2. Strike a balance between server- and client-side processing, and
automatically deploy all Semantic Web data as live query endpoints. If clients
desire more flexibility, they can download the full data dumps as well.

3.3 Linked Data-as-a-Service

Even though software solutions exist to facilitate an easy deployment of various
Web-related services such as email, chat, file sharing, etc., in practice users grav-
itate towards centralized online deployments (e.g., Google and Microsoft mail,
Facebook chat, Dropbox file sharing). We observe similar effects in the (lack of)
popularization of Semantic Web technologies (Problem 3). Even though multi-
ple software solutions exist for creating, storing, and deploying Semantic Web
services (e.g., RDF parsers, triple-stores, SPARQL endpoints), empirical obser-
vations indicate that the deployment of such services with existing solutions has
been problematic [15]. As a consequence, live querying of Semantic Web data
has not yet taken off in the same way as other Web-related tasks have.

Problem 3. Even though a technology stack for publishing Semantic Web data
exists today, there is currently no simplified Web Service that does the same thing
on a Web-scale.

While technologies exist that make it possible to publish a live query endpoint
over Semantic Web data, there is currently no simplified Web Service that allows
data to be deployed on a very large scale. Under the assumption that take-up
of traditional Web Services is an indicator of future take-up of Semantic Web
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Services (an assumption that cannot be proven, only argued for), it follows that
many data publishers may prefer a simplified Web Service to at least perform
some of the data publishing tasks (Solution 3).

Solution 3. Provide a service to take care of the tasks that have proven to be
problematic for data publishers, having an effective cost model for servicing a high
number of data consumers.

3.4 Federation

In a federated query, sub-queries are evaluated by different query endpoints.
For example, one may be interested in who happens to know a given person by
querying a collection of HTML files that contain FOAF profiles in RDFa. At
present, querying multiple endpoints is problematic (Problem 4), because of the
cumulating unavailability of individual endpoints, as well as the heterogeneity
of interfaces to Linked Data.

Problem 4. On the current deployment of the Semantic Web it is difficult to
query across multiple datasets.

Given the heterogeneous nature of today’s Semantic Web deployment (Sect. 3.1),
there are no LOD Cloud-wide guarantees as to whether, and if so how, sub-
queries will be evaluated by different endpoints. In addition, properties of data-
sets (i.e., metadata descriptions) may be relevant for deciding algorithmically
which datasets to query in a federated context. Several initiatives exist that seek
to describe datasets in terms of Linked Data (e.g., VoID, VoID-ext, Bio2RDF
metrics, etc.). However, such metadata descriptions are often not available, and
oftentimes do not contain enough metadata in order to make efficient query
federation possible.

Solution 4. Allow federated queries to be evaluated across multiple datasets.
Allow metadata descriptions to be used in order to determine which datasets
to query.

4 Workflow and Architectural Design

The scale of the LOD Cloud requires a low-cost data publishing workflow. There-
fore, the LOD Laundromat service is designed as a (re)publishing platform for
data dumps, i.e. data files. As detailed in Sect. 2.1, data dumps are the most
simple API that can be offered. To allow structured live querying, while still
maintaining technical and economical scalability, we have integrated the low-
cost TPF API.

We first discuss the publishing workflow supported by the combination of
the LOD Laundromat and Triple Pattern Fragments. We then elaborate on the
architectural design of their integration, and how we improved both approaches
to keep LDaaS scalable.
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Fig. 1. LOD Laundromat (re)-publishing workflow

4.1 Re-Publishing Workflow

Figure 1 shows the re-publishing workflow of the LOD Laundromat (already
presented in [3]), extended with the Triple Pattern Fragment API. Here, we see
how the LOD Laundromat (1) takes a reference to an online RDF document
as input, (2) cleans the data in the LOD Washing Machine, (3) stores several
representations of the data, and publishes the data through several APIs. Below,
we discuss each step of the workflow in detail.

Data Input. The LOD Laundromat maintains a collection of Linked Data seed
points, called the LOD Basket5. The seed points are Web locations from which
generally non-standards compliant or ‘dirty’ data can be downloaded.

Cleaning Process. The LOD Washing Machine6 is the module of the LOD
Laundromat that takes ‘dirty’ data documents from the LOD Basket and tries
to download them. Potential HTTP errors are stored as part of the data doc-
ument’s metadata description that is generated by the LOD Washing Machine.
Data documents that occur in archives are recursively unpacked. Once fully
unpacked, the serialization format of the data document is determined heuristi-
cally based on the file extension (if any), the value of the Content-Type HTTP
header (if present), and a lenient parse of the first chunk of the data file. All stan-
dard RDF 1.1 serialization formats are supported: N-Quads, N-Triples, RDFa,
RDF/XML, TriG, and Turtle. Once the serialization format has been guessed,
the document is parsed. Since many data documents contain syntax errors7,
only compliant triples are retained. Every warning is stored as metadata of the
resultant dataset in order to make the cleaning process transparent. As a final
step, VoID descriptions that occur within a document that is being cleaned are
added to the LOD Basket for future cleaning.
5 See http://lodlaundromat.org/basket.
6 See https://github.com/LODLaundry/llWashingMachine.
7 For an indication, see http://lodlaundromat.org/visualizations/.

http://lodlaundromat.org/basket
https://github.com/LODLaundry/llWashingMachine
http://lodlaundromat.org/visualizations/
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Storage. The output of the cleaning process is stored in a canonical and easy
to process data format and is compressed using Gzip. The serialization format is
either N-Triples or N-Quads (depending on whether or not at least one quadruple
is present in the data file). The statements in the file are sorted lexicographically
and any duplicates are removed. IRIs are all encoded in the same way and the
lexical expressions of data-typed literals are mapped to their canonical lexical
form. This means that two lines are guaranteed to denote the same statement
iff they compare identically on a character-by-character basis. Because of these
properties it is easy to process cleaned data files in a uniform way, e.g., by
streaming through a dataset knowing that the next triple ends with the next
newline character.

Next to compressed Gzip files, the datasets are stored as ‘Header, Dictionary
Triples’ (HDT) files as well. HDT files are compressed, indexed files, in a binary
serialization format. HDT files are suitable for browsing and querying RDF data
without requiring to decompression and/or ingestion into a triple-store [11].

Besides the cleaned data files, LOD Laundromat uses a triple-store which
disseminates the metadata obtained during the cleaning process. The triple-
store also contains metrics about the structural properties of each cleaned data
document8.

Data Publication. The LOD Wardrobe9 module provides several APIs to
access the data generated by the LOD Laundromat.

The first API supports complete control over the data: the HDT and cleaned
compressed N-Triples/N-Quads files are available for download. An RDF dump
of the LOD Laundromat metadata is available for download as well. The HDT
files allows users to download datasets and either query them directly on the
command-line (via triple-pattern queries), or to publish these via a Triple Pat-
tern Fragment API. The low-level access to the compressed N-Triples/N-Quads
files allow bulk processing of such files, particularly considering the advantages
that come with this canonical format: streamed processing of a sorted set of
statements.

The TPF API provides access via triple pattern queries, and uses HDT files as
storage type. This low-cost API, discussed in Sect. 2, enables structured querying
on the crawled datasets.

Finally, the third API is a SPARQL endpoint, which provides SPARQL access
to the metadata triple-store. The combination of this API with the previous two
is powerful: the SPARQL endpoint enables finding datasets based on structural
properties such as the in-degree, out-degree, serialization format, etc. Based on
the query results, the user can access the datasets by either downloading the
Gzip or HDT files, or accessing the Triple Pattern Fragments API.
8 Under submission: “LOD in a Box: The C-LOD Meta-Dataset”. See http://www.

semantic-web-journal.net/content/lod-box-c-lod-meta-dataset.
9 See http://lodlaundromat.org/wardrobe/.

http://www.semantic-web-journal.net/content/lod-box-c-lod-meta-dataset
http://www.semantic-web-journal.net/content/lod-box-c-lod-meta-dataset
http://lodlaundromat.org/wardrobe/
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4.2 LDaaS Architectural Design

The architecture for crawling cleaning Linked Data is described in [3], where the
architecture of TPF is described in [25]. Below we discuss the measures we took
to combine both systems, and the improvements we made to the scalability of
LDaaS.

TPF Horizontal Scalability. The HDT library can read and query HDT files
that are larger than main memory by loading them as memory-mapped files. This
means the file is mapped byte-by-byte to pages of virtual memory of the appli-
cation, and regions of the file are swapped in and out by the operating system as
needed. This is not horizontally scalable though: although this approach works
for 30–40 large datasets, in practice, processes with hundreds or thousands of
memory-mapped files tend to become unstable.

Therefore, we extended the TPF architecture with an alternative strategy
in which only very large HDT files (≥ 10 GB) are mapped to memory. In order
to query the remaining majority of smaller files, an out-of-process approach is
used. When an HTTP request arrives, the server spawns an external process that
briefly loads the corresponding HDT file, queries the requested triple pattern,
and closes it again. While this involves a larger delay than if the file were mapped
to the server process, the overhead is limited for such smaller files because of
the efficient HDT index format, and it guarantees the server process’ stability.
The few large files are still memory-mapped, because spawning new processes
for them would result in a noticeably longer delay.

HDT File Generation. The original LOD Laundromat architecture creates
and serves clean compressed Gzipped N-Quads and N-Triples files. To support
the use of a TPF API, we extended this implementation by generating HDT
files as well. The HDT files are automatically generated based on the clean
compressed Gzipped N-Quads and N-Triples files. Because the latest implemen-
tation of HDT does not support named graphs, the N-Quads files are processed
as regular triples, without the specified graph.

Adding TPF Datasets Efficiently. Datasets crawled by the LOD Laundro-
mat should become available via the TPF API in a timely manner. The original
TPF API applies several ‘sanity checks’ on the data documents before hosting
them. However, with 650,000 documents in the configuration file, this process
requires minutes of processing time. Because the LOD Laundromat pipeline
guarantees ‘sane’ HDT files, we avoid this issue by extending the TPF API with
an optimized loading procedure which disables these sanity checks. As a result,
re-loading the configuration whenever a new dataset is cleaned, requires seconds
instead of minutes.
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5 Evaluation

We use the architecture described in the previous section to present a working
implementation where we publish the LOD Cloud via Triple Pattern Fragments.
In this section, we evaluate this deployment and validate the solutions from
Sect. 3.

Solution 1: Allow all Semantic Web documents to be queried through a uniform
interface that is standards-compatible and self-descriptive.

Solution 1 is evaluated analytically. Currently, 650,950 datasets (29,547,904,
444 triples) are hosted as live query endpoints. Although this does not include
all existing Semantic Web data, these numbers show that our approach can
realistically be applied on Web scale (see Solution 3 for usage numbers).

Since the Triple Pattern Fragments APIs are generated for all data in the
LOD Wardrobe, data queryable by LDaaS inherits the completeness and data
standards-compliance properties of the LOD Laundromat (see [3] for these com-
pliance properties). Query standards-compliance — on the other hand — is
attained only partially, since the server-centric paradigm of the SPARQL speci-
fication is purposefully deviated from in the current approach in order to fulfill
Solution 2.10 This primarily involves those parts of the SPARQL standard that
require the Closed World Assumption (something the authors consider to be
at odds with the basic tenets of Semantic Web philosophy) and common data
manipulation functions that can be easily implemented by a client (e.g., sorting
a list, calculating a maximum value).

The Linked Data FragmentsAPI is self-descriptive, employing the Hydra
vocabulary for hypermedia-driven Web APIs.11 Hydra descriptions allow mac-
hine processors to detect the capabilities of the query endpoints in an automated
way. In addition, the LDaaS query endpoints do not impose restrictions on the
number of operations that may be performed or the number of results that can
be retrieved. This allows full data graphs to be traversed by machine proces-
sors. Also, pagination is implemented in a reliable way, as opposed to SPARQL
endpoints which cannot guarantee consistency with shifting LIMIT and OFFSET
statements.

Finally, uniformity is guaranteed on two-levels: data and interface. The for-
mer leverages the LOD Laundromat infrastructure (validated in [3]) as an enabler
for homogeneous deployment strategies. Thus, when an agent is able to process
one data document, it is also able to query 600K+ data documents. The latter
denotes that through Triple Pattern Fragments, processing queries only relies
on HTTP, the uniform interface of the Web. Queries are processed in exactly
the same way by all endpoints, in contrast to the traditional Semantic Web
deployment where different endpoints implement different standards, versions or
features.
10 Even though there is a client-side rewriter that allows SPARQL queries to be per-

formed against an LDF server backend, the standards-compliance of this rewriter is
not assessed in this paper.

11 See http://www.hydra-cg.com/spec/latest/core/.

http://www.hydra-cg.com/spec/latest/core/
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Fig. 2. Processing time is shared between client and server.

Solution 2: Strike a balance between server- and client-side processing, and auto-
matically deploy all Semantic Web data as live query endpoints. If clients desire
more flexibility, they can download the full data dumps as well.

The SPARQL protocol relies on servers to do the heavy lifting: the complete com-
putational processing is performed on the server, and the client is only respon-
sible for sending the request and receiving the SPARQL results. The TPF API,
used by LDaaS, takes a different approach. Executing SPARQL queries on the
TPF API requires the client to perform joins between triple patterns, and e.g.
apply filters or aggregations. As a result, the computational processing is shared
between the client and the server, putting less strain on the server.

To quantify this balancing act between server and client-side processing of
LDaaS, we evaluated a set of queries from the SP2B benchmark, on a (synthetic)
dataset of 10 million triples12, added to the LOD Laundromat. We measure the
client-side and server-side processing time, both running on the same hardware,
and excluding network latency. The results, shown in Fig. 2, confirm that the
computation is shared between client and server. More specifically, the client
does most of the processing for the majority of these SP2B SPARQL queries.

Solution 3: Provide a service to take care of the tasks that have proven to be
problematic for data publishers, having an effective cost model for servicing a
high number of data consumers.

Apart from facilitating common tasks (cleaning, ingesting, publishing), the LOD
Laundromat operates under a different cost model than public SPARQL end-
points. In the month prior to submission, the LOD Laundromat served more
than 700 users who downloaded 175,000 documents and who issued more than
35,000 TPF API requests.

We consider the hardware costs of disk space and RAM usage below.

Disk space. Currently, 650,950 datasets (29,547,904,444 triples) are hosted as
Triple Pattern Fragments. The required storage is 265 GB in the compressed
12 Experiments showed that these results do not differ greatly between SP2B datasets

of different sizes.
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Fig. 3. All FedBench queries complete slowly, but successfully, with high average recall
(shown on top of each bar) when ran on the deployed LDaaS.

HDT format, or on average 0.41 MB per dataset or 8.97 bytes per triple. The
disk space used to store the equivalent gzip-compressed N-Triples (or N-Quads)
files is 193 GB (0.30 MB per dataset or 6.53 bytes per triple). Such compressed
archives do not allow for efficient triple-pattern queries, which the HDT files can
handle at high speed.

Memory usage. The TPF server consists of 10 independent worker processes.
Because JavaScript is single-threaded, it does not have a concurrency policy for
memory access, so each worker needs its own space to allocate resources such
as the metadata for each of the 650,950 datasets. However, no further RAM is
required for querying or other tasks, since they are performed directly on the
HDT files. We have allocated 4 GB per worker process, which was experimentally
shown to be sufficient, bringing the total to 40 GB of RAM.

Solution 4: Allow federated queries to be evaluated across multiple datasets.
Allow metadata descriptions to be used in order to determine which datasets to
query.

Finally, we ran FedBench [23] to test the employability of the resulting TPF
interfaces for answering federated SPARQL queries. A total of 9 datasets13,
excluding the isolated SP2B dataset, were added to the LOD Laundromat, com-
pleting our publishing workflow. Also, we extended the existing TPF client to
distribute each fragment request to a predefined list of interfaces and aggregate
the results.

We executed the Cross Domain (CD), Linked Data (LD), and Life Science
(LS) query sets in three runs, directly on http://ldf.lodlaundromat.org from a
desktop computer on an external high-speed university network. Figure 3 shows
the average execution time for each query with the number of returned results.
All queries were successfully completed with an average result recall of 0.81,
which confirms the ability to evaluate federated queries. The imperfect recall is a
result of an occasional request timeout in queries (LS7, LD1, LD3, LD8, LD11),
which, due to limitations of the current implementation, can drop potential
13 https://code.google.com/p/fbench/wiki/Datasets.

http://ldf.lodlaundromat.org
https://code.google.com/p/fbench/wiki/Datasets
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results. Next, general execution time is magnitudes slower compared to state-
of-the-art SPARQL Endpoint federation systems [22]. However, this is expected
considering (a) the LDF paradigm which sacrifices query performance for low
server cost, and (b) the greedy implementation where the set of sent HTTP
requests is a naive Cartesian product between the set of fragments and the
datasets.Nevertheless, several queries (LD9, LS5, CD2, CD1, LS1, LD3, LS2)
complete within 10 s, which is promising for future development in this area.

6 Conclusion

After the first 14 years of Semantic Web deployment the promise of a single
distributed and heterogeneous data-space remains largely unfulfilled. Although
RDF-based data exists in ever-increasing quantities, large-scale usage by intel-
ligent software clients is not yet a reality. In this paper we have identified and
analyzed the main problems that contribute to this lack of usage. Although this
list is probably not exhaustive, we selected four pressing problems based on
empirical evidence and related work: (a) no single uniform way exists to query
the LOD cloud; (b) there exists a gap between the Web of downloadable data
documents and the Web of live queryable data; (c) despite the available technol-
ogy stack, no simplified Web service offers the same functionality on a Web-scale;
(d) querying across multiple datasets on the current Semantic Web is difficult.

In order to address these issues, we formulated corresponding sustainable
solutions, which we proposed and implemented as a redeployment architecture
for the Linked Open Data cloud. By combining a large-scale Linked Data pub-
lication project (LOD Laundromat) with a low-cost server-side interface (Triple
Pattern Fragments), we were able to realize this with minimal engineering.

In doing so, we (a) closed the API gap by providing low-cost structured
query capabilities to otherwise static datasets; (b) did so via a uniform, self-
descriptive, and standards-compatible interface; (c) enabled in turn federated
queries across a multitude of datasets, and (d) provide a service for publishers
to use. More important than the deployment we provide is the wide applicability
of the open source technology stack, whose architecture is detailed in this paper.
In contrast to centralized approaches such as the LOD Cache, which focuses on
a single centralized database of everything, our approach of one low-cost interface
per dataset works in a Web context with multiple servers. It enables querying
over multiple datasets by providing clients with the resources needed to perform
federation themselves, rather than seizing server-side control of this costly task.
To increase accessibility even more, our future work involves disseminating the
graph information of N-Quads files via the API as well, and providing an uniform,
self-describing API containing all dataset summarizations, in order to improve
the discoverability.

As a result of the approach introduced in this paper, we can now provide
live queryable access to a large amount of datasets that could previously only be
reliably published as data dumps. While it is possible that the current Semantic
Web path will eventually lead there, it is worthwhile—and necessary—to explore
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alternative stacks already today. Given the solutions it brings to the current
Semantic Web problems, we conclude that the technology stack introduced in
this paper enables a Semantic Web that is not only technologically, but also
economically scalable.

References

1. Auer, S., Demter, J., Martin, M., Lehmann, J.: LODStats – an extensible
framework for high-performance dataset analytics. In: ten Teije, A., Völker, J.,
Handschuh, S., Stuckenschmidt, H., d’Acquin, M., Nikolov, A., Aussenac-Gilles,
N., Hernandez, N. (eds.) EKAW 2012. LNCS, vol. 7603, pp. 353–362. Springer,
Heidelberg (2012)

2. Beek, W., Groth, P., Schlobach, S., Hoekstra, R.: A web observatory for the
machine processability of structured data on the web. In: Proceedings of the 2014
ACM Conference on Web Science, pp. 249–250. ACM (2014)

3. Beek, W., Rietveld, L., Bazoobandi, H.R., Wielemaker, J., Schlobach, S.: LOD
laundromat: a uniform way of publishing other people’s dirty data. In: Mika, P.,
et al. (eds.) ISWC 2014, Part I. LNCS, vol. 8796, pp. 213–228. Springer, Heidelberg
(2014)

4. Berners-Lee, T., Hendler, J., Lassila, O., et al.: The semantic web. Sci. Am. 284(5),
28–37 (2001)

5. Bizer, C., Heath, T., Berners-Lee, T.: Linked data - the story so far. Int. J. Seman.
Web Inf. Syst. 5(3), 1–22 (2009)

6. Bollacker, K., Evans, C., Paritosh, P., Sturge, T., Taylor, J.: Freebase: a collabora-
tively created graph database for structuring human knowledge. In: Proceedings of
the 2008 ACM SIGMOD International Conference on Management of Data. ACM
(2008)

7. Buil-Aranda, C., Hogan, A., Umbrich, J., Vandenbussche, P.-Y.: SPARQL web-
querying infrastructure: ready for action? In: Alani, H., et al. (eds.) ISWC 2013,
Part II. LNCS, vol. 8219, pp. 277–293. Springer, Heidelberg (2013)

8. Cheng, G., Gong, S., Qu, Y.: An empirical study of vocabulary relatedness and its
application to recommender systems. In: Aroyo, L., Welty, C., Alani, H., Taylor, J.,
Bernstein, A., Kagal, L., Noy, N., Blomqvist, E. (eds.) ISWC 2011, Part I. LNCS,
vol. 7031, pp. 98–113. Springer, Heidelberg (2011)

9. Ermilov, I., Martin, M., Lehmann, J., Auer, S.: Linked open data statistics: collec-
tion and exploitation. In: Klinov, P., Mouromtsev, D. (eds.) KESW 2013. CCIS,
vol. 394, pp. 242–249. Springer, Heidelberg (2013)

10. Feigenbaum, L., Williams, G.T., Clark, K.G., Torres, E.: SPARQL 1.1 protocol.
Recommendation, W3C, March 2013. http://www.w3.org/TR/sparql11-protocol/

11. Fernández, J.D., Mart́ınez-Prieto, M.A., Gutiérrez, C., Polleres, A., Arias, M.:
Binary RDF representation for publication and exchange (HDT). Web Semant.
Sci. Serv. Agents World Wide Web 19, 22–41 (2013)

12. Ge, W., Chen, J., Hu, W., Qu, Y.: Object link structure in the semantic web. In:
Aroyo, L., Antoniou, G., Hyvönen, E., ten Teije, A., Stuckenschmidt, H., Cabral, L.,
Tudorache, T. (eds.) ESWC 2010, Part II. LNCS, vol. 6089, pp. 257–271. Springer,
Heidelberg (2010)

13. Harris, S., Seaborne, A.: SPARQL 1.1 query language. Recommendation, W3C,
March 2013. http://www.w3.org/TR/sparql11-query/

http://www.w3.org/TR/sparql11-protocol/
http://www.w3.org/TR/sparql11-query/


Linked Data-as-a-Service: The Semantic Web Redeployed 487

14. Haslhofer, B., Isaac, A.: data.europeana.eu: The Europeana linked open data
pilot. In: International Conference on Dublin Core and Metadata Applications.
pp. 94–104 (2011)

15. Hogan, A., Umbrich, J., Harth, A., Cyganiak, R., Polleres, A., Decker, S.: An
empirical survey of linked data conformance. Web Semant. Sci. Serv. Agents World
Wide Web 14, 14–44 (2012)
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Abstract. Graph aggregation is an important operation when study-
ing graphs and has been applied in many fields. The heterogeneity,
fine-granularity and semantic richness of RDF graphs introduce unique
requirements when aggregating the data. In this work, we propose Gagg,
an RDF graph aggregation operator that is both expressive and flexible.
We provide a formal definition of Gagg on top of SPARQL Algebra, define
its operational semantics and describe an algorithm to answer graph
aggregation queries. Our evaluation results show significant improve-
ments in performance compared to plain-SPARQL graph aggregation.

1 Introduction

With the increasing adoption of graph data in various domains, the importance of
graph measures and algorithms is growing. Graph traversal, centrality measures,
and graph aggregation are being used to analyse social [31], transportation [2]
and biological networks [23,27]. This paper focuses on graph aggregation.

Graph aggregation condenses a large graph into a structurally similar but
smaller graph by collapsing vertices and edges. Graph aggregation was applied
to the Web graph to group Web pages by their domains in order to efficiently
compute PageRank scores [6]. Similarly, [11] proposed ranking RDF datasets
by aggregating their resources. In biological network studies, example usages of
graph aggregation include enhancing data visualisation [19] and studying tran-
scriptional regulatory networks [12]. Graph aggregation is also used to provide
business intelligence on top of graph data [5,8,28,33]. Furthermore, many mea-
sures in social network analysis [14] and in bibliometrics [15,17] are also based
on aggregating the underlying graphs.

RDF, the data model underlying the Semantic Web, is a graph data model
that is used in bio-informatics1, social networks [24], bibliography [13,26], etc.
Therefore, graph aggregation is one of the tools used to analyse RDF data. In
addition to the examples mentioned before, aggregating RDF graphs has been
also used to induce schemas [7,20,21], produce descriptive statistics [1,3,22] and
build indices [18,25].

While there exists a number of systems to aggregate graph data [8,30,32,33],
these systems do not provide the expressivity necessary to handle RDF data. The
heterogeneity, fine-granularity and semantic richness of RDF graphs introduce

1 http://www.ebi.ac.uk/about/news/press-releases/RDF-platform.
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unique requirements when aggregating the data. For instance, Fig. 2 shows an
example bibliographic RDF data describing some papers and their authors. One
might be interested in studying co-authorship structure between authors or at a
more coarse-grained level, between organisations (Fig. 3a). Similarly, one might
choose to aggregate the data to study the structure of citation between authors,
organisations or conferences (Fig. 3c). Such expressivity cannot be achieved by
existing tools, proposed mainly in the field of graph databases, because the
dimensions of aggregation and the relationship (e.g., co-authorship) is not explic-
itly defined in the original data.

Furthermore, all graph aggregation operators have been defined as separate
operators. Hence, these operators cannot make use of the expressivity and opti-
misation techniques already built in existing data models such as relational or
SPARQL algebra. Moreover, this necessitates transforming the data and loading
it into different systems.

In this paper, we define Gagg, an RDF graph aggregation operator for RDF
data that is both expressive and flexible. We provide a formal definition of Gagg
based on existing SPARQL operators (Sect. 3) and devise an algorithm for effi-
cient evaluation of Gagg expressions (Sect. 4). Furthermore, we demonstrate the
expressivity and efficiency of Gagg in our evaluation (Sect. 5).

Aggregation of RDF graphs can be achieved using existing SPARQL 1.1 [16]
operators. An aggregated graph requires a complicated single SPARQL query
(a combination of sub-queries, CONSTRUCT and GROUP BY operators) or
a series of SPARQL queries to aggregate nodes and edges (as done in [22] for
instance). Such queries become complicated and verbose and therefore hard to
write, debug and optimise. Having graph aggregation as a first-class operator
simplifies query writing and optimisation. Moreover, our evaluation results show
that Gagg can run up to orders of magnitudes faster than a monolithic SPARQL
query and about 3 times faster than a series of fine tuned queries.

2 Related Work

On-Line Analytical Processing [9] (OLAP) has been first proposed as a way
for people to analyse multi-dimensional data. Several works aim at analysing
graph data using the OLAP paradigm. The Graph Cube [33] paper considers
only simple graphs, while we target more complex graphs that are possible with
the RDF graph model. The work in [8] proposes the aggregation of graph which
changes the topology of the graph. However, we allow a more flexible definition of
the aggregation dimensions in our approach. In this work, we introduce the graph
aggregation as a graph operator that is anchored into graph algebra, allowing
the graph aggregation to be part of a wider graph analysis flow.

The challenge of graph analysis has been studied within the Semantic Web
community as well. The RDF Analytics [10] paper introduces an analytical schema
over the data. This schema allows then to write analytical queries over the data,
abstracting from the actual structure of the data. However, unlike Gagg this app-
roach does not generate a graph as the analytical query output, thus preventing
the use of the aggregated graph as the input of other graph operations.
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The analysis of graph data under an aggregated form is investigated in several
works [5,28] with an application oriented towards business logic.

The process of graph summarisation which represents a graph with a smaller
graph that is homomorphic to the original graph is investigated in [7,30,32]. Such
works apply a Gagg-like operation over the data. Therefore, the Gagg operator
can be used to alleviate the cost of performing such operations.

3 Model

Gagg is defined in two-steps as shown in Fig. 1. Firstly, nodes and edges in the
original graph G are grouped together in an intermediate graph that we call the
grouped graph. Secondly, the grouped graph is reduced into an aggregated graph.

The first step is based on a set of dimensions that defines how nodes and
edges are grouped together. For example, in Fig. 2 the resources :a1 and :a2 are
grouped together when aggregating authors by the organisation they are member
of. As we detail later, we use SPARQL operators as a flexible and powerful way
to define grouping criteria.

The second step condenses the grouped graph into the final aggregated graph.
This operation is done by what we call a graph reduce function. A template
similar to that of SPARQL construct is used by the graph reduce function to
structure the final results. In this template, typical aggregate functions such as
sum and count, can be applied to the nodes and edges in the grouped graph.
It is worth pointing out that the grouped graph is not an RDF graph as its
nodes represent sets of resources, while the aggregated graph is an RDF graph
that can be used as input for further processing.

G

Graph

G
Grouped Graph

H

Aggregated Graph

Group Reduce

Fig. 1. Operational flow of the graph aggregation

3.1 Preliminaries

We present in this section the fundamental concepts used throughout the paper.

Definition 1 (Data Graph). A data graph G defined over a set of terms T
is a tuple G = 〈V,A, lV 〉, where V is a set of nodes, A ⊆ V × T × V is the set
of labelled edges, and lV : V �→ T is a node labelling function. The lV function
is an injection, meaning that each node has a unique label.

We assume the existence of a set of variables X which symbols are not part of
the set of labels T , i.e., X ∩ T = ∅. A query is expressed as a set of patterns
that are matched against the graph data. A triple pattern is the atomic element
for building a graph query, which matches an edge of the graph.
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:p1

:p2

:p3

:a1

:a2

:a3
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:refs-p3

:student

:senior

:student
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:org2:eswc2014

:eswc2013
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:position
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:creator

:partOf

:creator

:creator

:references

:partOf

:creator

:references

:partOf

:ref

:ref

:ref

Fig. 2. Bibliographic network inspired from [29]. Dashed nodes represent papers, and
dotted nodes the authors.

Definition 2 (Triple Pattern). A triple pattern (s, p, o) is a triple where any
of the three components can be either a variable or a term, i.e., the triplet
(s, p, o) ∈ (T ⋃ X ) × (T ⋃ X ) × (T ⋃ X ).

Definition 3 (Basic Graph Pattern). A basic graph pattern (BGP) is a set
of triple patterns.

Basic graph patterns in SPARQL represent conjunctive queries. From hencefor-
ward, we use the conjunctive query notation2 q(x̄) := t1, · · · , tn where t1, · · · ,
tn are triple patterns and therefore {t1, · · · , tn} is a BGP.

We denote by V ar(q) the set of variables occurring in the query q. The
query head variables x̄ are called distinguished variables, and are a subset of the
variables occurring in t1, · · · , tn, i.e., we have x̄ ⊆ V ar(q).

We denote with q(G) the set of solutions of q on G. For the evaluation of a
query q against a graph G, we refer the reader to the W3C Recommendation [16].

Definition 4 (Join Query). Let q1, · · · , qn be basic graph patterns which non-
distinguished variables are pairwise disjoints. We call the query q(x̄) := q1(x̄1)∧
· · · ∧ qn(x̄n) a join query of q1, · · · , qn, where x̄ ⊆ x̄1 ∪ · · · ∪ x̄n.

A join query combines multiple BGPs and joins them based on their shared
distinguished variables.

2 We reuse here some of the notations and definitions from [10].
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:org1

:o1 (2)

:org2

:o2 (2)

:organisation

:co-authorship
:co-authorship

:organisation

(a) Aggregation of people by the organisation, counting the number of papers authored
by the organisation. The edges :co-authorship link organisations by the papers they
authored.

:org1 :student :org1 :senior

:op1 (1) :op2 (2)

:org2 :op3 (2) :student

:organisation

:position

:citation
:citation

:organisation

:position

:organisation :position

:citation (2)

:citation (3)

:citation

(b) Aggregation of people by their organisation and position, counting the number of
their papers. The edge :citation represents an author citing an other via a paper.

:org1 :oc1 (2) :oc2 (1) :eswc2013

:org2 :oc3 (1) :oc4 (2) :eswc2014

:organisation :citation :publishedIn

:organisation

:citation (2)

:citation :publishedIn

(c) Aggregation of people by their organisation and papers by their conference. We
count the number of authors in an organisation, and the number of papers in a
conference. The edge :citation represents a link from an organisation to a confer-
ence, where an author cited a paper from a particular conference.

Fig. 3. Summary graphs of the data in Fig. 2. The number within parenthesis report
a count statistics of the aggregated data.

3.2 Graph Aggregation Operator

We build on the definitions introduced before to define a graph aggregation
operator. In particular, dimensions used for aggregation, measures that are to
be aggregated, and the relations between nodes in the graph are all expressed as
queries. A dimension is a query with two distinguished variables q(x, v) that
defines how resources (bound to x) are grouped based on associated values
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H1 H2

H3

e1
e4

e3
e2

e5

Dimensions

H1 → ( :org1, :student )
H2 → ( :org2, :student )
H3 → ( :org1, :senior )

Measures

H1 → ( :p1 )
H2 → ( :p2, :p3 )
H3 → ( :p2, :p3 )
e1 → ( :p2 )
e2 → ( :p2, :p3, :p3 )
e3 → ( :p2, :p3 )
e4 → ( :p2 )
e5 → ( :p3 )

Fig. 4. The grouped graph that corresponds to the aggregated graph in Fig. 3b. This
graph aggregate authors in Fig. 2 by their organisation and position.

(bound to v). Similarly, a measure is also a query with two distinguished variables
q(x,m) that associates with each resource (bound to x) a value to be measured
and later aggregated (bound to m). In Fig. 3b, q(x, org) := (x, :member, org) is
one of the dimensions used to group authors while q(x, p) := (p, :creator, x) is
the measure associated with each node as we are counting the papers written by
each author.

A relation query is a query with four distinguished variables q(x, p, y,m) that
defines related resources (bound to x and y, respectively), labels the relation (via
the value bound to p), and determines the measure associated with this relation
(bound to m). In Fig. 3b, the relation query used is:

q(x, :cite, y, p1) := (p1, :creator, x) ∧
(p2, :creator, y) ∧
(p1, :references, refs) ∧
(refs, :ref, p2)

Notice that p1 is used as a measure since we are interested in counting the
papers. Additionally, the relation is bound to the constant value :cite to give
it a readable name3.

Definition 5 (Grouped Graph). A grouped graph is a graph (V,A, lV) with
two associated functions: dimensions : V → 2T and measures : V ∪ A → 2T.

Figure 4 shows an example grouped graph with its associated dimensions and
measures functions.

3 For the sake of simplicity, we slightly violated conjunctive query notation by using
a constant in the header.
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Definition 6 (Graph Reduce Function). A graph reduce function f is a
function that maps a grouped graph into a data graph.

We are now ready to provide a definition of the Graph Aggregation Query.

Definition 7 (Graph Aggregation Query). A graph aggregation query is a
tuple Q = (D,M,E,N,R, f) such that:

– R is a relation query with distinguished variables x, p, y, o;
– D is a set of dimensions such that for each dimension d ∈ D the distinguished

variables of d are x, vd for some unique variable vd;
– E is a set of dimensions such that for each dimension c ∈ E the distinguished

variables of c are y, vc for some unique variable vc;
– two measure queries M and N with distinguished variables x,m and y, n,

respectively;
– a graph reduce function f .

In the definition above, R is meant to define related nodes in the typical form of
(subject, predicate, object) with an associated measure. D and E are the set of
dimensions to group the subjects and objects defined by R. While the dimensions
for subjects and objects can be the same, Fig. 3c depicts an example where it is
beneficial to group subjects and object by different dimensions. Finally, M and
N are the measures for subject and object nodes.

3.3 Operational Semantics

A grouped graph G = (V,A, lV) is the result of grouping a data graph G =
(V,A, lV ) according to the graph aggregation query Q = (D,M,E,N,R, f) if
the following holds:

1. w ∈ V and dimensions(w) = d iff ∃(r, d) ∈ D(G) or (r, d) ∈ E(G)4. In this
case we say that the node r in the original graph maps to the node w in the
grouped graph and denote this as r �→ w;

2. (u, p, v) ∈ A and o ∈ measures((u, p, v)) iff ∃(r, p, s, o) ∈ R(G) such that
r �→ u and s �→ v;

3. For all u ∈ V; a ∈ measures(u) iff (r, a) ∈ M(G) or (r, a) ∈ N(G) and r �→ u.

4 Answering Graph Aggregation Queries

The evaluation of a graph aggregation query is performed in three steps:
(1) building a binding table that is the solution of the queries defined by the
dimensions, relation and measures; (2) building a grouped graph from the bind-
ing table; and (3) applying the reduce function over the grouped graph to achieve
the final results.

4 q(G) is the solution of query q against graph G. We extend the notion here to a set
of queries where the result is the join query as defined before.
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4.1 Binding Table

Evaluating a query in SPARQL results in a binding table as detailed in [16].
The first step to answer a graph aggregation query Q is to combine and evaluate
the query:

q(x, p, y, o, vD,m, vE , n) := qR(x, p, y, o) ∧ qD(x, vD) ∧
qM (x,m) ∧ qE(y, vE) ∧ qN (y, n)

The result is a binding table B which is a set of rows. If r is a row in B and
x is a variable, we use r[x] to refer to the value bound with the variable x in r.
Delegating the evaluation of the binding table exploits the best practices and
optimisation techniques already built in existing SPARQL engines.

4.2 Building the Grouped Graph

Algorithm 1 describes how starting from the binding table resulting from the
previous step, a grouped graph compatible with the defined operational seman-
tics can be built. The function GetGroupNode(v) creates a node corresponding
to the dimensions values v, updates the dimensions mapping of G and adds
the created node to V. If a node corresponding to the dimension values already
exists in V, the function just returns the node. The GetGroupNode function needs
some hash structure that maps dimension values to nodes and keeps the mea-
sures associated with each node and edge. Assuming that this data structure fits
in memory, the complexity of GetGroupNode is O(1). Consequently, Algorithm 1
has a complexity of O(|B|) as it scans the binding table only once.

4.3 Applying the Graph Reduce Function

The graph reduce function applies an aggregate function on the set of measures
and restructure the grouped graph. One possible way to express a graph reduce
function is to base it on a template similar to the one used in CONSTRUCT
queries in SPARQL.

5 Evaluation

In this section, we discuss the expressivity of the Gagg operator and present an
experimental performance comparison with plain SPARQL queries.

5.1 Expressivity

We have used Gagg to express type summary as defined in [7] and to repro-
duce VoID statistics similar to the results provided by previous systems [1,22].
Furthermore, Gagg was applied to bibliographic data to compute a number of
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Algorithm 1. Aggregated graph creation from the table of bindings
Data: The binding table B and the graph aggregation query

(D, qM (x,m), E, qN (x, n), qR(x, p, y, o), f)
Result: The grouped graph G = 〈V,A, lV , dimensions,measures〉.

1 for r ∈ B do // For each row in the binding table

// Retrieve grouped nodes corresponding to the dimensions

2 u ← GetGroupNode(r[D])
3 v ← GetGroupNode(r[E])

// create an edge

4 e ← (u, r[p], v)

5 A ∪← e
// Add measures

6 measures(u)
∪← r[m]

7 measures(v)
∪← r[n]

8 measures(e)
∪← r[o]

9 end

bibliometrics as shown in the next subsection. Finally, we have used Gagg to
aggregate the LOD Cloud5. As this data is available in RDF6 we were able to
generate different versions of the LOD diagram by aggregating datasets by their
topic, license, publisher, etc. Gagg is expressive enough to aggregate datasets
and count them or sum their triples counts7. Similarly, it can count the number
of linksets and sum the number of interlinking triples. This provided views over
the LOD cloud from a variety of perspectives.

5.2 Performance Evaluation

We extended the query algebra in Apache Jena8 with the Gagg operator. The
implementation builds the intermediate graph and then apply aggregate func-
tions whose implementations are re-used from Jena. We compare the perfor-
mance of the usage of Gagg to that of standard SPARQL. In particular, we
report the average running time of four approaches9:

reduced provides incomplete results as it aggregates only the relationships and
not the subjects and objects. This is included as a baseline to quantify the
extra time needed by the other approaches to get the full results.

5 http://lod-cloud.net/.
6 http://lod-cloud.net/data/void.ttl.
7 The scripts to generate the aggregated graphs of the LOD Cloud diagram are avail-

able at https://github.com/fadmaa/rdf-graph-aggregation.
8 https://jena.apache.org/ version 2.12.0.
9 We report the SPARQL queries of the approaches at https://github.com/fadmaa/

rdf-graph-aggregation.

http://lod-cloud.net/
http://lod-cloud.net/data/void.ttl
https://github.com/fadmaa/rdf-graph-aggregation
https://jena.apache.org/
https://github.com/fadmaa/rdf-graph-aggregation
https://github.com/fadmaa/rdf-graph-aggregation
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fullSparql builds the aggregated graph using one CONSTRUCT SPARQL query.
This query contains three sub-queries such that the first one defines the rela-
tionship, the second aggregates and counts subjects and the final one aggre-
gates and counts objects.

3Sparqls uses three separate CONSTRUCT SPARQL queries to build the
aggregated graph. Similar to the fullSPARQL approach, one query defines
the relationship and the other two queries aggregate subjects and objects.
Notice that these queries need to rely to some characteristics of the data or
some hashing function to assure that the results of the three queries use the
same identifiers for the aggregated nodes. Therefore, writing these queries
was relatively hard. The final result is the union of the three graphs resulted
from the queries, however, to prevent introducing extra penalty on the run-
ning time, the values we report do not include the time needed to union the
three results.

Gagg uses the Gagg operator.

We used JUnitBenchmarks10 to run the evaluation. JUnitBenchmarks per-
forms JVM warm-up phases and repeat the execution multiple times to enhance
the reliability of the reported times. The evaluation was run on a 4 core machine
running Linux (3.18.1-3) at 2.60 GHz with 8 Gb of RAM. The JAVA version is
1.7.0 71.

We experimented with BSBM [4] and SP2B [29] datasets, varying the sizes of
data. Two set of queries are used to perform two tasks: building a type summary
and calculating some bibliometrics-based summary.

Type Summary. For this graph aggregation query, all resources in the RDF data
are grouped by their types (i.e., the values of rdf:type) and all relations between
resources are grouped. The summary reports the number of instances per type and
the number of relations of each type that exists between instances of two classes.
This type of statistics are the ones reported in VoID statistics and in the RDF
graph summary in [7].

In the corresponding Gagg operators, the set of dimensions of subjects and
objects is (?x,rdf:type, ?t) and the relation ship query is (?x, ?p, ?y).

Bibliometrics. We report on three graph aggregation queries that were evalu-
ated on top of SP2B data:

co-authorship gets the graph structure of co-authorship. Nodes in the summary
graph represent authors along with the number of papers they published
while edges represent co-authorship between them along with the counts.

citation gets the graph structure of author citation. Nodes in the summary
graph represent authors along with the number of papers they authored
while edges represent citation across authors along with their counts.

10 http://labs.carrotsearch.com/junit-benchmarks.html.

http://labs.carrotsearch.com/junit-benchmarks.html
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conf-citation gets the graph structure of citation among papers grouped by
the conference they are published in. Nodes in the summary graph represent
conferences along with the number of papers published in each while edges
represent citation across conferences along with their counts.

5.3 Discussion

The average running times to compute the Type Summary queries are reported
in Table 1 while the average running times of the bibliometrics queries are shown
in Table 2. Entries marked with N/A failed to finish as the machine ran out of
memory or the execution took too long.

In general fullSparql approach showed the worst performance among the
tested approaches. This is not surprising giving that dimensions and measures
are evaluated three times in the fullSparql because results need to be aggre-
gated along different dimensions each time, i.e., for subject, object and relation.
Results of the three sub-queries of fullSparql also need to be joined together. In
particular, the dramatic growth in the TypeSummary queries is due to the need
for joining the results of the three sub-queries before aggregation. Because we are
interested in aggregating all relations in the graph to compute a type summary,
the sub-queries are not selective and produce large intermediary results. This is
an extra overhead cost that both Gagg and 3Sparqls approaches avoid. In com-
parison to fullSparql, Gagg achieved up to two orders of magnitude improvement
in response time.

The performance improvement of Gagg of about a 2.5 factor in comparison
to 3Sparqls is reasonable. Gagg builds and scans the binding table once instead
of three times. Nonetheless, it still performs the three aggregations.

Finally, in comparison to the reduced approach, the overhead that Gagg adds
to achieve the full aggregated graphs is small. We remind that this approach gives
incomplete results, since it does not aggregate the subject and object resources.

Table 1. Average running times of type summary queries.

dataset-size (# triples) fullSparql (s) 3Sparqls (s) reduced (s) Gagg (s)

bsbm-5K 0.08 0.06 0.01 0.03

bsbm-190K 9.84 1.25 0.42 0.55

bsbm-370K 31.88 2.82 1.00 1.13

bsbm-1.8M 454.07 13.48 4.37 5.61

(a) BSBM

dataset-size (# triples) fullSparql (s) 3Sparqls (s) reduced (s) Gagg (s)

sp2b-50K 0.42 0.22 0.08 0.09

sp2b-100K 0.84 0.44 0.15 0.16

sp2b-500K 4.75 2.19 0.75 0.84

sp2b-1M 10.32 4.84 1.56 1.8

(b) SP2B
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Table 2. Average running times of bibliometrics queries on the SP2B data.

dataset-size (# triples) fullSparql (s) 3Sparqls (s) reduced (s) Gagg (s)

sp2b-50K 3.93 0.18 0.053 0.09

sp2b-100K 4.05 0.20 0.05 0.08

sp2b-500K 4.02 0.18 0.05 0.08

sp2b-1M N/A 6.80 1.04 2.62

(a) Co-authorship

dataset-size (# triples) fullSparql (s) 3Sparqls (s) reduced (s) Gagg (s)

sp2b-50K 1.15 1.02 0.32 0.07

sp2b-100K 4.89 4.29 1.44 0.09

sp2b-500K 94.06 86.39 29.41 0.18

(b) Citation

dataset-size (# triples) fullSparql (s) 3Sparqls (s) reduced (s) Gagg (s)

sp2b-50K 0.14 0.17 0.05 0.06

sp2b-100K 0.67 0.68 0.22 0.23

sp2b-500K N/A 29.31 9.7814 9.8091

(c) Conf-citation

6 Conclusion

We introduce in this work an operator called Gagg for aggregating graph data.
We defined the operator as a two-steps processing, where the graph is first
grouped based on some dimensions, which is then reduced into an aggregated
graph. The aggregated graph exhibits groups of dimensions and relations between
such groups, as well as statistics associated to the groups and links. Our defini-
tion of the operator is formally anchored in the RDF algebra, making it possible
to be composed with other graph operations. The actual aggregation of the
graph can be fully customised by a user via the use of BGP queries. We showed
in our evaluation that the graph aggregation Gagg improves significantly the
performance of plain-SPARQL graph aggregation.

In future work, we plan to refine the formalisation of the Gagg operator to
include (a) multi-valued dimensions; and (b) missing data, especially for the def-
inition of dimensions. We plan also to investigate optimisations of graph queries
using the Gagg operator. Moreover, providing a distributed implementation of
Gagg might be an interesting direction to pursue.
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S., Guerrini, G., Kämpf, M., Kemper, A., Novikov, B., Palpanas, T., Pokorny, J.,
Vakali, A. (eds.) New Trends in Databases and Information Systems. AISC, vol.
241, pp. 361–370. Springer, Heidelberg (2014)

http://www.w3.org/TR/sparql11-query/
http://www.w3.org/TR/sparql11-query/


504 F. Maali et al.

18. Kaushik, R., Bohannon, P., Naughton, J.F., Korth, H.F.: Covering indexes for
branching path queries. In: ACM SIGMOD International Conference on Manage-
ment of Data. ACM (2002)

19. Kazemzadeh, L., Kamdar, M.R., Beyan, O.D., Decker, S., Barry, F.: LinkedPPI:
enabling intuitive, integrative protein-protein interaction discovery. In: 4th Work-
shop on Linked Science, ISWC 2014 Workshop (2014)

20. Khatchadourian, S., Consens, M.P.: ExpLOD: summary-based exploration of inter-
linking and rdf usage in the linked open data cloud. In: Aroyo, L., Antoniou, G.,
Hyvönen, E., ten Teije, A., Stuckenschmidt, H., Cabral, L., Tudorache, T. (eds.)
ESWC 2010, Part II. LNCS, vol. 6089, pp. 272–287. Springer, Heidelberg (2010)

21. Li, H.: Data profiling for semantic web data. In: Wang, F.L., Lei, J., Gong, Z., Luo,
X. (eds.) WISM 2012. LNCS, vol. 7529, pp. 472–479. Springer, Heidelberg (2012).
http://dx.doi.org/10.1007/978-3-642-33469-6 59
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Abstract. Large-scale knowledge graphs such as those in the Linked
Data cloud are typically represented as subject-predicate-object triples.
However, many facts about the world involve more than two entities.
While n-ary relations can be converted to triples in a number of ways,
unfortunately, the structurally different choices made in different knowl-
edge sources significantly impede our ability to connect them. They also
make it impossible to query the data concisely and without prior knowl-
edge of each individual source. We present FrameBase, a wide-coverage
knowledge-base schema that uses linguistic frames to seamlessly repre-
sent and query n-ary relations from other knowledge bases, at different
levels of granularity connected by logical entailment. It also opens possi-
bilities to draw on natural language processing techniques for querying
and data mining.

1 Introduction

Over the past few years, large-scale knowledge bases (KBs) have grown to play
an important role on the Web. Many institutions rely on Linked Data principles
to publish their data using Semantic Web standards [2]. These KBs are mostly
based on simple subject-predicate-object (SPO) triples, as defined by the RDF
model [15]. Such triples are convenient to process and can be visualized as entity
networks with labeled edges.

Whereas triple representations work straightforwardly for relations involving
two entities, many interesting facts relate more than just two participants – a
problem that has gained renewed attention in several recent papers [13,22] as well
as in the current W3C proposal to add roles to schema.org [1]. For a birth event,
for instance, one may wish to capture not just the time but also the location and
parents. For an actress starring in a movie, the name of the portrayed character
may be relevant. Such facts naturally correspond to n-ary relations. In order
to capture them as triples, several different representation schemes have been
proposed. Table 1 shows some possibilities of expressing that an entity John was
married in 1964, some of which also include additional information such as the
name of the bride. We will discuss these representations in more detail later in
Sect. 2.
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 505–521, 2015.
DOI: 10.1007/978-3-319-18818-8 31
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Table 1. Triple representations of n-ary relations

As the example shows, this sort of semantic heterogeneity leads to significant
data integration challenges. One KB might use a simple binary property between
two entities, whereas another may instead choose a more complex representation
that accommodates additional arguments. The representations can easily be so
at odds with each other that no particular mapping between entities could bridge
the differences. There are entities at each side that have no counterpart at the
other. This leads to several challenging problems:

1. When linking data, there are currently no mechanisms to connect KBs
with different modeling choices. Predicates exist to link equivalent classes,
instances, or properties, but not for connecting the different patterns, as
explained above. Existing work on ontology and KB alignment [3] is limited
to finding aliases.

2. When querying, the query must be built in a way that fits the particular
modeling choices made for the respective KB. Otherwise, the recall may be
as low as zero [26]. Even worse, when we don’t have a single coherent KB but
a set of different KBs, there is no simple query (as could be formulated on a
single given schema) that will have a high recall across all KBs.

3. When natural language interfaces to KBs are queried, state-of-the-art
systems typically attempt to map verbs and predicate phrases to RDF pred-
icates [33]. This approach, however, cannot be applied when the KB fails to
provide a compatible binary relation.

FrameBase. To address these problems, we have created FrameBase, a broad-
coverage schema that can homogeneously integrate other KBs and has strong
connections to natural language. It overcomes the above-mentioned forms of het-
erogeneity – by sticking to a specific modeling choice general enough to subsume
the others (neo-Davidsonian representation) – together with a large vocabulary
for events and roles. This vocabulary is reusable and based on an extensible hier-
archy. We also develop a mechanism to convert back and forth between the new
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Table 2. Triple Overhead. n is the number of participants in an event, and k the
number of pairs that are relevant to be linked by direct binary relations. The first
column indicates the total number of triples that can be materialized. The second
column excludes direct binary relationships, which can be inferred unambiguously by
the inference system in the last column. In the case of RDF reification, this inference
could be accomplished by a rule creating the triple from its reification triples. In the
case of neo-Davidsonian representation, we use rules of a different form (described
later in Sect. 5). In both cases, each rule is a definite clause, i.e. a disjunction of logical
atoms with only one negated, which is the consequent when the clause is written as
an implication. The third column indicates the number of triples needed to connect
entities that represent the same event, which is a phenomenon that arises when using
RDF reification or subproperties.

All triples Core Linking event Reasoning

RDF Reification (n + 4)k (n + 3)k +k(k − 1) One definite clause

Subproperties (n + 2)k (n + 1)k +k(k − 1) RDFS

Neo-Davidsonian 1 + n + k 1 + n +0 Several def. clauses

representation and direct binary relations, using a vocabulary of binary relations
automatically generated from linguistic annotations. These are more concise and
can be used when only two arguments are relevant.

This paper is structured as follows. After analyzing the state of the art in
Sect. 2, an overview of FrameBase is given in Sect. 3. Section 4 explains how
we construct the FrameBase schema, while Sect. 5 presents our representation
conversion mechanism. Section 6 provides a qualitative evaluation, and Sect. 7
concludes the paper with an outlook to future work.

2 State of the Art

In this section, we review related work and conduct a thorough analysis of exist-
ing approaches for modeling n-ary relations, which are synthesized in Table 1.
In Table 2, we provide a detailed comparison of their space efficiency, which has
consequences with regards to their applicability for large-scale KBs.

2.1 Direct Binary Relations

A common way to represent n-ary facts is to simply decompose them directly into
binary relations between two participants [8]. But in doing so, important infor-
mation may be lost. For instance, given a triple with property wasMarriedOnDate
and two triples with gotMarriedTo, we cannot be sure to which marriage the
given time span applies.

2.2 RDF Reification

The RDF standard proposes RDF reification [15], which introduces a new iden-
tifier (IRI) for a statement and then describes the original RDF statement
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using three new triples with subject, predicate, and object properties. Subse-
quently, arbitrary properties of the statement can be captured by adding further
triples about it.

In the different versions of YAGO [16], RDF reification is used to attach addi-
tional information to the event represented by the original RDF triple (evoked
by its property) – as in the RDF Reification example in Table 1. This has the
advantage that both the original triple as well as the reified triple can be present
in the KB and queries that do not require the additional information can still use
the original binary relation directly. However, this also has several drawbacks:

– Formally, the event represented by a triple and the triple as a statement
are different entities with different properties. For instance, an institution
may endorse the triple as a statement without endorsing the marriage. Using
RDF reification, both are represented by the same RDF resource identifier,
which conceptually is meant to be unambiguous. This is a potential source of
confusion and inconsistency.

– The number of triples increases by a factor of 4. For each triple S P O, one
has to add T a rdf:Statement, T rdf:subject S, T rdf:predicate P, and
T rdf:object O. These do not add any new information themselves but are
merely a prerequisite for then being able to extend the original binary relation
to an n-ary relation by subsequently adding more triples with T as subject.

– The advantage of being able to include the original non-reified triple only
applies for the primary binary relation, and not for the other n(n−1)

2 − 1 ones
that can be formed (not counting inverses). Some of these may be rare or
irrelevant, but others may be important and are indeed used in YAGO (e.g.
bornAtPlace, bornOnDate).

– The choice of the primary pair of entities and their binary relation (John
and Mary in Table 1) is arbitrary, and a third party willing to query the KB
cannot replicate the choice independently. If their choice is different, they will
not obtain any results. A possible solution, which is actually implemented in
YAGO2s, is to include the triples for the other pairs and reify them, too, but
this adds yet another factor of overhead, besides data redundancy that would
complicate updates.

– When two or more different events share the same values for the primary pair
of arguments, they will share the same triple, but require separate reifica-
tions, producing non-unique triple identifiers. For example, if there are two
flight connections between Paris and London with different airlines, the triple
Paris isConnectedTo London will be reified twice, with two different triple
identifiers.

If the triplestore implementation makes use of quads (http://www.w3.org/TR/
n-quads/), the 4-fold overhead can be avoided (though the underlying storage
needs a new column), but the other disadvantages still remain. Quad-based sin-
gleton named graphs [15] could be used instead of RDF reification, the problems
being the same.

http://www.w3.org/TR/n-quads/
http://www.w3.org/TR/n-quads/


FrameBase: Representing N-Ary Relations Using Semantic Frames 509

2.3 Subproperties

A recent proposal [22] aims to solve some of the issues with RDF reification
by instead declaring a subproperty of the original property in the primary pair,
and using this subproperty as the subject for the other arguments of the n-ary
relation. This is shown in the Subproperties example in Table 1.

While the approach enables us to use RDFS reasoning to obtain the triple
with the parent property that relates two of the participants, and also reduces
the overhead of RDF reification, it still suffers from the problems mentioned
above related to the existence of a primary pair. For one, the non-reified binary
relationships for the other pairs cannot be inferred from that subproperty.

2.4 Neo-Davidsonian Representations

Another approach, and the one that we will adapt for FrameBase, is to make
use of so-called neo-Davidsonian representations [18, p. 600f.]. This means that
we first define an entity that represents the event or situation (also referred to
as a frame) underlying the n-ary relation. Then, this entity is connected to each
of the n arguments by means of a property describing the semantic role [13,23].

Note that the process of converting from the binary representation to the
neo-Davidsonian one is also called reification, but this is different from RDF
reification as discussed earlier. In RDF reification, an entity is defined that stands
for a whole triple so that additional triples can be used to describe the reified
triple as a unit that represents a statement. However, in the context of event
semantics, reification is used to denote the process by which an entity is defined
that refers to the event, process, situation, or more generally, frame, evoked by
a property or binary relation. Having done this, additional information about it
can then easily be added. Both kinds of reification have in common that a new
entity is defined to refer to something that before was not explicitly represented
by an entity in the KB, but in one case it is a RDF statement while in the other
it is an event.

Advantages. Table 2 compares the neo-Davidsonian approach to the alterna-
tives. These require a lot more triples when several direct binary relations need
to be included. In the worst case, k = n(n−1)

2 despite discounting reciprocal
relations, but even if not all of these relations are relevant, connecting all agents
and possibly patients to all other elements would be relevant, which would easily
satisfy k > n.

Semantic Heterogeneity. Unfortunately, there are different ways of using the
neo-Davidsonian approach, with different levels of granularity for the events and
the semantic roles, from a very small set of abstract generic ones [28] to more
specific ones [4].

The Simple Event Model (SEM) Ontology [32] falls within the category of
neo-Davidsonian representation with general roles (see Table 1). It defines four
very general entities, Event, Actor, Place, and Time. It also establishes a frame-
work for creating more specific ones by extending these, but it does not provide
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these extensions, nor ways to integrate existing KBs in a way that would solve
the problem of semantic heterogeneity. Similarly, LODE (Linking Open Descrip-
tions of Events) [28] specifies only very general concepts such as the four just
mentioned.

Freebase [4] is a KB built both from tapping on existing structured sources
and via collaborative editing. Although it uses its own formalisms, there are
official and third-party translations to RDF. Freebase makes use of so-called
mediators (also called compound value types, CVTs) as a way to merge multiple
values into a single value, similar to a struct datatype in C. There are around
1,870 composite value types in Freebase (1,036 with more than one instance)
and around 14 million composite value instances. While CVTs do not represent
frames or events per se, from a structural perspective, they can be regarded as
isomorphic to a neo-Davidsonian representation with specific roles (see Table 1).
However, Freebase places a number of restrictions on CVTs. For instance, they
cannot be nested, and there is no hierarchy or network of them that would for
example relate a purchasing event to a getting event.

There is ongoing work to add the modeling of semantic roles to schema.org [1].
Schema.org is an effort sponsored by Google, Yahoo, and Microsoft to establish
common standards for semantic markup in Web pages. Currently, the new roles
pattern proposal is just a proposed model without a proper role inventory, and
schema.org merely targets a small restricted number of domains.

FrameNet [11,27] is a well-known resource in natural language processing
(NLP) that defines over 1,000 frames with participants (so-called frame ele-
ments). For example, the verb to buy and the noun acquisition are assumed to
evoke a commercial transaction frame, with frame elements for the seller, the
buyer, the goods, and so on.

Previous work has proposed general patterns for using FrameNet in knowl-
edge representation [12] and converted FrameNet to RDF [24], proposing a way
to generate schemas from FrameNet. Similarly, the FRED system [25] for build-
ing semantic representations from natural language can be configured to use
FrameNet.

3 System Overview

As we have seen, there are a number of different representations used in KBs.
In this paper, we use the linguistic resources FrameNet [11] and WordNet [9] to
fully develop an extensive schema for large-scale knowledge representation and
integration. The schema is composed of an expressive neo-Davidsonian level that
draws on a large common inventory of frames, together with a more concise level
of direct binary relations, which is connected to the former by means of inference
rules.

3.1 FrameNet-Based Representation

The use of FrameNet is motivated by the following considerations.
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– FrameNet has a long history and aims at descriptions of arbitrary natural
language. It thus provides a relatively large and growing inventory of frames
and roles, with a broad coverage of numerous different domains.

– FrameNet comes with a large collection of English sentences annotated with
frame and frame element labels. This data led to the task of automatic seman-
tic role labeling (SRL) [14] of text, now one of the standard tasks in NLP.
This strong connection to natural language facilitates question answering and
related tasks.

– While FrameNet’s lexicon and annotations cover the English language, its
frame inventory is abstract enough to be adopted for languages as different
as Spanish and Japanese [29]. This also makes it much more suitable as a
basis for knowledge representation than language-specific syntax-oriented SRL
resources such as PropBank [19].

– FrameNet provides an reasonable level of granularity for the phenomena that
humans care to describe. From a theoretical perspective, there is no universally
appropriate single level of reification. Any frame element might be reified on
its own, and any two elements of a frame could be connected directly by a
predicate. Using FrameNet, we strike a well-motivated balance, at a point that
is granular enough to constitute a model for natural language semantics. As
we will explain in Sect. 5, we also provide a second level of representation, less
expressive but more concise, based on the direct binary predicates between
frame elements.

3.2 Overview

For creating the FrameBase schema using FrameNet, we take the following steps,
which will be further explained in Sect. 4.

a) FrameNet–WordNet Mapping. First, we create a high-precision map-
ping between FrameNet and another well-known lexical resource called Word-
Net [9], which will be used to enrich the lexical coverage and relations of the
FrameBase schema.

b) Schema Induction. We use FrameNet, WordNet, and the mapping to cre-
ate an RDFS schema for FrameBase that has very wide coverage and is
extensible. The schema exploits semantic relations from these components
(e.g., synonymy, hyponymy, and perspectivization) to transform the original
resources for our lightweight RDFS model.

c) AutomaticReification–DereificationMechanism.Wecreate reification–
dereification rules in the form of definite clauses that allow the KB to be queried
independently of whether a frame is reified or not, and that may also be used
to reduce overhead in the KB.

4 FrameBase Schema Creation

4.1 FrameNet–WordNet Mapping

While FrameNet [11,27] is the largest high-quality inventory of semantic frame
descriptions and their participants, WordNet [9] is the most well-known resource
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capturing meanings of words in a lexical network, covering for example nouns
and named entities missing in FrameNet. WordNet, for instance, serves as the
backbone of YAGO’s ontology. We propose a novel way of mapping the two
resources, which later enables us to integrate both of them into our schema.

WordNet contains synsets, which are sets of sense-disambiguated synony-
mous words with a given part of speech (POS), such as noun or verb. FrameNet
contains lexical units (LUs), which are also POS-annotated words associated to
frames. Because of the semantics of the containing frame, lexical units are also
disambiguated to a certain extent, though not with the same granularity as in
WordNet. Our objective is to map synsets and lexical units with the same mean-
ing, so we can later use this to enrich our FrameNet-based schema with relations
and annotations from WordNet.

We choose to map each lexical unit to one and only one synset. While there
are some lexical units that could be mapped to more than one synset, this will
favor precision, which is desirable for the purpose of obtaining a clean knowledge
base. The only cases where this model would be detrimental to precision are those
where lexical units do not have any associated synset, but these are few and most
can easily be avoided by omitting lexical units with parts of speech not covered
in WordNet, such as prepositions.

Our choice allows us to model the mapping as a function S(l|a, b) from lexical
units to synsets as in (1). Sl stands for the synsets that have the same lexical label
and POS as the lexical unit l, µL and µG are the lexical and gloss (definition)
overlap, respectively, f yields the corpus frequency of the synset, and a and b
are parameters for a linear combination (the third parameter can be omitted
because of the argmax function).

S(l|a, b) = argmax
s∈Sl

µL(l, s) + a · µG(l, s) + b · f(s) (1)

The lexical overlap µL of a lexical unit l and a synset s is the size of the inter-
section between the POS-annotated words from the lexical units in the same
frame as l and the POS-annotated words in s and its neighborhood. We define
the neighborhood as the synsets connected by a selection of lexical and semantic
pointers such as “See also”, “Similar to”, “Antonym”, “Attribute” and “Deriva-
tionally related”. This expansion is useful to reduce sparsity and better match
the sets with those generated for the lexical units, which due to the different
semantics of frames and synsets, may already include these related words.

The gloss overlap µG is the size of the intersection between the set of words
in the definition of the lexical unit and the gloss of the synset. For preprocessing
these, we rely on the CoreNLP library [31] to clean XML tags, tokenize, POS-
label, and lemmatize the text, and we filter out all words except nouns and
verbs.

We trained a and b with a greedy search over several randomized seeds,
obtaining optimal values a = 5, b = 0.13.
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4.2 Schema Induction

We model frames as classes whose instances are the particular events. The frame
elements of each frame are properties whose domain is that frame. We create a
class hierarchy of frames as follows.

1. General Frames: FrameNet’s frame inheritance and perspectivization rela-
tions are modeled as class subsumption between frames, by means of two
specific properties that inherit from rdfs:subClassOf, so that both remain
distinguishable but contribute to the hierarchy and allow RDFS inference.
We additionally declared a top frame for the hierarchy. Inheritance between
frame element properties is modeled with a direct subproperty relation.
Thus, under this model, an instance of the Commerce sell frame with a certain
Commerce sell-Buyer x, is also an instance of the Giving frame and x is the
Giving-Recipient, because the first frame inherits from the latter. Likewise,
it is also an instance of Transfer and x is the Transfer-Recipient, because
Giving is a perspective on Transfer.

2. Leaf Nodes: Since FrameNet’s original frame inventory is coarse-grained and
different lexical units like construction and to glue evoke the same frame, we
generate what has occasionally been called a microframe model: We trans-
form FrameNet such that every lexical unit is treated as evoking its own sep-
arate fine-grained frame, which is made a subclass of the more coarse-grained
original FrameNet frame.

3. Intermediate Nodes: The microframe nodes are very fine-grained, e.g. dis-
tinguishing buy from acquire, while some original frames from FrameNet are
very coarse-grained, as mentioned above. For instance, various kinship rela-
tionships such as mother, sister-in-law, etc. are lumped together. This wide
range of lexical units may stand in various lexical-semantic relationships with-
out these being indicated, including synonymy, antonymy, or nominalization.
The only characteristic they have in common is that, by definition, they evoke
a similar kind of situation. Overall, neither the fine-grained nor the coarse-
grained levels are ideal for knowledge representation purposes.
We address this by providing a novel intermediate level composed of synset-
microframes that group equivalent LU-microframes together. For this, we gen-
erate a set of directly equivalent synset-microframes for each LU-microframe,
and we declare owl:equivalentClass predicates between these pairs. This is
the only predicate we use that needs inference beyond pure RDFS, but we also
include a pair of reciprocal rdfs:subClassOf, which is semantically equivalent
and leaves the possibility of using any out-of-the-box RDFS inference engine.
The clusters are thus defined as the resulting equivalence classes over the set
of all microframes.
These clusters are built in several steps. First, for a given LU, we get the
corresponding synsets from the FrameNet–WordNet mapping in Sect. 4.1. In
the case of our mapping, the set has no more than one element, but in the
general case it could have more. Then, we expand that set by adding all
other synsets related by lexical relations reflecting cross-POS morphological
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transformations: “Derivationally related”, “Derived from Adjective”, “Par-
ticiple” and “Pertainym”. In general, these lexical relations do not neces-
sarily imply any close semantics (e.g., create/make – creature/animal), but
when restricted to synsets all tied to the same FrameNet frame, such cases
are normally factored out. The goal of using the lexical relations is linking
cross-POS LUs that evoke the same specific situation with a different syntac-
tic form, such as nominalizations (produce–production), non-finite verb forms
(produce–produced), adjectivization, or adverbization.

We also use names, definitions and glosses in FrameNet and WordNet to create
text annotations for our schema. We attach lexical forms with rdfs:label and
definitions and glosses from FrameNet and WordNet with rdfs:comment.

5 Automatic Reification–Dereification Mechanism

While frames are convenient for representational purposes, users wishing to query
the knowledge base benefit from binary predicates between pairs of frame ele-
ments. For example, for a birth event, binary predicates like bornInPlace and
bornOnDate can facilitate querying by offering a more compact and simple rep-
resentation.

We thus present a novel mechanism to seamlessly convert between frame rep-
resentations and DBPs. This mechanism can also allow us to avoid materializing
frame instances when only two frame elements are needed.

We generate dereification rules of the following form:

?s BinaryPredicate ?o ← ?f a Frame, ?f FE1 ?s, ?f FE2 ?o

Additionally, for each dereification rule there is a converse reification rule so
that one can go back from binary predicates to the frame representation. Each
direct binary predicate (DBP) has only one set of possible frame and frame
elements associated, and therefore chaining reification and dereification rules is
an idempotent operation.

We build the reification–dereification rules automatically using the annota-
tions of English sentences given for different LUs in FrameNet, namely the gram-
matical functions (GFs) and phrase types (PTs) [27] associated with different
frame elements in the example sentences of each lexical unit.

For verb-based microframes, FrameNet provides three kinds of GF labels:
External Argument (Ext), Object (Obj), and Dependent (Dep). Some of the PT
labels that can be found are N, NP, Obj, PPinterrog [27]. We create dereified
binary predicates for the pairs of frame elements whose syntactic annotations for
some sentence satisfy the creation rules below, using the GF and grammatical
PT labels. We list the creation rules below, and add some examples of reification-
dereification rules associated to the DBPs created by some of them. The postfixes
“-s” and “-o” indicate the data associated to the FEs that fill the first and second
arguments of the DBP, or equivalently, the subject and the object of the resulting
RDF triple.
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• Create DBP with name “ConjugateThirdPersSing(LU)” if
(GF-s equals Ext) & (GF-o equals Obj) &
(PT-o in { N, NP, Obj, PPinterrog, Sinterrog, QUO, Sfin, Sub, VPing } )

Examples of obtained resulting DBPs and reification-dereification rules:
?S :dereif-Forming relationships-divorces ?O

↔
⎧
⎨

⎩

?R a :frame-Forming relationships-divorce.v ,
?R :fe-Forming relationships-Partner 1 ?S ,
?R :fe-Forming relationships-Partner 2 ?O .

?S :dereif-Win prize-wins ?O

↔
⎧
⎨

⎩

?R a :frame-Win prize-win.v ,
?R :fe-Win prize-Competitor ?S ,
?R :fe-Win prize-Prize ?O .

• Create DBP with name “is ConjugatePastParticiple(LU) by” if
(GF-s equals Obj) & (GF-o equals Subj) &
(PT-o in { N, NP, Obj, PPinterrog, Sinterrog, QUO, Sfin, Sub, VPing } )

• Create DBP with name “ConjugateThirdPersSing(LU) Prep” if
(GF-s equals Ext) & (GF-o equals Dep) & (PT-o equals PP(Prep) )

Examples of obtained resulting DBPs and reification-dereification rules:
?S :dereif-Creating-createsFrom ?O

↔
⎧
⎨

⎩

?R a :frame-Creating-create.v ,
?R :fe-Creating-Creator ?S ,
?R :fe-Creating-Components ?O .

?S :dereif-Win prize-winsAt ?O

↔
⎧
⎨

⎩

?R a :frame-Win prize-win.v ,
?R :fe-Win prize-Competitor ?S ,
?R :fe-Win prize-Venue ?O .

For some FEs in this and the next rule, we assign a specific preposition, like
“at” for Time and “in” for Place. For example:
?S :dereif-Destroying-destroysAtTime ?O

↔
⎧
⎨

⎩

?R a :frame-Destroying-destroy.v ,
?R :fe-Destroying-Cause ?S ,
?R :fe-Destroying-Time ?O .

?S :dereif-Intentionally create-establishesInPlace ?O

↔
⎧
⎨

⎩

?R a :frame-Intentionally create-establish.v ,
?R :fe-Intentionally create-Creator ?S ,
?R :fe-Intentionally create-Place ?O .

• Create DBP with name “is ConjugatePastParticiple(LU) Prep” if
(GF-s equals Obj) & (GF-o equals Dep) & (PT-o equals PP(Prep) )

By using the grammatical subject as subject of the triple, we avoid rules defining
certain kinds of DBPs that would be rarely useful, like those connecting the time
and place, or the place and the cause.

There is no explicit syntactic annotation in FrameNet to indicate if the exam-
ple sentences are in passive form. We used two different heuristics for detecting
this. One draws on the POS annotations available in FrameNet, and decides that
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a sentence is in passive iff the target (LU) verb is conjugated as a past partici-
ple, and there is a conjugated form of the verb to be in a prior position, without
another verb in between. The other heuristic uses the Stanford Parser [20]. Both
heuristics make type I and II mistakes differently, so we discarded the cases
where they disagree, and for the ones that they agree that they are passive, we
created the rules inverting the Ext/Obj GFs.

We restrict ourselves to verb-based microframes, because the process above
is more difficult and error-prone with nouns. However, the synset-microframe
clustering of our schema already makes many of the morphosemantic variations
of a verb, including nominalizations, logically equivalent.

With the rules obtained with the process above, the same DBP can be asso-
ciated to different pairs of frame elements in a given LU-microframe, owing to
different senses or syntactic frames for a given verb (for example the transitive
and intransitive frames for smuggle). This would conflate different senses, and if
the reification and the dereification directions of the rules were chained, it would
logically entail different pairs of frame elements, which would not be sound. Fur-
thermore, a given pair of frame elements can also produce different DBPs. To
achieve the idempotency mentioned earlier, we use the Kuhn–Munkres algorithm
to obtain a one-to-one assignment, using as weights the number of annotated
example sentences for a DBP and a pair of frame elements, because the patterns
with more example sentences are usually more intuitive. The cubic complexity
of the algorithm is not a concern because each frame leads to a separate graph
on which we can operate independently.

We have implemented the reification-dereification rules as SPARQL CON-
STRUCT queries, due to SPARQL’s prominence as a standard query language
for KBs. These can be used to materialize the DBPs into the KB. Other options
would be possible, such as using a general-purpose inference engine that can
handle propositional clauses, like the Rubrik reasoner in Jena [5].

6 Evaluation

We now evaluate the quality of the results and show some example queries.

6.1 FrameNet–WordNet Alignment

To evaluate the created schema, we first compared our FrameNet–WordNet map-
ping to the MapNet gold standard [30]. MapNet uses older versions of FrameNet
and WordNet, so that we had to apply mappings from WordNet 1.6 to 3.0 [7],
removing those with a confidence lower than one. For mapping FrameNet 1.3 to
1.5, we removed the few LUs that are not contained in the new version. Table 3
compares the results against state-of-the-art approaches and the scores that they
report on the MapNet gold standard. As expected, our approach achieves high
precision, while still maintaining good recall. We use 5-fold cross-validation for
our results.
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Table 3. Comparison of our FrameNet–WordNet mapping to state-of-the-art
approaches in terms of precision, recall, F1, and accuracy

Prec Rec F1 Acc

SVM Polyn. kernel 1 [30] 0.761 0.613 0.679 —

SVM Polyn. kernel 2 [30] 0.794 0.569 0.663 —

SSI-Dijkstra [21] 0.78 0.63 0.69 —

SSI-Dijkstra+ [21] 0.76 0.74 0.75 —

Neighborhoods [10] — — — 0.772

Our mapping 0.789 0.709 0.746 0.864

6.2 Schema Induction

The FrameBase schema is based on FrameNet and WordNet and our map-
pings between the two resources. It provides 19,376 frames, including 11,939
LU-microframes and 6,418 synset-microframes, all with lexical labels. A total of
18,357 microframes are clustered into 8,145 logical clusters, which are the sets
of microframes whose elements are linked by a logical equivalence relation. The
size of the schema is 250,407 triples.

We have obtained an average precision of 87.55% ± 6.18% with a 95 %
Wilson confidence interval. The evaluation showed a small change of nuance for
31.15% ± 9.38% of the correct pairs – most of these are caused by our choice to
use semantic pointers such as “Similar to”, which could be removed if we desire
very fine-grained distinctions of microframes. The precision has been calculated
from a random sample of 100 intra-cluster pairs that have been independently
annotated by two of the authors. We have obtained the linear weighted Cohen’s
Kappa over the three-valued combination of the two variables with which we
annotate each cluster pair, obtaining a value of 0.23 over a maximum of 0.87.
We obtained the scores with a random annotator.

In addition to the number of frames, the FrameBase schema provides a vocab-
ulary of frame elements that goes well beyond the knowledge currently included
in most KBs, in particular beyond time and location. This additional knowledge
is routinely conveyed in natural language, and we believe that using a schema
that provides for it paves the way to include it in KBs, either manually or auto-
matically.

6.3 Reification–Derefication Rules

We also provide 14,930 reification–dereification rules for the same number of
direct binary predicates, with both human-readable IRIs and lexical labels. We
obtained an average precision of 86.59% ± 6.41%, and 76.13% ± 8.65% of the
correct rules were found easily readable. We consider a rule to be not easily
readable if the name of the direct binary predicate contains a frame element
whose meaning is not obvious for a layman reader, or if it contains a preposition
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that is appropriate for some but not all possible objects, or it is not appropriate
for the frame element in the name. For this evaluation, we followed the same
annotation methodology as for the intra-cluster pairs, obtaining a Cohen’s kappa
of 0.39 over a maximum of 0.54.

6.4 Knowledge Base Integration and Querying

Knowledge from other KBs such as Freebase can be integrated using integration
rules, which can also be implemented as SPARQL CONSTRUCT queries. The
two examples below were created manually.

CONSTRUCT {
_:e a framebase:frame-People_by_jurisdiction-citizen.n .
_:e framebase:fe-People_by_jurisdiction-Person ?person .
_:e framebase:fe-People_by_jurisdiction-Jurisdiction ?country .

} WHERE {
?person freebase:people.person.nationality ?country . }

CONSTRUCT {
_:e a framebase:frame-Leadership-leader.n .
_:e framebase:fe-Leadership-Leader ?o1 .
_:e framebase:fe-Leadership-Governed ?o2 .
_:e framebase:fe-Leadership-Role ?o3 .
_:e framebase:fe-Leadership-Type ?o4 .
_:timePeriod a framebase:frame-Timespan-period.n .
_:timePeriod framebase:fe-Timespan-Start ?o5 .
_:timePeriod framebase:fe-Timespan-End ?o6 .

} WHERE {
?cvti a freebase:organization.leadership .
OPTIONAL { ?cvti freebase:organization.leadership.person ?o1 .}
OPTIONAL { ?cvti ...:organization.leadership.organization ?o2 .}
OPTIONAL { ?cvti freebase:organization.leadership.role ?o3 .}
OPTIONAL { ?cvti freebase:organization.leadership.title ?o4 .}
OPTIONAL { ?cvti freebase:organization.leadership.from ?o5 .}
OPTIONAL { ?cvti freebase:organization.leadership.to ?o6 .} }

FrameBase facilitates novel forms of queries. The following query, for instance,
uses reified patterns to find the heads of the World Bank. Note that the clus-
ters implemented in RDFS allow searching for the noun head (from the lead-
ership frame), although the integration rule above only produced an instance
of fmbs:frame-Leadership-leader.n. The results in Table 4 show example
instances seamlessly integrated into our FrameBase schema from both Free-
base (rows 1–3, extracted from the second example integration rule above) and
YAGO2s (rows 4–5, extracted with a similar integration rule made for YAGO2s).

SELECT DISTINCT ?leader ?role WHERE {
?lumfi a fmbs:frame-Leadership-head.n .
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Table 4. Results from the query

?leader ?role

fb:m/0h ds2s ‘Caroline Anstey’ fb:m/04t64n ‘Managing Director’

fb:m/0d dq5 ‘Mahmoud Mohieldin’ fb:m/04t64n ‘Managing Director’

fb:m/047cdkk ‘Sri Mulyani Indrawati’ fb:m/01yc02 ‘Chief Operating Officer’

yago:Jim Yong Kim –

yago:Robert Zoellick –

?lumfi fmbs:fe-Leadership-Governed ?worldBank.
?lumfi fmbs:fe-Leadership-Leader ?leader .
VALUES ?worldBank {yago:World_Bank freebase:m.02vk52z}
OPTIONAL{ ?lumfi fmbs:fe-Leadership-Role ?role } }

Alternatively, a direct binary predicate from the dereification rules can be used
to obtain the same non-optional results, as illustrated in the query below. Either
leads or heads can be used because the LU-microframes for these verbs are in
the same cluster as the nouns leader and head, and there is a dereification rule
between the Leader and Governed frame elements for both.

SELECT DISTINCT ?leader WHERE {
?leader fmbs:dereif-Leadership-heads ?worldBank.
VALUES ?worldBank {yago:World_Bank freebase:m.02vk52z} }

FrameBase can also be applied with natural language processing tools for ques-
tion answering and data mining. For example, given the question “Who has
been the head of the World Bank”, the SRL tool SEMAFOR [6] successfully
extracts the frame Leadership with lexical unit head.noun and frame elements
Governed and Leader. Based on this, and after a named entity disambiguator
like AIDA [17] matches World Bank to the entities in the KBs, the structured
query can easily be built. Moreover, the same procedure can also be used to
integrate new knowledge from a text into the KB, like FRED [25] does.

7 Conclusion

FrameBase is a novel approach for connecting knowledge from different hetero-
geneous sources to decades of work from the NLP community. Events can be
described in very different ways across different knowledge bases. Our frame-
work not only provides an efficient model to describe n-ary relations, but also
integrates and transforms FrameNet and WordNet to yield a broad-coverage
inventory of frames. Additionally, linguistic annotations in FrameNet such as
the ones used to create the reification–dereification rules can also be used to
generate natural language, for instance, for summarizing a portion of a KB for
non-technical users.
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Regarding future lines of work, we are currently completing the integration of
the instance data from YAGO2s and Freebase into the FrameBase schema, using
integration rules such as the examples in Sect. 6.4, but automatically generated.
This will lead to the first large-scale FrameNet-based KB. Given FrameBase’s
close connection to natural language, we also intend to study methods for bet-
ter adapting semantic role labeling tools to question answering [6]. We are also
investigating the ways that FrameBase enables for querying multiple KBs simul-
taneously with on-the-fly data integration.

Please refer to http://framebase.org for information on using FrameBase.
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3. Böhm, C., de Melo, G., Naumann, F., Weikum, G.: LINDA: distributed web-of-
data-scale entity matching. In: CIKM 2012, pp. 2104–2108 (2012)

4. Bollacker, K., Evans, C., Paritosh, P., Sturge, T., Taylor, J.: Freebase: a collabo-
ratively created graph database for structuring human knowledge. In: SIGDATA,
pp. 1247–1250 (2008)

5. Carroll, J.J., Dickinson, I., Dollin, C., Reynolds, D., Seaborne, A., Wilkinson, K.:
Jena: implementing the semantic web recommendations. In: WWW 2004 (2004)

6. Das, D., Chen, D., Martins, A.F.T., Schneider, N., Smith, N.A.: Frame-semantic
parsing. Comput. Linguist. 40(1), 9–56 (2014)
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Abstract. This paper explores the factors that influence the human
component in hybrid approaches to named entity recognition (NER) in
microblogs, which combine state-of-the-art automatic techniques with
human and crowd computing. We identify a set of content and crowd-
sourcing-related features (number of entities in a post, types of entities,
skipped true-positive posts, average time spent to complete the tasks,
and interaction with the user interface) and analyse their impact on the
accuracy of the results and the timeliness of their delivery. Using Crowd-
Flower and a simple, custom built gamified NER tool we run experiments
on three datasets from related literature and a fourth newly annotated
corpus. Our findings show that crowd workers are adept at recognizing
people, locations, and implicitly identified entities within shorter micro-
posts. We expect them to lead to the design of more advanced NER
pipelines, informing the way in which tweets are chosen to be outsourced
or processed by automatic tools. Experimental results are published as
JSON-LD for further use by the research community.

Keywords: Crowdsourcing ·Human computation ·Named entity recog-
nition · Microposts

1 Introduction

Information extraction is a central component of the Web of Data vision [2]. An
important task in this context is the identification of named entities - the people,
places, organisations, and dates referred to in text documents - and their map-
ping to Linked Data URIs [20]. State-of-the-art technology in entity recognition
achieves near-human performance for many types of unstructured sources, and
most impressively so for well-formed, closed-domain documents such as news
articles or scientific publications written in English [14,15]. It has been less suc-
cessful so far in processing social media content such as microblogs, known for
its compact, idiosyncratic style [6]. Human computation and crowdsourcing offer
an effective way to tackle these limitations [19], alongside increasingly sophisti-
cated algorithms capitalising on the availability of huge data samples and open
knowledge bases such as DBpedia and Freebase [17].
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 525–540, 2015.
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However, such hybrid approaches to NER (named entity recognition) [6] are
far from being the norm. While the technology to define and deploy them is
on its way - for instance, tools such as GATE already offer built-in human
computation capabilities [18] - little is known about the overall performance of
crowd-machine NER workflows and the factors that affect them. Besides various
experiments reporting on task design, spam detection, and quality assurance
aspects (e.g., [7,19,24]), at the moment we can only guess what features of a
micropost, crowd contributor, or microtask platform will have an impact on the
success of crowdsourced NER. The situation is comparable to the early stages of
information extraction; once the strengths and weaknesses of particular meth-
ods and techniques had been extensively studied and understood, the research
can then focus on overcoming real issues, propose principled approaches, and
significantly advance the state of the art.

This paper is a first in-depth study that examines the factors which influ-
ence the performance of the crowd in hybrid NER approaches for microposts.
We identify a set of content and crowdsourcing-related features (number of enti-
ties in a post, types of entities, skipped true-positive posts, average time spent
to complete the tasks, and interaction with the user interface) and analyse their
impact on the accuracy of the results and the timeliness of their delivery. We run
experiments on three datasets from related literature and a fourth newly anno-
tated corpus using CrowdFlower and our own game-with-a-purpose (GWAP)
[21] called Wordsmith.1

An analysis of the results reveals that shorter tweets with fewer entities tend
to be more amenable to microtask crowdsourcing. This applies in particular to
those cases in which the text refers to single people or places entities, even more
so when these have been subject to recent news or public debate on social media.
Though recommended by some crowdsourcing researchers and platforms, the
use of the miscellaneous as a NER category seems to confuse the contributors.
However, they are well suited to identify a whole range of entities that were not
explicitly targeted by the requester, from people who are less famous to partial,
overlapping and what we call “implicitly named entities”.

The remainder of this paper is structured as follows: we first discuss the
related literature in context of the annotation of micropost data, and review
existing proposals to add human and crowd computing features to the task.
In Sect. 3 we introduce the research questions and describe the methods, experi-
mental set-up, and data used to address them. We then present our results based
on the experiment conducted, and finally discuss the core findings. We expect
them to lead to the design of more advanced NER pipelines, informing the way
in which tweets are chosen to be outsourced or processed by automatic tools.
The results of our experiments are published as JSON-LD for further use by the
research community.2

1 http://seyi.feyisetan.com/wordsmith.
2 Download available at https://webobservatory.soton.ac.uk/wo/dataset#54bd90e6c

3d6d73408eb0b88.

http://seyi.feyisetan.com/wordsmith
https://webobservatory.soton.ac.uk/wo/dataset#54bd90e6c3d6d73408eb0b88
https://webobservatory.soton.ac.uk/wo/dataset#54bd90e6c3d6d73408eb0b88
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2 Preliminaries and Related Work

Several approaches have been applied to build tools for entity extraction, using
rules, machine learning, or both [13]. An analysis of the state of the art in named
entity recognition and linking on microposts is available in [6]. The authors also
discuss a number of factors that affect precision and recall in current technology -
current limitations tend to be attributed to the manner of text e.g., vocabulary
words, typographic errors, abbreviations and inconsistent capitalisation, see also
[8,16].

Crowdsourcing has been previously used to annotate named entities in microp-
ost data [10]. In this study, Finin et al. used CrowdFlower and Amazon’s Mechani-
cal Turk as platforms. Crowd workers were asked to identify person (PER),
location (LOC) and organisation (ORG) entities. Each task unit consisted of 5
tweets with one gold standard question, with 95% of the tweets annotated
at least twice. The corpus consisted of 4, 400 tweets and 400 gold questions.
A review of the results of [10] was carried out and reported in [11]. They observed
annotations that showed lack of understanding of context e.g., china tagged as
LOC when it referred to porcelain. They also highlighted the issue of entity drift
wherein entities are prevalent in a dataset due to temporal popularity in social
media. This adds to the difficulty of named entity recognition [6].

A similar approach has been used to carry out NER tasks on other types
of data. Lawson et al. [12] annotated 20, 000 emails using Mechanical Turk.
The workers were also required to annotate person (PER), location (LOC), and
organisation (ORG) entities. By incorporating a bonus system based on enti-
ties found and inter-annotator agreement, they were able to improve their result
quality considerably. The results were used to build statistical models for auto-
matic NER algorithms. An application in the medical domain is discussed in
[23]. The crowd workers were required to identify and annotate medical condi-
tions, medications, and laboratory tests in a corpus of 35, 385 files. They used
a custom interface (just as we do with Wordsmith) and incorporated a bonus
system for entities found. Reference [5] proposed a hybrid crowd-machine work-
flow to identify entities from text and connect them to the Linked Open Data
cloud, including a probabilistic component that decides which text to be sent to
the crowd for further examination. Other examples of similar systems are [4,18].
Reference [18] also discussed some guidelines for crowdsourced corpus annotation
(including number of workers per task, reward system, task quality approach,
etc.), elicited from a comparative study.

Compared to the works cited earlier, we perform a quantitative analysis
based on controlled experiments designed specifically for the purpose of exploring
performance as a function of content and crowdsourcing features. The primary
aim of our research is not to implement a new NER framework, but rather to
understand how to design better hybrid data processing workflows, with NER
as a prominent scenario in which crowdsourcing and human computation could
achieve significant impact. In this context the Wordsmith game is seen as a means
to outsource different types of data-centric tasks to a crowd and study their
behavior, including purpose-built features for quality assurance, spam detection,
and personalized interfaces and incentives.
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3 Research Questions and Experiment Design

Our basic assumption was that particular types ofmicroposts will bemore amenable
to crowdsourcing than others. Based on this premise, we identified two related
research hypotheses, for which we investigated three research questions:

[H1.] Specific features of microposts affect the accuracy and speed of
crowdsourced entity annotation.

RQ1.1. How do the following features impact the ability of non-expert crowd
contributors to recognize entities in microposts: (a) the number of entities
in the micropost; (b) the type of entities in the microposts; (c) the length of
micropost text?

[H2.] We can understand crowd worker preferences for NER tasks.

RQ2.1. Can we understand crowd workers preferences based on (a) the number
of skipped tweets (which contained entities that could have been annotated);
(b) the precision of answers; (c) the amount of time spent to complete the
task; (d) the worker interface interaction (via a heatmap)?

RQ2.2. How do these four worker-related dimensions correlate with the content
features from RQ1.1?

To address these research questions we ran a series of experiments using Crowd-
Flower and our custom-built Wordsmith platform. We used CrowdFlower to
seek help from, select, and remunerate microtask workers; each CrowdFlower
job included a link to our GWAP, which is where the NER tasks were carried
out. Wordsmith was used to gather insight into the features that affect a worker’s
speed and accuracy in annotating microposts with named entities of four types:
people, locations, organisations, and miscellaneous. We describe the game in
more detail in Sect. 4

Research data. We took three datasets from related literature, which were also
reviewed by [6]. They evaluated NER tools on these corpora, while we are evalu-
ating crowd performance. The choice of datasets ensures that our findings apply
to hybrid NER workflow, in which human and machine intelligence would be
seamlessly integrated and only a subset of microposts would be subject to crowd-
sourcing. The key challenge in these scenarios is to optimize the overall perfor-
mance by having an informed way to trade-off costs, delays in delivery, and
non-deterministic (read, difficult to predict) human behavior for an increase in
accuracy. By using the same evaluation benchmarks we make sure we establish a
baseline for comparison that allows us not only to learn more about the factors
affecting crowd performance, but also about the best ways to combine human
and machine capabilities.The three datasets are:

(1) the Ritter corpus by [16] which consists of 2, 400 tweets. The tweets were
randomly sampled, however the sampling method and original dataset size are
unknown. It is estimated that the tweets were harvested around September 2010
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(given the publication date and information from [6]). The dataset includes, but
does not annotate Twitter @usernames which they argued were unambiguous
and trivial to identify. The dataset consists of ten entity types.

(2) the Finin corpus by [10] consists of 441 tweets which was the gold standard for
a crowdsourcing annotation exercise. The dataset includes and annotates Twitter
@usernames. The dataset annotates only 3 entity types: person, organisation and
location. Miscellaneous entity types are not annotated. It is not stated how the
corpus was created, however our investigation puts the corpus between August
to September 2008.

(3) the Making Sense of Microposts 2013 Concept Extraction Challenge dataset
by [3], which includes training, test, and gold data; for our experiments we used
the gold subset comprising 1450 tweets. The dataset does not include (and hence,
does not annotate) Twitter @usernames and #hashtags.

We also created and ran an experiment using our own dataset. In previous work
of ours we reported on an approach for automatic extraction of named entities
with Linked Data URIs on a set of 1.4 billion tweets [8]. From the entire corpus
of six billion tweets, we sampled out 3, 380 English ones using reservoir sampling.
This refers to a family of randomized algorithms for selecting samples of k items
(e.g., 20 tweets per day) from a list S (or in our case, 169 days or 6 months from
January 2014 to June 2014) of n items (for our dataset, over 30million tweets per
day), where n is either a very large or an unknown number. In creating this fourth
gold standard corpus, we used the NERD ontology [17] to create our annotations,
e.g., a school and musical band are both sub-class-of nerd:Organisation, but
a restaurant and museum, are sub-class-of nerd:Location.

The four datasets contain social media content from different time peri-
ods (2008, 2010, 2013, 2014) and have been created using varied selection and
sampling methods, making the results highly susceptible to entity drift [11].
Furthermore, all four used different entity classification schemes, which we nor-
malized using the mappings from [6]. Table 1 characterizes the data sets along
the features we hypothesize might influence crowdsourcing effectivity.

Experimental conditions. We performed one experiment for each dataset, which
adds up to 7, 665 tweets. For each tweet we asked the crowd to identify four
types of entities (people, locations, organisations, and miscellaneous). We elicited
answers from a total of 767 CrowdFlower workers, with three assignments to
each task. Each CrowdFlower job referred the workers to a Wordsmith-based
task consisting of multiple tweets to be annotated. Each job was awarded 0.05
USD with no bonus. We will discuss these choices in the next section.

Results and methods of analysis. The outcome of the experiments were a
set of tweets annotated with entities according to the four categories mentioned
earlier. We measured the execution time and compared the accuracy of the crowd
inputs against the four benchmarks. By using a number of descriptive statistics
to analyse the accuracy of the users performing the task, we were able to com-
pare the precision, recall, F1 scores for entities found within and between the
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Table 1. The four datasets used in our experiments

Dataset overview

Metric Finin Ritter MSM2013 Wordsmith

Corpus size 441 2,400 1,450 3,380

Avg. Tweet length 98.84 102.05 88.82 97.56

Avg. @usernames 0.1746 0.5564 0.00 0.5467

Avg. #hashtags 0.0226 0.1942 0.00 0.2870

No. PER entities 169 449 1,126 2,001

No. ORG entities 162 220 236 390

No. LOC entities 165 373 100 296

No. MISC entities 0 441 95 405

#hashtags annotated NO NO NO YES

@usernames annotated YES NO NO YES

four datasets, as well as aggregate the performance of users in order to identify
a number of distinguishing behavioural characteristics related NER tasks. Our
outcomes are discussed in-light of existing studies in respects to the performance
of the crowd and hybrid NER workflows. For each annotation, we measured data
points based on mouse movements every 10 ms. Each point had an x and y coor-
dinate value which was normalized based on the worker’s screen resolution. These
data points were used to generate the heatmaps for our user interface analysis.
For each annotation, we also recorded the time between when the worker views
the tweet to when the entity details are submitted.

4 Crowdsourcing Approach

Crowdsourcing platform: Wordsmith. As noted earlier, we developed a bespoke
human computation platform called Wordsmith to crowdsource NER tasks.
The platform is designed as a GWAP and sources workers from CrowdFlower.
A custom design approach was chosen in order to cater for an advanced entity
recognition experience, which could not be obtained using CrowdFlower’s default
templates and markup language (CML). In addition, Wordsmith allowed us to
set up and carry out the different experiments introduced in Sect. 3.

The main interface of Wordsmith is shown in Fig. 1. It consists of three sec-
tions. The annotation area is at the center of the screen with sidebars for addi-
tional information. The tweet under consideration is presented at the top of the
screen with each text token presented as a highlight-able span. The instruction to
‘click on a word or phrase’ is positioned above the tweet, with the option to skip
the current tweet below it. Custom interfaces in literature included radio buttons
by [10] and span selections by [4,12,22]. We opted for a click-and-drag approach
in order to fit all the annotation components on the screen (as opposed to [10])
and to cut down the extra type verification step by [4]. By clicking on a tweet



Towards Hybrid NER: A Study of Content 531

Fig. 1. Wordsmith interface

token(s) the user is presented with a list of connector elements representing
the entity text and the entity types. Contextual information is provided in
line to guide the user in making the connection to the appropriate entity type.
When the type is selected, the type definition is displayed on the right hand side.
The left sidebar gives an overview of the number of tweets the user has processed,
and the total number of entities found. Once the worker has annotated 10 tweets,
an exit code appears within the left side bar. This is a mechanism used to signal
task completion in CrowdFlower, as we will explain in more detail later.

Recruitment. We sourced the workers for our bespoke system from CrowdFlower.
Each worker was invited to engage with a task as shown in Fig. 2, which redirected
him/her to Wordsmith. After annotating 10 tweets via the game, the worker was
presented with an exit code, which was used to complete the CrowdFlower job. We
recruited Level 2 contributors, which are top contributors who account for 36%
of all monthly judgements on the CrowdFlower platform [9]. Since we were not
using expert annotators, we set the judgement count at 3 answers per unit i.e.,

Fig. 2. CrowdFlower interface
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each tweet was annotated by three workers. Each worker could take on a single
task unit; once starting annotating in WordSmith, they were expected to look at
10 tweets to declare the task as completed. However, they were also allowed to
skip tweets (i.e., leave them unannotated) or continue engaging with the game
after they reached the minimum level of 10 tweets. Independently of the actual
number of posts tagged with entities, once the worker had viewed 10 of them and
received the exit code, he/she receives the reward of 0.05 $.

Unlike [12,23], we did not use any bonuses. The annotations carried out in
[12] were on emails with an average length of 405.39 characters while the tweets
across all our datasets had an average length of 98.24 characters. Workers in their
case had the tendency to under-tag entities, a behavior which necessitated the
introduction of bonus compensations which were limited and based on a worker-
agreed threshold. The tasks in [23] use biomedical text, which according to them,
‘[is] full of jargon, and finding the three entity types in such text can be difficult
for non-expert annotators’. Thus, improving recall in these annotation tasks, as
opposed to shortened and more familiar text, would warrant a bonus system.

Input data and task model. Each task unit refers to N tweets. Each tweet con-
tains x = {0, ..., n} entities. The worker’s objective is to decide if the current
tweet contains an entity and correctly annotate the tweet with their associated
entity types. The entity types were person (PER), location (LOC), organisa-
tion (ORG), and miscellaneous (MISC). We chose our entity types based on
the types mentioned in the literature of the associated datasets we used. Our
task instructions encouraged workers to skip annotations they were not sure of.
As we used Wordsmith as task interface, it was also possible for people to con-
tinue playing the game and contribute more, though this did not influence the
payment. We report on models with adaptive rewards elsewhere [9]; note that
the focus here is not on incentives engineering, but on learning about content
and crowd characteristics that impact performance. To assign the total set of
7, 665 tweets to tasks, we put them into random bins of 10 tweets, and each bin
was completed by three workers.

Annotation guidelines. In each task unit, workers were required to decide whether
a tweet contained entities and annotate them. We adopted the annotation guide-
lines from [10] for person (PER), organisation (ORG) and location (LOC) entity
types. We also included a fourth miscellaneous (MISC) type, based on the guide-
lines from [16]. Instructions were presented at the start of the CrowdFlower job,
at the start via the Wordsmith interface and inline during annotation. Whenever
a worker is annotating a word (or phrase), the definition of the currently selected
entity type is displayed in a side bar.

Output data and quality assurance. Workers were allowed to skip tweets and each
tweet was covered by one CrowdFlower job viewed by three workers. Hence, the
resulting entity-annotated micropost corpus consisted of all 7, 665 tweets, each
with at most three annotations referring to people, places, organisations, and mis-
cellaneous. Each worker had two gold questions presented to them to assess their
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understanding of the task and their proficiency with the annotation interface.
Each gold question tweet consisted of two of the entity types that were to be
annotated. The first tweet was presented at the beginning, e.g., ‘do you know that
Barack Obama is the president of USA’ while the second tweet was presented after
the worker had annotated five tweets, e.g., ‘my iPhone was made by Apple’. The
workers are allowed to proceed only if they correctly annotate these two tweets.

5 Results

5.1 Analysis of Micropost Features

The first set of results in Table 2 shows precision, recall and F1 values for the four
entity types for all four datasets. We also include a confusion matrix highlighting
the entity mismatching types e.g., assigning Cleveland as location when it refers
to the basketball team. The low performance values for the Ritter dataset can
be attributed in part to the annotation schema (just as in [6]). For example,
the Ritter gold corpus assigns the same entity type musicartist to single musi-
cians and group bands. More significantly, the dataset does not annotate Twitter
@usernames and #hashtags. Considering that most @usernames identify peo-
ple and organisations, and the corpus contained 0.55 @usernames per tweet
(as shown in Table 1), it is not surprising that scores are rather low. The result
also shows high precision and low confusion in annotating location entities, while
the greatest ambiguities come from annotating miscellaneous ones.

The results for the Finin dataset show higher F1 scores across the board
when compared to the Ritter experiments. The dataset did not consider any
MISC annotations and although it includes @usernames and @hashtags, only
the @usernames are annotated. Here again, the best scores were in the iden-
tification of people and places. For the MSM2013 dataset the results show the
highest precision and recall scores in identifying PER entities. However, it is
important to note that this dataset (as shown in Table 1) contained, on aver-
age, the shortest tweets (88 characters). In addition, the URLs, @usernames and
#hastags were anonymized as URL , MENTION and HASHTAG , hence the
ambiguity arising from manually annotating those types was removed. Further-
more, the corpus had a disproportionately high number of PER entities (1, 126
vs. just 100 locations). It also consisted largely of clean, clearly described, prop-
erly capitalised tweets, which could have contributed to the precision. Consistent
with the results above, the highest scores were in identifying PER and LOC enti-
ties while the lowest one was for those entities classified as miscellaneous.

Our own Wordsmith dataset achieved the highest precision and recall values
in identifying people and places. Again, crowd workers had trouble classifying
entities as MISC and significant noise hindered the annotation of ORG instances.
A number of ORG entities were misidentified as PER and an equally high number
of MISC examples were wrongly identified as ORG. The Wordsmith dataset
consisted of a high number of @usernames (0.55 per tweet) and the highest
concentration of #hashtags (0.28 per tweet).
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Table 2. Experiment results - Named entity recognition on the four datasets.

Ritter dataset

Worker annotations Confusion matrix (vs gold)

Entity type Precision Recall F1 score PER ORG LOC MISC

Person 42.93 69.19 52.98 765 7 26 20

Organisation 28.75 39.57 33.30 10 140 62 88

Location 67.06 50.07 57.33 9 9 751 22

Miscellaneous 20.04 20.23 20.13 15 46 29 217

Finin dataset

Worker annotations Confusion matrix (vs gold)

Entity type Precision Recall F1 score PER ORG LOC MISC

Person 68.42 58.96 63.34 78 1 7 -

Organisation 50.94 27.84 36.00 1 27 5 -

Location 66.14 60.71 63.31 1 4 84 -

Miscellaneous - - - - - - -

MSM2013 dataset

Worker annotations Confusion matrix (vs gold)

Entity type Precision Recall F1 score PER ORG LOC MISC

Person 87.21 86.61 86.91 3,828 25 8 7

Organisation 43.27 38.77 40.90 16 299 13 28

Location 60.57 67.29 63.75 13 21 321 5

Miscellaneous 10.44 29.11 15.37 12 82 5 91

Wordsmith dataset

Worker annotations Confusion matrix (vs gold)

Entity type Precision Recall F1 score PER ORG LOC MISC

Person 79.23 71.41 75.12 5,230 34 29 32

Organisation 61.07 53.46 57.01 93 811 30 46

Location 72.01 72.91 71.26 25 58 1,078 8

Miscellaneous 27.07 47.43 34.47 50 113 12 718

5.2 Analysis of Behavioral Features of Crowd Workers

The results on the skipped true-positive tweets are presented in Fig. 4. It con-
tains the distribution of the entities present in the posts that were left unanno-
tated in each dataset according to the gold standard. On average across all four
experiments, people tend to avoid recognizing organisations, but were more keen
in identifying locations. Disambiguating between the two remained challenging
across all datasets as evidenced in the confusion matrices in Table 2. Identifying
locations such as London was a trivial task for contributors, however, entities such
as museums, shopping malls, and restaurants were alternately annotated as either
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Fig. 3. Wordsmith Heatmaps across the 4 datasets

Fig. 4. Skipped tweets

LOC or ORG. Disambiguating tech organisations was not trivial either - that is,
distinguishing entities such as Facebook, Instagram, or Youtube as Web applica-
tions or independent companies without much context. In the MSM2013 dataset,
person entities were least skipped due to the features of the dataset discussed ear-
lier (e.g., clear text definition, consistent capitalisation etc.). In the Wordsmith
dataset, however, PER, ORG, and MISC entity tweets were skipped with equal
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Table 3. Experiment results - Skipped true-positive tweets

Skipped tweets

Dataset Skipped Annotated

No. entities Tweet length No. entities Tweet length

Finin 1.56 101.39 1.33 94.82

Ritter 1.42 113.05 1.35 104.22

MSM 2013 1.49 98.74 1.30 97.11

Wordsmith 1.62 102.22 1.39 97.84

Table 4. Experiment results - Average accurate annotation time

Average accurate annotation time (seconds)

Dataset PER ORG LOC MISC

Finin 9.54 12.15 8.91 -

Ritter 9.69 10.05 9.35 10.88

MSM 2013 9.54 10.77 8.70 10.35

Wordsmith 8.06 8.50 9.56 9.48

likelihood. This is likely due to a high number of these entities arising from @user-
names and #hashtags, as opposed to well-formed names. As noted earlier, this was
a characteristic of this dataset, which was not present in the other three.

Table 3 gives further insight into those microtasks that remained unsolved.
The results show for each dataset the average number of entities present in
the skipped and un-skipped tweets, alongside the average length for both cate-
gories. We note that on average, workers preferred to avoid relatively long posts
and those containing more entities. The tweet length was least significant in
the MSM2013 experiment, once again due to the comparatively well-formed
nature of the dataset and the least standard deviation in the tweet lengths. This
feature was most significant in the Ritter dataset, with workers systematically
skipping tweets that were significantly longer than the average tweet length; it
is worth mentioning that this corpus comprised the highest average number of
characters per micropost.

Table 4 contains the average time taken for a worker to correctly identify a
single occurrence of the different entity types. The results for the Finin, Ritter
and MSM2013 datasets consistently show the shortest time needed corresponds
to locations, followed by person entities. In the Wordsmith dataset, workers
correctly identified people instances in the shortest time overall, however, much
longer times were taken to identify places. As discussed earlier, this can be
attributed also to entities arising from @usernames and #hashtags. The other
datasets either exclude this or do not annotate it in their gold standards.

Figure 3 shows the result of our datapoint captures via heatmaps. The results
show mouse movements concentrated horizontally along the length of the tweet
text area. Much activity is also around the screen center where the entity text
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appears after it is clicked. The heatmaps then diverge in the lower parts of the
screen which indicate which entity types were tagged. From a larger image of the
interface in Fig. 1, we can reconcile the mouse movements to point predominantly
to “PERSON” and “LOCATION” entities in proportions which are consistent
with the individual numbers presented in Table 2.

6 Discussion and Conclusion

In this final section we assimilate our results into a number of key themes and
discuss their implications on the prospect of hybrid NER approaches that com-
bine automatic tools with human and crowd computing.

Crowds can identify people and places, but more expertise is needed to classify
miscellaneous entities. Our analysis clearly showed that microtask workers are
best at spotting locations, followed by people, and finally with a slightly larger
gap, organisations. When no clear instructions are given, that is, when the entity
should be classified as MISC, the accuracy suffers dramatically. Assigning entities
as organisations seems to be cognitively more complex than persons and places,
probably because it involves disambiguating their purpose in context e.g., uni-
versities, restaurants, museums, shopping malls. Many of these entities could
also be ambiguously interpreted as products, brands, or even locations, which
also raises the question of more refined models to capture diverse viewpoints in
annotation gold standards [1].

Crowds perform best on recent data, but remember people. All four analyzed
datasets stem from different time periods (Ritter from 2008, Finin from 2010,
MSM from 2013, and Wordsmith from 2014). Most significantly one can see
that there is a consistent increase of the F1 score the more recent the dataset
is, even if the difference is only a couple of months as between the MSM and
the Wordsmith cases. We interpret that the more timely the data, the better the
performance of crowd workers, possibly due to the fact that newer datasets are
more likely to refer to entities that gained public visibility in media and on social
networks in recent times and that people remember and recognize easily. This
concept known as entity drift was also highlighted by [6,11]. The only exception
for this is the PER entity type, which was the most accurate result for the MSM
dataset.

Partial annotations and annotation overlap. The experiments showed a high
share of partial annotations by the workers. For example, workers annotated
london fashion week as london and zune hd as zune. Other partial annotations
stemmed from identifying a person’s full name, e.g., Antoine De Saint Exupery
was tagged by all three annotators as Antoine De Saint. Overlapping entities
occurred when a text could refer to multiple nested entities e.g., berlin university
museum referring to the university and the museum and LPGA HealthSouth
Inaugural Golf Tournament which was identified as an organisation and an event.
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These findings call for richer gold standards, but also for more advanced means
to assess the quality of crowd results to reward partial answers. Such phenomena
could also signal the need for more sophisticated microtask workflows, possibly
highlighting partially recognized entities to acquire new knowledge in a more
targeted fashion, or by asking the crowd in a separate experiment to choose
among overlaps or partial solutions.

Spotting implicitly named entities thanks to human reasoning. Our analysis
revealed a notable number of entities that were not in the gold standard, but
were picked up by the crowd. A manual inspection of these entities in combina-
tion with some basic text mining has shown that the largest set of these entities
suggest that human users tend to spot unnamed entities (e.g., prison or car),
partial entities (e.g., apollo versus the apollo), overlapping entities (e.g., london
fashion week versus london), and hashtags (e.g., #WorldCup2014 ). However,
the most interesting class of entities which were not in the gold standard but
were annotated by the crowd are what we call implicitly named entities. Exam-
ples such as hair salon, last stop, in store, or bus stop show that the crowd is
good at spotting phrases that refer to real named entities implicitly depending
on the context of the post’s author or a person or event this one refers to. In
many cases, the implicit entities found are contextualised within the micropost
message, e.g., I’ll get off at the stop after Waterloo. This opens up interesting
directions for future analysis that focus only on those implicit entities together
with features describing their context in order to infer the actual named entity
in a human-machine way. By combining text mining and content analysis tech-
niques, it may be possible to derive new meaning from corpora such as those
used within this study.

Closing the entity linking loop for the non-famous. Crowd workers have shown
good performance in annotating entities that were left out by the gold standards
and presented four characteristic classes of such entities (unnamed entities, par-
tial entities, overlapping entities, and hashtags). We observe a fifth class that
human participants mark as entities, which refer to non-famous, less well-known
people, locations, and organisations (e.g., the name of a person who is not a
celebrity). This is an important finding for hybrid entity extraction and linking
pipelines, which can benefit from the capability to generate new URIs for yet
publicly unknown entities.

Wide search, but centred spot. Our heatmap analysis shows that we had a very
wide view along the text axis, and a consistent pattern that the likelihood of
annotating in the center is higher even though they seem to search over the entire
width of the text field. This correlates with statistics about the average position
of the first annotation, which is higher than for the gold standard. This might
mean that people are more likely to miss out on annotating entities on the left
and right edges of the interface. A resolution could be to centralize the textbox
and make it less wide hence constraining the worker’s field of vision as opposed
to [10] where workers were required to observe vertically to target entities. We
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cannot fully substantiate this claim yet and reserve this for further work due to
the responsive nature of the interface which would have presented the annotation
text slightly different on varying screen resolutions and with screen resizings.

Concluding remarks and future work. In this paper we have experimented with a
novel approach to finding entities within micropost datasets using crowdsourced
methods. Our experiments, conducted on four different micropost datasets, have
revealed a number of crowd characteristics with respect to their performance
and behaviour of identifying different types of entities. In terms of the wider
impact of our study, we consider that our findings will be useful for streamlining
and improving hybrid NER workflows, offering an approach that allows corpora
to be divided up between machine- and human-led workforces, depending on
the types and number of entities to be identified or the length of the tweets.
Future work in this area includes devising automated approaches to determining
when best to select human or machine capabilities, and also examining implicitly
named entities in order to develop methods to identify and derive message-
related context and meaning.
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Abstract. The advances of the Linked Open Data (LOD) initiative are
giving rise to a more structured Web of data. Indeed, a few datasets
act as hubs (e.g., DBpedia) connecting many other datasets. They also
made possible new Web services for entity detection inside plain text
(e.g., DBpedia Spotlight), thus allowing for new applications that can
benefit from a combination of the Web of documents and the Web of data.
To ease the emergence of these new applications, we propose a query-
biased algorithm (LDRANK) for the ranking of web of data resources
with associated textual data. Our algorithm combines link analysis with
dimensionality reduction. We use crowdsourcing for building a publicly
available and reusable dataset for the evaluation of query-biased ranking
of Web of data resources detected in Web pages. We show that, on this
dataset, LDRANK outperforms the state of the art. Finally, we use this
algorithm for the construction of semantic snippets of which we evaluate
the usefulness with a crowdsourcing-based approach.

1 Introduction

In this work, we introduce LDRANK (see Sect. 4), an efficient query-biased and
context-aware ranking algorithm that applies to the resources of a LOD graph.
When combined with the automatic annotation of resources in Web pages (e.g.
through DBpedia Spotlight [21]), LDRANK offers the opportunity to build useful
semantic snippet that can apply to any Web page regardless of its provenance
(see Sect. 5). In this introduction, we provide the background information from
which the necessity for this new algorithm will appear.

On the web of documents links are indications of a relationship between infor-
mation carried by the documents. Although these indications are coarse-grained,
they revealed themselves as essential for the most-effective ranking algorithms
(PageRank [23], HITS [16], SALSA [20]).

On the web of data, links are fine-grained explicit relationships between
resources (i.e., URI for things of the phenomenal world, be they mental or phys-
ical). The vast majority of the existing ranking strategies for the web of data
(see [25] and [15] for recent surveys) are relying on adaptations of PageRank.
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 541–555, 2015.
DOI: 10.1007/978-3-319-18818-8 33
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The modifications made to adapt the PageRank algorithm to the web of data
are necessary due to the high heterogeneity of both the provenance of the
datasets and the types of the relationships. Otherwise, there are also a few exper-
iments with learning-to-rank approaches applied to the web of data (e.g., [6]).
These techniques depend on the availability of relevance judgments for training
(although indirect measures of correlated quantities can sometimes be used, e.g.
the number of visits agents made to a resource).

In order to manage the aforementioned intrinsic heterogeneity of the web
of data, the Linked Open Data (LOD) initiative promotes simple principles for
publishing resources in a way conducive to a web of linked data with shared
knowledge expressed in a common formalism (RDF) and accessible through a
common interface (HTTP). As a key use-case, DBpedia has been used in con-
junction with NLP strategies in order to associate resources with their surface
forms in a text document. The main current applications for this use-case are:
DBpedia Spotlight [21], AlchemyAPI1 (similar to DBpedia Spotlight, but finds
resources in various LOD datasets and thus includes a coreference resolution
step), OpenCalais (see Footnote 1), SemanticAPI from Ontos (see Footnote 1),
ZenCrowd [7].

In this context, we address the problem of ranking resources that come from
the automatic annotation of a Web page selected by a web search engine in
response to a user query. The main challenge is to make good use of the knowl-
edge given by the query and the Web page’s text in order to palliate the sparsity
and heterogeneity of the graph of resources. We propose an algorithm, LDRANK,
and we compare it to other modified PageRank algorithms. Moreover, we apply
it to the construction of semantic snippets2. A snippet is an excerpt from a Web
page determined at query-time and used to express how a Web page may be
relevant to the query. A semantic snippet is meant to improve the process of
matching the ranked Web pages presented within a Search Engine Result Page
(SERP) with the user’s mental model of her information need. It achieves this
objective by making apparent the relationships existing between the information
need and the more relevant resources present in the Web page.

In Sect. 2 we introduce the related works about enhanced snippets for the
web of documents and for the web of data. In Sect. 3, we describe the construc-
tion of a dataset for the evaluation query-biased entity ranking algorithms. In
Sect. 4 we present the LDRANK algorithm and its evaluation. In Sect. 5, we intro-
duce ENsEN, the software system we developed to provide semantic snippets.
In Sect. 6 we present the results of an evaluation of the usefulness of ENsEN.

2 Related Works

We first mention works that generate snippets for native RDF documents.
Ge et al. [11], and Penin et al. [24] focus on the generation of snippets for ontol-
ogy search. Bai et al. [2] generate snippets for a semantic web search engine.
1 www.alchemyapi.com; www.opencalais.com; www.ontos.com.
2 http://liris.cnrs.fr/drim/projects/ensen/: live demo, source code, technical report,

datasets.

www.alchemyapi.com
www.opencalais.com
www.ontos.com
http://liris.cnrs.fr/drim/projects/ensen/
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In [24], the authors first identify a topic thanks to an off-line hierarchical
clustering algorithm. Next, they compute a list of RDF sentences (i.e. sets of
connected RDF statements) semantically close to the topic. Finally, they rank
the selected RDF statements by considering both structural properties of the
RDF graph and lexical features of the terms present in the ontology (by way of
a Wordnet-based similarity measure).

In [11], the authors first transform the RDF graph into a term association
graph in which each edge is associated with a set of RDF sentences. Their objec-
tive is to produce a compact representation of the relationships existing between
the terms of the query. These relationships are to be found in the RDF graph.
To do this, they decompose the term association graph into maximum r-radius
components in order to avoid long distance relations between query terms. Next,
they search sub-snippets in these components (i.e. connected subgraphs that link
some of the query-terms). Finally, they select some of the sub-snippets to form
the final snippet.

In [2], the authors first assign a topic to the RDF document (they use a
property such as p:primaryTopic if it exists, otherwise they rely on a heuris-
tic based on the comparison of the URI of the candidates topic-nodes with
the text of the URL of the RDF document). Next they design a ranking algo-
rithm for RDF statements. Particularly, they introduce the notions of correlative
(e.g. foaf:surname and foaf:family name) and exclusive (e.g. foaf:name and
foaf:surname) properties. Finally, they use this ranking algorithm to give the
user a set of relationships between the query-related statements and the topic-
related statements.

To sum up, we agree with Ge et al. [11] that the main benefit of possessing
highly structured data from an RDF graph is the possibility to find non-trivial
relationships among the query terms themselves, and also between the query
terms and the main concepts of the document. Moreover, we agree with Penin
et al. [24] and Bai et al. [2] about the necessity to design a ranking algorithm
for RDF statements that considers both the structure of the RDF graph and
lexical properties of the textual data. However, we find ourselves in an inverted
situation with genuine text extracted from classical Web pages, and RDF graphs
automatically generated from these Web pages.

Indeed, LOD resources can either come from: (i) a LOD dataset (e.g. by way
of SPARQL queries), (ii) semantic annotations embedded in a Web page (i.e., by
using RDFa, Microdata, or Microformats3), or (iii) automatic association of
resources with surface forms of the Web page by way of NLP strategies (e.g. DBpe-
dia Spotlight [21], ZenCrowd [7],. . . ). Among the approaches that offer to enhance
the snippets of a SERP by using the web of data [12] [26], none rely on automatic
annotation: they use only embedded annotations. Haas et al. [12] employed struc-
tured metadata (i.e. RDFa and several microformats) and information extrac-
tion techniques (i.e. handwritten or machine-learned wrappers designed for the
top host names e.g., en.wikipedia.org, youtube.com,. . . ) to enhance the SERP

3 www.w3.org/TR/xhtml-rdfa-primer/; microformats.org/; www.w3.org/TR/micro-
data/.

http://en.wikipedia.org
http://youtube.com
www.w3.org/TR/xhtml-rdfa-primer/
http://microformats.org/
www.w3.org/TR/microdata/
www.w3.org/TR/microdata/
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with multimedia elements, key-value pairs and interactive features. By combining
metadata authored by the documents’ publishers with structured data extracted
by ad-hoc wrappers designed for a few top host names, they are able to build
enhanced snippets for many results of a SERP. They chose not to use the LOD
graph to avoid the problem of the transfer of trust between the Web of documents
and the Web of Data. Indeed, they argue that the quality of the editorial processes
that produce the Web of Data from the Web of documents (e.g. the transformation
from Wikipedia to DBPedia) cannot be controlled. Therefore, from their point of
view, making use of the LOD graph for enhancing snippets would introduce too
much noise. Also, Google Rich Snippet (GRS) [26] is a similar initiative that relies
exclusively on structured metadata authored by the Web pages’ publishers.

Moreover, a study made in 2012 [4] on the over 40 million websites of the
Common Crawl corpus4 shows that 5.64 % of the websites contained embedded
structured data. However, nearly 50 % of the top 10,000 websites of the Alexa list
of popular websites5 had structured data. Moreover, the authors of the study
say that: “The topics of the data [. . . ] seem to be largely determined by the
major consumers the data is targeted at: Google, Facebook, Yahoo!, and Bing”.
Therefore, there is still a clear need for a high quality process that, given a
document relevant to a Web search query, can select the most relevant resources
among those automatically discovered within the document (e.g., through state
of the art NLP algorithms), and this, whatever the document’s provenance may
be. An efficient algorithm for ranking the resources of a LOD graph while taking
into account their textual context could serve this purpose.

However, most of the existing approaches that can be used to rank the
resources of graphs coming from the Web of data are not well adapted to this
task. Thus, OntologyRank [8] (used by Swoogle) introduces a modified version
of PageRank with a teleportation matrix that takes into account the types of
the links between ontologies. Similarly, PopRank [22] offers a modified PageRank
that considers the different types of predicates between resources. RareRank [28]
introduces a modified PageRank with a teleportation matrix that takes into
account topical relationships between resources as available from ontologies.
The approach introduced in [9] modifies the teleportation matrix by taking into
account the ranking of the Web pages within which the resources were discov-
ered. Since this approach can be applied to our context, we include it to our
evaluations (see Sect. 4.6). Finally, TRank [27] addresses the task of ranking
entity types given an initial entity and its textual context.

Given this context, we introduce LDRANK, a query-biased and context-
aware ranking algorithm for LOD resources. Moreover, we apply LDRANK to
the construction of generic semantic snippets that can apply to any Web page.
In the next section, we introduce how we built a dataset through crowdsourced
relevance judgments to evaluate our algorithm, LDRANK.

4 http://commoncrawl.org.
5 http://www.alexa.com/topsites.

http://commoncrawl.org
http://www.alexa.com/topsites
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3 Dataset for Evaluating Query-Biased Ranking of LOD
Resources

We are interested in query-biased algorithms for the ranking of resources in
sparse and heterogeneous LOD graphs associated with a textual context. To our
knowledge, there is no evaluation dataset suited to this context (this can be
verified for example through a recent survey [25]). Therefore, we used a crowd-
sourcing approach for making our evaluation dataset (freely available online6).
We now describe how this dataset was obtained.

3.1 Data Collection

We took randomly 30 queries from the “Yahoo! Search Query Tiny Sample”
offered by Yahoo! Webscope7. We submitted the queries to the Google search
engine and we kept the top-5 Web pages for each query. For each one of the
150 HTML Web pages, we extracted its main raw textual content by applying
the algorithm proposed by Kohlschtter, Fankhauser, and Nejdl [17]. On average,
the text we kept for each Web page is made of 467 words. We applied DBpedia
Spotlight [21] on these texts to detect resources. There are on average 81 detected
resources by Web page.

3.2 Microtasks Generation

Considering the length of our texts, the task of evaluating all the annotations of
a Web page would be too demanding. Therefore, we divide this task into smaller
“microtasks”. A microtask will consist in scoring the relevance of the annotations
of a single sentence. We split the text of a Web page into sentences with the
ICU BreakIterator algorithm8. There are on average 22 sentences by document.
Moreover, if a sentence contains more than 10 annotated resources, the work
will be split over multiple microtasks. We used the CrowdFlower9 crowdsourcing
platform. It distributes work to contributors in the U.S. and 153 other countries
while maintaining quality and controlling costs. It has a global pool of 5 million
contributors. A microtask is called a job by CrowdFlower. The design of a job is
specified in CML, a markup language provided by CrowdFlower. For each job,
we give the worker a short list of instructions about how to complete the job (we
tested many formulations until finding a suitable one understood by all workers).
We provide the worker with a topic made of a title (the query) and a short text
(the sentence). For each resource in the sentence, there is a question asking the
worker to evaluate the correctness and the relevance of the annotation. We used
the ordinal scale proposed by Järvelin and Kekäläinen when they introduced the
DCG graded relevance [13]: irrelevant (0), marginally relevant (1), fairly relevant

6 http://liris.cnrs.fr/drim/projects/ensen/.
7 http://webscope.sandbox.yahoo.com/catalog.php?datatype=l.
8 http://icu-project.org/apiref/icu4c/classicu 1 1BreakIterator.html.
9 http://www.crowdflower.com/.

http://liris.cnrs.fr/drim/projects/ensen/
http://webscope.sandbox.yahoo.com/catalog.php?datatype=l
http://icu-project.org/apiref/icu4c/classicu_1_1BreakIterator.html
http://www.crowdflower.com/
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(2), and highly relevant (3). Each question is associated with a small text that
describe the resource (viz. the beginning of its DBpedia abstract). Each job was
given to 10 workers. Therefore, for each job we have 10 judgments. Each job was
paid $.01.

3.3 Quality Control

We only accepted workers that had completed over a hundred questions across a
variety of job types and had an high overall accuracy. Workers had a maximum of
30 min to provide an answer. Workers had to spend at least 10 s on the job before
giving an answer. We measured the agreement between workers with the Krip-
pendorff’s alpha coefficient [18]. This coefficient uses by default a binary distance
to compare answers, but other distances can be used. To take into account the
fact that we used an ordinal scale encoding both correctness and relevance, we
used the following symmetric distance: d(0, 1) = 0.5 ; d(0, 2) = 0.75; d(0, 3) = 1 ;
d(1, 2) = 0.25 ; d(1; 3) = 0.5 ; d(2; 3) = 0.25 ; d(x, x) = 0. With these parameters,
we obtained an alpha of 0.22. According to Landis and Koch’s scale [19], this
can be considered a fair agreement (the scale was designed for Fleiss’ kappa, but
the Krippendorff’s alpha is in most ways compatible with the kappa). However,
by comparison with existing works that applied crowdsourcing to an informa-
tion retrieval context, we cannot be satisfied with an alpha of 0.22. For example,
Jeong et al. [14] obtained a Fleiss’ kappa of 0.41 (i.e. moderate agreement) for
a crowd-powered socially embedded search engine. However, Alonso, Marshall,
and Najork [1] obtained a Krippendorff’s alpha between 0.03 and 0.19 for a more
subjective task: deciding if a tweet is or is not interesting. To improve the qual-
ity of our dataset, we found the workers that often disagreed with the majority.
In fact, by removing the workers that disagree with the majority in more than
41.2% of the cases, we obtained a Krippendorff’s alpha of 0.46. Then, 96.5% of
the jobs are done by at least 3 workers, 66% of the jobs are done by at least 5
workers, and we have only 0.7% of the jobs done by only 1 worker.

3.4 Aggregation of the Results

We used majority voting for aggregating the results within each sentence. We
used two different methods to break ties : (i) the maximum of the mean of the
workers’ trust (a metric provided by CrowdFlower), or (ii) the highest value.
We discovered later that these two choices result in very similar outcomes when
the dataset is used to compare ranking algorithms. We used the same majority
voting strategy to aggregate the results at the level of a Web page.

In the next section, we introduce LDRANK, a query-biased ranking algorithm
for LOD resources. The dataset we just described will be used in Sect. 4.6 to
evaluate LDRANK and to compare it to the state of the art.
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4 LDRANK, a Query-Biased Ranking Algorithm
for LOD Resources

4.1 Context

We introduce LDRANK (Linked Data Ranking Algorithm), a quey-biased algo-
rithm for ranking the resources of a RDF graph. We suppose that the resources
were discovered in a Web page found by a Web search engine in answer to a
user’s query.

In our experiments, the resources are detected in the Web page by DBpedia
Spotlight [21]. From this set of resources and through queries to a DBpedia
SPARQL endpoint, we obtain a graph by finding all the relationships between the
resources. To each resource, we associate a text obtained by merging its DBpedia
abstract and windows of text (300 characters) from the Web page centered on
the surface forms associated with the resource. We remove the empty words and
we apply stemming10 to this text.

LDRANK is adapted by design to such sparse graphs of LOD resources
detected in a Web page. First, LDRANK uses the explicit structure of the graph
through a PageRank-like algorithm; second, it uses the implicit relationships that
can be inferred from the text associated with the resources through an original
variation of the Singular Value Decomposition (SVD); and third, it takes into
account the ranking of the Web pages where the resources were found thanks to
a scoring function first introduced by Fafalios and Tzitzikas [9].

More precisely, the SVD-based textual analysis and the exploitation of the
ranking obtained from a Web search engine result page, each produce a differ-
ent probability vector expressing some prior knowledge (or belief) about the
importance of the resources (see Sects. 4.2 and 4.3). Next, these probability vec-
tors are combined through a consensual linear opinion aggregation strategy first
introduced by Carvalho and Larson [5] (see Sect. 4.4). Finally, we use this com-
bined prior knowledge to influence the convergence of a PageRank-like algorithm
towards a stable probability distribution corresponding to the final ranking of
the resources (see Sect. 4.5).

4.2 Prior Knowledge Based on a Web Search Engine Result Page

Algorithm H (Hit Score). This algorithm computes a probability vector (hitdis-
trib) that represents prior knowledge about the importance of the resources based
on the rank of the Web pages in which they were detected. This strategy was first
introduced by Fafalios and Tzitzikas [9].

H1. A ← the list of the top Web pages ranked by a Web search engine.
H2. E ← the set of detected resources.
H3. docs(e) ≡ the documents of A containing the detected resources e.
H4. rank(a) ≡ the rank of document a in A.

10 http://snowball.tartarus.org.

http://snowball.tartarus.org
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H5. hitscore(e) ≡ ∑
a∈docs(e)(size(A) + 1) − rank(a)

H6. hitdistrib[e] ← hitscore(e)/
∑

e′∈E hitscore(e′)
H7. [End.]

4.3 Prior Knowledge Based on a Latent Analysis of Textual Data

Algorithm S (Linked Data Iterative SVD). This algorithm computes a proba-
bility vector (svddistrib) that represents prior knowledge about the importance
of the resources based on the textual data associated to them.

S1. [Initial matrix.] R ← the sparse resource-stem matrix (i.e., resources in
rows, stems in columns) in Compressed Column Storage (CCS) format11.

S2. [Initial important resources.] info need ← a set of resources made of
the union of the resources detected in the text of the query and the
one resource with the best hitscore (for the case when no resources were
detected in the query). We assume that these resources are likely to be
close to the information need of the user.

S3. [First SVD.] (U, S, V T ) ← svdLAS2A(R,nb dim) Compute the singular
value decomposition (SVD) of R at rank k = nb dim. Since R is very
sparse, we use the las2 algorithm developed by Michael W. Berry [3] to
compute the decomposition: Rk = UkSkV

T
k with Uk and Vk orthogonal,

Sk diagonal, such that ‖R − Rk‖F is minimized (i.e. from the perspective
of the Frobenius norm, Rk is the best rank-k approximation of R).

S4. [Resources’ coordinates in the reduced space.] SUT ← SUT In the new
k-dimensional space, this operation scales the coordinates of the resources
(i.e. the rows of U) by their corresponding factor in S. This is done by the
matrix product: SUT . Thus, we obtain the coordinates of the resources in
the reduced space (i.e. the columns of SUT ).

S5. prev norms ← euclidean norms of the resources in the reduced space.
S6. [Updated matrix.] R′ ← R where the rows corresponding to the resources

of info need have been multiplied by the parameter stress (since R is in
CCS format, it is more convenient to do this operation on the transpose
of R).

S7. [Second SVD.] (U ′, S′, V ′T ) ← svdLAS2A(R′, nb dim)
S8. [Updated resources’ coordinates in the reduced space.] SUT ′ ← S′U ′T

S9. norms ← updated euclidean norm of the resources in the reduced space.
S10. [Drift of the resources away from the origin of the reduced space.]

svdscore(e) ≡ norms[e] − prev norms[e].
S11. svddistrib[e] ← svdscore(e)/

∑
e′ svdscore(e′)

S12. [End.]

We shall now introduce the essential property of the SVD on which relies
Algorithm S. For a strong dimensional reduction (i.e. for small values of k), the
transformation SkU

T tends to place resources that were orthogonal to many

11 http://netlib.org/linalg/html templates/node92.html.

http://netlib.org/linalg/html_templates/node92.html
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other resources in the row space of R near the origin of the k-dimensional result-
ing space. Indeed, as we said above, the SVD can be seen as an optimization
algorithm, and to minimize the error due to the impossibility for a resource to
be orthogonal to more than k non co-linear resources, this resource should be
placed as close to the origin as possible for its dot product with other resources
to remain small. A similar argument can be used to show that resources co-linear
to many other resources in the row space of R will also tend to be near the origin
of the k-dimensional space.

Algorithm S uses this property for ranking the resources by their impor-
tance relatively to the user’s information need. In R′ the resources that are
believed to be close to the information need are given artificially more impor-
tance. Therefore, resources having interesting relationships with the resources
artificially pushed away from the origin will also move away from the origin. By
“interesting”, we mean different from the relationships they maintain with much
of the other resources (cf. the geometric argument developed above about the
SVD seen as an optimization algorithm).

We obtained the best experimental results with a reduction to the 1 dimen-
sional line (i.e. with nb dim = 1 in steps S3 and S7 of Algorithm S), and with a
stress factor (step S6 of Algorithm S) of 1000.0.

4.4 Belief Aggregation Strategy

We consider hitdistrib (from Algorithm H), svddistrib (from Algorithm S), and
the equiprobable distribution (equidistrib) as three experts’ beliefs (or prior
knowledge) about the importance of the resources. To aggregate these beliefs,
we apply Carvalho and Larson [5] consensual linear opinion pool algorithm. It
is an iterative algorithm where at each step expert i re-evaluates its distribution
as a linear combination of the distributions of all the experts. The weight asso-
ciated by expert i to the distribution of expert j is proportional to the distance
between the two distributions. The authors define this distance such that the
process converges towards a consensus. We will refer to this resulting consensual
probability vector by the name finaldistrib.

4.5 LDRANK

The PageRank [23] algorithm transforms the adjacency matrix (M) of a net-
work of Web pages into a matrix H which is both stochastic (i.e., each row of
H sums to 1) and primitive (i.e., ∃k s.t. Hk > 0), thus assuring the existence
of a stationary vector (i.e., the positive eigenvector corresponding to the eigen-
value 1). This stationary vector is a probability vector that can been interpreted
as representing the importance of each Web page. Moreover, it can be computed
efficiently with the power iteration algorithm by taking into account the sparsity
of the stochastic matrix.

In the original version of the PageRank algorithm, no assumption is made
about the probability of importance of the Web pages before the link analysis
takes place. In other words: first, the matrix M is transformed into a stochastic
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matrix S by replacing each null row by the equiprobable distribution (equidistrib);
second, the matrix S is transformed into a primitive matrix H by a linear com-
bination with the so-called teleportation matrix (T ): H = αS + (1 − α)T where
each row of T is the equiprobable distribution (equidistrib).

In algorithm LDRANK, instead of using the equiprobable distribution, we
use the consensual distribution (finaldistrib) introduced above in Sect. 4.4. We
obtained the best experimental results for 0.6 ≤ α ≤ 0.8. Moreover, we set at
1E − 10 the value of the convergence threshold controlling the termination of
the power iteration method that computes the stationary vector.

LDRANK is available online under an open-source license12.

4.6 LDRANK Evaluation

We compared four ranking strategies, each one of them is based on a different
source of prior knowledge used to inform a PageRank-like algorithm: unmod-
ified PageRank i.e., prior knowledge about the importance of the resources is
modeled by an equiprobable distribution (we name this strategy EQUI); PageR-
ank modified with the hitscore prior knowledge introduced in Sect. 4.2 and due
to Fafalios and Tzitzikas [9] (named HIT); PageRank modified with our new
SVD-based prior knowledge introduced in Sect. 4.3 (named SVD); and PageR-
ank modified with a consensual mixture of the three previous sources of prior
knowledge (named LDRANK).

In order to compare the four strategies (EQUI, HIT, SVD and LDRANK),
we used the NDCG (Normalized Discounted Cumulative Gain) metric. The DCG
(Discounted Cumulative Gain) at rank r is defined as: DCGr = rel1+

∑r
i=1

reli
log2i

.
NDCG at rank r is DCG at rank r normalized by the ideal ranking at rank r.
The construction of the dataset used for the evaluation was introduced in Sect. 3.

The results are presented in Fig. 1. We can see that the SVD and HIT
strategies obtain similar performances. However, they are clearly outperformed
by their consensual combination. Moreover, since we systematically took into
account the sparsity of the data, we obtain good execution time performances
(see Fig. 2). The SVD strategy takes more time than the HIT strategy since it
needs to compute the SVD. The additional time spent by the combined strategy
is due to the time necessary to converge towards a consensus. Finally, we did
similar experiments by considering the edges of the graph bidirectional. The rel-
ative performance and accuracy of the algorithms were similar, but the absolute
NDCG scores were slightly better.

It should be noted that through these experiments, beside introducing a new
efficient ranking strategy based on an original use of the SVD dimensionality
reduction, we are also offering evidence that different strategies based on a mod-
ification of the teleportation matrix of the PageRank algorithm can profitably
be combined when considered as concurrent sources of prior knowledge about
the importance of the resources.

12 Source code available online under an opensource license http://liris.cnrs.fr/drim/
projects/ensen/.

http://liris.cnrs.fr/drim/projects/ensen/
http://liris.cnrs.fr/drim/projects/ensen/
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Fig. 1. Comparison of the NDCG scores for the four different strategies

5 Overview of ENsEN

In order to better convince the reader of the usefulness and efficiency of
LDRANK, we used it at the core of ENsEN (Enhanced Search Engine): a soft-
ware system that enhances a SERP with semantic snippets (a live demonstra-
tion is available online, see a previous footnote for the URL). Given the query,
we obtain the SERP (we used Google for our experiments). For each result of
the SERP, we use DBpedia Spotlight to obtain a set of DBpedia resources.
In the same way, we find resources from the terms of the query. From this set
of resources and through queries to a DBpedia SPARQL endpoint, we obtain a
graph by finding all the relationships between the resources. To each resource, we
associate a text obtained by merging its DBpedia’s abstract and windows of text
from the Web page centered on the surface forms associated with the resource.
With as input the graph, its associated text, and the resources extracted from
the query, we execute LDRANK and we obtain a ranking of the resources. The
top-ranked resources (viz. “main-resources”) are displayed on the snippet. From
a DBpedia SPARQL endpoint, we do a 1-hop extension of the main-resources
in order to increase the number of triples among which we will then search for
the more important ones. To do this, we build a 3-way tensor from the extended
graph: each predicate corresponds to an horizontal slice that represents the adja-
cency matrix for the restriction of the graph to this predicate. We compute the
PARAFAC decomposition of the tensor into a sum of factors (rank-one three-
way tensors) and interpret it in manner similar to [10]: for each main-resource,
we select the factors to which it contributes the most (as a subject or as an
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Fig. 2. Comparison of the execution time for the four different strategies (with proces-
sor: 2.9 GHz Intel Core i7, and memory: 8GB 1600 MHz DDR3)

object), and for each one of these factors we select the triples with the best
ranked predicates. Thus, we associate to each main-resource a set of triples that
will appear within its description. Finally, we used a machine learning approach
to select short excerpts of the Web page to be part of the description of each
main-resource. In the context of this paper, for lack of space, we cannot describe
this process but full details are available in an online technical report (see a
previous footnote for the URL).

6 Crowdsourcing-Based User Evaluation

We selected randomly 10 tasks from the “Yahoo! Answers Query To Questions”
dataset13. Each task was made of three questions on a common topic. To each
task corresponds a job on the CrowdFlower platform. Each job was priced $0.20.
We collected 20 judgments for each task. Half of the workers was asked to use
our system, and the other half used Google. In order to control that a worker
answered the task by using our system, we generated a code that the worker
had to copy and paste into her answer. The correctness results are shown on
Fig. 3. Only complete answers were considered correct. We also monitored the
time spent to answer the tasks (see Fig. 4). Thus, ENsEN is clearly beneficial to
its users in terms of usefulness.

13 http://webscope.sandbox.yahoo.com/catalog.php?datatype=l.

http://webscope.sandbox.yahoo.com/catalog.php?datatype=l
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Fig. 3. Average number of correct answers

Fig. 4. Time spent for answering the tasks

7 Conclusion

We proposed a new algorithm, LDRANK, for ranking the resources of a sparse
LOD RDF graph given the knowledge of a user’s information need expressed
as a query made of keywords. These kind of graphs appear in particular as
the result of the automatic detection of resources in a Web page. LDRANK
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takes advantage of both the explicit structure given by the Web of data and
the implicit relationships that can be found by text analysis of a Web page. We
applied LDRANK in the context of semantic snippets where its high accuracy
allowed for the construction of useful and usable enhanced snippets that integrate
resources obtained from the automatic annotation of a Web page. Future work
could evaluate the potential of this approach for exploratory search.
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Abstract. Named Entity Resolution (NER) is an information extrac-
tion task that involves detecting mentions of named entities within texts
and mapping them to their corresponding entities in a given knowledge
resource. Systems and frameworks for performing NER have been devel-
oped both by the academia and the industry with different features and
capabilities. Nevertheless, what all approaches have in common is that
their satisfactory performance in a given scenario does not constitute a
trustworthy predictor of their performance in a different one, the reason
being the scenario’s different characteristics (target entities, input texts,
domain knowledge etc.). With that in mind, in this paper we describe
a metric-based Diagnostic Framework that can be used to identify the
causes behind the low performance of NER systems in industrial settings
and take appropriate actions to increase it.

1 Introduction

Information Extraction (IE) involves the automatic extraction of structured
information from texts, such as entities and their relations, in an effort to make
the information of these texts more amenable to applications related to Question
Answering, Information Access and the Semantic Web. In turn, Named Entity
Resolution (NER) is an IE subtask that involves detecting mentions of named
entities within texts (e.g. people, organizations or locations) and mapping them
to their corresponding entities in a given knowledge source. The typical problem
in this task is ambiguity, i.e. the situation that arises when a term may refer
to multiple different entities. For example, the term “Tripoli” may refer, among
others, to the capital of Libya or to the city of Tripoli in Greece. Deciding which
reference is the correct one is the primary challenge for NER systems.

In the last years, systems and frameworks for performing NER have been
developed both by the academia and the industry with different features and
capabilities [1,5–8,10,15]. These systems typically vary in a number of dimen-
sions, including the type of background domain knowledge they utilize (anno-
tated corpora, thesauri, ontologies etc.), the algorithms they apply, and their
customization capabilities, i.e., the ability provided to the user to change key
parameters of the system so as to adapt it to his/her particular domain and/or
application scenario. Moreover, the effectiveness of several NER systems has been
c© Springer International Publishing Switzerland 2015
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empirically measured and reported in their respective scientific publications as
well as in dedicated evaluation papers [4,14].

In our opinion, the most interesting aspect of these evaluations is not so
much the absolute precision and recall scores that each system achieves but
rather the volatility of these scores as the characteristics of the problem (texts
to be analyzed, available domain knowledge etc.) change. For example, in [6]
the effectiveness of the AIDA NER system is found to be 83 % on the AIDA-
YAGO2 dataset and 62 % on Reuters-21578. Similarly, in [10], the effectiveness of
DBPedia Spotlight is found to be 81 % when applied on a set of 155,000 wikilink
samples and 56 % on a set of 35 paragraphs from New York Times documents. In
another paper [15] Spotlight achieves an F1 score of 34 % on the AIDA/CO-NLL-
TestB dataset (created in [6]). Finally, the AGDISTIS system [15] scores 76 %
on the AQUAINT dataset (created in [12]), 60 % on the AIDA/CO-NLL-TestB
dataset and 31 % on the IITB dataset (created in [9]).

What these scores illustrate is that a NER system’s satisfactory perfor-
mance in a given scenario does not constitute a trustworthy predictor
of its performance in a different one. Or, to put it differently, it’s always
likely that the system will perform poorly when the scenario’s characteristics
change. This is an important ramification for developers of NER solutions in
the industry as commercial clients typically expect a high and consistent per-
formance from the systems they pay for. Thus, a question that naturally arises
is the following: If in a given NER scenario the system’s effectiveness is
found to be low, what can be done in order to increase it?

In an effort to answer this question we describe in this paper a NER Diag-
nostic Framework that consists of a set of metrics that quantify particular
aspects of both the problem and the solution applied in a given scenario (such
as for example the quality of the system’s knowledge base). The idea is that
via the calculation and interpretation of these metrics, NER developers are able
to identify the most likely causes of their system’s low performance and act on
this information in order to increase it. In this paper we describe in detail the
framework’s metrics and we provide illustrative examples of their application
and usefulness in a number of concrete cases.

The structure of the rest of the paper is as follows. In the next section we
provide a high-level view of the way NER systems work and we use this view in
order to identify the potential reasons why such systems might not be effective. In
Sect. 3 we define a set of metrics that can be used to troubleshoot a NER system,
i.e., to determine (i) which of these reasons and to what extent apply in a given
scenario and (ii) the necessary actions for dealing with these reasons and reducing
their effect. Section 4, in turn, describes how the application of the diagnostic
framework enabled us to achieve significantly increased NER effectiveness in two
different cases. Finally, in Sects. 5 and 6 we make a critical discussion of our work,
summarize its key aspects and outline the potential directions it could take in
the future.
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2 NER Systems and Their Effectiveness

2.1 Anatomy of a NER System

As suggested in the introduction, a NER system detects mentions of entities in
texts and maps them unambiguously to their corresponding entities in a given
knowledge resource. To do that, the system typically utilizes four types of input
(Fig. 1):

1. A set of texts on which NER is to be performed.
2. A set of target entities which are to be detected and disambiguated.
3. An entity thesaurus where each entity is associated to a unique identifier and

a set of potential surface forms.
4. Some knowledge resource to serve as contextual evidence for the disambigua-

tion of ambiguous entity mentions in the texts.

The latter input is derived from the strong contextual hypothesis of Miller and
Charles [11] according to which terms with similar meanings are often used in
similar contexts. For a given entity, such a context usually consists of (i) the
words that “surround” the entity in some reference text [3,10] and/or (ii) the
entities that are related to this entity in some knowledge graph [6,8,15]. Thus,
for example, a disambiguation context for the entity “Larry Page” could be enti-
ties like “Google” and “PageRank” whereas for the entity “Jimmy Page” entities
like “Led Zeppelin” and “Hard Rock”. Consequently, knowledge resources that
contain such contexts (and thus used by NER systems) are texts that are already
annotated with these entities (e.g., wikipedia articles) as well as entity-related
knowledge graphs (e.g., DBPedia1 or YAGO2). Given these inputs, a NER sys-
tem works in two steps:

– Step 1: The entity thesaurus and some NLP framework (e.g., GATE3) are
used to extract from the texts terms that possibly refer to entities. The result
is a set of terms, each associated to a set of candidate entities.

– Step 2: The contextual evidence knowledge resource is used to determine for
each term the most probable entity it refers to (disambiguation).

In the second step, when the evidence knowledge resource consists of annotated
texts, disambiguation is performed by calculating the similarity between the
term’s textual context in the input text and the contexts of its candidate entities
in the annotated texts. When the contextual evidence is a knowledge graph then
graph-related measures are employed to determine the similarity between the
graph formed by the entities found within the ambiguous term’s textual context
and the sub-graphs formed by each candidate entity’s “neighbor” entities. In all
cases, the candidate entity with the most similar context is assumed to be the
correct one.
1 http://dbpedia.org.
2 www.mpi-inf.mpg.de/yago-naga/yago/.
3 http://gate.ac.uk/.

http://dbpedia.org
www.mpi-inf.mpg.de/yago-naga/yago/
http://gate.ac.uk/
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Fig. 1. Anatomy of a NER system, including inputs, processing steps and output.

2.2 When NER Effectiveness is Low and Why

Effectiveness of NER systems is typically measured in terms of precision and
recall. Precision is determined by the fraction of correctly resolved terms (i.e.,
terms for which the entity with the highest confidence is the correct one) to the
total number of detected terms (i.e., terms with at least one associated entity).
Recall, on the other hand, is determined by the fraction of correctly resolved
terms to the total number of existing entity mentions in the input texts. Thus,
a NER system has low precision if the input texts do not really contain (most
of) the system-assigned entities. This usually happens when:

– There is a high degree of ambiguity, i.e., many entities from the thesaurus
are (wrongly) associated to many text terms.

– The contextual knowledge is inadequate to correctly fulfil the disam-
biguation of terms. For example, if a text contains the term “Page” as a
reference to the entity “Jimmy Page” and the contextual evidence knowledge
resource has no information about this entity, then the disambiguation will
most likely fail.

On the other hand, a NER system has low recall when it fails to detect entities
in the texts that are actually there. This may happen in two cases:

– When the thesaurus is incomplete by not containing either several of the
target entities or adequate surface forms for them (e.g., the thesaurus may not
associate the surface form “Red Devils” to the football team of Manchester
United).

– When the system, in order to be confident about a term’s disambiguated
meaning, requires a certain minimum amount of contextual evidence to be
found in the input texts but fails to do so. This failure may be due to the lack
of evidence in the evidence knowledge resource and/or the texts themselves.
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Obviously, the above analysis is still too abstract to be of much use; therefore
our approach for troubleshooting a NER system when precision and/or recall
are found to be low involves using concrete metrics to make terms like “high
ambiguity” and “adequate evidence” more precise and determine the extent to
which they apply in the scenario at hand.

3 Metric-based Diagnosis of NER Systems

3.1 Ambiguity Metrics

In the previous section, we mentioned that one reason for low NER precision is
high ambiguity, i.e., the wrong association of many target entities to terms in the
text. This may happen when many target entities can be mixed (i.e., confused)
with:

– Common lexical terms that are not really entities. For example, if the
target entities are companies then the location services company “Factual”
can be easily mixed in a text with the namesake common adjective. For the
purposes of this paper we call this phenomenon Lexical Ambiguity.

– Other target entities. For example, if the target entities are locations then
the city of Tripoli in Greece may be mixed with Tripoli in Libya. For the
purposes of this paper we call this phenomenon Target Entity Ambiguity.

– Non-target entities from the contextual evidence knowledge graph. For
example, if the target entities are football teams and the knowledge graph
contains also locations then the team of Barcelona may be mixed with the
city of Barcelona. For the purposes of this paper we call this phenomenon
Knowledge Graph Ambiguity.

– Entities from other domains, not included in the thesaurus nor in the
evidence knowledge graph. For example, if the target entities are companies
then the telecom company Orange may be mixed with the namesake fruit.
For the purposes of this paper we call this phenomenon Global Ambiguity.

In order to identify which of these four ambiguity types and to what extent
characterize a given NER scenario, we work as follows. First, we consider a rep-
resentative sample of the texts that we are supposed to perform NER on and we
manually annotate them with target entities as well as non-target entities from
the contextual evidence knowledge graph. Subsequently, we perform the same
task in an automatic way by using the NER system without any disambiguation
(i.e., we perform only step 1 of the process described in Sect. 2.1). Having done
that we may measure the different types of ambiguity as follows:

– Lexical Ambiguity: We measure this as the percentage of terms which (i) are
common lexical terms rather than entities in the text, (ii) have not been man-
ually annotated with any target entity and (iii) have been wrongly mapped
by the system to one or more target entities.
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– Target Entity Ambiguity: We measure this as the percentage of terms
which (i) have been annotated with a target entity and (ii) have been mapped
by the system to this target entity but also to other target entities.

– Knowledge Graph Ambiguity: We measure this in two complementary
ways. First, as the percentage of terms which (i) have been manually annotated
with a target entity and (ii) have been mapped by the system to this target
entity but also to other non-target entities. For the purposes of this paper
we call this KGA1. Second, as the percentage of terms which (i) have been
manually annotated with a non-target entity and (ii) have been mapped by
the system to this entity but also to other target entities. For the purposes of
this paper we call this KGA2.

– Global Ambiguity: We measure this as the percentage of terms which (i) are
not common lexical terms but actual entities in the texts, (ii) have not been
manually annotated with any entity and (iii) have been mapped by the system
to one or more target entities.

All the above percentages are calculated over the total number of terms the
NER system has detected in the texts. Also, please note that the above ambi-
guity types and metrics are not meant to replace any existing formal ambiguity
classification frameworks [2]; they are merely informal tools which, as we will
show in subsequent sections, we have found to be very useful in analyzing NER
scenarios.

3.2 Evidence Adequacy Metrics

Complementary to high ambiguity, a second reason for low NER effectiveness is
the inadequacy of the contextual knowledge applied as disambiguation evidence
(step 2 of the process described in Sect. 2.1). When this knowledge has the form
of a knowledge graph, then by adequacy we practically mean two things:

1. How rich is the knowledge graph in terms of relation/attribute values for its
entities. As suggested in Sect. 2.1, these values are used as contextual disam-
biguation evidence, therefore if many entities lack them, their disambiguation
will probably fail. For example, if we want to disambiguate film mentions in
texts, a potential evidence could be the actors that played in them. If this
relation is poorly populated in the knowledge graph, then the latter may be
inadequate for the particular task.

2. How prevalent is the contextual evidence provided by the knowledge graph
in the input texts. Even if the knowledge graph is rich, it won’t help if the
texts do not contain the evidence it provides. Considering the film example,
even if we know all the film’s actors, this knowledge will not be useful if films
and their actors do not co-occur in the texts.

Knowledge graph richness can be measured in many ways, depending on the
desired level of detail. Some metrics we have found useful are the following:
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– The percentage of target entities with no related entities at all. If
this number is high then the knowledge graph is practically useless for the
disambiguation of the particular entities.

– The average number of entities a target entity is related to. If this
number is lower than expected (e.g., if films are related in average to only 1
or 2 entities when they are typically expected to be related to several actors,
directors, producers, characters etc.) then the knowledge graph might not be
as useful as it could.

– The average number of entities a target entity is related to via a
specific relation. If this number is lower than expected then this relation
cannot really contribute to the disambiguation task even if it is expected to
do so. For example, if the “hasActor” relation for films is poorly populated
(e.g., only one or two actors per film) then the NER system is practically not
able to use any actor mentions in the texts as film disambiguation evidence.

The above metrics can be easily calculated by merely querying the knowledge
graph. On the other hand, in order to measure the prevalence of the graph’s
contextual evidence in the input texts we use both the texts and the graph. In
particular, we consider again the representative sample of input texts that we
used for measuring ambiguity in the previous section and which we have already
manually annotated with target entities as well as non-target entities from the
contextual evidence knowledge graph. Then, for each pair of a target and non-
target entity in the annotated texts, we derive from the knowledge graph the
relation(s) and/or the relation paths (up to a certain length) through which the
entities are linked. This allows us to calculate the following:

– The percentage of target entities for which there is at least one
evidential entity in the texts. If this number is low then obviously the
knowledge graph is not useful for the given texts.

– The average number of evidential entities a target entity is related
to in the texts. If this number is too low then again the knowledge graph is
not appropriate for the given text.

– The percentage of target entities for which there is at least one
evidential entity in the texts via a specific relation or relation path.
If this number is low then this particular relation is not useful for the given
texts.

– The average number of evidential entities a target entity is related
to in the texts via a specific relation (or relation path). Again, this
number allows to assess the relative usefulness of the graph’s relations for the
disambiguation task.

Please note that the definition of metrics for the adequacy of text-based evidence
knowledge resources (i.e., entity annotated texts) has been left out of this paper’s
scope and will be addressed in future work. The reason for that is that we haven’t
used so much this kind of evidential knowledge in the NER scenarios we have
come against so far.
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3.3 Acting on the Metrics

As suggested in the introduction, the ultimate goal of the metrics is to enable
practitioners to improve the unsatisfactory effectiveness of a NER system in a
given scenario. For that, in this section, we map the potential values of these
metrics to concrete actions that may achieve this goal.

For starters, if the Lexical Ambiguity of the entities is considerable then the
word sense disambiguation (WSD) capabilities of the linguistic analysis compo-
nent of the NER system need to be enhanced. Depending on the existing capabil-
ities of the system and the extent of the problem, these enhancements can range
from simple heuristics (e.g., that a company mention in a text typically starts
with a capital letter) to complete implementations of WSD frameworks [13].

On the other hand, if Global Ambiguity is found to be high, then it may be
that many of the input texts are not really related to the domain of the target
entities. For example, if NER is performed on news articles in order to detect
mentions of films (with e.g., LinkedMDB4 as an evidence knowledge graph) and
most of these articles are not relevant to the cinema domain, then it’s quite likely
that many non-film entities will be mistaken for films. To remedy this situation
one could possibly expand the evidence knowledge graph so as to include all the
domains the input texts are about; nevertheless this can be quite difficult and
resource-intensive to achieve. Another, more practical approach, would be to use
a domain/topic classifier in order to filter out the non-relevant texts and apply
the NER process only to the relevant ones. Intuitively, this will boost precision
even if some level of recall is sacrificed.

The next metric that can lead to action is the Knowledge Graph Ambiguity,
i.e. the ambiguity between target entities and entities from the evidence knowl-
edge graph. As suggested in Sect. 3.1 we measure this by means of two different
percentages, i.e., the percentage of text target entities that may be confused
with evidential ones (KGA1) and the percentage of text evidential entities that
may be confused with target ones (KGA2). If KGA1 is found to be high and
KGA2 low, then what is most probably needed is the pruning of the evidence
knowledge graph in order to remove parts of it that are not so essential but can
still cause noise.

To show why pruning may be necessary assume that we perform NER in
a set of film reviews, targeting mentions of actors and using DBPedia as an
evidence knowledge graph. Since DBPedia contains many person entities that
are not actors, it is quite likely that many actor mentions in the texts will be
mistaken for other persons (e.g., the actor Roger Moore could be mistaken with
the namesake computer scientist). A high KGA1 score would clearly illustrate
this. On the other hand, since the input texts are primarily about films, the
probability that the term “Roger Moore” actually refers to the computer scientist
rather than the actor is low. Again, a low KGA2 would make this obvious. Thus,
if we were to remove from the knowledge graph all the non-actor person entities,
we would most likely increase precision by allowing the NER system to focus
only on the disambiguation of actor entities.
4 http://data.linkedmdb.org.

http://data.linkedmdb.org
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Pruning the knowledge graph may be also helpful when the latter contains
misleading evidential relations. For example, consider an excerpt from a con-
temporary football match description saying that “Ronaldo scored two goals for
Real Madrid”. To disambiguate the term “Ronaldo” in this text using DBpedia,
the only contextual evidence that can be used is the entity “Real Madrid”. Yet,
there are two players with that name that are semantically related to it, namely
Cristiano Ronaldo (current player) and Ronaldo Luis Nazario de Lima (former
player). Thus, if both relations are considered then the term will not be disam-
biguated. Yet, the fact that the text describes a contemporary football match
suggests that, in general, the relation between a team and its former players is
not expected to appear in it. Thus, for such texts, it would make sense to ignore
this relation in order to achieve more accurate disambiguation.

The pruning of the knowledge graph in the above cases can be done in two
stages. In the first stage, the entities (and their relations) that are not related
(directly or indirectly) to the target entities could be discarded. In the second
stage, the removed entities would include those that are related to the target
entities but via relations that are not prevalent in the texts. For the latter, the
third knowledge graph prevalence metric of Sect. 3.2 could be used, namely the
average number of evidential entities a target entity is related to in the texts via
a specific relation. The pruning should start from the relations with the lowest
score.

Of course, this whole exercise is meaningful only if the evidence knowledge
graph has some highly prevalent relations to retain after the pruning. If that’s
not the case, then the ideal action would be to change/expand the knowledge
graph with different relations than the ones it already has and which are most
likely to appear in the texts. If that’s not possible, an alternative action that
could be performed in case of low graph prevalence would be the reduction of
the minimum evidence threshold that the system uses in the disambiguation
phase, provided however that Target Entity Ambiguity and Knowledge Graph
Ambiguity are also low. This action would potentially increase recall (since much
less non-ambiguous entities for which little evidence has been found in the text
would be rejected by the system) without decreasing much precision (since for
the few entities that are ambiguous there was not much evidence to use in the
first place).

Finally, if the richness of the knowledge graph is low, the obvious thing to
do would be to enrich it. Since that may not be always possible due to lack
of resources, the relation prevalence metric could also be used here in order to
select to enrich only the most useful relations.

Table 1 summarizes the key points of the above analysis by providing a map
between observed metric values, problem diagnosis and recommended action(s).
In all cases, it should be made clear that the whole framework we are describing
here is characterized by some degree of inexactness, meaning that there’s always
a possibility that (i) a diagnosis is wrong even if the metrics support it and
(ii) that the execution of a recommended action fails to improve NER effective-
ness even if the diagnosis is relatively accurate. For that, every time an action is
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taken, precision and recall of the NER process needs to be re-measured in order
to verify that the system actually performs better. The re-measurement should
be done every time with a new test set so as to ensure that our actions have not
introduced any bias to the process.

4 Framework Application Cases

In this section we describe two cases where the application of the paper’s diagnos-
tic framework helped us to significantly increase the (initially low) effectiveness
of Knowledge Tagger, our in-house developed NER system. Knowledge Tagger
uses primarily ontological knowledge graphs as disambiguation evidence.

4.1 Case 1: Resolving Players in Football Texts

In this case we had to semantically annotate a set of textual descriptions of
football match highlights from the Spanish Liga, like the following: “It’s the
70th minute of the game and after a magnificent pass by Pedro, Messi managed
to beat Claudio Bravo. Barcelona now leads 1-0 against Real.”. The descriptions
were used as metadata of videos showing these highlights and our goal was to
determine, in an unambiguous way, which were the players mentioned in each
video. The annotated descriptions were then to be used as part of a semantic
search application where users could retrieve videos that showed their favorite
player, with much higher accuracy.

Our first attempt towards performing this task involved using Knowledge
Tagger with DBPedia as both an entity thesaurus (as it included all football
players we were interested in) and an evidential knowledge graph. The result of
this was a precision of 60 % and a recall of 55 %, measured against a manually
annotated set of 100 texts. For comparison purposes, we also applied the AIDA
NER system (that uses the YAGO knowledge graph) on the same texts and we
got similar figures (precision 62 % and recall 58 %).

To diagnose the reasons for this rather mediocre performance, we calculated
the metrics of Sect. 3 using a 100 text diagnostics dataset. As shown in Table 2,
the main types of ambiguity that characterized our case were Target Entity
Ambiguity (several players with similar names) and Knowledge Graph Ambigu-
ity (several players sharing similar names with other DBPedia entities). In par-
ticular, KGA1 (actual players mixed with non-players) was high while KGA2

(actual non-players mixed with players) was low. This was rather expected as
the input texts were very domain specific and thus unlikely to contain many
person entities that are not footballers.

Given these metric values, we went on to prune the knowledge graph (as
suggested in Sect. 3.3) by removing most of the non-football related entities as
well as several player relations that had no evidential value. To determine the
latter we calculated the text prevalence of the player relations in the knowledge
graph (see Sect. 3.2). As Table 3 shows, the most prevalent (and thus useful for
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Table 1. Metric values and actions

Metric value Diagnosis Action

High Lexical Ambiguity The NER system cannot

perform well enough

Word Sense

Disambiguation

Improve the linguistic analysis

component of the NER

system

High Global Ambiguity Many of the input texts are

not really related to the

domain of the target

entities

Use a domain/topic classifier

in order to filter out the

non-relevant texts and

apply the NER process

only to the relevant ones

High KGA1 and low KGA2 The evidence knowledge

graph may contain

several non-target

entities that hamper the

disambiguation process

rather than helping it

Prune the evidence knowledge

graph in order to remove

non-essential, noisy entities

Low Knowledge Graph Richness Knowledge Graph is not

adequate as

disambiguation evidence

Enrich the knowledge graph

starting from the most

prevalent relations

High Knowledge Graph Richness

but low Text Prevalence

Knowledge Graph is not

adequate as

disambiguation evidence

Change or expand the

knowledge graph with

entities that are more likely

to appear in the texts

Low Knowledge Graph Text

Prevalence and Low Target

Entity Ambiguity and

Knowledge Graph Ambiguity

The system’s minimum

evidence threshold is too

high

Decrease the threshold

disambiguation) relations were those between players and the their current team,
current co-players and current managers; so we kept those and discarded the rest.

Then we applied again Knowledge Tagger but with the pruned knowledge
graph and this time precision and recall were found to be 82 % and 80 % respec-
tively. Thus, our framework managed to provide a fairly accurate diagnosis for
the initially mediocre effectiveness of our NER system in the particular case (i.e.,
that the knowledge graph was bigger than needed) and point us to an action
(the pruning of the graph) that actually increased this effectiveness.

4.2 Case 2: Resolving Companies in News Articles

In this case our task was to detect and disambiguate mentions of technology
startups within news articles coming from a variety of news sources (newspapers,
blogs, specialized websites like techcrunch etc.). For that, we had at our disposal
a thesaurus of 4000 company entities as well as a custom-built knowledge graph
that contained useful knowledge about each company like its founders, investors,
competitors and business areas. Running Knowledge Tagger with this knowledge
graph as disambiguation evidence gave us a precision of 35 % and a recall of 50 %,
both of which of course were rather low.

To identify the underlying reasons for this low effectiveness, we applied again
our diagnostic framework, starting with the identification of the ambiguity types
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Table 2. Ambiguity metric values for football case

Metric Value

Lexical Ambiguity 1 %

Target Entity Ambiguity 30 %

KGA1 56 %

KGA2 4 %

Global Ambiguity 2 %

Table 3. Text prevalence of knowledge graph relations and relation paths in the
football case

Relation Prevalence

Relation between soccer players and their current club 85%

Relation path between players and their current co-players 95%

Relation path between players and their current managers 75%

Relation between players and their nationality 10%

Relation between players and their place of birth 2 %

Relation between players and their spouse 0 %

we were up against. As Table 4 shows, contrary to the football case, our main
problem in this scenario was not the ambiguity between startups and/or other
related entities in the knowledge graph but the global ambiguity, i.e., the ambi-
guity between startups and entities outside our domain. A posteriori, this was
somewhat expected as the news we were analyzing were not necessarily related
to startups or technology. Moreover, there was a considerable lexical ambiguity
as several companies had names like “Factual”, “Collective” and “Prime”.

Given the high global ambiguity, we built and applied, as suggested by our
framework, a simple binary classifier to filter out news articles that were not
related to our domain. The classifier was based on the multinomial Naive Bayes
algorithm and was trained on a set of 400 news articles (200 within the domain
and 200 outside), achieving an accuracy of 90 %. Running Knowledge Tagger
only on the classified as domain-specific news articles resulted in a substantially
increased precision of 72 % while recall stayed roughly the same (52 %). At the
same time, in order to deal with the considerable lexical ambiguity, we incor-
porated to the linguistic analysis component of our system (which is based on
GATE) some heuristic rules like, for example, the rule that text terms that refer
to startups should start with a capital letter. This increased precision to 78 %
and recall to 57 %.

To see if any more improvements were possible, we measured the knowledge
graph’s prevalence in the texts which turned out to be low. In fact, almost 40 %
of the texts contained no evidential entities at all while most of the graph’s
relations had small prevalence (see Table 5). Based on this fact and the low
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Table 4. Ambiguity metric values for companies case

Metric Value

Lexical Ambiguity 10 %

Target Entity Ambiguity 4 %

KGA1 4 %

KGA2 3 %

Global Ambiguity 40 %

Table 5. Text prevalence of knowledge graph relations and relation paths in the com-
panies case

Relation Prevalence

Relation between companies and the business areas they are active in 50 %

Relation between companies and their founders 40 %

Relation between companies and their competitors 35 %

Relation between companies and their CEO 20 %

Relation between companies and their investors 15 %

Relation between companies and their CFO or CMO 6 %

scores for Target Entity and Knowledge Graph Ambiguity, we ran Knowledge
Tagger again but with a reduced minimum evidence threshold; this increased
recall to 62 %. Thus, again, our diagnostic framework proved quite useful in
determining the underlying causes of our NER’s ineffectiveness and guiding us
to the appropriate remedial actions.

5 Discussion

The framework we have presented in this paper has been derived from the experi-
ences we had in building NER solutions for actual commercial clients and the two
application cases (and their examples/datasets) that we have described reflect
exactly those experiences. That is why the quantitative results we report are
from our own NER system rather than other systems. These cases may not be
covering all possible situations, but they do illustrate how different two NER
scenarios may be.

Regarding the level of automation, the framework is applied as follows:
First, a diagnostic set of texts is manually created. Second, all metrics are
automatically calculated and shown to the user. Third, the metrics are manu-
ally interpreted by the user using the guidelines of Sect. 3.3. Thus, our currently
implemented system supports the calculation and (basic) visualization of the
metrics. The automation of the metrics interpretation is left as future work as
it requires a more formal definition of both the metrics and the diagnostic rules
(e.g., the definition of “lower than expected” or the comparison of the different
metrics).
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Given that, the main effort one needs to invest in applying the framework
involves the manual annotation of the texts and the execution of the remedial
actions the metrics will suggest (e.g., the graph’s pruning). In the first use case
we described in this paper (football), the application of our framework took
us about a week as the texts were short, the domain rather small (Spanish
league only) and the pruning of the graph easily done by a few SPARQL queries.
The second case (startups) was more demanding (around 3 weeks) as we had to
deal with longer texts and enhance Knowledge Tagger with better word sense
disambiguation and domain filtering capabilities. Of course, these estimations
cannot be considered as any kind of benchmark.

A key insight that one can derive from our framework regarding NER effec-
tiveness is that evidential knowledge should not be applied in a blind manner;
in some cases more knowledge may be required (see knowledge graph expan-
sion/enrichment actions in Table 1) but in other cases less knowledge is actually
better (see knowledge graph pruning actions in Table 1 as well as the case in
Sect. 4.1). In other words, it’s not so much the amount of knowledge that counts
but its appropriateness to the particular scenario. Our metrics facilitate the
assessment of this appropriateness and thus the selection of the optimal knowl-
edge. A second insight is that it’s not always necessary to have the optimal
evidential knowledge in order to get a satisfactory effectiveness; as the second
case in Sect. 4.2 showed, domain filtering and better lexical matching rules were
enough to increase NER precision to an acceptable level. Again, the framework’s
metrics are crucial in recognizing such situations.

Of course, it has to be noted that our framework is rather informal and
not necessarily applicable to all NER systems. It is based on insights we have
extracted from studying and using existing NER systems (including our own) in
real-world scenarios and it’s primarily targeted to practitioners that do not have
necessarily deep knowledge of NER algorithms and theoretical frameworks, but
still need to have some control over their systems’ performance.

6 Conclusions and Future Work

In this In-Use paper we have considered the task of Named Entity Resolution
and we have defined a Diagnostics Framework for troubleshooting and optimiz-
ing corresponding systems in industrial scenarios. Our motivation for this work
has been the empirical fact that a NER system’s satisfactory performance in
a given scenario does not constitute a trustworthy predictor of its performance
in different settings. As industrial clients typically expect a high and consis-
tent performance from the NER solutions they pay for, our framework helps
NER system developers and consultants identify the reasons why their system
performs unsatisfactorily in a given scenario and take appropriate actions to
increase performance.

In defining our framework we have first identified the main factors that affect
NER effectiveness; two of these are (i) the level of ambiguity that characterizes
the scenario’s entities and (ii) the adequacy of the contextual evidence applied
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for disambiguation. Then we have defined metrics and processes for quantifying
these factors and we have linked the values of these metrics to specific actions
(see Table 1) that, as Sect. 4 shows, are able to increase NER effectiveness.

As the Diagnostics Framework is currently implemented as part of our own
NER system (Knowledge Tagger), our immediate future work will focus on imple-
menting it in a more generic way so that different systems could make use of it.
A key feature of such an implementation will be the comprehensive and intuitive
visualization of the metrics so that the framework’s users can easily interpret
their values. Moreover, we intend to extend the framework with metrics for
measuring the evidential adequacy of textual knowledge resources as well as any
other metrics that we may find useful. Finally, in the longer term, we intend
to investigate whether and in what way could this metric-based optimization
of NER systems be performed fully automatically, i.e., having the system itself
rather than human users interpret the metrics and take up the corresponding
actions.
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Abstract. Serious games with 3D interfaces are Virtual Reality (VR)
systems that are becoming common for the training of military and emer-
gency teams. A platform for the development of serious games should
allow the addition of semantics to the virtual environment and the
modularization of the artificial intelligence controlling the behaviors of
non-playing characters in order to support a productive end-user devel-
opment environment. In this paper, we report the ontology design activ-
ity performed in the context of the PRESTO project aiming to realize
a conceptual model able to abstract the developers from the graphical
and geometrical properties of the entities in the virtual reality, as well
as the behavioral models associated to the non-playing characters. The
feasibility of the proposed solution has been validated through real-world
examples and discussed with the actors using the modeled ontologies in
every day practical activities.

1 Introduction

Serious games with 3D interfaces are a branch of VR systems and are often used
for the training of military personnel (in individual as well as team coordination
danger situations) and, more recently, for the training of civilian professionals
(firefighters, medical personnel, etc.) in emergency situations using tools such as
VBS31 and XVR2.

A crucial step towards the adoption of VR for training is the ability to config-
ure scenarios for a specific training session at reduced costs and complexity. By
looking at state of the art technologies, it is already possible to do so for physi-
cal landscapes, physical phenomena, and crowds (including their behaviors), and
trainers and system integrators can assemble and customize serious game prod-
ucts for a specific scenario using commercial products and libraries that need to
be (easily) adapted to the specific landscapes and needs of the clients.

Not so advanced is the technology for enriching the scenarios with non play-
ing characters, that is, those characters (people, animals, vehicles, small teams,
1 https://www.bisimulations.com/.
2 http://futureshield.com/xvr-esemble.shtml.
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and so on) directly involved in game playing in collaboration with (or in opposi-
tion to) human players, but whose behavior is entirely animated in an artificial
manner. Here the problem is (at least) twofold. A first problem is the lack of con-
figuration environments for trainers and system integrators to complement the
“physical landscape” with descriptions of the non playing characters at a high
level. As an example, an environment that makes possible the configuration of a
scenario for fire emergency training in a hospital ward that contains, in addition
to the physical reconstruction of the ward building and of the fire, a set of non
playing characters composed of three nurses, of which one expert, one doctor
from another ward who is not familiar with the safety procedures of the ward,
and eight patients among which a child and a blind patient. A second problem
is the lack of algorithms for the generation/selection of realistic and plausible
behaviors for non playing characters, able to adapt themselves to the evolution
of the game. While this is not a problem for entertainment games, it is a serious
problem for serious games as it has the effect of discouraging and disengaging
the trainee, so that it is not uncommon the recruitment of experts to imperson-
ate additional characters (such as team mates, enemies, victims, dogs, injured
people, and so on) in the simulation, making it more complex and expensive.

Current attempts to the programming of non playing characters rely on ad
hoc specifications/implementations of their behaviors done by VR developers.
Thus, a specific behavior (e.g., a function emulating a panicking reaction) is
hardwired to a specific item (e.g., the element “Caucasian boy 17” of a VR such
as XVR) directly in the code. This generates a number of problems typical of
ad hoc, low level solutions: the solution is scarcely reusable, it often depends on
the specific knowledge of the code of a specific developer, and is cumbersome to
modify, since every change required by the trainer has to be communicated to
the developers and directly implemented in the code in a case by case manner.
The existence of high level specifications of non playing characters and modular
behaviors, described in a manner that is independent from the specific VR, and
available for both trainers and developers, would be an important step towards
the definition of reusable, flexible, and therefore cheaper, scenarios that include
non playing characters.

In this paper, we focus on the experience of using Semantic Web techniques,
and in particular lightweight ontologies, for the high level description of the
artificial entities (including characters) and their behaviors in gaming in order
to uncouple the description of scenarios performed by the trainers from their
physical implementation in charge to the developers. Differently from a number
of works in literature that often uses ontologies for a detailed description of
the geometrical properties of space and objects, the focus of our work is on the
description of the entities of a VR scenario from the cognitive point of views of
the trainers and the developers alike, in a way that is semantically well founded
and independent of a specific game or scenario [1], and with the goal of fostering
clarity, reuse, and mutual understanding [2].

The outcome of such an experience is a shared vocabulary, presented in
Sect. 3, grounded in the foundational ontology DOLCE that helps in identifying
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the basic entities of a VR scenario, together with their mappings to items of a
specific VR implementation (such as XVR). An evaluation of the usefulness of
such a shared vocabulary in a real-world use case (the PRESTO project described
in Sect. 2) is presented in Sect. 5, while a discussion concerning lessons learned
about the feasibility of the proposed system is reported in Sect. 6.

To the best of our knowledge, the construction and evaluation of the ontology
presented in this paper provides a first experience towards the description of a
virtual world from a cognitive level that can highlight the potential and criticality
of using Semantic Web techniques, and existing ontologies, to describe a VR from
a cognitive point of view and can provide the basis for further developments.

2 The PRESTO Project

The objective of PRESTO (Plausible Representation of Emergency Scenarios
for Training Operations) research project is the creation of a system for the
customization of serious games scenarios based on virtual reality. The advantage
of this system, compared to the state of the art, resides in the richness and
the ease of defining the behavior of artificial characters in simulated scenarios,
and on the execution engines able to manage cognitive behaviors, actions, and
perceptions within a virtual reality environment. One of the main outcome of
the project is the possibility of specifying procedures, psychological profiles, and
other factors that influence the behavior of individuals and/or small groups in
any role (emergency teams, victims, observers, terrorists, criminals, etc.) and to
build scenarios, for instance a car accident, in which part or all of the people
involved are simulated by artificial characters. To this end, the system has to
include an environment for building the training scenarios by the VR trainer,
tools for the specification of cognitive and perceptual models used for augmenting
psychological profiles of non-player characters, and execution engines able to
manage cognitive behaviors, actions, and perceptions within a virtual reality
environment.

The system can be used, for example, for training safety personnel, for the
verification and the optimization of operational procedures, and for the analysis
of work environments. The system has been tested in a pilot use case selected in
a specific application domain of large interest in both commercial and research
fields: training for emergency management within close environments (such as
fires, evacuations, overload of users due to external factors such great disasters
scale, etc.). The pilot has been be conducted in collaboration with the Health
Services of the Trentino local government (APSS).

The open problems addressed by this project may be summarized as follows:

1. the perception of the virtual environment by an artificial character and the
execution of its models and procedures must be able to adapt to the context,
to its history and status (fatigue, emotions, intake of stimulants such as caf-
feine or depressants such as alcohol) and must maintain a level of variability
(i.e. in the accuracy of the vision, the rate of reaction, in the choices among
alternatives) such that the behavior is plausible but not trivially predictable;
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2. the representation of procedures and patterns of behavior must be indepen-
dent of one specific usage scenario and accessible to training specialists (i.e.
industrial safety or civil protection) rather than just a computer, in an envi-
ronment facilitating the definition and configuration of training scenarios by
such specialists.

The first open problem relates to aspects such as the usage of a BDI (Beliefs-
Desire-Intention) multi-agent system with cognitive extensions, CoJACK [3], as
the artificial intelligent engine for the generation/selection of behaviors in serious
games [4], that go beyond the scope of this paper.

What we present in this work, instead, is the experience of using Semantic
Web techniques, and in particular lightweight ontologies, to contribute to the
second open problem, that is the development of a programming environment for
serious game platforms thanks to end-user development tools [5] and the ability
to mix and match scenario components (including behavioral components) taken
off-the-shelf from a market place.

3 PRESTO Ontology Design

The development of programming environment for the high level description
of artificial entities (including characters) and their behaviors in scenarios of
serious games requires the ability to represent a wide range of entities that exist
in the (artificial) world. The approach taken in PRESTO is to use ontologies
to represent this knowledge, in a way that is semantically well specified and
independent of a specific game or scenario [1].

The construction of the PRESTO ontology therefore is driven by typical ques-
tions that arise when building ontological representations of a domain, that is:

– “What are the entities that exist, or can be said to exist, in a Virtual Reality
scenario?”

– “How can such entities be grouped, related within a hierarchy, and subdivided
according to similarities and differences?”

Differently from Ontology in philosophy, where these questions are motivated
from the need to investigate the nature and essence of being, we have looked
at these questions from the pragmatic point of view of computer science, where
ontologies and taxonomic representations have been widely proposed and used
to provide important conceptual modeling tools for a range of technologies, such
as database schemas, knowledge-based systems, and semantic lexicons [2] with
the aim of fostering clarity, reuse, and mutual understanding.

Aseriousproblemwehad to face inPRESTOwas the lack-of/limited-availability
of training experts and softwaredevelopers, and thebroad scopeof itemsandbehav-
iors that can occur in an arbitrary scenario of VR, that can range from terror-
ist attacks in a war zone, to a road accidents in a motorway, to a fire alarm in a
nuclear plant or hospital and so on. Because of that reason, building everything
from the ground up by relying on domain experts and using one of the state of
the art ontology engineering methodologies such as METHONTOLOGY [6] was
deemed unfeasible. Thus the process followed in PRESTO has been driven by an
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attempt to: (1) maximize the reuse of already existing knowledge and (2) revise
and select this knowledge with the help of experts by means of more traditional
ontology engineering approaches such as the one mentioned above. The choice of
already existing knowledge has lead us to consider the following two sources:

– state of the art foundational ontologies which provide a first ontological char-
acterization of the entities that exist in the (VR) world; and

– the concrete items (such as people, tools, vehicles, and so on) that come with
virtual reality environments and can be used to populate scenarios.

Our choices for the PRESTO project were the upper level ontology DOLCE
(Descriptive Ontology for Linguistic and Cognitive Engineering) [7], and the clas-
sification of elements provided by XVR. DOLCE was chosen as this ontology not
only provides one of the most known upper level ontologies in literature but it
is also built with a strong cognitive bias, as it takes into account the ontological
categories that underlie natural language and human common sense. This cog-
nitive perspective was considered appropriate for the description of an artificial
world that needs to be plausible from a human perspective. The decision to use
the classification of elements provided by XVR was due to the extensive range of
item available in their libraries (approximatively one thousand elements describ-
ing mainly human characters, vehicles, road related elements, and artifacts like
parts of buildings) and the popularity of XVR as virtual reality platform.

The construction of the first version of the ontology of PRESTO was therefore
performed by following a middle-out approach, which combined the reuse and
adaptation of the conceptual characterization of top-level entities provided by
DOLCE and the description of extremely concrete entities provided by the XVR
environment. More in detail,

– we performed an analysis and review of the conceptual entities contained in
DOLCE-lite [7] together with the Virtual Reality experts (both trainers and
developers) and selected the ones referring to concepts than needed to be
described in a VR scenario; this analysis has originated the top part of the
PRESTO ontology described in Sect. 4.1.

– we performed a similar analysis and review of the XVR items, together with
their classifications, in order to select general concepts (e.g., vehicle, building,
and so on) that refer to general VR scenarios; this analysis has originated the
middle part of the PRESTO ontology described in Sect. 4.2.

– as a third step we have injected (mapped) the specific XVR items into the
ontology, thus linking the domain independent, virtual reality platform inde-
pendent ontology to the specific libraries of a specific platform, as described
in Sect. 4.3.

A reader could ask now why we didn’t simply/mainly rely on the XVR clas-
sification in order to produce the, so called, PRESTO ontology. The reason is
twofold: first of all, the XVR classification mainly concerns with objects. It pro-
vides therefore a good source of knowledge for entities “that are” (in DOLCE
called Endurants), but a more limited source of knowledge on entities “that hap-
pen” (in DOLCE called Perdurants). Second, the XVR libraries contain objects
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described at an extremely detailed level whose encoding and classification resem-
bles more to a Directory structures built to facilitate the selection of libraries
rather than a well thought is-a hierarchy and therefore presents a number of
problems that prevent its usage ‘as such’. In the following, we review the most
common problems we found in the categorization of the XVR items:

– Concepts names are used to encode different types of information. For instance
the concept name “Caucasian male in suit 34” is used to identify a person of
Caucasian race, dressed in suit and of 34 years of age. Encoding the informa-
tion on race, age, and so on via e.g., appropriate roles enables the definition
of classes such as e.g., “Caucasian person”, “young adult”, “male” and so on
and the automatic classification (and retrieval) of XVR item via reasoning.

– The terminology used to describe concepts is not always informative enough:
for instance, it is difficult to understand the meaning of the entity “HLO
assistant” from its label and description and to understand whether this item
may suggest a type of “assistant” that may be useful in several scenarios and
could therefore be worth adding to the ontology.

– The level of abstraction at which elements are described varies greatly. For
instance the library containing police personnel items classifies, an the same
hierarchical level the general concept of “Police Officer” and the rather specific
concept of “Sniper green camouflage”.

– the criteria for the classification is not always clear: for instance, the “BTP
officer” (British Transport Police) concept is not a subclass of “Police Officer”.

– Certain general criteria of classification are not present in all the libraries. As
an example, the general concept “Adult Male” should be a general concept
used for the classification of male characters. Nonetheless, it is present in
e.g., the library of “Environment humans” (that is, the library that describes
generic characters) and is not present in e.g., the libraries of “Rescue humans”
and “Victims” (that is, the libraries of characters impersonating rescuers and
victims, respectively).

– Unclear classification: for instance, in the XVR original classification a “sign”
is a “road object”, and a “danger sign” is an “incident object”. By considering
that no relations are defined between the entities “sign” and “danger sign”, it
is not possible to infer any relation between “danger sign” and “road object”.

– Duplication of concept names: for instance, the label “police services” is used
to describe both human police characters in the library “environment human”,
and police vehicles, in the library “rescue vehicle”.

In the next section we provide an overview of the PRESTO ontology and of
its top-level, middle level and XVR specific components in detail.

4 The PRESTO Ontology

As introduced in Sect. 3, the PRESTO ontology3 is composed of three parts: (i) a
top level part constructed with the help of DOLCE; (ii) a middle level describing
3 The current version of the PRESTO ontology cannot be published due to copyrights

constraints. A preliminary version, from which it is possible to observe the ratio-
nal used for modeling it, may be found here: https://shell-static.fbk.eu/resources/
ontologies/CorePresto.owl.

https://shell-static.fbk.eu/resources/ontologies/CorePresto.owl
https://shell-static.fbk.eu/resources/ontologies/CorePresto.owl
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Fig. 1. The top-level PRESTO ontology.

general entities that can occur in a VR scenario, and (iii) a specific set of entities
representing objects and “behaviors” available in a concrete VR.

4.1 The Top-Level Ontology: DOLCE Entities

Figure 1 shows the taxonomy of DOLCE entities taken from [7] revised and
customised to the needs of PRESTO.

Entities in gray where not included in the PRESTO ontology, while entities
in boldface where added specifically for PRESTO.

Among the first level of entities we selected Endurants and Perdurants:
endurants are indeed useful to describe the big number of physical and non-
physical objects that can occur in a serious game, including avatars, vehicles,
tools, animals, roles and so on; perdurants are instead useful to describe what
happens in a scenario. Concerning endurants the diagram in Fig. 1 shows the
ones we selected to be included in PRESTO; note that we did not include the
distinction between agentive and non-agentive physical objects because of an
explicit requirement by the PRESTO developers. In fact, they require the possi-
bility to treat every object in a VR as an agentive one for the sake of simplicity4.
While perdurants can be useful in a VR to describe a broad set of “things that
happen”, in the current version of the ontology they were mainly used to describe
4 A typical example is vehicle, which the developers prefer to treat as an agentive

objective, rather than a non agentive object driven by an agent, for the sake of
simplicity of the code.
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animations (that is, “bodily movements”) of avatars. From an ontological point
of view we felt it was appropriate classify them according to the categories of
stative and eventful perdurants included in DOLCE. In fact, we can have state
bodily movements (e.g., being sitting), process bodily movements (e.g., running),
and accomplishment bodily movement (e.g., open a door). The investigation of
animations did not show examples of achievement bodily movements, which were
therefore not included in the ontology.

The current version of the ontology does not contain Qualities, but current
work (not described in this paper) is devoted to investigate how to include them
in a further revision. Instead Abstracts do not seem to play a role in the
PRESTO ontology.

4.2 The Middle-Level Domain Ontology

This part augments the top level ontology described above with concrete, but still
abstract, entities that may appear in a broad range of virtual reality scenarios for
serious games. The current version of the ontology is composed of 311 concepts,
5 object properties and 3 annotations properties. Concerning the Endurant part
the main entities modeled in the middle-level ontology pertain classifications of
persons (avatars), buildings, locations, tools/devices, vehicles, and roles. Con-
cerning perdurants the ontology contains concepts describing state, process and
accomplishment bodily movement. An excerpt of the middle-level ontology can
be seen in Fig. 2.

4.3 Injecting the Bottom-Level Ontology

The linking of the bottom-level ontology, representing the classification scheme
used for organizing the items contained in the 3D-library, is not a trivial task.

Fig. 2. The middle-level PRESTO ontology.
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Indeed, the correct alignment of these levels enables the transparency of the
system with respect to the actual content of the 3D-library.

While the creation of the top and middle-level of the PRESTO ontology is
meant to create a stable knowledge source, the definition of the alignments with
the bottom-level elements is an activity that has to be done every time a new
3D-library is plugged into the system.

To ease this injection we decided to accomplish it in two separate steps: (i) an
automatic definition of alignments by using an ontology alignment tool and (ii) a
manual refinement of the alignments before using the complete ontology in the
production stage.

The output of the alignment task is the linking between the abstract concepts
contained in the middle PRESTO ontology and the concrete items contained in
the underlying 3D-library implemented in the system. Indeed, such alignments
allow the access to the entire set of items defined in the 3D-library and that are
physically used for building the virtual reality scenario.

For sake of clarification about the alignment process works, let’s consider
the following example. In the middle-level of the ontology we have defined the
concept “Tent” representing a general tent that may be used for building a vir-
tual reality scenario. By plugging, for example, the XVR library, we need to find
an alignment between the entity “Tent” and the specific tent items contained
in XVR, such as “Decontamination Tent Zone 1”, “Family tent blue”, “Treat-
ment Area”, and so on. To do that, as first step, we execute the Alignment API
library [8]: for the entity “Tent”, the XVR item identified in the 3D-library and
aligned with it is “Tents”. Such an alignment, classifies the bottom-level ontology
“Decontamination Tent Zone 1”, “Decontamination Tent Zone 2”, “Decontam-
ination Tent Zone 3”,“Family tent blue”,“Family tent orange”,“Festival tent”,
and “Treatment Area” as children of the concept “Tents”. As a consequence,
all these elements can be retrieved and used at run time to produce a specific
scenario which requires the presence of a tent, while the scenario can still be
described using the abstract term “tent”. Also, the same high level scenario may
be easily adapted to the usage of other 3D-libraries, simply by exploiting the
(different) mappings of such libraries with the middle level “Tents” concept.

In some cases the automatic alignment we used fails: for example, the middle-
level entity “Weapon” is automatically aligned with the bottom-level entity
“Baton” instead of being aligned with the bottom-level entity “Service-weapon”.
In these cases, a manual refinement of the generated alignments was done after-
wards for pruning wrong axioms.

By considering the XVR use case, the automatic alignment procedure allowed
a time-effort reduction, with respect of doing everything manually, of around
65 % in the definition of the alignment between the middle-level and the bottom-
level ontologies, thus showing the potential of using ontology mapping technolo-
gies in the concrete scenario of virtual reality libraries.

5 PRESTO Ontology in Action

In this section, we present how the PRESTO ontology has been applied in
the development process of virtual reality scenarios. We will start with a brief
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description of the virtual reality environment used in the PRESTO project, the
XVR 3D-library. Then, we will present code samples showing how the ontology
has been exploited in practice for development purposes and how it has been
used in the definition of agent behavioral scripts.

5.1 XVR 3D-Library

XVR is a virtual reality training software used to educate and train operational
and tactical safety and security professionals.

One of the most important features of XVR is that the trainer can build an
incident scenario and has full control over the course of events in the scenario
during the exercise. He can also give feedback, for instance by role-playing the
control room or other rescue staff. The trainer, for example, is able (i) to respond
to the student’s decisions by activating events in the virtual scenario, (ii) decide
to condense time and jump to a next phase in the incident, (iii) to ask the
student to assess the new situation and respond appropriately, and (iv) to use
his full experience and creativity to influence the scenario during an exercise to
optimize his learning objectives.

The XVR engine includes an extensive 3D-model database, the XVR library.
The XVR library contains dozens of 3D environments and hundreds of virtual
objects such as rescue professionals, people, victims, vehicles, wrecks, fires, leaks,
and countless other objects. Such objects may be “static” and they cannot be
changed over time, or “dynamic” such as adjustable fires or an adjustable explo-
sion range as well as victims to which triage can be applied. These adjustable
objects allow the trainer to make changes to the scenario (without the students
noticing) so the scenario changes dynamically over time.

From the technical point of view, the XVR library is integrated as extension
of Unity3D that is a framework developed for making the creation of video games
more easy. It contains a complete game development ecosystem: (i) a powerful
rendering engine fully integrated with a complete set of tools and workflows
for creating interactive 3D and 2D content; (ii) multi-platform publishing; and
(iii) thousands of ready-made assets. For independent developers, Unity’s democ-
ratizing ecosystem smashes the time and cost barriers to creating games. From
the development point of view, Unity3D provides a set of APIs5 that can be
used for software development.

XVR provides enhanced APIs allowing the control of specific feature of the
XVR items that, otherwise, would not be possible with the classic Unity3D APIs
(for example the power of fire extinguishers, or escalator movements). Besides
this, the XVR library inherits the all functionalities of the Unity3D engine.

5.2 Ontology Enhanced Development

Below, it is possible to observe some examples about how the use of the ontology
allows to work by maintaining a high level of abstraction and transparency with
respect to the underlying 3D-library used by the system.
5 http://docs.unity3d.com/ScriptReference/.

http://docs.unity3d.com/ScriptReference/
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1: IPhysicalEntity entity = (IPhysicalEntity) scene.GetEntity(id.as_string());

2: if(entity.getModel().equals("asset_object_int_chair"))

3: {

4: currentDistance = agentPosition.Distance((Vector) position.as_object());

5: if (currentDistance < minDistance)

6: {

7: seat = entity;

8: minDistance = currentDistance;

9: }

10: }

11: }

Algorithm1. Usage of the Unity3D API without the PRESTO ontology.

1: IEntity entity = scene.GetEntity(id.as_string());

2: if(ontology.IsA(entity, CorePresto.seatable))

3: {

4: currentDistance = agentPosition.Distance((Vector) position.as_object());

5: if (currentDistance < minDistance)

6: {

7: seat = entity;

8: minDistance = currentDistance;

9: }

10: }

11: }

Algorithm2. Usage of the Unity3D API with the PRESTO ontology.

These first two source code examples show the difference in using, or not,
the PRESTO ontology in the development process. Algorithm 1 shows a branch
of code where a Model-Based Object Creation strategy, concerning in the direct
access to the objects contained in the 3D-library, has been used. On the con-
trary, Algorithm 2, shows how the Ontology-Enhanced Object Creation strategy
helps in the abstraction for accessing the elements defined in the virtual reality
scenario. The main difference can be seen at line 2 of both algorithms: while in
Algorithm 1, the model name of the entity to check is hard-coded in the source
code, in Algorithm 2 the type of the entity is checked by invoking the API in
charge of mapping the type of the current entity with the concepts defined in
the PRESTO ontology.

The second set of examples, shown below, concerns the definition of scripts
used for describing the behavior of the characters that are placed in the virtual
reality scenario. Briefly, such characters, based on the values of some parameters
or based on the “situation” of the scenario, have to act in a certain way. This
way of acting is described by some behavioral models like the ones proposed
below.

Script 1 shows an example of the assignment of the goal “GoToLocation”, to
all elements placed in the scenario referring to the concept “http://www.Presto/
UnityItems#Robot”. In this case, the entities placed in the virtual reality scenar-
ios are linked through the use of the ontological concepts.

http://www.Presto/UnityItems#Robot
http://www.Presto/UnityItems#Robot
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<scenes>

<scene name="Mech approaching">

<updateAgent concept="http://Presto/UnityItems#Robot">

<role>BOT</role>

<behaviouralModel>Interpreter:Robot</behaviouralModel>

<goal>GoToLocation</goal>

</updateAgent>

</scene>

</scenes>

Script 1. Example of behavioral model developed with the support of the PRESTO
ontology.

The equivalent version, where the name of instances are used instead of the
name of concepts, is presented in Script 2. The problem here is that the name of
the instances to which the goal has to be applied is completely specified within
the behavioral model. This way, the developer has to specify, before to know
how the scenario has been composed, the entire list of entities placed in it.

<scenes>
<scene name="Mech approaching">

<updateAgent name="Mech1">
<role>BOT</role>
<behaviouralModel>Interpreter:Robot</behaviouralModel>
<goal>GoToLocation</goal>

</updateAgent>
<updateAgent name="Mech2">

<role>BOT</role>
<behaviouralModel>Interpreter:Robot</behaviouralModel>
<goal>GoToLocation</goal>

</updateAgent>
<updateAgent name="Mech3">

<role>BOT</role>
<behaviouralModel>Interpreter:Robot</behaviouralModel>
<goal>GoToLocation</goal>

</updateAgent>
</scene>

</scenes>

Script 2. Example of behavioral model without using the PRESTO ontology.

6 Lessons Learned

In the previous sections, we presented which are the goals of the PRESTO project
and we explained how and why the use of ontologies simplifies the development
of virtual reality scenarios, as well as, improves the re-usability of the source code
when the developed software is plugged to different underlying 3D-libraries.

In this Section, we sum up the experience of the PRESTO project by report-
ing which aspects have been perceived as advantages by the people actively
involved in the project and, on the contrary, which ones have been considered
as criticalities that need to be analyzed more in details for future perspectives.
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The evaluation of the usefulness and effectiveness of the proposed ontology-
based system has been conducted by interviewing developers and modelers con-
cerning the usability of the proposed system with respect to previous version
of the platform where ontologies were not adopted. From the research point of
view, the two questions that we want to answer are:

RQ1: “Is the use of an ontology-based system useful for simplifying the devel-
opment of virtual reality scenario?”

RQ2: “Is the use of an ontology-based system enough for managing the behavior
of the characters deployed in the scenario?”

Below, we report the outcomes of the discussions about the most important
aspects done with both the developers and the modelers involved in the project.

Code Re-usability. The high level of code re-usability observed by the develop-
ers was the most perceived advantage of the proposed system. As described in
Sect. 5, the use of the ontology allows to develop the structure of virtual reality
scenario, as well as, characters behavioral models, by abstracting the references
to the physical entities. This way, the implementation remains completely inde-
pendent by the libraries used for modeling the actual 3D-element or for defining
ad-hoc behavioral models.

The result is that every time a new classification scheme, describing the con-
tent of a 3D-library or a set a behavioral models, is plugged to the system, the
effort requested for migrating the source code to the new libraries is strongly
reduced. The industrial nature of the project make this aspect the most impor-
tant one, especially from the business point of view by considering the economical
saving in using the proposed technology.

Development Effort. The second point, that is directly connected with the pre-
vious one, is related to the effort saved by the developer during his work. In
particular, there are two aspects that have been highlighted:

– speed-up the development process: by using a “fixed” set of concepts, “fixed”
in the sense that the set of concepts remains the same independently by the
3D-library used, developers do not need to learn, every time a new library
is plugged to the system, the classification scheme of the items or of the
behavioral models contained in the plugged library.

– developer knowledge limited to part of the ontology structure: as direct con-
sequence of the aspect presented above, by using the ontology, the developer
is not demanded to know what has been modeled “under” the middle-level.
This because the alignment between the middle and the bottom levels of the
ontology is delegated to the modeler; therefore, the developer does not have
to know the entire structure of ontology, but his knowledge may be limited to
the top and middle levels. Indeed, the developer expresses each reference to
entities by using exclusively the concept contained in the middle-level of the
ontology without knowing any detail related to the physical description of the
3D-items, as well as, of the behavioral models.
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Criticalities. Besides the positive consideration described above, the discussions
with all the people involved in the project rose some criticalities during the usage
of the platform. The first criticality is related to evaluation of the effort needed
for maintaining the ontology by plugging new classification schemes when needed
with respect to the hard-coding of the entities in the source code. The rose issue
concerns that the plug of a new classification scheme to the ontology requires
the accomplishment of two tasks: (i) the transformation of the 3D-items (or
behavioral models) classification scheme to a bottom-level ontology and (ii) the
definition of the alignments between the entities modeled in the middle-level to
the plugged ones. About the first task, the effort for completing it may vary
based on the quality of the classification scheme. In Sect. 3, as example of the
difficulties that might be found in such an activity, we presented which were the
issues detected in adapting the XVR classification schema. Instead, concerning
the alignment task, we discussed, always in Sect. 3, how the use of automatic
ontology alignment tools may help in reducing the effort needed for completing
the plug of a new classification scheme to the ontology. On the other hand, by
having the entity labels hard-coded in the software, the work of migrating the
code from one library to another is unsafer unless to find some development
solutions that, by the way, would request an effort comparable, if not higher,
with the plug of a new classification scheme.

The second criticality concerns the management of ambiguities when the
plugged classification schemes are richer with respect to the vocabulary modeled
in the middle-level ontology. The risk is that during the development of a sce-
nario, the developer, through the ontology, is not able to access to all items con-
tained in the 3D-library. However, by considering that in the use cases addressed
until now in the project this event did not happen, the resolution of this weak
point has been demanded as future work for the next version of the system.

Finally, by summing-up all the collected observations, we may positively
answer to both research questions. We may state that the use of the ontology
made the development process easier with respect of the hard coding alternative.
The same perception has been reported also for what concerns the management
of the behavioral models.

7 Related Work and Conclusion

In this paper, we focused on the experience of using Semantic Web techniques,
and in particular lightweight ontologies, for the description of the artificial enti-
ties and their behaviors in gaming with the aim of uncoupling the description
of virtual reality scenarios from their physical implementation in charge to the
developers.

With respect to the literature, where ontologies are often used for a detailed
description of the geometrical properties of space and objects [9], we focused
more on how the description of the entities of a VR scenario can be easily
represented and managed from the practical point of view. Indeed, the litera-
ture addressed such problems only marginally by focusing mainly on the use
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of ontologies for managing the representation of virtual reality scenarios them-
selves [10,11], even if in some cases a clear target domain, like the management
of information related to disasters [12], is took into account. Also the descrip-
tion of character behaviors have been supported by using ontologies for different
purposes like as support for UML-based descriptions [13] or as a “core” set of
structural behavioral concepts for describing BDI-MAS architectures [14].

However, all these works do not take into account issues concerning the prac-
tical implementations of flexible systems for building virtual reality scenarios.
The proposed solution demonstrated the viability of using Semantic Web tech-
nologies for abstracting the development of virtual reality scenarios either from
the point of view of the 3D-design and from the modeling of character behaviors.
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1 Introduction

The Web was originally developed to support scientific collaboration. Today, scientific
collaboration over the Web takes many forms, including blogs, wikis, forums, code
repositories, etc. These collaboration frameworks, like the Web, are used beyond
science and are often originally developed outside of a science context.

We are interested in supporting scientific collaborations where joint work occurs on
a concrete problem of interest, with many participants, and over a long period of time.
Although the Web may be used to share information, there is no explicit support for the
shared tasks involved. These tasks are discussed through email, phone calls, and
occasional face-to-face meetings. We focus on scientific collaborations that revolve
around complex science questions that require:

• multi-disciplinary contributions, so that the participants belong to different com-
munities with diverse practices and approaches

• significant coordination, where ideas, models, software and data need to be dis-
cussed and integrated to address the shared science goals

• unanticipated participants, so that the collaboration needs to grow over time and
include new contributors that may bring in new skills, or data

Such scientific collaborations do occur but are not very common. Unfortunately, they
take a significant amount of effort to pull together and to sustain for the usually long
period of time required to solve the science questions. Our goal is to develop a col-
laborative software platform that supports such scientific collaborations, and ultimately
make them significantly more efficient and commonplace. Some scientific collabora-
tions revolve around sharing instruments (e.g., the Large Hadron Collider), others focus
on a shared database (e.g., the Sloan Sky Digital Survey), and others form around a
shared software base (e.g., SciPy). In contrast, our focus is on collaborations where
participants jointly pursue a shared scientific question.

We are developing a new approach to on-line collaboration that we call Organic
Data Science. Our approach enables users to create tasks, exposes how they are being
addressed, and facilitates other users to join in solving any task.

Our Organic Data Science framework is implemented as an extension of a semantic
wiki, in particular the Semantic MediaWiki platform [1]. Users can add properties to
tasks as needed, and can describe any entity of interest to the collaboration (datasets,
software, papers, etc.) using semantic properties of the wiki. Semantic wikis provide an
easy-to-use interface where users can define structured properties, which are then
represented in RDF. The framework is still under development, and it evolves to
accommodate user feedback and to incorporate new collaboration features.

There is a wide range of approaches that have been explored for collaboration,
although they have not had much adoption in science practice [2]. There is also a
significant body of work on studying on-line communities [3], notably on Wikipedia.
Our work builds on the social design principles uncovered by this research.

The main contributions of this work are: (1) the design of the framework so it can
capture structured information about scientific tasks and associated entities, (2) the
implementation of the framework as an extension of a semantic wiki platform, and
(3) the integration of the framework with other systems through the use of linked data.
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This paper begins with an overview of the framework and the kinds of information
captured to make the science process open. We then discuss the overall architecture and
implementation of the system. After an overview of related work, we present some
preliminary data on the use of the framework, and conclusions and future work.

2 The Organic Data Science Framework

Our approach is to expose science processes declaratively to support the formation of
ad hoc groups to work on tasks of interest, to enable anyone to contribute to tasks that
match their interests, and to advertise ongoing work to potential newcomers. Science
processes describe the what, who, when, and how of the activities pursued by the
collaboration. This section describes the Organic Data Science framework, focusing on
how semantic representations are used. We use examples from an ongoing collabo-
ration that is using this framework to study the age of water in an ecosystem,1 but have
anonymized the examples by using fictitious names.

The framework incorporates principles from studies of successful on-line com-
munities, which we describe elsewhere [4].

2.1 Representing Tasks

Every task has its own page, and therefore a unique URL, which gives users a way to
refer to the task from any other pages in the site as well as outside of it. Subtasks can be
created that will be linked to the parent task, resulting in a hierarchical task structure.
Task pages follow a pre-defined structure that is automatically presented to the user
when a new task is created.

Figure 1 illustrates the representation of a task. On the left, the task is highlighted in
the context of all its parent tasks as well as other top-level tasks. On the right, the
subtasks are shown at the top. The bottom right shows metadata properties of tasks. As
in any wiki page, text can be included to describe the task. Following the text, there is a
space where users can define additional structured properties. Each task has an icon to
the left that indicates progress on the task.

Task Metadata. Task metadata are major semantic properties of the task. We created a
tabular interface to enter semantic properties. All task metadata is stored in the wiki as
semantic properties of the task page.

We distinguish between pre-defined metadata and dynamically-defined metadata.
Pre-defined metadata are properties of tasks that the system will use to assist users to
manage tasks. Dynamically-defined metadata allow users to create new properties on
the fly that help group tasks with domain-specific features, for example tasks that are
related to calibration of models or outreach tasks.

Pre-defined metadata can be required or optional. Required metadata includes the
start date, target date, task owner, task type (high, medium, and low level), and a

1 http://www.organicdatascience.org/ageofwater/.
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user-provided estimate of the progress to date. Tasks whose required metadata is
incomplete have special status in the system and are highlighted differently in the
interface to alert users of their missing metadata. Optional task metadata includes the
task participants and the task expertise indicating the kind of background or knowledge
required to participate in the task.

An important aspect of the framework is tracking the contributions of each user.
This allows the system to show who can be credited for the content of each page.

Fig. 1. Organic Data Science: describing tasks.

 
 

(a)  Task Metadata Progress                 (b) Task Content Progress 

Fig. 2. Conceptual task state estimation.
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Task Status. The system uses metadata properties to estimate the progress and status
of tasks. Tasks that have a type indicated as high-level are assumed to have a high
degree of abstraction and high uncertainty in the estimation of the task completion,
such as the major tasks at the project level. Medium-level tasks are those that have a
medium uncertainty in estimation of the task completion, such as activities within the
project that are decomposed into several subtasks. Low-level tasks are those that have a
low uncertainty in estimation of the task completion, such as small well-defined tasks
that can be accomplished in a short time period.

The user selects the task type, which is indicated in the interface with different tones
of green in the task icon. High-level task are colored in lighter green and lower-level
tasks in darker green. The progress to date for low-level tasks is provided manually by
their owners or participants, since the tasks have small duration. The progress of high-
level and medium-level tasks is calculated by the system.

The progress of a medium-level task is calculated as an average of the progress of
its subtasks. For high-level tasks, we assume a linear progress based on the start and
target date in relation to today’s date. This is because we assume that high-level tasks
may have subtasks that have not been specified yet. To provide simple user feedback,
metadata properties are shown in different colors to indicate their state: metadata
properties that are not yet specified are shown in gray, valid properties in green, and
properties that are inconsistent with properties of the parent task in yellow.

Figure 2 illustrates how the system uses the task metadata to generate the task state.
The left side of the figure shows an example of a task whose required metadata is
incomplete, where the Task State shows the percentage of required metadata that has
been provided by users inside of a ring that shows that percentage in green. The side
right of the figure shows an example of a task where users have provided all required
metadata. Their status is represented by a pie chart showing the progress metadata
property value in green. Different shades of green are used to express the task type,
with lighter green indicating higher-level tasks.

Figure 3(a) illustrates all possible task state icons. The left columns show the task
state for tasks which are faded out in the interface (shown just to provide context but do
not match a search filter). Overdue tasks are indicated with an orange pie chart. A small
orange point indicates that at least one subtask is overdue. This helps users identify
overdue subtasks. Yellow icons indicate inconsistent tasks, which may be caused by

(a) Possible task states.                                                          (b) Sample transitions for task states. 

Fig. 3. Task states and sample task state transitions.
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move actions, for example if their start date is before the start date of a parent task. The
yellow triangles indicate an inconsistent subtask. Note that yellow and orange colors
were also used to indicate overdue and inconsistent tasks.

Figure 3(b) illustrates some sample transitions for task states. For example, the first
line shows a typical task that has no metadata when it is created, then required metadata
is added but no work has been done in the actual task, and then progress in the task
grows until completion although in some cases a subtask or the task itself can be behind
schedule. The task state is shown in three different sizes depending on the location in
the interface. Large size icons include the progress as a percentage, and are used for the
currently opened task as well as in the user pages.

Task Cloning. We have found that often times the same task is done by several people
with their own data. To support this, we have created a task cloning facility that takes a
task tree and create personalized versions for a set of users. An example is shown in
Fig. 4. The group held a workshop that had more than 50 participants, with the goal
that each should be able to run a particular hydrological model with their own data.
Several general tasks were created which documented what needed to be done in terms
of installing software and prepare the data. The system then created personalized
versions of those tasks for each workshop participant. This capability enabled the
workshop organizers to track where each person was in the process. Each participant
could annotate in their own page the particular problems that they were running into.

Fig. 4. Cloning tasks for several users to track their individual progress.
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2.2 Representing Users

The system automatically creates a page for each user with an account on the wiki.
Figure 5 shows an example of a user page (broken into two pieces to fit the space).

The system shows in that page the tasks that the user is owner or participant in, and
organizes them according to whether the task is ongoing, upcoming, or completed
based on the start and end dates. To do this, the semantic properties of the task are used.
The system also retrieves all the expertise involved in the tasks that the user is con-
tributing to, and shows it above the tasks.

The system also shows the most recent contributions made by that user to the
different pages of the wiki (top right of Fig. 5). This is important to highlight the areas
of the collaborative work that each user is working on. In addition, users can see their
work recognized. The system also displays a scoreboard of credits in the front page of
the wiki.

User pages can also have metadata properties. This is shown on the bottom right of
Fig. 5. Properties can be added by other users, as is the case here. Credits are then
shown to acknowledge all users that have edited the user page.

Fig. 5. Organic Data Science: describing users.
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2.3 Representing Data, Software, Workflows, and Other Entities
of Interest

Like tasks and people, any other entities of interest in the collaboration can be created
to have their own page and associated URL. The most common entities are data,
software components, and workflows, and we have created a pre-defined structure that
is automatically presented to the user when a new entity is created.

Data is an important entity in a scientific collaboration. Figure 6 shows an example
of a dataset description on the left. Datasets can have a type, in this case it is sensor
data, and can have metadata properties. Users can add any metadata properties that suit
their purposes in using the data. There are two major types of data. User-described data
is stored in existing repositories external to the wiki. Users then just add a pointer
(URL) to the dataset, and simply describe its metadata properties. User-provided data
is uploaded to the wiki by users, and also described with metadata properties. This
distinction enables seamless integration with external data sources.

In some cases, users will want to have default properties for some types of data. We
have extended the framework to support this. An ontology of data types and default
properties is used to create a customized property entry table, and users can always add
additional properties separately as needed.

We are in the process of creating APIs to exchange information with data sources
that would like to include the RDF properties captured with the Organic Data Science
framework.

Software is another type of entity that are important in scientific collaborations.
Figure 6 shows an example on the right-hand side. Software components have pre-
defined metadata such as the inputs, parameters, and outputs. Users can add other
metadata properties, such as the authors of the software, the language of its imple-
mentation, and pointers to the software repository.

Workflows are also important to capture the data analytics aspects of the work.
Figure 6 shows an example of a workflow on the bottom. In this case, we show a
reusable workflow template with links to the software components for each
step. Workflow templates are also linked to their executions. Each workflow execution
points to datasets (inputs, intermediate, and outputs).

We use a separate workflow system to generate workflows, then import them to
show them in the Organic Data Science framework. We use the WINGS workflow
system, which captures semantic properties of the data and workflows. WINGS exports
workflow templates as linked data, as well as workflow executions using the W3C
PROV standard. The workflows are then imported into the wiki. The process is
described in detail in [5].

Other entities of interest can also be described in the wiki. For example, if the
sensor data was collected for a particular location with a specific sensor, the location
and the sensor can be described in detail through semantic properties.

2.4 Queries

All the semantic properties are stored in the wiki framework as RDF assertions.
Semantic properties are queried in two important ways.
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Semantic properties are queried by the system to assist users in managing tasks. We
described in Sect. 2.1 how task properties are used to generate the status icons of tasks.
They are also used by the system to generate much of the content of the user pages, as
we described in Sect. 2.2.

Semantic properties are also used to generate wiki page content. Semantic
MediaWiki offers a query language that can be embedded in a wiki page to dynami-
cally generate content.

Figure 7 illustrates how the metadata properties of the task are used in queries. In
this case, a dynamically-defined property “participant-of” was added to indicate the

Fig. 6. Organic Data Science: describing datasets, software components, and workflows.
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participation of people in a workshop. On the left we show the tasks that were involved
in participating in that particular workshop. In the middle, we show the query in
Semantic MediaWiki to extract all the participants. On the right is a page that is
dynamically generated based on the users that participated in the subtasks created for
the workshop.

3 Architecture

This section describes the architecture of the Organic Data Science Framework.
A high-level overview of the architecture is shown in Fig. 8. The Organic Data Science
Framework is implemented as a set of extensions of the Semantic MediaWiki and
MediaWiki platforms. We also use the Page Object Model (POM) extension of
MediaWiki,2 which supports the manipulation of the content of the wiki pages. These
three existing components, which provide underlying infrastructure, are shown in dark
grey at the bottom of the figure. The rest of the components in the figure are the
extensions that comprise the Organic Data Science Framework.

Fig. 7. Automatically content generation with semantic queries.

Fig. 8. Architecture of the Organic Data Science framework.

2 http://www.mediawiki.org/wiki/Extension:Page_Object_Model.
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We developed an extension to assert and retrieve assertions in the wiki, which is the
Facts API. This enables easy access to the semantic properties regardless of how
specific properties are handled in Semantic MediaWiki.

The Provenance extension handles attribution for each assertion in the system. Each
semantic property is annotated according to the user that asserted it. This provenance
information can be queried to generate the credit shown in the different pages.

The Completion API extension enables the system to offer users completions of the
properties as they are typing, based on the properties that already exist in the system.
This encourages users to adopt properties that others have already created, fostering
agreement and normalization of property names. The Task API extension is customized
to handle information about tasks. It manages the task-subtask tree, generates the status
icons, and tracks task deadlines to generate user alerts.

Finally, the Category Handling extension manages the generation of different pages
that are displayed to the user, depending on the category of the page. We described in
Sect. 2 different categories of entities, such as tasks, users, data, etc. We have devel-
oped other categories at the request of users that are not discussed above, including
procedures and data repositories. The representation of a person can be different, for
example to distinguish someone who is part of the collaboration and should have a
page as described in Sect. 2.2 from a person who has developed some software of
interest but is not part of the collaboration.

The Organic Data Science framework can interact with external systems through
the use of Semantic Web representations. We discussed above the integration with the
WINGS workflow system.3 Other external systems that we plan to integrate into the
Organic Data Science framework include data repositories, software repositories,
collaboration networks, and publication repositories.

The Organic Data Science Framework software is open source and is released on
GitHub under an Apache 2.0 license.4

The Organic Data Science Framework can be set up for different communities. If
communities choose to do so, they can make decisions to split the site into separate
sites. Each site can point to others as URIs, enabling a looser form of collaboration. We
have set up a special site for training new users. Each user is given a set of personalized
training tasks, generated with the Task Cloning facility described in Sect. 2.1. Users are
trained first to contribute to existing tasks, which is very simple training and takes
20–30 min. They are then trained to create new tasks and manage them, which is more
advanced and requires another 20–30 min.

4 Use of the Organic Data Science Framework

The major use of our framework is by a community of hydrologists and limnologists
that are studying the age of water in an ecosystem while collaborating with us to
develop the Organic Data Science framework.

3 http://www.wings-workflows.org/.
4 https://github.com/IKCAP/organicdatascience.
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Figure 9 illustrates the evolution of the collaboration graphs generated from the task
metadata properties that link tasks and users. Each user is a node in the graph, with the
links indicating whether two users have a task in common where they are owner or
participant. The thickness of the link indicates how many tasks two users have in
common. The graph on the left illustrates that many users collaborate with several
others in different sets of tasks. It also shows that two different sub communities were
being formed in practice (top and bottom areas of the graph), and the group agreed to
split the work into two separate sites whose collaboration graphs are shown on the right
of the figure.

Several other science collaborations are starting to use the wiki:

• A water metabolism working group.5 Some of its participants attended a workshop
where the Organic Data Science framework was being used. They found the
framework useful and are just starting to train new users. They decided to start a
new top-level task within the age of water site, since they intend to share some
datasets and software with the age of water research group. This group poses new
challenges in terms of maintaining their identity while being part of a larger site
with many other activities that are irrelevant to them.

• The ENIGMA consortium for neuroimaging genetics.6 This consortium includes
more than 70 institutions that collaborate to do joint neuroscience studies. The
institutions keep their data locally, but they all agree to the method and software to

Fig. 9. Evolution of the Organic Data Science collaboration graph.

5 http://www.gleon.org/research/working-groups/lake-metabolism.
6 http://enigma.ini.usc.edu/publications/the-enigma-consortium-in-review/.
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be used to analyze their data. They organize themselves into working groups, each
group studies a particular disease (e.g., autism) and cohort (e.g., children). A major
driver for them is to use the Organic Data Science wiki to track what institutions
participate in what study, the characteristics of their datasets, and the point person in
that institution for each particular study. The Task Cloning capability is particularly
useful here, as is the description of data and workflows. A requirement of this group
is that some information needs to remain private.

• The GPF group publishing a special issue of a journal. This is a group of geosci-
entists preparing articles that follow a similar format in that they publish explicitly
all datasets, software, and workflows used to generate the results in the paper. The
site is being used to coordinate the activities involved in tracking the status of each
paper, and to compare the approaches in different papers.

• The iSamples collaboration for cataloging field science samples in geosciences.
There are many catalogs of geosciences samples, and this group wishes to create a
meta-catalog that will enable scientists to find an appropriate catalog to deposit their
samples. An interesting challenge in this collaboration is creating structured
descriptions of the curation procedures for each catalog.

All of the above collaborations are in their initial stages. Each collaboration has chosen
a few selected people who have started to populate their site. Each also has specific
extensions or customizations that they would like to see in the wiki. Many of the
extensions described in Sect. 3 are useful for several of these wikis.

Table 1 shows some data for scientific collaboration groups. The vast majority of
defined RDF-Triples are pre-defined metadata properties, as we have not yet empha-
sized the creation of dynamically defined properties when we train new users. As the
site grows in content, we expect that these properties will be most useful in organizing
information and exposing other thematic dimensions for tasks, people, and other
resources in the site. At the moment, we have only trained a few selected users to create
new semantic properties.

We hope to create an ecosystem of developers of the Organic Data Science
framework that will contribute to the existing extensions, create new ones, and share
their codes so further collaborations can customize the design of their sites.

Table 1. Highlights of communities using the Organic Data Science framework.

Community #
Pages

#
Tasks

# Tasks with
completed
metadata

Avg. of task
completion
rates

#
Registered
users

#
RDF
triples

Age of water 759 380 350 43.95 % 53 2475
ENIGMA 204 80 2 2.50 % 6 299
GPF 239 168 168 26.19 % 32 1536
ODS
Framework

417 77 61 77.92 % 19 681

ODS training 1,235 1115 1112 99.64 % 36 9219
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5 Related Work

Bry et al. [6] give a detailed overview of semantic wikis and a thorough comparison of
semantic wiki frameworks. Semantic wikis have been used for scientific collaborations.
Most of them are used to track particular entities, such as genes7 or mutations.8 The
CSDMS wiki9 is used to describe science software, and could be integrated as an
external software repository.

Shared workflow repositories (e.g., [7]) allow scientists to collaborate by reusing
computational methods, but do not include semantic properties for workflow tasks.

Some Web collaboration tools are also centered on coordinating tasks. For
example, software development tools support issue tracking and task formulation.
A major difference is that our framework is driven by science goals from the start, where
each task addresses some aspect of a science goal and can result in scientific objects
(software, datasets, etc.) that can be described as semantic objects in their own right.

6 Conclusions

This paper has presented the Organic Data Science framework, a new approach for
scientific collaboration that opens the science process and exposes information about
shared tasks, participants, and other relevant entities. The framework enables scientists
to formulate new tasks and contribute to tasks posed by others. The framework is
currently in use by a community, and is beginning to be used by others.

There are many areas of future work. Setting up the framework for new commu-
nities is a non-trivial process. The software installation is easy, but a site has to be
carefully managed to jumpstart the contributions. We are investigating mechanisms to
document this process and facilitate the initial stages. We continue to explore different
requirements for supporting scientific collaborations in a variety of contexts.

Acknowledgments. We gratefully acknowledge funding from the US National Science Foun-
dation under grant IIS-1344272.
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Abstract. The European Commission recently became interested in
mapping digital social innovation in Europe. In order to understand this
rapidly developing if little known area, a visual and interactive survey
was made in order to crowd-source a map of digital social innovation,
available at http://digitalsocial.eu. Over 900 organizations participated,
and Linked Data was used as the backend with a number of valuable
advantages. The data was processed using SPARQL and network analy-
sis, and a number of concrete policy recommendations resulted from the
analysis.

Keywords: Digital social innovation · Linked data · Crowdsourcing ·
Policy

1 Introduction

In order to understand the emerging field of digital social innovation (DSI), the
DigitalSocial.eu website1 was created to crowdsource a map of organizations
and projects involved in digital social innovation.2 This crowd-sourced map is a
part of a larger study by the European Commission to create new data-driven
policy in order to support social innovation throughout Europe. The back-end
of the crowd-mapping website was a triple-store that exposed the data as both
Linked Data and a SPARQL endpoint, with sophisticated visualizations being
dynamically generated “on the fly” from the RDF data to allow the inspection
of network of digital social innovation. Using SPARQL and network analysis,
a number of detailed questions from the European Commission could then be
answered about the current structure of digital social innovation. So far, 967
organizations working on DSI in Europe were mapped as of January 18th 2015,
including 609 projects between the organizations, with more organizations being
added dynamically to the data-set every day. This is one of the first studies to
1 http://digitalsocial.EU.
2 This work was funded by the European Commission via the DSI contract and the

DCENT EC project. More information on the DCENT project is here: http://
dcentproject.eu/.
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show off the power in Linked Data to create data-driven policy via the use of
semantic technologies to bootstrap a data-set, increase the scope of a survey, and
so help structure a complex data analysis. By allowing diverse sets of flexible data
to be inter-connected and combined, and then having new data being added with
a focused crowd-sourcing survey campaign, a large set of empirical data could
be boot-strapped easily on an entirely new topic.

To summarize, our contributions are:

1. Defining the emerging field of digital social innovation.
2. A website based on RDF that crowd-mapped a large data-set about digi-

tal social innovation in Europe where semantic technologies were a crucial
advantage.

3. A detailed network analysis of digital social innovation in Europe.
4. Data-driven policy recommendations to the European Commission that were

driven by the analysis of the collected data.

2 What Is Digital Social Innovation?

The new field of “Digital Social Innovation” (DSI) has emerged over the last
few years, pointing to radically new ways of organizing many of the essentials of
life from money and health to democracy and education. We tentatively defined
Digital Social Innovation (DSI) as “a type of social and collaborative innovation
in which innovators, users and communities collaborate using digital technologies
to co-create knowledge and solutions for a wide range of social needs and at a
scale and speed that was unimaginable before the rise of the Internet.”3 To
provide some intuition, communities as diverse as fablabs, hackerspaces, and
community wifi networks are part of this new trend.

This definition has a number of different elements to be clarified. Innovation
in general is any change to the process of production, consumption, or distri-
bution of commodities necessary for the social reproduction of society. Innova-
tion is first and foremost a collective process undertaken by a large number of
actors. Innovation is no longer seen as a linear step-by-step process in which
research activities or technology pushes automatically lead to innovation and
the commercialization of new products, but rather as a complex, dynamic, and
interdependent process involving different stakeholders, including “bottom-up”
communities that connect over the Web. Some innovations involve big disconti-
nuities - ‘radical’ or ‘disruptive’ innovations - and others involve continuous small
‘incremental’ innovations [5]. In particular, social and institutional change, called
“social innovation,” often takes place as gradual and incremental change outside
of revolutionary periods. Yet it is precisely social innovation that seems to be
desperately needed in an era where many governments and services are viewed
as ineffective or failed. As innovation happens as part of larger collective process,

3 DSI Interim Report: http://content.digitalsocial.eu/wp-content/uploads/2014/09/
FINAL-2ND-INTERIM-STUDY-REPORT.pdf.
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mapping the social networks of innovators and their users who then co-produce
the innovation is crucial.

Second, while we can demarcate the study insofar as the definition of digital
social innovation to focus on “digital” technologies that scale using the Web, we
still have a very wide range of possible areas DSI can be applied to, from health
to democracy. After all, today almost all facets of life are touched by digital
technologies. While many areas of focus in digital social innovation are still
emergent, some are growing very fast, and others are quite marginal. In order
to narrow our study somewhat, we will focus on innovation where the digital
aspect of scaling depends on bringing together a community of innovation over
the Web, which would simply not be possible in the era before the Web. Simply
put, this eliminates from our study organizations for social innovation that do
not use the Web or organizations that do not depend crucially on the Web for
their scaling.

Note in terms of using the internet to “scale” we want to distinguish between
two levels: (1) the level of the technical networking infrastructure itself provided
by the Internet and (2) the level of online services built on top of these networks
on the Web. Metcalfe’s Law, (i.e. that the value of the network is in proportion
to the number of members squared, so that the value of the network goes up
for all users the more users are added) clearly applies to the value of technical
networks given by examples such as widespread smartphone usage. One open
question for DSI is that we can also scale social innovation via services using the
Web, and thus we need to pay close attention to the structural dynamics of the
social network of DSI that should be understood.

What forms of digital social innovation are emerging? What are their char-
acteristics and needs? How they can scale? What role can the European Com-
mission play in this context? These are some of the over-arching questions that
this research is trying to answer. The general thesis the European Commission-
funded study on digital social innovation is that it provides a new path out of
the larger economic crisis that is neither reliant on traditional business models
or austerity measures in the public sector, but that the power of innovation over
the Web can allow people to self-organize in order to solve their myriad prob-
lems. Yet until now, digital social innovation has been almost entirely invisible
to policy makers and has had none of the extensive support that has gone into
digital technologies for the military, government, or business. Yet DSI has the
potential to contribute to three of the most important challenges facing Europe:
reinventing public services, often in less costly ways; reinventing community, and
how people collaborate together; and reinventing business in ways that are better
aligned with human needs. The evidence gathered here enables us to recommend
how best to combine research, strategy, and policy for DSI in relation to the
Digital Agenda for Europe and under the Horizon 2020 Work Programme, and
in particular, but not limited to, the Collective Awareness Platforms (CAPS)
Programme.4

4 http://ec.europa.eu/digital-agenda/en/collective-awareness-platforms-sustainabil-
ity-and-social-innovation.
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We identified six primary domains of digital social innovation. (1) The Col-
laborative Economy : the rise of digital marketplaces for people to transact and
share skills, assets and money is fast becoming a key economic trend that enables
people to share skills, knowledge, food, clothes, housing and so on. The Collab-
orative economy has been documented by organizations like Couchsurfing and
OuiShare.5 (2) New ways of sensing is a vibrant ecosystem of makers is devel-
oping across Europe and globally. Low-cost home 3D manufacturing tools (3D
printers, CNC (computer numeric control) machines), free CAD/CAM software
like Blender, 123D or Sketchup and open source designs are now giving innova-
tors better access to the enabling infrastructures, products, skills and capabili-
ties they need to enhance collaborative making. (3) Open democracy strives to
create opportunities for all members of a population to make meaningful con-
tributions to political decision-making. Organizations and projects pioneering
open democracy, large-scale feedback, and citizen participation through crowd-
sourcing legislation such as Open Ministry or Liquid Feedback are transforming
the traditional models of representative democracy. (4) Awareness networks,
including cities including Vienna and Santander, are transforming governments,
businesses and society by pioneering new practices in open data and open sen-
sor networks that are changing the provision and delivery of public services.
(5) Open Access exploits the power of open data, open APIs, and citizen science
to provide citizens better public services, with projects like CitySDK defining
interoperable interfaces for city-scale applications. (6) In terms of funding and
incubation, as has been the case with the support for innovative businesses, social
innovations often need support in the early idea stages to refine their business
models and grow their venture. Incubators like Nesta typically support inno-
vators in exchange for equity, at pre-seed or seed stage. There are nearly 100
incubators/accelerators in Europe.

In terms of methods, we identified four primary methods. Open networks
includes wireless sensor networks, community (bottom-up) networking (such as
Freifunk and Guifi), and privacy-aware open networks as well as hardware such
as Arduino. Open data includes how governments and other large organizations
and companies that hold or generate data about society can release their data
to enable citizens to hold government to account for what it spends, the con-
tracts it gives, and the assets it holds. The Linked Data community is a prime
example. Open knowledge covers the variety of ways in which citizens can use
online services and platforms for mass scale social collaboration. Ordinary peo-
ple today use blogs, wikis, social networks and hundreds of other collaborative
platforms to manage their daily lives, solve social challenges, and to participate
in e-campaigns, crowdfunding, and the like. Open hardware consists of hardware
whose blueprints are made publicly available so that anyone can study, modify,
distribute, make, extend, and sell the design or hardware based on that design.

5 Note that DSI entities with proper names such as Ouishare mentioned are defined in
the DSI case study document: http://content.digitalsocial.eu/wp-content/uploads/
2014/05/DSI-report-casestudies.pdf.
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The work by organization like Raspberry Pi and Arduino illustrates the potential
in open hardware.

3 Crowd-Mapping with Linked Data

As DSI is a relatively new field of study, there is little existing knowledge on
who the digital social innovators are; what types of activities they are involved
in and how they are using digital tools to achieve a social impact. Therefore, the
first task of European Commission was to look in more detail at the different
types of organizations involved with DSI, and the activities these organizations
are involved in. This led to the creation of a formal vocabulary to capture the
characteristics of DSI organizations, which was formalized as an RDF(S) vocab-
ulary, as can be browsed6 along with various necessary pieces of data such as
name, address, size (number of employees), and so on. The DSI ontology is avail-
able also for re-use.7 It crucially depends on inter-linking with other vocabularies
such as the Datacube vocabulary8 and FOAF. In particular, we needed to cap-
ture the following characteristics for each DSI organization (where the categories
for each role are given in parenthesis):

1. A typology of organizations (government and public sector organizations,
businesses, academia and research organizations, social enterprises, charities
and foundations; and grassroots communities);

2. The way these organizations are supporting DSI (undertaking research, deliv-
ering a service, organizing networking events and festivals, etc.);

3. The main technological trends the organizations and their activities fit under
(open data, open networks, open knowledge, open hardware);

4. The area of society the organizations and their activities operate and seek
an impact in: The DSI field does not have fixed boundaries; it cuts across all
sectors (the public sector, private sector, third sector and social movements)
and cuts across domains as diverse as (1) health, wellbeing and inclusion;
(2) innovative socio-economic models (3) energy and environment; (4) partici-
pation and open governance, (5) science, culture and education; and (6) public
services.

In order to understand the DSI landscape, large amounts of technical work was
needed in order to build the foundations for a solid map. First, a number of
diverse data-sets already collected about digital social innovation needed to be
transformed into a common format, in particular data from traditional Excel
spreadsheets and SQL databases. Yet this data often was incomplete and partial
in terms of the kinds of information we needed for our study. Also, we considered
that as we began our study, we would want to capture increasingly large amounts
of data as well as perhaps pruning unnecessary or under-utilized categories.

6 http://data.digitalsocial.eu/data/organizations-and-activities.
7 http://xmlns.com/foaf/spec/.
8 http://www.w3.org/TR/vocab-data-cube/.

http://data.digitalsocial.eu/data/organizations-and-activities
http://xmlns.com/foaf/spec/
http://www.w3.org/TR/vocab-data-cube/
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Lastly, we wanted to do complex and open-ended data analysis over our data
on-line before commencing the final offline data analysis. While SQL databases
were considered, their inability to deal with dynamic schemas easily, and the dif-
ficulty of querying traditional “NoSQL” databases is well-known. In this regard,
Semantic Web technologies were considered the best fit, as they easily coped
with incomplete data, dynamic schemas, and complex querying via SPARQL.
We then used off-the-shelf standards such as RDB2RDF and CSV2RDF9 to con-
vert existing data over to RDF, and where possible supplemented the data for
well-known organizations with RDF-compatible data from DBPedia and Open-
StreetMaps.10

Pre-existing data on DSI rarely captured the relationships, in particular the
social network of which DSI actors were working with what other actors on
particular DSI projects. For example, the city of Helsinki was working with
both international networks like Open Knowledge Foundation as well as national
groups like Open Ministry, and European-level groups like “Code for Europe,”
to open their data. Thus, we thought that the social networks of DSI actors
would naturally map onto RDF’s network-like data structure, and we could use
a survey to both add new DSI organizations as well as gather information about
their collaborative projects. While a graph database would have allowed a similar
analysis, it would not have allowed data to be added ‘on the fly’ without manual
intervention but only via the survey. In order to gather this data, we created
a RDF-backed website, built using Ruby on Rails, that combined a Sesame-
based native RDF backend that was initially structured according to our DSI
RDF(S) vocabulary and seeded with Nesta’s information as transformed to RDF.
This allowed us to create a “map” by projecting the RDF data with geolocation
information onto our own instance of OpenStreetMaps, which then could present
the social network of DSI actors visually. An example of this is shown in Fig. 1.
When new visitors came to the website, they were asked to “Get on the Map”
by filling out a simple survey that fit their organization and projects into the
various categories presented earlier. When they listed partners in projects, we
asked for contact information in order to get in touch with partners.

4 Semantics for Surveys

One crucial question is what advantages does Semantic Web technologies provide
for this kind of survey-based data collection? When the work was first started,
the initial group of contacts came from Nesta’s pre-existing DSI work, which led
to a map of 32 organizations that were studied using traditional case-study based
methodology. From the case-study methodology, an initial RDF(S) vocabulary
and online survey was created that was sent to contacts found from Nesta and
partners (Waag Society, IRI, ESADE Business School) contacts database, con-
verting them to use RDF using the aforementioned semantic pipeline. Starting
in October 2014, this traditional online survey-making work continued till May
9 http://data-gov.tw.rpi.edu/ws/csv2rdf.html.

10 http://wiki.openstreetmap.org/wiki/OSM Semantic Network.

http://data-gov.tw.rpi.edu/ws/csv2rdf.html
http://wiki.openstreetmap.org/wiki/OSM_Semantic_Network
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Fig. 1. Screenshot of RDF-backed DSI map

2014. This led to a total of 32 case studies from the contacts of the 8 original
organizations, and increase of 300.25 %. However, only “friends of friends” of our
partners were being added to the data-set.

We embedded our RDF data-set and interlinked with existing data via named
entity recognition [6] and then sent the results to DBPedia Lookup.11 This
allowed the discovery of organizations, names, and e-mails in the data-set via
SPARQL queries. This was then interlinked via missing geographical areas using
LinkedGeoData12 (based on OpenStreetMaps) via pre-made DBPedia mappings
in order to analyze the geographic distribution of organizations in the data to
determine organizations that were missing. Although we could not check the
precision of Edinburgh LT Named Entity Recognition system on this partic-
ular data-set, the accuracy over a 100 entity sample was 97 %. Furthermore,
an initial categorization of DSI into nine areas of society impacted was made,
which took advantage of the schema-less nature of RDF to see what kinds of
DSI were missing. Then the survey was closely linked into the new schema, and
outreach was done to these geographic areas, domains, and organizations via
names and contacts discovered in the larger interlinked data-set. Outreach with
the semantic-enabled survey far surpassed the non-enriched survey, as the num-
ber of organizations in the data-set grew to 581 by August 2014. This was an
increase of 480 %, in comparison with the increase of 300.25 % without semantic
technologies.

After the initial burst of activity, we added four new categories of DSI to
the schema to help guide the outreach. However, at this point we had reached the
limit of using semantics to help pull new organizations in and so had reached the

11 https://github.com/dbpedia/lookup.
12 http://linkedgeodata.org.

https://github.com/dbpedia/lookup
http://linkedgeodata.org
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limit of our data-set, so we mapped 967 DSI organizations and 609 collaborative
projects as of January 2015 (an increase of only 166.44 %). From our domains
(given that a single organization could be in more than one category), there were
412 open knowledge, 269 open networks, 258 open data, and 105 open hardware
projects. In terms of areas of society impacted, there were 254 organizations
focusing on education, 251 on democracy, 164 on arts, 163 on health, 162 on
employment, 138 on neighborhood regeneration, 130 on the environment, and
110 on science, and 104 on finances.

5 Network Analysis

We have hypothesized that the success of DSI is located in the social structure
of the larger network of social innovation. Social networks are formally defined
as set of nodes (or network members) that are tied by one or more types of
relations. In the case of the DSI social network collected in this study, the nodes
in a graph are organizations, and the edges represent joint projects. The results
of this analysis have informed the recommendations on a policy. The data-set
and resulting policy changes are needed for the EC to knit the map of DSI actors
into a coherent single integrated EC DSI network, and thus achieve the “critical
mass” necessary to harness the collective intelligence of DSI organizations to
solve large-scale European social problems. At the time of our data analysis,13

there are a total of 930 organizations with a total of 588 shared projects in the
DSI data-sets. This data-set likely fairly represents the empirical phenomena
at hand with two caveats (1) It has a bias towards English speakers as the
survey was not translated into other European languages, and (2) as outreach
was directed by the partners it reflects their social networks likely more in-depth
than disconnected social networks. However, it is a large sample and thus worth
exploring in detail. A number of questions were determined by the European
Commission, which we then answered with a combination of SPARQL, network
analysis tools such as Gephi,14 and custom scripts written in Python and Perl.

In the DSI data-set, nodes (also called vertices) are organizations and shared
projects are edges (also called links) between nodes. Although the edges are
directed in the native RDF data-structure, we assume that if an organization
included another organizations in its project and the aforementioned project did
not, that was an oversight of the latter project, not an error on the behalf of
the former. Thus, the edges are undirected. In this paper, we do not provide
detailed mathematical definitions of the common network analysis constructs
used but quick qualitative definitions, as quantitative definitions can be found
in final report.15

13 Nov. 13th 2014.
14 http://gephi.github.io/.
15 http://content.digitalsocial.eu/wp-content/uploads/2014/05/DSI-report final 19.

05.2014.pdf.

http://gephi.github.io/
http://content.digitalsocial.eu/wp-content/uploads/2014/05/DSI-report_final_19.05.2014.pdf
http://content.digitalsocial.eu/wp-content/uploads/2014/05/DSI-report_final_19.05.2014.pdf
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5.1 What Is the Distribution of Social Innovation Across Europe?

Is social innovation done by a few large actors or evenly distributed between
various actors? The answer is social innovation in Europe is currently done often
by a few large actors in concert with a large mass of smaller organizations, but
the majority of social innovation actors in Europe are disconnected from these
networks.

In order to determine this, for all the organizations we mapped their degree,
which is for a given node (organization) the number of connections (links) it
has with other nodes (organizations). There are 243 organizations with con-
nections to other organizations (26 %). The average number of connections per
organization is almost 3 organizations. There are a few organizations that are
hyper-connected “hubs,” including the Waag Society, Nesta, Fondazione Mondo
Digitale, and Institute for Network Cultures.

5.2 What Communities of Social Innovation Exist in Europe?

A community exists when a network is partitioned in such a manner that nodes
within a community are more densely interconnected than those outside of the
network. The clustering coefficient is way to understand this quantitatively.
A triplet consists of three nodes that are connected by either via two nodes
(a straight line) or three links undirected, where a triangle is defined by three
closed triplets, where each node a triangle is part of a triplet. The global cluster-
ing coefficient is the number of triangles over the total number of triplets. This
measure gives an indication of the clustering in the whole network. The global
clustering coefficient of the DSI network is 0.875 with undirected links.

Modularity is the fraction of number of the edges that fall within a given
community minus the expected fraction of the number if edges were distributed
at random. The modularity of the DSI network is .65, where modularity is the
percentage of the connections that fall within the given community minus the
expected such links if they were random [7]. There are approximately 115 distinct
disconnected communities of social innovation (measured in terms of connected
components that are connected to each other but not connected to anyone else).
Although there is one large pan-European network, there are also many smaller
communities do not have connections to the larger cross-European digital social
innovation “super-community.” The vast amount of disconnected communities
is visualized in Fig. 2.

Communities can also be automatically identified are mostly small by opti-
mizing around modularity [1]. The results are given in Fig. 3, where a few large
communities stand out from each other. These inter-connected communities only
count for 28 % of the total amount of connected DSI activities. The largest com-
munity (green 10.29 %) is focused around open hardware and open networks
and includes organizations such as iMinds, Fairphone, the City of Amsterdam,
and FabLab Barcelona, despite it being the smallest category of DSI methods.
Its most interconnected member is the Waag Society, and there is a large focus
on awareness networks and new ways of making. The collaborative economy
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Fig. 2. Connected and dis-connected communities in the DSI network.

and open knowledge is the specialty of the second largest but also more scat-
tered community (red - 7.41 %), consisting of ESADE, IRI, European Institute
for Participatory Media, and the Institute for Network Cultures. A third large
communities is grouped around Nesta (blue - 5.35 %) and is focused on fund-
ing, acceleration, and open democracy, although it has a very diverse technology
focus, containing groups such as Open Ministry, Nominet, and Mozilla. Open
data for open access is the last large community (purple 4.95 %), with a centre
on FutureEverything, but also containing Open Knowledge and its local chapters
as well and city councils working on open data such as that of Salford. Interest-
ingly, although the open hardware network is the smallest overall, it is the most
highly-interconnected and intermixed with open networks. Open knowledge is
the most popular technological focus of DSI but it also the most spread out and
disconnected. Other communities, such as those around open data, are develop-
ing connected communities. Nonetheless, the vast majority of communities are
not interconnected.

5.3 Which Organizations Currently Bridge the Various
Communities?

How can we determine which organizations act as crucial “bridges” between dif-
ferent organizations in DSI? This can be measured by using betweenness central-
ity, where the centrality of an organization is measured by counting the number
of times a node occurs as a shortest number of links between any other nodes [3].
Betweenness centrality is equal to the number of shortest paths from all nodes
to all others that pass through that node. The betweenness centrality was done
using Brandes’ algorithm [3]. It also calculated the total network diameter of 7
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Fig. 3. DSI organizations in automatically discovered (colored) communities

and average path of 2.75. By this metric, these central organizations are: Waag
Society, Nesta, Future Everything, Fondiazione Mondo Digitale, Kreater Social
Innovation Agency, Forum Virium Helsinki, Swirrl, Open Knowledge Finland,
IRI, BettterPlaceLab, Alfamicro, Amsterdam Smart City, Alfamicro, European
Institute for Participatory Media, and ESADE. Each bridging of these organi-
zations brings over 70 organizations together using the shortest possible number
of links.

Who connects the diverse DSI communities, such as those of open data, open
knowledge, open hardware, and open networks? What is more interesting than
just being well-connected is whether an organization bridges diverse parts of
the network with the greatest connectivity. Even if a organization is not central
and so has only a few links, it may be these few important links that connect
communities of well-connected organizations. Eigenvector centrality is a measure
of reach (or influence) of a node in the network, and is thus important to quantify
this idea of bridging diverse communities. It differs from betweenness centrality
insofar as links to heavily ranked nodes contribute more, and so is closely related
to the well-known Google Pageranking algorithm. If we look at the this kind of
centrality, we see that a number of new organizations are crucial in bridging
diverse communities (over .6 eigenvector centrality) outside of the original list
of central organizations bubble up to the top: Institute of Network Cultures,
iDROPSzw, Elva Community Engagement, Arduino, and Fing. To encourage
cross-hybridization of different kinds of social innovation, special effort should be
made by the European Commission to strengthen these digital crucial connectors
between diverse DSI communities. Interdisciplinary European projects that force
diverse communities to work together would strengthen the overall resilience of
DSI in Europe by combining open hardware, open data, open knowledge, and
open networks.
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5.4 What Are the Conditions for Scaling DSI?

Successful actors in DSI have managed to leverage large networks using the Web
in order to accomplish innovation at scale by the network effect. We can define
scale in terms of scale-free, namely that the distribution of DSI should undergo
the phase shift typical of complex systems from a disconnected network to a
highly interconnected and self-similar small world network, where communities
are clustered. This scale free network is often seen in organically developing eco-
systems and is thought to be a sign of efficiency and resilience [2]. Note that
power-laws have an important property called “scale invariance,” which means
that when scaling the network by a constant (i.e. multiplies the original power-
law relation by the constant) only causes proportionate scaling of the function
itself, which shows the underlying distribution is stable.

We used a set of techniques that test to see if a power-law existed in our data
using the Kolmogorov-Smirnov distance (a non-parametric information-theoretic
measure of the similarity between distance) on a set of simulated data of a power-
law and the actual data. We used techniques outlined by Clauset et al. [4] to
find a power-law possibly after x = 3 with and an α of 3.13. and a σ (standard
deviation) of .19. We found a Kolmogorov-Smirnov statistic D of .1004. There
was a p-value of less than .01. When tested rigorously, a power-law was indeed
a strongly better fit (p < 0.01) than an alternative distribution without such a
long-tail, such as the exponential distribution [4]. An exponential distribution
does not have the majority of its strength in the long tail. However, the power law
appears truncated, so that the power-law behavior may only actually apply to
organizations with above 3 connections. Figure 4 shows the comparison between
the power law distribution and the exponential function of the DSI network.

The reason digital social innovation has not yet scaled is because the long
tail of smaller European DSI Networks is still heavily disconnected, with 687
organizations out of 930 (74 %) have no links to other organizations! Many of
these organizations are also in countries without much support, such as East-
ern Europe. If we want a single scaling European DSI network, an additional
magnitude more of links (approximately 350 links) is needed to gather all the
disconnected organizations to a single European network. This is probably too
many connections that can be made via traditional European projects, but via a
recommendation system a future version of the Digital Social Innovation website
could introduce innovators to both other local innovators and innovators sharing
similar interests across Europe to boot-strap these connections. By connecting
the currently isolated innovators, we should be able to achieve the necessary
phase shift so that the scaling power of the heavily interconnected innovators
is replicated across Europe by currently isolated innovators and communities.
Globally, we are already interested outside of Europe (such as Harvard Ash
Center) to re-use the ontology and eventually link data-sets.
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Fig. 4. Comparing the power law distribution (red) to exponential distribution (green)
against the real actual network data (blue) (Color figure online).

6 Data-Driven Policy Recommendations

Based on the data, a number of recommendations were made to the European
Commission. The full report, with much more detail, is available online.16 In
order to implement future DSI policy goals and strategies, several tools and
instruments have to be deployed. Although most policy influencing DSI will
be at national, regional and local levels, it is clear the European Commission
has an important role in networking these new actors in the field due to vast
disparities in connections. Rather than through traditional networking events,
the European Commission can then use the network data to find the small
disconnected communities and introduce them based on national and sector-
specific networking i.e. around health, money, and education.

Crowdfunding is a promising collaborative approach for such bottom-up net-
works in comparison to traditional European large-scale research projects, which
are often too “heavy-weight” and require larger networks than most of the
DSI organizations in Europe have. However, while traditionally crowdfunding
depends on individuals donating funding, there is no reason why crowd-funded
projects cannot receive in-kind funding from the public sector or have their gen-
eral structure be replicated using traditional research funding. The European
Commission should start promoting more of these crowdfunding tools for DSI,
involving users in choosing the best projects to be funded in a bottom-up fashion,
as part of their funding allocations already in place for ICT research and devel-
opment programmes in. Note that the CHEST project has already begun in this
fashion using a traditional EC-funded project structure to start a crowd-sourcing
campaign.17 Another example is the ‘European Social Innovation Challenge that
in 2013, the European Commission launched in memory of Diogo Vasconcelos,
to encourage new social innovations from all over Europe. The Competition
invited Europeans to come up with new solutions to reduce unemployment with
the three winning projects will be awarded financial support. By leaning on the

16 http://content.digitalsocial.eu.
17 http://chest-project.eu.

http://content.digitalsocial.eu
http://chest-project.eu
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large DSI networks already existing around funding and acceleration, progress
could be made quickly, but care needs to be taken to help disconnected DSI
organizations. Given the large network of DSI on open hardware, more focus
on how open hardware is necessary for trusted local hardware would be of use.
More work is needed in opening public sector information, as the smaller but
still substantial DSI communities focused on open data.

Open knowledge is comparatively doing better than open data in terms of
DSI, and copyright reform is necessary to ensure its growth. The European
Commission recently published its ‘Report on the responses to the Public Con-
sultation on the Review of the EU Copyright Rules.’ This report summarizes the
responses (over 11,000) that the Commission received in response to the copy-
right consultation held between December 2013 and March 2014. The results
show conflicting positions between citizens and institutional users on one side
and corporate rights holders on the other. Such patterns in public policy consul-
tations show that stakeholders involvement is crucial, and that the Commission
should take advantage of the increased user involvement in open knowledge, in
particular to channel energy towards DSI.

Perhaps one of the largest recommended changes is, given the large num-
ber of DSI organizations in Europe, is to open public procurement to these
organizations. In January 2014, the European Parliament adopted new procure-
ment directives on PPI (Public procurement of innovative solutions) featuring
increased flexibility and simplification on the procedures to follow, negotiations
and time limits; clearer conditions on how to establish collaborative or joint pro-
curement; and the creation of innovation partnerships. A review of procedures
in public procurement is needed in order to include actors from grassroots DSI
communities in procurement.

Lastly, the preservation of net neutrality to allow DSI organizations to use the
Web to scale their services. It is a crucial to define and make public how network
operators manage traffic volumes and restrict applications usage. Not only does
net neutrality protect the freedom of expression and freedom of information
online, it reasserts the principle of fair competition and guarantees that users
may freely choose between services online, and thus is crucial to help DSI actors
reach scale. Otherwise, large existing organizations that may not be as innovative
could lock out smaller DSI actors rather than working with them collaboratively.
One final note is that we may even eventually see DSI applied to policy-making
directly. For example, Tim Berners-Lee (the inventor of the Web) is advocating
for a sort of Magna Carta for the Web to establish basic rights and freedoms
where the Magna Carta for all Web users could be directly crowd-sourced from
the Web itself, engaging effectively in multi-stakeholder processes.

7 Conclusion and Next Steps

The DSI works shows how Linked Data can be used to combine traditional
sources of data with survey-collected data in order to create a crowd-mapped
data-set around new and innovative areas like digital social innovation. Through
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the website digitalsocial.eu, we have shown how visualizations and mapping
can make Linked Data comprehensible by policy-makers. Through our network
analysis how the various characteristics of DSI can be both understood struc-
turally and how this understanding can produce concrete policy-level recommen-
dations.

As a site digitalsocial.eu is still active, and but it is not in general interac-
tive enough to get existing organizations to up-date their activities. For this to
be the case, there would have to be concrete benefits. One idea is to tie new
funding initiatives either directly or indirectly (via announcements) to the site.
If recommender algorithms could be combined with the community clustering
algorithms already used, we could effectively create a “LinkedIn” of DSI that
directed new and existing organizations to like-minded organizations for part-
nership in projects and applications for funding. Combined with appropriate
internationalization and reach outside of Europe, Linked Data could provide the
infrastructure for growth of digital social innovation not only in Europe, but in
the entire world.
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Abstract. Various studies have reported on inefficiencies of existing travel
search engines, and user frustration generated through hours of searching and
browsing, often with no satisfactory results. Not only do the users fail to find the
right offer in the myriad of websites, but they end up browsing through many
offers that do not correspond to their criteria. The Semantic Web framework is a
reasonable candidate to improve this. In this paper, we present a semantic travel
offer search system named “RE-ONE (Relevance Engine-One)”. We especially
highlight its ability to help users formulate better search queries. An example of
a permitted query is in Croatia at the seaside where there is Vegetarian Res-
taurant. We conducted two experiments to evaluate the Query Auto-completion
mechanism. The results showed that our system outperforms the Google Custom
Search baseline. Queries freely conducted in RE-ONE are shown to be 63.4 %
longer in terms of number of words and 27 % richer in terms of number of
search criteria. RE-ONE supports better users’ query formulation process by
giving suggestions in greater accordance with users’ idea flow.

Keywords: Semantic search � Travel search � Linked data � Query Auto-
completion

1 Introduction

The sector of e-tourism is today in lightning growth. According to Google 2013
Traveler [16], the Web is the source of inspiration for 61 % of people and the source of
a travel planning for 80 %. Search is the primary entry point to the travel-related
information online. 58 % of leisure travelers and 64 % of business travelers always start
their travel booking and planning process with search. However, 68 % begin searching
online without having a clear travel destination in mind. Consumers spend up to 45
days and conduct 38 visits to travel sites before booking [5]. In the sample session of
the study, the user switched frequently among retail sites, travel sites, weather sites,
generalist search engine sites, social media sites etc. Users have to interact with vast
amounts of information by doing lots of browsing and searching before finding relevant
travel offers, and being able to verify if those meet their criteria. Obviously, existing
systems do not support users well in expressing their needs and finding what they want
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if users end up spending so much time and doing so much manual verification (on
external sites) for offers took into consideration. Our motivation is to develop an
efficient search system to accelerate the travel offer finding with the following
hypotheses:

• By guiding the user during the query formulation process in an intelligent way, we
can make the user formulate longer and richer queries, that will yield more satis-
factory results in comparison to commonly used Query Auto-completion systems
such as our baseline Google Custom Search.

• By leveraging Semantic Web graphs and external sources (information not present
in the travel offer’s presentation), we can improve the user’s ability to check if a
travel offer satisfies his/her criteria, thus reducing the need to crosscheck infor-
mation on multiple other sites. Users would thus use novel criteria directly in the
search bar so that information access becomes more direct and quicker.

The main contributions from this paper are three fold:

• a travel destination-centered data graph gathering sources from RDF databases,
social media websites and web services

• a pattern-based method to verbalize the semantic data graph in a controlled
language

• a Query Auto-completion mechanism to guide users during the query formulation
process perceived to be in great accordance with users’ idea flow.

The remainder of the paper is organized as follows. In Sect. 2, we present some
related work. In Sect. 3, we present our system named RE-ONE (Relevance Engine-
One). In Sect. 4, we present the conducted experiments. In Sect. 5, we conclude the
paper.

2 State of the Art

In this part, we relate our system to some academic and industrial contributions.

2.1 Why Semantic Web Framework?

The traditional full-text search approach is widely used by frameworks and services
such as Google Search1, Apache Solr2, Lucene3, ElasticSearch4 etc. This approach is
not efficient enough for the travel offer search. We highlight here two main weak
points.

Firstly, the spectrum of search possibilities depends on words in the stored docu-
ments and indexes mainly generated from them. If an information is not described in

1 https://www.google.com/.
2 http://lucene.apache.org/solr/.
3 http://lucene.apache.org/core/.
4 http://www.elasticsearch.org/.
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the documents, users can difficultly find documents with it. It is often the case in the
travel search context. Because a travel can be associated to so many things that they
cannot all be mentioned in the documents. For example, in a travel offer, the desti-
nations are Hyères, le Lavandou etc., which are situated in the department of Var in
France. But if this information is not mentioned in the presentation, full-text search
systems would not find this offer given a very legitimate query like “Var” or “in the
Var” or “in the department of Var”.

Secondly, they deliver documents containing the words in the search query but not
satisfying the criteria carried by the words. For example, for the query “travel in Paris”,
full-text search systems would find all offers having the word “Paris” in the presen-
tation, even if Paris is the departure city.

The Semantic Web framework is a reasonable candidate to address these two weak
points for two reasons. Firstly, a big amount of data about travel destinations is
available on the Web. Many of them are already structured according to Semantic Web
standards and can be found on RDF databases like DBpedia. Other data can be easily
structured according to the same standards. These data can be used as additional
indexes to enlarge the spectrum of search possibilities. Secondly, search systems based
on Semantic Web framework deliver documents satisfying the criteria carried by the
words in the search query. Given the same query “travel in Paris”, with an appropriate
ontology, semantic search systems like [2, 3, 6–8, 11, 15] would understand that the
user is searching for offers that have Paris as destination. This accelerates the access to
relevant information and saves users’ time.

For these reasons, we decided to use Semantic Web framework to try to solve the
travel search problem in a new way, building our travel offer search system that we
could plug into existing travel websites and provide an advanced, more intelligent,
search solution.

2.2 Search Over Linked Data

Keyword search is the most popular technique for querying data with loose
structure on the Web. Its success comes from the flexibility it provides to the user to
retrieve information from a data source without mastering a complex query lan-
guage (e.g., XQuery, SPARQL) and without knowing the structure of the data
source [7]. In [3], the authors proposed a method for effective and efficient entity
search over RDF data. They described an adaptation of the BM25F ranking function
for RDF data. In [8], the authors presented a semantic search system that provides
the user with a capability to query Semantic Web information using natural language,
by means of PowerAqua [11] and complements the specific answers retrieved during
the Question Answering process with a ranked list of documents from the Web.
PowerAqua is a natural language interface to ontologies. Natural language interfaces
are systems which allow users to express their search queries in some natural lan-
guage and retrieve answers from given ontological databases. PowerAqua can be
coupled with multiple heterogeneous RDF databases but most of such systems can
only be coupled with one RDF database. These systems often face the habitability
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problem that refers to how easily, naturally and effectively users can use the language
to express themselves within the constraints imposed by the system [6].

FREyA [6] uses two methods for improving the habitability: feedback and clarifi-
cation dialogues. The system models feedback by showing the user how the query is
interpreted, thus suggesting repair through query reformulation. Clarification dialogues
are used to control the query interpretations generated by the systems. GINO [2] allows
users to edit and query ontologies in a language akin to English. It uses a small static
grammar, which it dynamically extends with elements from the loaded ontologies.
AGGREGO SEARCH [15] is similar to GINO. It offers a keyword-based query solu-
tion. It suggests grammatical connectors from natural languages during the query
formulation step in order to specify the meaning of each keyword, thus leading to a
complete and explicit definition of the intent of the search.

In the travel context, search systems face also another challenge: users do not know
what to search and their queries are very short. Making the user express his/her needs
in a more expressive way is a declared need. While the approaches may be well
adapted for the query disambiguation or interpretation task, this need is not really
addressed.

In [12], the authors presented a number of methods and their implementation in
an online tool for mining type-based query context information, i.e. query prefixes
and postfixes that are common to a class of entities, while uncommon to other
entities outside of their class. Postulating that these context words represent aspects
of entities that search engine users are interested in, they proceeded to investigate on
the case of Wikipedia the extent to which this schema of information needs matches
the schema of available structured data. They found that at least for the most
common context words the overlap is very low as the most common queries are not
specific enough to be answered by factual data. They indicated that a promising
direction of research is the investigation of how search engines might assist users in
formulating more precise queries. This is exactly what we are trying to achieve in
travel.

We developed a Query Auto-completion mechanism. Users are assisted during the
whole query formulation process. Similar to GINO and AGGREGO SEARCH, our
vocabularies come from the considered RDF database. There are two main differences.
The first difference is that, in those systems, vocabularies are used almost directly with
no extensive adaptation to the use-case, and vocabularies used in RDF databases are
not always very natural and explicit. For example, on DBpedia, the rdfs:label value of
the property dbpedia-owl:country is country. If we use this vocabulary directly, a
segment of query would be: “country France”, while the natural way to say it is: “in
France”. AGGREGO SEARCH enriched vocabularies with additional logical connec-
tors like “and” and some tool words like “of”. However, this enrichment does not make
its use enough natural. We used a pattern-based method to verbalize our semantic data
graph in a controlled language. The second difference is that the suggestions in those
systems are not ranked. All possible terms are suggested in the order of appearance in
the considered RDF database. Our system contains an approach to rank criteria sug-
gestions in a way leading the user to compose queries more likely to yield satisfactory
results.
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2.3 Linked Data Applied in Travel Context

In [14], the authors pointed out some issues that hampered the automatic access and
reuse of data sets about travel statistical indicators: (i) by them being offered as data
dumps in non-semantic encodings; (ii) by them assuming some implicit knowledge that
is necessary to build applications (e.g., that a city is situated in a certain country) and
(iii) by the use of incompatible ways to measure the same indicator without formally
specifying the assumptions behind the measurement technique. They explored the use
of linked data technologies to solve these issues by triplifying the content of a broadly
used data source of European tourism statistics. They built a prototype system using the
data to support tourism decision makers in their activities of combining and comparing
statistical indicators.

In [9], the authors presented an application for exploiting, managing and organizing
Linked Data in the domain of news and blogs about travelling. The system makes use
of several heterogeneous datasets to help users to plan future trips, and relies on the
Open Provenance Model for modeling the provenance information of the resources.
This system can be considered mostly a visualization tool. The scenario on the top of
which was developed the application was related to the general context of travelling,
where travelers want to share, read and reuse experiences in blogs and online news
items.

These two papers demonstrated the benefits of using Linked Data in the travel
domain. But we have different concerns, [14] is interested in statistical indicators, [9] in
travel experience visualization, and RE-ONE in travel offer search.

2.4 Industrial Travel Search Systems

Kayak5 represents the type of tools where users need to type the exact destination to
find corresponding offers. It is not effective enough in the considered scenario. On
TripTuner,6 users do not search with words but by adjusting six criteria sliders. The
number of criteria is very limited and the criteria are the same for all users no matter
what they search for.

Find my carrots7 and Zap Travel8 claim to be semantic-based travel search engines.
Users can type queries in controlled natural languages. We observed some proposed
query examples and found some notable points. Some queries are too long for the
contained information. For example “What cities can I visit in Europe that are good for
nightlife?”, “I want to go to Los Angeles, CA from Bangalore with my wife, 10 year old
son and 5 year old daughter next sunday and return 10 days later”. Users’ willingness
to type such queries is uncertain and the systems do not give a sufficient support in
formulating them. Zap Travel ignores or changes the semantics of important elements

5 http://www.kayak.com/.
6 http://triptuner.com/.
7 http://www.findmycarrots.com/.
8 http://www.zaptravel.com/.
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in users’ queries. For example, in “I want to go golfing in California”, “golfing” is
ignored, in “Somewhere warm”, “warm” is interpreted as “beach”. Such systems thus,
generate other frustrations (such as inaccuracy of results with regards to criteria etc.)
while trying to solve the travel search problem.

2.5 Other Industrial Search Systems

Facebook Graph Search9 is a semantic search system introduced by Facebook in
March 2013 which allows users to search in a English-based controlled natural lan-
guage within the Facebook Social Graph. Some query examples are “Photos of my
friends in New York”, “Photos I like”, “People who like Cycling and live in Seattle,
Washinton”, “Cities my family visited”. However, Facebook Graph Search does not
provide any travel search feature.

Yahoo Knowledge Graph is a knowledge base used by Yahoo to enhance its search
engine’s results with semantic-search information gathered from a wide variety of
sources.

IBM Watson10 is an artificially intelligent computer system capable of answering
questions posed in natural language, developed in IBM’s DeepQA project. The sources
of information for Watson include encyclopedias, dictionaries, thesauri, newswire
articles, and literary works. Watson also used databases, taxonomies, and ontologies.
Specifically, DBPedia, WordNet, and Yago were used.

Wolfram Alpha11 is a computational knowledge engine. It uses built-in knowledge
curated by human experts to compute on the fly a specific answer and analysis for every
query. The long-term goal is to make all systematic knowledge computable and broadly
accessible.

Google Search provides a platform called Google Custom Search that allows web
developers to feature specialized information in web searches, refine and categorize
queries and create customized search engines, based on Google Search. Many actors in
the sector of the e-tourism install Google Custom Search on their websites. Google
Custom Search provides no special feature for travel-related content. It indexes from
and searched in the custom website’s documents. The search quality depends strongly
on the documents which are different on every website.

3 System RE-ONE

In this part, we present five aspects of our system: travel destination-centered semantic
data graph, data graph verbalization, travel offer catalogue annotation, Query Auto-
completion, search results ranking.

9 https://www.facebook.com/about/graphsearch.
10 http://en.wikipedia.org/wiki/Watson_%28computer%29.
11 http://www.wolframalpha.com/.
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3.1 Travel Destination-Centered Semantic Data Graph

Travel destinations are very important in travel offers. However, they are not always
well described in travel offers’ presentations. This can limit considerably the spec-
trum of search possibilities. This problem can be addressed by leveraging the
Semantic graph of DBpedia where travel destinations are linked to other relevant
information.

In this paper, travel destinations that we consider are cities. On DBpedia, we did
not find a class of which the instances are all the cities in the world. The class
dbpedia-owl:City exists, but its instances are not complete, for example, dbpedia:
Paris is not an instance of it. The most appropriate class is dbpedia-owl:Settlement,
even though some instances are countries, districts or other types. So our travel
destinations are instances of the class dbpedia-owl:Settlement. This class is linked
with a big number of object properties and datatype properties. Many of them are
not interesting in the travel context. For example, dbpedia-owl:inseeCode which
links to a numerical indexing code used by the French National Institute for
Statistics and Economic Studies (INSEE) to identify various entities, foaf:homepage
which links to the homepage of something, dbpedia-owl:subdivisions which links to
the number of subdivisions etc. Some of them do not have clear semantics. For
example, dbpprop:alt, dbpprop:align etc. We did a manual selection of properties
which might be interesting. So far, the selected properties are the following: dbpe-
dia-owl:country, rdfs:label, dbpedia-owl:location, dcterms:subject. We isolated the
selected classes and properties and we created a travel destination-centered semantic
data graph.

The information that we retrieved from DBpedia can only cover a part of users’
search needs. As [5] shows, users consult diverse types of websites to gather infor-
mation when they do travel search. To simplify users’ search task, we included in our
data graph these types of information that are now manually crosschecked by users on
multiple sites. They are: points of interest, coastal or not, and weather.

Foursquare has a very rich taxonomy of points of interest categories12. We did a
manual selection of categories that are relevant to travel search and representative to
travel destinations. We did not consider categories like “Professional”, “Office”,
“School”, “Residence” etc. Via its API, we retrieved for each of our destination, if it
exists in Foursquare, the points of interest that belong to the selected categories and
are located in it. As to if a travel destination is coastal or not, we calculated this
information with data retrieved via the API of Bing Maps13. We retrieved monthly
average temperatures of our travel destinations via the API of World Weather
Online14.

Thus, we created a travel destination-centered semantic data graph gathering
sources from DBpedia, social media websites and web services. Figure 1 shows its
structure.

12 https://developer.foursquare.com/categorytree.
13 http://msdn.microsoft.com/en-us/library/dd877180.aspx.
14 http://www.worldweatheronline.com/.
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3.2 Data Graph Verbalization

We used a pattern-based method to verbalize the (property, object) couples of the
triples in the data graph. Here are the patterns.

(Property, object) couples Verbalization pattern

dbpedia-owl:country, dbpedia-owl:Country in + country’s label
is dbpedia-owl:location of, dbpedia-owl:Place where is located + place’s label
rdfs:label, datatype value in + value
dcterms:subject, skos:Concept Concept’s label
hasTempSept, datatype value where it is hot/moderate/cold in September
hasPOI, POI
isCoastal, datatype value

where there is + POI’s category
at the seaside

After the verbalization process, each instance of the class dbpedia-owl:Settlement is
associated with a certain number of semantic tags written in a controlled language.
Figure 2 is a result excerpt for the city of Nice.

3.3 Travel Offer Catalogue Annotation

Given a travel offer catalogue, an annotation task is conducted. An offer initially
retrieved from a particular travel catalogue, is often a structured data entry containing
travel destinations, dates, prices as structured data, and a URL containing textual and
multimedia information. Offers are processed individually. Only two elements are
considered and analysed: the travel destinations and the URL.

Each offer is first assigned all semantic tags that are associated with its travel
destinations. Then we used a Named Entity extractor called “Dandelion” [13] to

Fig. 1. Main structure of the travel destination-centered data graph

Fig. 2. Example illustrating the pattern-based data graph verbalization
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analyze the textual content in the URL and to extract DBpedia concepts. The semantic
tags and the labels of extracted concepts constitute together the offer’s indexes. As we
can see in Fig. 3 below, each offer of the catalogue is annotated with a certain number
of indexes. Indexes can be unique to one offer or common to several offers (index 3).

3.4 Query Auto-Completion

In [1], we can find a short explanation of the autocomplete algorithm of Google Search:
autocomplete predictions are automatically generated by an algorithm without any
human involvement, based on a number of objective factors, including how often past
users have searched for a term. The algorithm automatically detects and excludes a
small set of search terms. But it is designed to reflect the diversity of our users’ searches
and content on the web. So just like the web, the search terms shown may seem strange
or surprising. Except for this, we did not have access to a more detailed explanation
about their algorithm.

Our Query Auto-completion mechanism is different. In order to maximize the
chances of satisfactory searches, our approach is not based on how often past users
have searched for a term but on how a criterion is relevant to find offers corresponding
to it. We define a criterion as an attribute of an offer allowing direct verification
whether the offer has it or not. A criterion can contain one or several words. A criterion
can be expressed in different forms: keywords or in a natural language, for example,
“seafood restaurant”, “where there is a seafood restaurant”, “where I can find a seafood
restaurant”, “with a seafood restaurant” are all different forms of the same criterion.

Indexes generated in Sect. 3.3 can be considered as criteria. Knowing all criteria
that allow to find offers in a catalogue, we can calculate, for each criterion, the
number of offers that can be found with it. Criteria are then ranked by this number in
descending order. At the beginning of the search session, users are suggested 8
criteria which are the best ranked criteria of each type of information (data graph &
extracted DBpedia concept) (Fig. 4).

It is important to note that the systems reinforces the diversity of suggestion types
so that the users can, from the very start, get to know broadly what are the types of
search criteria that can be searched. The users are subtly informed of the constraints
imposed by the system.

Fig. 3. Travel offer catalogue annotation workflow.
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The system is implemented using jQuery Tokeninput15. The interaction between
the system and users are controlled. Users can only type criteria that exist in the index
database. Users have to validate a criterion before typing another one. The suggestions
are generated in two different modes. The first mode is active while the user is typing a
word. The suggestions are in this case calculated with regards to the highest string
similarity with the text being typed by the user. We used the Levenshtein distance as
our string metric. The other mode is active when one or more criteria are validated and
the user is idle, then the system proposes additional criteria suggestions while taking
into account the criteria already validated. In the two modes, the ranking of suggestions
is performed in a way that maximizes the probability of preforming a successful query
on a given website catalogue, and that favors the diversity of proposed criteria types.

rankðc;QÞ ¼ pð00cþ Q 00Þ ð1Þ

The system searches in the offers that correspond to the validated criteria
(remaining offers) all available criteria (that are not yet validated). Available criteria are
ranked according to the formula (1). The rank of a criterion c (for instance “in
Slovenia”), provided that c is one of the available criteria, not included in the validated
ones that constitute the current query Q, is proportional to the probability of finding an
offer in the catalogue that corresponds to the extended query: Q + c, in which criterion c
is added to the already validated criteria. An essential part of the process is making sure
that proposed criteria are diverse: a step made possible by the use of semantic data
graphs in which offer properties are typed in a hierarchical way. We display one
criterion (the best-ranked) from each type of information as much as possible (if the
type is still present in the available criteria. For example, “at the seaside” is the only
criterion of its type, if it is validated, it will not be suggested again.), while preserving
the order of appearance in order of the best ranked ones.

3.5 Search Results Ranking

We did not implement a specific search results ranking method. Because in our case, all
retrieved results correspond to the query and are of the same importance. For example,

Fig. 4. Screenshot of the system at the beginning of the search session.

15 http://loopj.com/jquery-tokeninput/.
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for the query “in Croatia at the seaside”, all found offers are in Croatia and at the
seaside. When a search query is submitted, the system searches for offers that corre-
spond to all the criteria. Search results are now ranked by the profitability index defined
by catalogue providers.

4 Evaluation

In this section, we describe two experiments conducted to test our research hypotheses.

4.1 Experiment Data

Our experiments are conducted using the travel offer catalogue provided by a French
tour operator. The catalogue counts 956 travel offers. The travel destinations are
numerous and cover more than 150 countries.

4.2 Baseline

The baseline that we compare with is the Google Custom Search installed on the
website of the French tour-operator. This tool is a good candidate for baseline for two
reasons. Firstly, it is the personalized version of the most used search engine in the
United States [3] and it is widely used by travel websites. Secondly, we have full access
to the catalogue, this allowed us to compare the two systems with the same data.

4.3 Metrics

The following metrics have been used:

• average number of words per query
• average number of criteria per query
• provenance of criteria.

We used the average number of words per query because the travel website owners
told us about the limits they encounter with short queries in terms of providing per-
sonalized and optimal user experience. But it is an objective measure as there is no
human judgment involved, the fact that different systems propose criteria in different
forms, and according to different algorithms, the difference observed in the number of
words is not sufficient to conclude that one or the other system provides better support
in query formulation process. For this reason, we were interested in the average
number of criteria per query, which should not be influenced by the form in which the
two systems present their suggestions, but only by their capacity to suggest a criterion
that the user would actually consider adding to his/her query. In addition to these
metrics, we were interested in the qualification of criteria used, in terms of their
provenance (user thought-of, or suggested by the system), expressed on the following
scale from option 1 (criterion formulated by the user and not suggested by the system)
to option 5 (criterion suggested by the system that user hasn’t thought of himself).
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1. It is a criterion that I already had in mind and it was not in the suggestions.
2. It is a criterion that I already had in mind and it was also in the suggestions.
3. It is a criterion that I did not have in mind. It was in the suggestions. It is relevant.

But I coud have thought about it.
4. It is a criterion that I did not have in mind. It was in the suggestions. It is relevant. It

is surprising and I coud not have thought about it.
5. It is a criterion that I did not have in mind. Some suggestions inspired me and

helped me find this criterion.

4.4 Two Conducted Experiments

The website of the tour-operator is only in French. The Google Custom Search is also
performed in French. We developed a French version of RE-ONE. Vocabularies and the
pattern-based verbalization method are translated and adapted to French. We asked 34
people to participate in the evaluation. They are all French citizens or French speakers.
They have between 23 and 35 years old. They are used to doing travel search on theWeb.

The duration of the offers in the test catalogue is very varied, from 1 day to 71 days.
We are thus exposed to the risk of people manifesting different behavior and using
different criteria for long and short trip searches. In order to avoid bias, we thus divided
our users into two groups: A to whom we gave the task of searching for short (1–4
days) trips that correspond to (extended) weekend trips and B to whom we gave the
task of searching for long (5 and more days) trips that correspond to longer holidays.
Both groups used both our system and the baseline system.

Firstly, participants put themselves into the scenario of searching for the next travel.
They identify clearly a concrete possible next occasion for travel in their agendas, and
imagine the concrete usual context of looking for places to go on that occasion. At this
very early stage they do not yet have a precise destination. They turn to the search
systems to find offers. Secondly, Participants performed their search twice, once in RE-
ONE and once in the baseline system. To avoid possible bias due to the order of use of
the systems, we made half of the users search in RE-ONE first and the other half search
in the baseline system first. Thirdly, participants splitted the queries into criteria and
chose for each criterion the most suitable option from the scale introduced in Sect. 4.3.
They are well informed of our definition of criterion introduced in Sect. 3.4 and are given
some splitting examples. In spite of this process, this task remains a potential source of
subjectivity or error. To avoid bias, we ran a verification phase after the experiment, in
which 3 independent reviewers were asked to verify, for each query-to-criteria split
performed by the users in the study, if the split was performed according to our defi-
nition. Only splits that 2 or 3 reviewers approved were taken into account in further
measurement. Finally this review phase required the elimination of only 2 queries.

4.5 First Experiment: Searching for a Short Trip

In the first group which performed a search for a short trip, a significant difference in
average word number was observed between the systems: 2.06 ± 1.14 in the baseline
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system and 5.76 ± 3.46 in RE-ONE. The difference was significant according to T-test
(p-value < 0.001). A smaller, but still significant (p-value < 0.05) difference was
observed in the number of criteria: 1.59 ± 0.78 in the baseline system and 2.12 ± 0.8 in
RE-ONE. Both metrics are consistent and allow us to conclude about the positive
impact of our system in terms of assistance in query formulation; queries conducted in
RE-ONE were in average 64.2 % longer and 25 % richer than that in the baseline
system. The following table is a part of users’ queries for the short trip search that are
translated literally by us from French to English. The same user carried out the two
queries of each row (Fig. 5).

RE-ONE The baseline system

Church New art Church
Northern Europe North Cape Europe
Cross-country skiing in Coroico Cross-country skiing France
Volcanic island Porto-Novo Ribera Grande Island of Malta

Figure 6 allows us to observe the difference in criteria provenance, on our scale
option 1–option 5, options closer to one being closer to user’s own ideas, and options
closer to 5 being closer criteria attributable to the systems’ assistance. We see that the
distribution of criteria provenance for RE-ONE is stronger in options attributing the
presence of criteria in final queries to the system’s assistance, while queries formulated
in the baseline system are richer in criteria thought-of by the user.

Fig. 5. Average number of words and criteria per query statistics in the first experiment.

Fig. 6. Provenance of criteria statistics in the first experiment.
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4.6 Second Experiment: Search for a Long Trip

Similarly to the first experiment, in the case of long trip search, a significant (t-test
p-value < 0.05) was observed in the average number of words per query 2.65 ± 1.37 for
the baseline system and 7.06 ± 5.4 for RE-ONE. For the number of criteria, again a
slightly smaller but significant (p-value < 0.05) difference was created: 1.59 ± 0.62 for
the baseline system and 2.24 ± 0.9 for RE-ONE. In other words, queries conducted in
RE-ONE were in average 62.5 % longer and 29 % richer than those in the baseline
system. The following table is a part of users’ queries for the long trip search (Fig. 7).

RE-ONE The baseline system

Seafood Culture Salvador Dali Seafood
Summer where there is a historical site Summer historical
South-East Asia Hô-Chi-Minh City South-East Asia travel
Trek in New Zealand Linguistic stay

Looking at the provenance of criteria, again we can conclude the superiority of RE-
ONE over the baseline in terms of the presence of criteria attributable to the system’s
assistance (Fig. 8).

4.7 General Discussion

In both experiments, RE-ONE outperforms the the baseline system baseline, and that
according to all metrics that we used. In average, queries conducted in RE-ONE are

Fig. 7. Average number of words and criteria per query statistics in the second experiment.

Fig. 8. Provenance of criteria in the second experiment
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63.4 % longer and 27 % richer than that in the baseline system. As regards to sup-
porting users’ query formulation process, RE-ONE also shows a clear advantage.

While the interaction seems smoother in the baseline system as users can type
whatever they like, if the user starts typing a term that is not suggested, then the
baseline system is not able to do suggestions afterwards. This explains the big number
of criteria that correspond to option 1. Since RE-ONE is a controlled system, users can
only type search criteria that exist in our known indexes. This is why there is 0 criterion
corresponding to option 1. We were interested in the effect of this constraint. We
examined the logs of the experiments, we calculated the number of times that users
could not type what he/she had in mind and then typed another criterion. There were in
total 8 times for the short trip search and 11 times for the long trip search. The number
is much smaller than the baseline in both experiments. The results for the other four
options show that the suggestions of RE-ONE are always in greater accordance with
users’ idea flow, and able to suggest criteria of added value with regards to users own
ideas, which end up being accepted and constituting the final queries. It is especially
when looking at options qualifying the criteria as external to what the user had in mind
(options 3–5) that RE-ONE shows great superiority with regards to the baseline.

We have thus demonstrated the ability of our system, combining travel offers with
external information from semantic graphs to provide effective assistance in travel
search query formulation.

5 Conclusions

In this paper, we presented RE-ONE, a semantic travel offer search system. We
highlighted its ability to help users formulate better queries. This is made possible by
leveraging the semantic graph containing sources from RDF databases, social media
websites and web services. As for the evaluation, 34 people participated in two
experiments, half of them simulated a short trip search, the other half a long trip search.
The data is the travel offer catalogue provided by a French tour-operator. Our system
outperforms the Google Custom Search baseline in both experiments leading users to
formulate longer and richer queries. We provide better support by giving relevant
(accepted by the users) suggestions in great accordance with users’ idea flow.

In spite of good evaluation results, we still find some weak points to be improved in
a future work. Firstly, we can enrich the data graph with other properties on DBpedia or
other external sources. Secondly, the quality of DBpedia concepts extraction is not
good enough. We can find some strange concepts like “A40 autoroute”. Thirdly, some
concepts are well extracted but not relevant to travel like “Laborer”. We need to find a
method to remove automatically concepts that are poorly extracted or not relevant.
Fourthly, we can reduce the lexical constraints and provide more flexibility to users.
Fifthly, we can develop a personalization module to analyze users’ search behavior and
to do some adaptations.

In today’s technology-rich world, users are confronted with vast amounts of data
and spend much effort interacting with them. As we showed in this paper, we are
convinced that Semantic Web technologies can provide a solid support in users’ query
formulation process.
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Abstract. In this paper we present an architecture and approach to
publishing open linked data in the cultural heritage domain. We demon-
strate our approach for building a system both for data publishing and
consumption and show how user benefits can be achieved with seman-
tic technologies. For domain knowledge representation the CIDOC-CRM
ontology is used. As a main source of trusted data, we use the data of
the web portal of the Russian Museum. For data enrichment we selected
DBpedia and the published Linked Data of the British Museum. The
evaluation shows the potential of semantic applications for data publish-
ing in contextual environment, semantic search, visualization and auto-
mated enrichment according to needs and expectations of art experts
and regular museum visitors.

Keywords: Semantic web · Semantic data publishing · CIDOC-CRM ·
Open data · Cultural heritage

1 Introduction

The smooth and natural transfer of cultural heritage is the key factor for the
preservation of national identity, which is crucial in the era of rapid globalization.
At the same time the traditional mechanisms of heritage transfer from gener-
ation to generation nowadays undergo a serious change and experience a great
challenge as the digital era unfolds before our own eyes. The digital era prompts
developers of content and applications to use a new language of communication
and a new channel to deliver the information to the consumer. Thus, cultural
heritage transfer can strongly benefit from the digital movement to make it more
exciting, personal and vivid. Although in order to make sure that the cultural
heritage is being preserved, the digitization of content is not enough whilst ade-
quate representation of the data starts to play a decisive role.
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 637–651, 2015.
DOI: 10.1007/978-3-319-18818-8 39
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Progress has been made in this direction by introducing the digitization of
the art works and creating large structured storage of digitized artifacts. The
second step was made by creating user applications with digital data: It included
establishment of large museum portals, the launch of mobile applications of var-
ious kinds and features. Some of the museums have already placed their digital
collections in the open data cloud, thus opening it for querying and integration
[1]. To back this trend up all the vital infrastructure was created. Of particular
importance in this context is CIDOC-CRM - a Conceptual Reference Model pro-
viding definitions and a formal structure for describing the implicit and explicit
concepts and relationships used in the cultural heritage domain.

In this paper, we report on the results of the first steps towards the Russian
Linked Culture Cloud making the heritage data available, including the publi-
cation as Linked Data as well as through end user applications. Our long-term
goal is to build the overall Russian Linked Culture Cloud by integrating data
from many providers like museums and other institutions and having a power-
ful user interface and a set of practical tools for data acquisition, modification
and publishing. The pilot project was started in cooperation with the Russian
Museum in St. Petersburg, which holds the largest collection of Russian art in
the world. The primary goal of our research was to demonstrate the applicabil-
ity and benefits of usage of semantic data to tackle the challenges of cultural
heritage transfer in the digital era. The system is meant to deliver benefits to
two different target groups: the museum art experts and museum visitors. These
two groups greatly differ in their needs, but the system covers the interests of
both of them.

Taking into account the needs of potential users we managed to set forth the
following objectives:

– Simplified integration of external data. While the initial effort on making the
internal data open and available might look like a significant investment at the
start, in the long run it holds big promises with numerous benefits achieved
through integration with external data. Our challenge was to make this process
easier for organizations by means of providing the mechanisms suitable for sim-
plified acquisition of data from open sources via various APIs or by crawling
and further structuring the data including smooth integration into existing
data models.

– Dealing with quality of external data. The first challenge is directly related
to the second one. Integration of external data must be accompanied with
validation methodology, quality assessment, purification of acquired external
data. The system must be able to perform this task easily.

– Flexibility of data presentation. The third challenge is to demonstrate how the
employed semantic technologies can enhance the end user experience while
interacting with the data. The data presentation should be adjusting in real-
time to the user preferences, interests expressed either explicitly in his profile
or indirectly by his actions and interaction track with system.

– Richer representation. Among our potential users will be the art experts that
need the deeper representation of information more or less ready for analysis.
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The examples of such representations might be the timelines of events and art
object creation dates, the graph depicting the popularity of art movements,
the maps of traces of artists and so on. Creation of such forms of visualisations
involves a deep domain knowledge, clear understanding of users needs and a
thorough scenario of user interaction, which altogether makes a complicated
goal to achieve.

The project is still in rapid development and contributors are welcome. For col-
laboration we use GitHub repository: https://github.com/ailabitmo/Culture-
Cloud-Datasets, in which one can learn the technical details of the data trans-
formation process.

2 Overview of the System

In this section we present an overview of the created system. It has been built
using the metaphacts Knowledge Graph Workbench1, a platform for the devel-
opment of semantic applications. The system architecture diagram is depicted
in the Fig. 1.

Fig. 1. Architecture of the System

Using the data provisioning services of platform, the original data sources
have been transformed, interlinked, enriched and finally ingested into a triple
store (a Systap Blazegraph2 database), holding the integrated Linked Data
graph. As described in detail in the subsequent section, Russian Museum rela-
tional data was transformed to RDF, represented using the CIDOC-CRM ontol-
ogy. Where possible, links to DBpedia have been generated. The British Museum
thesauri were used as genre and artwork type taxonomies. The resulting data
in the triple store is published via a SPARQL endpoint, accessible at http://
culturecloud.ru/sparql.
1 http://www.metaphacts.com/.
2 http://www.blazegraph.com/.

https://github.com/ailabitmo/Culture-Cloud-Datasets
https://github.com/ailabitmo/Culture-Cloud-Datasets
http://culturecloud.ru/sparql
http://culturecloud.ru/sparql
http://www.metaphacts.com/
http://www.blazegraph.com/


640 D. Mouromtsev et al.

Using additional backend services of the platform, e.g. visualization, search
and exploration services, two applications have been built: a web application and
a mobile app, as described in detail in Sect. 4. The applications are accessible at
http://culturecloud.ru/ On the frontend side we made use of the rich templating
mechanism of the platform and created templates for the relevant CIDOC-CRM
classes to visualize artworks and authors. Each template also includes data from
linked DBpedia entities. The main purpose of the mobile application is to provide
museum visitors with additional information about art objects. It has the ability
to recognize the artwork by making photo of it or by scanning a QR code. Special
simplified templates were developed for this use case.

3 Publishing/Creation

3.1 Ontology Model

We created and published the museum data according to the CIDOC-CRM
ontology [3]. CIDOC-CRM serves as a basis for mediation of cultural heritage
information and to provide the semantic ‘glue’ needed to transform todays
disparate, localised information sources into a coherent and valuable global
resource. The CIDOC-CRM ontology provides a representation aimed at har-
monizing heterogeneous data, but retains the individual nature of the data -
providing a semantic framework that supports the full variability and richness
of the information and brings to life the concealed and implicit relationships
between objects and events.

3.2 Data Acquisition and Transformation

In this project we agreed with Russian Museum management to work with data
from one of their sites: www.rmgallery.ru. The original data undergoes a transfor-
mation process the main goal of which is to structure initial information into an
RDF data graph conforming with the CIDOC-CRM ontology. Figure 2 shows an
example of the initial data representation in RDF and interlinking, as discussed
in the next section.

CIDOC-CRM is an event-centric model. The central part of semantic repre-
sentation is the event of production of some object crm:E12 Production. It con-
nects all other entities that are relevant to it: A creator is connected with the
crm:P14 carried out by property, an artwork is connected with the crm:P108 has
produced property, creation time is connected with the crm:P4 has time span
property. The artwork is represented as an instance of class crm:E22 Man-Made
Object (Fig. 3).While not shown in the diagrams, the person’s biography and
artwork description are associated with crm:E21 Person and crm:E22 Man-
Made Object respectively via the crm:P4 has note property.

All textual information in the dataset (names, titles, descriptions, etc.) were
placed in two languages annotated with the corresponding language tag.

http://culturecloud.ru/
www.rmgallery.ru
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Fig. 2. Example of initial data representation and interlinking

Fig. 3. Artwork representation example
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3.3 Interlinking

To enrich the initial dataset we interlinked the authors from the Russian Museum
data with persons from DBpedia. The interlinking was performed in two stages.

The first stage is implemented in semi-automatic mode: a Ruby script asks
to choose from one of the options that script provides for the person’s name
matches. The first-step script does the following:

1. Query the Wikipedia API with the person’s name.
2. List query results on the screen and ask to choose the most suitable one.
3. When user selects a variant, transform a chosen Wikipedia link to DBpedia

one and create owl:sameAs for the crm:E21 Person (Fig. 2).

The second stage is carried out in automated mode and based on simple string
comparison of person’s initials. First of all, we extract names of the persons
with type dbpedia:Artist. Then we transform all names to initials and performed
a string comparison with names of the persons from the Russian Museum data.
The second stage proves to be effective as it is shown in the Table 2. We worked
with both international and Russian DBpedia datasets to interlink as many
authors as possible.

3.4 Reusing Thesauri of the British Museum

The British Museum has published high-quality thesauri that could be used with
any museum, thus we decided to reuse them. The thesauri are based on SKOS.
Every thesaurus object has the skos:Concept type and one of CIDOC-CRM more
specific type. For example, the material “oil” has types of skos:Concept and

Fig. 4. Usage example of The British Museum thesauri
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crm:E57 Material and is part of “BM MATERIAL” concept scheme. The “alle-
gory/personification” subject has types skos:Concept and crm:E55 Type and is
part of “BM SUBJECT” concept scheme. We used the latter for describing the
genre of the artworks. Figure 4 shows an example of the usage.

For some genres there were no appropriate entities in British Museum dataset
(illustration, caricature, theatrical scenery), for these we created additional
instances following the exact same scheme.

3.5 Annotating Unstructured Text with DBpedia Spotlight

We have two pieces of unstructured data in the Russian Museum dataset: artwork
descriptions and author biographies. We decided to contextualize this informa-
tion with DBpedia Spotlight3. It identifies for DBpedia entities in the text and
returns a text annotated with links to DBpedia resources. We replaced all initial
textual information with the annotated one and added all entities in the anno-
tation to our dataset as triples (Entity, cc : hasAnnotation,DBpediaEntity),
where Entity is either an artwork or an author and DBpediaEntity is the DBpe-
dia resource associated with the text by Spotlight (Fig. 5).

Links in unstructured text provide additional ways for site visitor to explore
existing information, besides links to the semantic entities created at transfor-
mation and enrichment stages.

Fig. 5. Example of text annotated with DBpedia Spotlight (persons highlighted with
orange, places with blue and occupations with green) (Color figure online)

3 http://dbpedia-spotlight.github.io/.

http://dbpedia-spotlight.github.io/
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Fig. 6. Sceenshots of the web application

4 Consumption of Data/End User Application

We created two end user applications for consuming the data: a website appli-
cation and a mobile application. The website can be accessed from any mobile
device or desktop computer web browser. The mobile application is created for
the Android platform.

4.1 Website Application

The website provides a way to navigate through the culture linked data cloud.
The website is built using a wiki-based templating mechanism, where every con-
cept of the underlying ontology is associated with a template that defines how the
data is presented and which kind of interactions are possible. In the templates,
rich widgets for the various data modalities are embedded, including widgets for
exploring image collections, timelines for temporal data, maps for geo-spatial
data, etc. (Fig. 6).

The website also presents data in a number of traditional ways - text descrip-
tions and illustrations of art works, hyperlinks connecting the web pages and so
on. At the same time the system allows the integration of more effective tools
for data presentation, which provide a brighter use experience and prove to be
more fruitful in a process of data exploration. Some of the widgets include:
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Enriched text. Enriched text is a paragraph where some toponyms, people names
and dates are linked against the semantic descriptions of external sources, in our
case DBpedia and the British Museum. When the user clicks the link the article
opens on this same site. This delivers the additional context directly to the user
and keeps him on site, while in other systems he would be forced to leave the
original resource.

Interactive timelines. A Timeline widget enables additional visual demonstration
of how long the process took place or in what sequence the things were occurring.
For instance, our system employs timelines when we demonstrate the artists
lifetimes in relation with the art movement to which they all belong. The other
use case for timelines is to place the art objects on artists life span to display his
periods of activity and inactivity. This provides a means to learn and discover
the facts rather than reading the paragraphs of simple text.

Interactive influence graph. The graph of influences illustrates the influences
of one artist on another. From this graph many intriguing conclusions could
be made: who was the most influential artist in his time, who stands aside in
the cultural art process, etc. The end-user can use such graph for finding other
artist that can interest him based on the artists that he already knows. The
art experts can construct the more complicated graphs showing the connections
between artists, art movements, countries, art school, etc.

Multi-dimensional Pivot widget. The Pivot widget allows to visually explore the
data by sorting and filtering it in multiple dimensions. For instance, one can
select the artists of 1890 s that worked in the genres of portrait and sort their
artworks by artists names. This is another exciting and interactive way to learn
the content and make fascinating discoveries along the way. It is quite obvious
that such tool can be of a great help and simplify the routine work when selecting
the artworks for catalogues or when constructing the new exhibition.

Semantic search. A search widget has been implemented that allows to visu-
ally construct structured, semantic queries against the fundamental relationships
of the CIDOC-CRM ontology. The search widget provides auto-suggestions for
search terms utilizing an entity index along with a suggestion of relationships
that are applicable to a selected entity.

4.2 Mobile Application

The mobile applications is intended to make the visit to the museum more
informative. It is done by enabling automatic identification of art work by taking
snapshot with a mobile device (accuracy about 80 percent). When the artwork is
identified, the mobile app brings additional annotation about it and its creator.
Visitors can also rate the artwork and the rating will be shared across the social
network so that the user’s friends can receive recommendation based on user’s
ratings of what to see in the museum (We use the most popular social network
in Russia - http://www.vk.com).

http://www.vk.com
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Hence the key features of application are:

– Artwork recognition by photo.
– Provision of information about the artwork.
– Ranking of artworks and sharing user rating across the social network.
– Delivery of user-tailored recommendations for customized museum visits.

The information is presented to the user in highly customized form, individually
and deliberately sorted and filtered.

4.3 Added Value for End-User

We divided the beneficiaries of our system into two major categories: Art Experts
and Museum Visitors. The current state of the system already provides to the
organizations e.g. museums an easy and a cheap way to maintain their website
and develop information materials. As a result the number of visitors is growing.
Such result is achieved due to the nature of semantic technologies, which enables
simplified integration of external data sources. Secondly, the data model itself
is more transparent and obvious to the experts with no technical background,
which leads to easier support of such model. Then, new data acquired to expand
the existing system could be integrated from the data providers and thereafter
queried like internal with the reference to the internal data model. Finally, dis-
playing external data on-site ensures the user does not leave and teaches him to
have a single entry-point to all art-related content.

As for the regular visitors, the system brings them the art-related information
in a more interactive, exciting and thought-provoking way. By interacting with
widgets the user makes his own trajectory through the site content with regard to
his own preferences and interests. The user does not consume the information in
a traditional way by going from one link to another, but, more or less, makes his
own unique exploration path through the materials, utilizing all the interactive
tools. The other important aspect of the system for the common museum visitor
is the presence of social features. Now people can follow their friends’ paths
through museum, share their impressions of art with others and learn more from
whom they trust. This process is simplified by the automatic artwork recognition
feature implemented in the mobile application allowing users instantly to learn
more about the painting by taking a picture of it from their Android device.

5 Evaluation

5.1 Source Data and Evaluation Details

In our system we used three different sources of data:

– Original data from Russian Museum4 provides basic information about art-
works and authors.

4 http://rmgallery.ru/.

http://rmgallery.ru/
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– The British Museum thesauri5 were used for describing genres of artworks.
– DBpedia6 was used for adding information about authors, such as date of

birth and death, artistic movement author belongs to, persons who influenced
author, etc.

– Associated Spotlight annotations were placed in the related section of the
authors and artworks pages.

For assessing the data quality we have created more specialized versions of
several metrics listed in [5]. Our main goal was to find out how successful was
the enrichment of the original dataset. A detailed description of all metrics is
presented in the following section.

5.2 Metrics Description

In this section we will describe metrics we used to assess quality of the resulting
dataset. We split all metrics into three different categories:

1. General dataset metrics describe the volume of data we collected. These met-
rics consists of VoID statistics metrics (number of triples, classes, properties,
entities, distinct subjects and distinct objects) and quantity of the main enti-
ties from www.rmgallery.ru (authors and artworks).

2. Original dataset metrics describe completeness of the data from www.
rmgallery.ru. It shows how many artworks entities have specific information
(annotation/description, size, genre, creation time) and how many of author
entities have the biography information.

3. Interlinking metrics describe how much additional information we gathered
by interlinking the original data with DBpedia. The first part of these met-
rics describes how many owl:sameAs links were created for authors and spec-
ifies how many of them were obtained using Wikipedia search or syntactical
approaches. We also have counted the number of links to the international and
Russian DBpedia. The second part of interlinking metrics depicts how many
authors were complemented with specific information from DBpedia (birth/
death date, birth/date place, art movement author considered to belong to,
influenced and influenced by information).

One special note should be taken regarding a trust assessment. We did not
develop objective computable metrics for that task, thus we presented subjective
evaluation of provenance in the next section.

5.3 Evaluation Results

Available information about artworks and authors was transformed to the seman-
tic form and we have the following statistics about its completeness: more than
90 % of entities has dimension, genre, creation time and author bio information and
5 http://collection.britishmuseum.org/.
6 http://dbpedia.org/.

www.rmgallery.ru
www.rmgallery.ru
www.rmgallery.ru
http://collection.britishmuseum.org/
http://dbpedia.org/
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Table 1. Evaluation of general and original dataset metrics (percentage of total number
of artworks or authors)

General metrics Original dataset metrics

Triples 50795 Artwork descriptions 68% (628)

Classes 15 Artwork dimension 99% (911)

Properties 23 Artwork genre 94% (863)

Entities 8068 Artwork creation time 96% (887)

Distinct subjects 8081 Author’s bio 98% (260)

Distinct objects 13861

Artworks 921

Authors 265

68 % of artworks has descriptions. 85 % of authors were interlinked with DBpedia
which allowed us to enrich 60 % of author pages with birth-death dates.

A comparison of the general and original dataset metrics (Table 1) unveils
incompleteness in the Russian Museum data, as not all artworks or authors have
additional information, such as genre, dimension, etc. This probably could be
related to human element in curated museum data.

The results of interlinking metrics (Table 2) were in line with our expecta-
tions. Decrease of the added information number correlates to increase of the
obtaining information difficulty. For example, birth and death dates are proba-
bly the most easy to find information about authors, but to find the information
about art movement or persons who influenced the author one probably should
look up the specialized literature.

The original data is poor in terms of coverage and incompleteness (rather
than inconsistency) and lack of semantics. The value of the interlining is not
only in the number (volume) of direct links, but in the rich additional data that
provides context. The link generation algorithms have been manually tuned, as
part of this the generated links have been manually validated. The improvement
of the enrichment quality is based on a continuous cycle. The basic metrics allow
to manage this process and evaluate results of adding new datasets (for example
we are working on adding 7).

DBpedia Spotlight Annotations. The annotations of originally unstructured
text from the Russian Museum data gives us a good use case for the end user,
as they can observe a dataset while reading information about artworks.

But raw annotations are mostly unusable to perform computational reasoning
over data they add, as we do not know how exactly annotations are connected to
the text. For example Spotlight added annotation “Finland” to the description
of Repin’s painting “What an Expanse!”. But in this form it is impossible to
understand that Repin was inspired by some places in Finland.
7 http://www.wikiart.org.

http://www.wikiart.org
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Table 2. Evaluation of interlinking metrics (percentage of total number of interlinked
authors)

Total number of interlinked authors 226 of 265 (85%)

incl. at the first stage 40% (90)

incl. at the second stage 60% (136)

incl. with International DBpedia 81% (183)

incl. with Russian DBpedia 80% (181)

Number of authors enriched with

birth date 60% (136)

death date 60% (137)

birth place 22% (50)

death place 20% (46)

art movement 13% (30)

“influenced” 4% (9)

“influenced by” 4% (8)

In our case DBpedia Spotlight is a good solution for providing a light-weight
contextualization. But to make annotations usable in meaningful dataset queries,
predicates describing how exactly annotations are related to the text and entities
would be needed.

6 Related Work

In the cultural heritage domain, Linked Data and Semantic Web technologies
have been successfully applied to publish and interlink heterogeneous, semanti-
cally rich data. Great amounts of cultural heritage data have been published in
national and international portals, such as Europeana8. As of today, a number of
different ontologies and metadata schemes are used for the representation of the
data. CIDOC-CRM is the prevailing model when it comes to the representation
of semantically rich cultural heritage data [2]. For example, the British Museum
has published their complete data collection as Linked Open Data based on
CIDOC-CRM9. Notable other sites that have published large collections based
on CIDOC-CRM include Claros10 and the Arches project11. The ResearchSpace
project12 is developing a collaborative environment for humanities and cultural
heritage research using CIDOC-CRM.

8 http://www.europeana.eu.
9 http://collection.britishmuseum.org.

10 http://www.clarosnet.org/XDB/ASP/clarosHome/.
11 http://www.getty.edu/conservation/our projects/field projects/arches/.
12 http://www.researchspace.org.

http://www.europeana.eu
http://collection.britishmuseum.org
http://www.clarosnet.org/XDB/ASP/clarosHome/
http://www.getty.edu/conservation/our_projects/field_projects/arches/
http://www.researchspace.org
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On the data consumptions side, new applications based on the semantically
rich data have been developed that enable new forms of user experience. These
range from supporting semantic search in portals to mobile applications. E.g.,
the SMARTMUSEUM [4] system utilizes an ontology-based representation of
content descriptions as a basis for context-aware, on-site access to cultural her-
itage in a mobile scenario. Applying context reasoning and recommendation
algorithms provide users with recommendations for sites, such as museums or
buildings of architectural interest, and objects on those sites, such as sculptures
or other works of art, and provides explanatory descriptions and multimedia
content associated with individual objects. In comparison to the related solu-
tions our project stands out as being an external service to heritage owners,
which provides interlinking and search/representation facilities to end-users and
third-party applications.

7 Conclusions

In this paper we described a system for semantic publishing, enrichment, search
and visualisation of cultural heritage data as a first step towards a Russian
Linked Culture Cloud. The system is based on the metaphacts Knowledge Graph
Workbench. As a main source of data at the initial step the virtual gallery of
the Russian Museum was selected. For transformation and representation of
data CIDOC-CRM Ontology was used with extended thesauri from the British
Museum repository. Data enrichment is done by DBpedia. We also used the
DBpedia Spotlight API to annotate and extract data from unstructured text in
the initial data source (annotations, biography and so on).

The performed analyses of user benefits revealed a high demand on the flex-
ible and extensible representation models for building applications that allow
to get access to digital cultural heritage. Our system illustrates potentials of
semantic technologies for creation of such solutions including semantic search
and visualizations both for art experts and regular museum visitors.

One of the features we achieved is to make data deliverable to end users
more informative in comparison with any data source provisioning our system.
For example, the initial Russian Museum dataset does not contain much infor-
mation about authors. Interlinking with external sources allowed us to show
user additional information about authors, such as date of birth or person they
influenced.

Our evaluations show that the enrichment of the limited original dataset was
quite successful and automation of this process is efficient.

Future work. Some problems raised during the project progress require addi-
tional research and further development. The most challenging problems are:

– Expand the number of data sources especially of raw data from heritage insti-
tutions. It could require extending thesauri and the CIDOC-CRM ontology
in term of new kind of terms and classes.
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– Support of collaborative work and contradicting facts representation in the
domain ontology for art experts knowledge modelling. This will make the sys-
tem more natural for the cultural heritage area. On these topics we intend to
synergize with the work performed in the ResearchSpace project on argumen-
tation and belief.

– Collecting the user statistics for tracking users trajectory through the site
content and analytics of preferences and interests. Such data will allow to
build an efficient recommender system.

– Developing a solution for the automated quality assessment of data sources
and its trust ranking.
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Abstract. A wealth of biomedical datasets is meanwhile published as
Linked Open Data. Each of these datasets has a particular focus, such as
providing information on diseases or symptoms of a certain kind. Hence,
a comprehensive view can only be provided by integrating information
from various datasets. Although, links between diseases and symptoms
can be found, these links are far too sparse to enable practical applica-
tions such as a disease-centric access to clinical reports that are anno-
tated with symptom information. For this purpose, we build a model
of disease-symptom relations. Utilizing existing ontology mappings, we
propagate semantic type information for disease and symptom across
ontologies. Then entities of the same semantic type from different ontolo-
gies are clustered and object properties between entities are mapped to
cluster-level relations. The effectiveness of our approach is demonstrated
by integrating all available disease-symptom relations from different bio-
medical ontologies resulting in a significantly increased linkage between
datasets.

1 Introduction

A wealth of biomedical datasets is meanwhile published as Linked Open Data.
Examples include ontologies of the Unified Medical Language System (UMLS),
the Human Disease Ontology (DO), Symptom Ontology (SYMP) or DBpedia.
Each of these datasets has a particular focus, such as providing information on
diseases or symptoms of a certain kind. Hence, a comprehensive view on diseases
and symptoms can only be provided by integrating information from various
datasets. Although, links between the datasets can be found, we learned that
these links are far too sparse to enable practical knowledge-based applications.
In our use scenario, we want to extract a disease-symptom knowledge model
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 652–667, 2015.
DOI: 10.1007/978-3-319-18818-8 40
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Fig. 1. Disease-centric view on patient data.

from publicly available biomedical data to extend our application described in
[11] and Sect. 2, where we rank likely diseases based on semantic annotations of
clinical images and reports. This allows a disease-centric access on unstructured
clinical as shown in Fig. 1. To build a model of such disease-symptom relations,
we need to integrate entities of semantic type disease and their relations to
entities of type symptom from different ontologies.

The BioPortal [21], being the world’s largest ontology repository for bio-
medicine, contains more than 400 different ontologies and more than 6 million
entities that define a wide range of concepts. Even though the BioPortal provides
lexical information (labels, definitions etc.), comprehensive mappings between
semantic types or properties are frequently missing. Thus it is not possible to
directly access all diseases defined in different ontologies from BioPortal. In par-
ticular, it is not possible to extract a diseases-symptom graph needed for our
application scenario.

In the following we use the term entity to refer to a concrete class or instance
defined in one ontology or dataset. This abstraction is necessary since knowl-
edge representation differs across repositories and domains: e.g. in DBpedia
dbp:Lymphoma is an instance of dbp:Disease, while in biomedical ontologies
lymphoma is commonly represented as a subclass of disease. As described below,
the UMLS defines 133 semantic types to represent important high level cat-
egories such as disease, symptom, organism or anatomical structure. We fol-
low that approach and use an annotation property to uniformly refer to the
semantic type of an entity (e.g. radlex:Hodgkin lymphoma disy:semanticType
disy:Disease). We use the term concept to describe the abstracted mean-
ing on a conceptual level without reference to any concrete implementation,
such as some particular ontology. E.g. the entities radlex:Hodgkin lymphoma,
do:Hodgkin’s lymphoma and omim:Hodgkin disease represent the same dis-
ease concept Hodgkin lymphoma. Again, we follow the UMLS approach where
Concept Unique Identifiers are used to integrate entities of different ontologies
on the conceptual level.

As in our use-case scenario, in many application contexts only certain parts of
the available knowledge are relevant. For example, one would like to query only
data about entities of specific semantic types (in our case disease and symptom) –
but across many different resources. Or, only relations between entities of two
specific semantic types are of interest. Querying across multiple resources is
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essential since ontologies often model one specific domain and only the combined
information from many different ontologies provides a complete description of
corresponding concepts. In other words one is interested in queries over different
resources based on semantic types. This kind of queries, however, depends on
the existence of a global schema of semantic types. Further, integrated access
to information from different ontologies depends also on alignment of properties
from different ontologies.

There are several attempts and partial solutions addressing these require-
ments (cf. Sect. 6): Firstly, there has been much work on algorithms for ontology
matching, i.e. mapping of entities and schemas from one ontology to another.
An overview of the state of the art in this area is given by [18]. The matching
methods are mostly based on strings (labels, definitions, comments etc.) and
structure (relations between entities). With schema mappings one can federate
queries over different resources by translating the query from a global schema
to local schemas. Another possibility is to integrate data into a new repository
where all data is mapped to a common schema. In this scenario, lexical infor-
mation such as labels and textual definitions are often mapped to a common
vocabulary such as Dublin Core or SKOS.

Even though there are various mapping algorithms and correspondingly map-
ping resources available, semantic types (i.e. meta descriptions) are still not
globally aligned. Thus it is difficult to retrieve all entities of a certain semantic
type from different ontologies or knowledge repositories. Further, it is even more
difficult to query across different resources since most of them use their own
schema. Without knowing the different schemas one cannot query and integrate
information correctly. Thus it is currently not possible to do a semantic search
or filtering over heterogeneous resources to extract all available knowledge for a
given application scenario. There are several reasons for the absence of globally
aligned semantic types and object properties: Firstly, there is no agreed target
schema for semantic types or object properties (as SKOS is for certain data prop-
erties). Secondly, object properties are used in different contexts, often without
clear domain and range specification and vague semantics. Thirdly, in property
URIs and labels different abbreviations and IDs are used, preventing automatic
mapping techniques.

In this work we describe an approach to propagate semantic types from an
initial set of entities to other ontologies by using existing ontology mappings.
Then, entities that have the same semantic type are clustered, which provides
the basis for integrated access to information across different ontologies. Aligned
semantic types allow us to manually map relations that are used between entities
of two different semantic types in a context-sensitive manner. Finally, the entity
level relations are mapped to cluster-level relations and represented in a cluster
graph. We demonstrate the feasibility of our approach in our medical application
scenario where we propagate the semantic types disease and symptom in order
to harmonize available knowledge about their correlations.

The remainder of the paper is organized as follows: In the next Sect. 2 we
detail our application scenario. Then we describe the resources used for the appli-
cation scenario of diseases and symptoms in Sect. 3. We outline our approach for
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semantic type based integration and present the actual realization in Sect. 4.
Evaluation results are summarized in Sect. 5, before we discuss related work in
Sect. 6 and conclude in Sect. 7.

2 Application Scenario

As described in [11] clinical patient data from many different resources such
as medical images, reports and laboratory results, provide the basis for clini-
cal decision making (diagnosis, treatment evaluation and planning). However,
the enormous volume and complexity of this mostly unstructured data, prevents
clinical staff to get the full use of the data by reviewing it all. Here, semantic
annotations can be used to make the data better accessible, e.g. in a search
application (see e.g. [17]). The problem, however, is that annotations capture
only descriptive information of the report’s content, i.e. the observations made,
the findings discovered, the various symptoms identified. That is, annotations
simply represent the content as it is. In a diagnosis process, however, the clini-
cian would like to search for all symptoms related to some specific disease such
as Hodgkin lymphoma. To make this kind of search possible a knowledge model
containing the relation between diseases and symptoms is necessary (cf. Fig. 1).
Without such a model, a search for Hodgkin lymphoma indicating findings is
only possible through a search for specific symptoms as e.g. lymph node enlarge-
ment, feeling powerless etc. assuming that the clinician is informed about likely
symptoms of a disease. However, clinicians are usually experts in one particular
domain, leading to a lack of prior knowledge about the interrelations of symp-
toms and diseases in case certain diseases are no longer in the scope of their
expertise. In other words, there is a clear danger that the information about the
relevance of identified symptoms remains overlooked or misinterpreted, leading
to non-appropriate treatments, etc. Thus, the relevance-based highlighting of
information about clinical observations in the context of likely diseases supports
clinicians to improve their treatment decisions. In [12] we used a manually cre-
ated disease-symptom model to show that it can be used to infer a ranking of
likely diseases based on annotations of unstructured clinical data. The general
idea is to match the patient’s symptom information with the typical symptoms
of diseases defined in the knowledge model.

Instead of creating such a knowledge model manually, this work aims to
explore and reuse knowledge about disease-symptom relations from existing LOD
resources. This, however, bears a significant integration effort. Firstly, disease
and symptom entities need to be identified in different resources. Secondly, rela-
tions between these entities need to be aligned. The most important resources
used for this domain-specific application scenario are described in the following
section. For other domains one would need to select other resources.

3 Employed Ontology Resources

BioPortal - Biomedical Ontology Repository [21] provides public access to more
than 400 ontologies and 6 million entities in those ontologies. It tends to be the
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most comprehensive repository of ontologies in the biomedical domain. Ontolo-
gies in BioPortal cover various fields of biomedicine such as diseases, phenotypes,
clinical observations and findings, genes, proteins etc. The data on BioPortal
consists of three essential parts (for details we refer to [10,14,15]):

– Ontologies: The main part of data in BioPortal is the repository of ontologies
that are uploaded by users. To ease querying over different ontologies the
BioPortal has mapped some properties for lexical information to a common
schema by defining subproperty relations.

– Metadata: A specifically designed ontology is used to store metadata of
ontologies such as version, creators, reviews, mappings, views etc. [10].

– Mappings: Ontology mappings are relations between entities of different
ontologies that denote similarity (or equivalence) of two entities. A mapping
specifies at least a target entity, target ontology, source entity, source ontology
and a relation type (e.g. skos:exactMatch, skos:closeMatch, skos:related
Match, owl:sameAs, rdfs:seeAlso). In total the BioPortal contains six dif-
ferent mapping resources. Most relevant for this work are lexical mappings
(LOOM [5]), created by a software, based on the similarity notion between
preferred labels or preferred and alternative labels and the mappings created
by UMLS CUIs. An example of a LOOM mapping is given in Fig. 2. All map-
pings are available through a REST-full API1 and a SPARQL endpoint [15].
They can be used without preprocessing.

Fig. 2. Example of a LOOM mapping between an entity from Disease Ontology and
one from Online Mendelian Inheritance in Man Ontology.

Unified Medical Language System (UMLS) is a system for integrating major
vocabularies and standards from the biomedical domain, such as SNOMED CT,
MeSH, ICD and others. UMLS consists of three main components: Metathe-
saurus, Semantic Network and SPECIALIST lexicon. The Metathesaurus is a
vocabulary that contains 1 million unique biomedical concepts with 5 million
labels from more than 100 terminologies, classification systems and thesauri,
and more than 17 million relationships between concepts. Each concept is given
a permanent concept unique identifier (CUI) whose role is to link similar enti-
ties from different vocabularies or ontologies. The Semantic Network provides a
categorization (called semantic types) of the concepts that appear in Metathe-
saurus and also relationships that can be used between concepts of different
semantic types. In total there are 133 semantic types (e.g. organism, anatomical
structure, clinical findings, disease or syndrome etc.) and 54 semantic relation-
ships defined in the Semantic Network. Each concept of the Metathesaurus has at
least one semantic type assigned. For our application scenario the semantic types
1 http://data.bioontology.org/.

http://data.bioontology.org/
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disease or syndrome (T047) and sign or symptom (T184) are most relevant. The
semantic type finding (T033), which is a supertype of sign or symptom is also
relevant, however out of scope for this work.

Human Disease Ontology (DO) represents a comprehensive knowledge base of
inherited, developmental and acquired diseases [16]. Currently it contains 8681
disease, 2260 of which have a textual definition. DO integrates medical vocab-
ularies through the usage of cross-mappings to other ontologies, such as MeSH,
ICD, NCI’s thesaurus, SNOMED CT or OMIM. DO is part of the Open Bio-
medical and Biological Ontologies (OBO) Foundry [19] and utilized for disease
annotation by major biomedical databases such as Array Express, NIF or IEDB.

Symptom Ontology (SYMP) is an OBO Foundry ontology and contains 936
symptom entities, where symptom is defined as ‘a perceived change in function,
sensation or appearance reported by a patient indicative of a disease’. SYMP is
organized primarily by body regions with a branch for general symptoms.

4 Approach and Realization

The rationale of our approach is to utilize existing mappings to integrate infor-
mation about entities of the same semantic type from different ontologies and
to align relations between different semantic types. The approach consists of the
following five steps as shown in Fig. 3:

Fig. 3. The five steps of our approach.

1. Selection of Initial Sets: For each semantic type of interest one has to
define a set of initial entities as representatives of that semantic type.

2. Propagation of Semantic Types: Use mappings to assign a semantic type
to entities for which no corresponding semantic type has yet been assigned.

3. Clustering of Entities: Use mappings to create clusters of entities from the
same semantic type. To preserve distinctions made by the original ontologies,
we require that a cluster never contains two entities from the same ontology.

4. Mapping of Object Properties: Having two sets of entities with different
semantic type we can analyse all relations between them that are defined
in the source ontologies. Since the number distinct object properties used
between entities of two different semantic types is small enough, we can man-
ually map them to cluster level relations.

5. Creation of Cluster Graph: The cluster information as well as the entity-
level relations are integrated into a final cluster graph. Further, the entity-level
relations are mapped to cluster-level relations to allow integrated access and
aggregation of available information from entity-level on cluster-level.
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Selection of Initial Sets. To propagate semantic types across ontologies of
the BioPortal, we first select initial sets of entities for which the corresponding
semantic types are defined:

1. Initial disease set consists of all entities of DO and those entities of UMLS
ontologies with semantic type disease or syndrome (in total 153,223 distinct
entities from 18 ontologies).

2. Initial symptom set consists of all entities of SYMP and those entities
of UMLS ontologies with semantic type sign or symptom (in total 14,971
distinct entities from 18 ontologies).

We noted that in the case of diseases and symptoms the initial sets actually
overlap as shown in Fig. 4. In total 471 entities occur in the intersection of the
initial sets. Since the entities of DO and SYMP are disjoint, this means that
those entities must be defined in some of the UMLS ontologies as disease and
symptom. However, according to our clinical expert, in general a distinction
between disease and symptom should be possible and thus we consider that the
overlap is due to wrong assignment of semantic types. Indeed our clinical expert
could manually classify most of the entities in question as either disease (189
entities, e.g. migraine) or symptom (234 entities, e.g. dry mouth), however 48
entities are both (e.g. eating disorder)2. As a result the overlap is very small in
comparison to the large number of disease and symptom entities, so that it can
be tolerated.

Fig. 4. The initial set of diseases and symptoms with potential entities obtained
through mappings. The shown overlaps were resolved in subsequent steps.

Propagation of Semantic Types. With the initial sets for diseases and symp-
toms at hand, we use the existing mappings on BioPortal to retrieve more enti-
ties of the same semantic types. Here we assume that entities being mapped
to each other via at least one existing mapping are semantically similar. This
semantic equivalence information is reused within our approach by propagating
the semantic type information of the entities of the initial set to each of their
mapped entities: An entity is in the set of potential diseases if there is a map-
ping to some entity of the initial disease set (for symptoms respectively). In total
this results in 247,683 entities from 219 ontologies for diseases and 34,088 entities
from 161 ontologies for symptoms. However, as shown in Fig. 4, the resulting sets
again overlap. To determine a single semantic type for entities in the overlap we
proceed as follows: Firstly, being in an initial set is more relevant than being in
2 Complete classification results are available at http://goo.gl/CFgFVx.

http://goo.gl/CFgFVx
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a potential set. Secondly, for entities in the intersection of potential disease and
potential symptom sets (7,531 entities), the classification is based on the number
of mappings to entities of the different initial sets. That is, if for a corresponding
entity there are more mappings to entities of the set of initial diseases than to
entities of the set of initial symptoms, then the entity gets assigned the semantic
type disease. Else it gets assigned the semantic type symptom. After separation,
we are left with 240,264 disease entities and 23,642 symptom entities.

Clustering of Entities. From the previous step we obtained a large set of enti-
ties of semantic type disease and also one for symptoms. However, this does not
imply that all of these entities are about different diseases (symptoms respec-
tively). Our assumption is, that many of those entities cover the same seman-
tic concept and thus can be clustered. For instance, there are multiple entities
describing the semantic concept Hodgkin lymphoma: snomed:Hodgkin lymphoma,
omim:Hodgkin disease, radlex:Hodgkin lymphoma, do:Hodgkin’s lymphoma
etc. Again, we use established ontology mappings to identify clusters of entities
describing the same semantic concept. In the context of the set of disease and
symptom entities only the mappings UMLS CUI and LOOM from BioPortal are
relevant, i.e. have corresponding entities as source or target.

For both semantic types the set of entities together with mappings represent
an undirected graph. A natural way to cluster this graph would be to sim-
ply take the maximally connected components. This approach, however, creates
some very big clusters: The largest connected component of the disease graph
contains around 70,000 entities if we consider all mappings and even around
33,000 if we consider only mappings from UMLS CUI or LOOM. Even though
big clusters are not problematic per se, these very big clusters indicate that the
quality of the mappings is not fine-grained enough: A cluster with about 70,000
entities from about 250 ontologies contains many entities that represent different
concepts. Our pragmatic solution to work with the available mappings, avoiding
these large clusters, is to put at most one entity from each ontology in one clus-
ter. Thereby we keep distinctions of concepts made by the different ontologies.
Here we assume that each disease or symptom is not represented by more than
one entity in the same ontology. Obviously this constraint limits the cluster size
to the number of ontologies. The number of clusters as well as their maximal
size using different mappings are given in Table 1. Although this approach avoids
the creation of big clusters, we note that since our clusters are disjoint, this also
creates many clusters of very small sizes. E.g. mappings X1-Y1 and X1-Y2 where
X1 is from one ontology and Y1 and Y2 are from another ontology results in clus-
ters {X1,Y1} and {Y2}. As a result the number 1-entity clusters almost doubles
in comparison to the case where one takes maximally connected components as
clusters. As shown in Table 1 LOOM (covering all BioPortal ontologies) is bet-
ter in the direct comparison to UMLS using the adapted approach, however it
is even better to exploit both mappings for increased coherence of the resulting
graph.
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Table 1. Number of clusters and maximum cluster sizes with different mappings.

Mapping of Object Properties. The initial motivation for this work was the
identification of disease-symptom relationships and their retrieval from different
ontologies in BioPortal. More than 2,600 distinct properties are used in BioPortal
ontologies. Moreover, some of the property names consist of just a URI, which
makes it difficult to answer the question, whether a property is used to connect
diseases and symptoms, or not. Having large sets of entities for diseases and
symptoms we are able to extract disease-symptom relations from BioPortal in a
focused way: We iterate over the ontologies and select triples from each ontology,
where the subject is an entity from our disease set and the object is an entity
of our symptom set (or the other way around). With this procedure we find 33
distinct properties from diseases to symptoms and 42 distinct properties from
symptoms to diseases. However, most of the found properties represent structural
relationships between disease and symptom entities. The most frequently used
relation between disease and symptom entities is rdfs:subClassOf and we also
find is-a or sibling relationships. These relations are also found between entities
of the initial sets thus it is not due to wrong propagation of semantic types.
This means, that in existing ontologies of the BioPortal, entities of semantic
type disease and symptom are not fully separated by hierarchical structuring.
Even though we did not expect to see subclass relationships between entities of
different semantic types, we note that in comparison to the size of the overall
set of entities the number of these structural relations is very small.

Regarding the disease-symptom relations denoting correlations, we found
has manifestation, manifestation of from OMIM, related to from MED-
LINEPLUS and cause of from SNOMED CT. has manifestation is an inverse
property of manifestation of and thus connects the same entities. We declare
these properties as subproperty of a common relation hasSymptom and include
this information in our data model as shown in Fig. 5. Thus, relations between
entities are mapped to relations between clusters.

Creation of the Cluster Graph. We create a model that integrates disease
and symptom information, as well as the information about their relations. First
of all, we store all disease and symptom URIs as entities and assign the corre-
sponding semantic type by an annotation property disy:semanticType.

We use a property sourceOntology for each entity to show in which ontology
it occurs. One entity URI might occur in one, as well as in many different ontolo-
gies. To represent the mappings between entities, we use the mapping sources as
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Fig. 5. Mapping entity-level relations to cluster-level relations.

a property. Also we define these properties as a subproperty of skos:exactMatch
to make it possible to query the mappings without discriminating their sources.
For each entity we store the preferred labels as strings using skos:prefLabel.
We also select a preferred label for each cluster based on the frequency of pre-
ferred labels of the contained entities. In case of multiple labels occurring with
the same frequency, we select the longest among them. One entity might have
one or more preferred labels. Together with these properties, we also put the sub-
class information into our data model. We store the subclass relationships among
disease entities, among symptom entities and between disease and symptom enti-
ties. As described in the previous subsection we create cluster-level relations if
there is at least one relation between corresponding entities. We represent this
information through a hasSymptom property between the corresponding disease
clusters and symptom clusters. That is, a property such as has manifestation
between disease and symptom entities is mapped to hasSymptom between the
corresponding disease and symptom clusters. In the context of other semantic
types the relation could be mapped to another property. That is, the context
of the semantic types provides the basis for the mapping of the relation. This
context-specific mapping is important since domain and range of properties are
often not defined or too high level. An example representation of the cluster
graph is shown in Fig. 6. With the cluster graph one can now retrieve all disease
symptom relations and also different labels of one disease or symptom concept.

Fig. 6. The disease-symptom cluster graph model with LOOM mappings.
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5 Evaluation

In the previous chapters we have shown how semantic type information is prop-
agated from an initial set to other entities. We used the propagated information
about semantic types to retrieve direct relations between entities of two differ-
ent semantic types. Although we find around 40 relations that are used to link
disease and symptom entities, only a few of those represent a specific relation
for these types. Most of the relations we found are structural relationships such
as rdfs:subClassOf. Only the object properties has manifestation and from
OMIM, related to from MEDLINEPLUS and cause of from SNOMED CT
represent a specific disease-symptom relationship. Since we extended the rela-
tions between entities by relations on cluster-level, the evaluation of our results
is also on cluster-level: Firstly, we evaluate the quality of the clusters itself and
secondly we evaluate the cluster-level relations.

Clusters. To evaluate the correctness of the clusters we check, whether all entities
of one cluster represent the same concept shown by the cluster preferred label.
Thus for each semantic type, we have randomly selected 100 clusters which con-
tain more than one entity and asked our clinical expert to examine the preferred
labels of all entities in those selected clusters.

The evaluated disease clusters contained up to 28 entities and up to 15 differ-
ent labels. For 91 out of 100 clusters all entities were about the same disease and 9
clusters contain one or more entity that are not about the same disease as the one
shown by the cluster preferred label. E.g. a cluster ‘bladder diverticula’ correctly
contained entities with label ‘diverticulum of bladder’ but falsely also entities with
label ‘bladder diverticulitis’ and ‘diverticulitis of bladder’. A diverticulitis however
is not the same as a diverticulum since it describes an inflammation of divertic-
ula what indicates a condition that needs to be treated, whereas diverticula are
usually asymptomatic and no therapeutic measures are necessary. In average the
9 incorrect clusters contained about 25 % wrong entities.

The evaluated symptom clusters contained up to 36 entities and up to 18
different labels. For 86 out of 100 clusters were correct and 14 clusters contained
entities that did not fit to the cluster. E.g. a symptom cluster with label ‘neck
pain’ correctly contained entities with label ‘cervicalgia’ but falsely also entities
with label ‘pressionsanguine’, ‘blood pressure’, ‘backache’ and ’back pain’.

Cluster-Level Relations. To evaluate diseases-symptoms relationships on cluster-
level we select the preferred label for the clusters linked by a hasSymptom rela-
tion. In total the cluster graph contains 2,531 such relations. The clinical expert
evaluated 500 of them which were randomly selected. All 500 relations were eval-
uated as correct by our expert. Even though we did not expect all relations to
be correct, one can expect similar result for other semantic types as well: Since
clusters are created based on established mappings which are based on similarity
(or even equivalence) the cluster and also the cluster label does represent the
same concept as the contained entities. Thus if we have a relation between two
entities the relation is likely to hold on cluster level as well. Only if the clusters
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are incorrect and selected preferred cluster does not represent the entity that
participates in the entity level relation (e.g. has manifestation from OMIM)
then the cluster-level relation would be false. As shown in Fig. 6, the cluster
preferred label might be different to the label of the entities participating in the
entity level relation. The advantage of cluster-level aggregation, is that relations
defined in different ontologies can be easily combined as shown in Fig. 5. Between
two clusters we have at most one entity link. In the cluster graph disease clus-
ters have up to 10 hasSymptom links to other symptom clusters. Since the entity
level links are mainly from OMIM, we note that the overall link rate does not
improve a lot. However, trough clusters, we enhance the total number of links
significantly: Initially 1,114 distinct disease entities were related to 345 distinct
symptom entities. Now 5,960 distinct disease entities are related to 3,615 distinct
symptom entities from many different ontologies.

6 Related Work

As argued in [8] there is a strong need for a ‘semantically linked data’, that
overcomes current difficulties in querying which is mainly due to the hetero-
geneity of schemas used by different datasets. Much work has been published
on algorithms for ontology matching, i.e. mapping of entities such as classes,
instances and properties from one ontology to another. Matching methods are
mostly based on strings (labels, definitions etc.) and structure (relations between
entities) - for an overview we refer to [18]. E.g. the system BLOOMS+ [7] finds
schema level links between LOD data sets, utilizing the Wikipedia category
hierarchy. Each class of an input ontology is represented by a subtree of this
hierarchy and the matching is then based on a tree-comparison. The output is a
set of equivalentClass and subClassOf mappings between classes of different
ontologies. BLOOMS+ is evaluated against manually created mappings used by
the FactForge3 application and outperforms existing solutions.

The authors of [22] propose a semi-automatic Framework for InTegrating
ONtologies (FITON) to reduce the semantic heterogeneity of different ontolo-
gies by retrieving core ontology entities such as top level classes and frequently
used properties which are then aligned. FITON utilizes sameAs relations between
instances to match classes and properties, which is similar to our approach. Addi-
tionally, they use machine learning techniques in a subsequent step to retrieve
core ontology entities necessary to describe instances in order to allows more
easy querying. They also attempt to define domain and range for properties.

The authors of [13] describe an extensional approach to generate alignments
between ontologies. That is, they use information about the instances (i.e. the
extension) of classes and mappings on instance level (owl:sameAs) to create
alignments of different ontologies by subsumption relations between the corre-
sponding classes. Since they combine classes and properties of two ontologies
they obtain a richer representation for both. Thus they allow users to describe
and query one data set in terms of an ontology used by another dataset.
3 http://factforge.net/.

http://factforge.net/
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In contrast to the approaches mentioned above which mainly map classes
of two ontologies, we assign global semantic types to entities from many differ-
ent ontologies by using existing mappings of entities (which can be classes or
instances). Our approach builds on top of existing mapping solutions to enable
queries across different resources based on global semantic types. I.e. our main
goal is not to have related entities mapped to each other, but rather to extract
available knowledge about relations between entities of different semantic types.
This use-case driven approach is different from general ontology alignment.

Regarding our specific application scenario, the UMLS [3,4] was the most
important resource. Since the UMLS Semantic Network defines semantic types
for all entities of its member ontologies it was not difficult to obtain a good initial
set of disease and symptom entities. Further the UMLS CUIs provided a signifi-
cant mapping resource. Thus, our work can be seen as an attempt to extend the
scope of the UMLS semantic types to other ontologies and datasets of the LOD.
linkedlifedata4 provides integrated ‘access to 25 public biomedical databases’ by
creating a distributed graph model with specific types such as drugs, clinical
trials, proteins, genes and many more. They also provide semantic filters for
UMLS ontologies however corresponding object properties are not aligned. The
BioPortal [21] maps certain data and annotation properties to SKOS vocab-
ulary, so users can easily retrieve textual definitions and labels from different
ontologies. In summary existing repositories provide only a partial solution, since
there are many more ontologies available than those of the UMLS. Even though
the BioPortal or linkedlifedata provide mappings of lexical information, map-
pings for general object properties are missing. The Bio2RDF repository [1] is
the largest linked network of life science data. To allow and simplify federated
queries across different resources specific types and relations are mapped to the
Semanticscience Integrated Ontology [2]. The OBO Foundry [19] promotes the
coordinated evolution of ontologies by providing a set of basic properties that
are used by many ontologies. That is, the reuse of properties and entities right
from the start is encouraged so that a later mapping is not necessary. Especially
the OBO ontologies DO as well as the SYMP are good resources and would be
valuable for our application scenario if they were linked. The authors of [9] try
to relate DO and SYMP, but assume that one can already get symptoms for a
selected disease from a health website or server, or a database and as a result
they have symptoms only for 11 diseases. The Generic Human Disease Ontol-
ogy (GHDO) [6] is a model with four dimensions: diseases, symptoms, causes
and treatments. For each disease, different treatments and symptoms can be
specified. Nonetheless, there was no such ontology published from the proposed
model. Yet in another work [20], an ontology model for storing disease and symp-
tom relationships is proposed, but the actual work and results are left for future.
In summary existing disease-symptom graphs are either very small [6,9,20] or
were created manually [12]. Our approach creates the disease-symptom graph
automatically with little expert input.
4 http://linkedlifedata.com/.

http://linkedlifedata.com/
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7 Conclusion

We presented an approach that utilizes existing mapping resources to propa-
gate semantic type information from an initial set to entities of other ontologies.
This allows to analyse and map existing relations between two different seman-
tic types as shown along the disease symptom application scenario. As a result
we have a clear picture of the amount and quality of available disease-symptom
knowledge. We could show that context specific schema integration is feasible
and that our approach leads to significantly more links between datasets. To the
best of our knowledge there is no work that aligns properties in a context specific
way respecting the semantic type of the entities connected by the mapped prop-
erties. The representation in a cluster graph allows us to query disease symptom
information from a large set of ontologies in an integrated way. Additionally
to usage of the results for our disease-ranking application the knowledge model
can be used as a starting point for several applications: For instance, one could
use the textual definitions of different disease entities contained in one cluster
for extraction of additional disease information. Or symptom information can
be extracted by annotating textual definitions of diseases with entities of the
symptom graph leading to even more links between diseases and symptoms. In
future work we want to apply the approach to other semantic types such as clin-
ical findings to cover more annotations of unstructured clinical data which have
relations to diseases. One can also include other resources such as the human
phenotype annotations of OMIM diseases into the disease graph.

The overall approach proved to be useful however there are several steps of
the approach that can be improved to further enhance the quality of the output.
For instance, the propagation of semantic type information could be enhanced by
including more mappings and by weighting the information during propagation
of semantic types. In this work we included only one mapping step, but one could
also go further steps to retrieve more entities. Similarly the clustering algorithm
can be enhanced: Here, one could weight different mapping sources and maximize
the clustering coefficient for each cluster to avoid path-like clusters.
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Abstract. Enterprise Architecture (EA) models are established means
for decision makers in organizations. Theydescribe the business processes,
the application landscape and IT infrastructure as well as the relationships
between those layers. Current research focuses merely on frameworks,
modeling and documentation approaches for EA. But once these models
are established, methods for their analysis are rare. In this paper we pro-
pose the use of semantic web technologies in order to represent the EA and
perform analyses. We present an approach how to transform an existing
EA model into an ontology. Using this knowledge base, simple questions
can be answered with the query language SPARQL. The major benefits
of semantic web technologies can be found, when defining and applying
more complex analyses. Change impact analysis is important to estimate
the effects and costs of a change to an EA model element. To show the ben-
efits of semantic web technologies for EA, we implemented an approach to
change impact analysis and executed it within a case study.

1 Introduction

Today’s organizations have to deal with the complexity of large IT landscapes
together with fast changing business architectures. Enterprise architecture (EA)
models are used to capture the IT infrastructure elements, the used applica-
tions as well as the business processes. Especially the relationships between the
elements are of major interest in order to understand the organizations’ struc-
ture. The domain of Enterprise Architecture Management (EAM) captures the
process of assessing the current EA of an organization as well as defining and
implementing a target architecture [12]. Thus, EAM is a mean for incorporating
changes throughout the whole organization as well as for driving optimizations of
the architecture, especially the alignment of business and IT. The optimization
of the business processes itself is dealt within the domain of Business Process
Re-engineering.
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 668–682, 2015.
DOI: 10.1007/978-3-319-18818-8 41



Using Semantic Web Technologies for Enterprise Architecture Analysis 669

Current methods and tools in the EA domain provide means to calculate
specific key performance indicators and visualize the results in an EA model e.g.
an architecture diagram can be annotated in a way, that application systems
running out of support shortly are colored red (see [18]). But combining this
fact with other ones, e.g. the rate of business critical processes supported by
the application, or the availability of a successor application bears challenges.
A vital question in this context is also the effect of a specific change. The change
in one element can cause ripple effects throughout the whole organization. Those
indirect effects of a change are not always obvious, but can cause severe costs for
a project. Especially since EA models are typically very large, humans cannot
capture these effects easily. Change impact analysis is used to calculate the
affected elements and thus provide the enterprise architect further information,
whether a change should be implemented or not. Current implementations of
more complex analyses and measures are highly dependent on the used meta
model. Since every organization has its own, customized EA meta model, re-
using existing analysis methods is not trivial.

In this paper we propose the use of semantic web technologies to represent
EA models and to perform analyses on them. We reuse an existing formalization
in order to transform an EA model into an ontology (Sect. 3.1). Then we show
how simple measures and reports can be defined using SPARQL and reasoning.
In order to implement more complex analyses in a flexible way, we propose
to solely define their semantics and finally integrate them in an existing EA
ontology (Sect. 3.2). The applicability of our approach is shown through the
implementation of a change impact analysis (Sect. 4) and its execution in a case
study (Sect. 5).

2 Foundations and Related Work

EA models are used to document the organization, its components and the rela-
tionship between those. Thus they provide a mean to capture and understand the
complex dependencies between the business and the supporting IT infrastructure
[11]. An EA model is documented using an organization specific set of concepts and
relationships between those. Typical examples for concepts are business processes,
application components and infrastructure components as well as use and realize
relationships between those. Existing EA frameworks, like the Zachman frame-
work [27] or TOGAF [22] propose different approaches for the documentation.
There is no common standard for EA models. The actual used meta model is, in
most cases, an adaption of an existing framework, tailored to the specific needs of
the organization. This leads to a high variety of meta models used in organizations
and is a major challenge, when defining methods and techniques to gain value from
the EA model. Current research focuses on the development of EA frameworks
as well as modeling and documentation approaches. EA analysis is not the main
focus and thus not much work exists [16,17]. Existing approaches rely on tech-
niques like XML [3] or a probabilistic extension of OCL [7]. In practice, reporting
and measure calculation in the domain of EA is often performed using SQL data-
bases but also with Excel sheets. In [19] SPARQL was proposed for analyzing an
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EA, as it allows to perform different kinds of analyses with different complexities
using the same technology. These approaches have in common that they are depen-
dent on the underlying meta model, the adaption to a different one requires much
effort. Despite for analysis purposes, semantic web technologies are also proposed
for other reasons in EAM: Chen et al. present a method to integrate data from
several sources into one EA repository using semantic web technologies [1]. Their
goal is to automate the time-consuming documentation process through the use
of semantic web technologies. In [5] a formalization of the TOGAF meta model
using ontologies is presented in order to improve the quality and consistency of an
EA model. The use of semantic web technologies is more common in the domain
of business process analysis. E.g. [4] propose their use to integrate static and pro-
cedural domain knowledge as well as execution data in order to analyze them.

EA models can also be utilized to determine the potential impact of a change
to one or more model elements. De Boer et al. describe in [2] an informal app-
roach to change impact analysis in ArchiMate models. ArchiMate [23] is a mod-
eling language for enterprise architectures, based on the TOGAF standard [22].
They start by considering a change to be either a modification, extension or dele-
tion (or none). A modification is a change that modifies existing functionality,
whereas an extension is a change that preserves existing functionality and adds
new functionality (e.g. changing the signature of a method in contrast to adding
a new method to an existing class); a deletion is a change that removes a whole
component [2]. When calculating the impact of a change, starting from the first
component to be changed, all components in the EA model are visited iteratively –
comparable to a depth-first-search – and are annotated with how they need to be
changed. The type of the relation determines how a relation between two compo-
nents behaves towards a change. An example for such a propagation rule is given
in the following for the relation type access that exists between two components
A and B (e.g. application A accesses a data store B):

– In case of a change starting from A:
• If A is deleted, it has no impact on B, because B doesn’t depend on A.
• If A is extended (or modified) this may change the way, the data stored

in B is handled and thus requires an extension (or modification) of B.
– In case of a change starting from B:

• If B is deleted, the object A can no longer access B. This does not mean
that A needs to be changed, but that the access relation of A is lost. This
has to be signaled to the user, so he can either link the access relation of
A with another data object or delete A or its access relation.

• If B is extended, it still provides the functionality it did before the change
happened. Thus, A is not subject to change.

• If B is modified, the data or the way data in B is accessed, has changed.
Thus, A has to modified too.

Aier and Kurpjuweit provide an approach for change impact analysis by
calculating the transitive closure of the relationships [9]. Therefore they use a
relational composition operator to define the implicit relations between objects.
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This composition operator must only allow compositions of relation types, which
mean a dependency of objects in the context of change impact analysis. Since the
authors focus on dependency analysis in general, they do not provide a differenti-
ation between different change types. Further change impact analysis approaches
are based on probability distributions [6,21]. Those methods are based on change
probabilities, whom establishment requires a high workload. Thus if this informa-
tion is not available, those methods are not the best approach. Change impact
analysis is also supported in current EA tools. It is typically implemented as
a report that determines a hard coded set of elements, e.g. all applications sup-
porting a specific process and the related organization units (e.g. [18]). Another
approach to determine the impact provided by EA tools are visualizations, e.g.
using an interactive hierarchy graph (e.g. [14]) or through highlighting affected
elements with colors (e.g. [18]). Thereby the tools do not differ between specific
change types out of the box. Additionally the impact is rarely determined in a
transitive way, thus ripple effects are not considered directly.

3 Applying Semantic Web Technologies to EA

We propose the use of semantic web technologies for the representation of an EA
and to perform analysis on them. The transformation of an existing EA model
into an ontology is described in Sect. 3.1. Methods for their analysis are presented
in Sect. 3.2. Despite existing ones, we present a method for the execution of
complex analysis in different EA models.

3.1 From Formal Description to EA Ontology

We present our method for transformation along the meta model shown in Fig. 1.
The meta model is based on ArchiMate [23] and belongs to the case study
used for the evaluation. Nevertheless our method can be applied to any other
EA meta model as well. A Role is a structural concept that can “do” things
(e.g. an employee or a customer of a company). A Process is usually executed
by a Role if (in the model) there exists an assign relationship between these
two concepts. A Service provides functionality that is realized by a Component
(e.g. a software application). A Service can be used by either a Role, an Applica-
tion or a Process. A DataObject (e.g. a database system or a part of a database)
can be accessed manipulatively. Note that every relation type t has a corre-
sponding t−1 which does not exist in Fig. 1 due to clarity.

According to Aier and Kurpjuweit [9] an EA meta model can be formalized
as tuple M = (C, T,R), where C is a set of concepts, T is a set of relation types
with ∀t ∈ T : ∃t−1 ∈ T : (t−1)−1 ∈ T , and R ⊆ C ×C × T is the set of relations
that can exist between two concepts.

An EA model is described as tuple A = (E, T ∗, Q, F ), where E is a set of
objects, being an instance of a concept, T ∗ is the transitive closure of the relation
types T , Q ⊆ E×E×T ∗ is a set of relations that exist between two objects, and
Fe: E → C is a function that returns the concept of an object.
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used by
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realize assign

used by
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realize

Role Application

Data Object

Process

Service

Function

Fig. 1. EA meta model of the case study

For a model A to be a correct instance of a meta model M we will require
the following condition to be fulfilled: ∀(e1, e2, t) ∈ Q : (Fc(e1), Fc(e2), t) ∈ R
Applying this formalization to our example, we get six different concepts and
four different relations (with their inverse):

C = {Role,Application, Function,DataObject, Process, Service}
T = {use, usedBy, access, accessedBy, realize, realizedBy, assign,

assignedBy}
R = {(Application, Service, realize), (Service,Application, realizedBy),

(Role, Service, use), (Service,Role, usedBy), ...}

Due to space limitations we do not list all triples of R here. Consider Fig. 1 for
the other triples. The integration of this formalism in real applications is not
straightforward. Additionally, to benefit from deduction and SPARQL [26] we
translated it into an OWL2 ontology [15]. Given a meta model M = (C, T,R)
we first create an owl:Class for each c ∈ C. However, all classes have to be
marked disjoint to each other, as components in a EA model can only be instance
of one class (see definition of Fe). For each relation type t ∈ T of the meta model,
we create an owl:ObjectProperty. Every object property has to be linked
with its corresponding inverse through the owl:inverseOf annotation. Finally
the set of triples R is represented using the rdfs:domain and rdfs:range
information. The primary idea is to set the domain c1 and range c2 of a object
property o according to the triple (c1, c2, o) ∈ R. However, in EA it is possible to
use one relationship type for several pairs of classes. These are the relationships
t ∈ T with | {(c1, c2)|(c1, c2, t) ∈ R} | > 1. In our example usedBy is used for the
relation between Service and Process but also between Service and Application.
According to [20] we decided to solve this problem with superclasses in order
to have the reasoner work correctly. For the usedBy relationship, this would
indicate a new superclass ServiceUser. For the relation types access and realize
the same procedure will be applied. At least we have to implement the EA Model
(E, T ∗, Q, F ) in the ontology. For each e ∈ E an individual I will be created.
Using the rdf:type assertion the respective type Fe is assigned to I. For each
relationship (e1, e2, t) ∈ Q an object property assertion with relation type t ∈ T
is defined between the corresponding individuals for e1 and e2.
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3.2 Analyzing the Enterprise Architecture

Having transformed an EA model into an ontology, semantic web technologies
can be employed to gain benefits from the modeled information. The easiest way
is the deduction of implicit knowledge using the reasoning capabilities. Often
relationships are only modeled in one direction. A typical example is the usedBy
relationship. For every application, the used services are known and modeled in
the EA. But from the perspective of a service, not all applications that use it are
known. In this case the inverse of each relationship can be deduced and provides
further knowledge about the EA. Especially the users of a service are getting
important, when it comes to decision about potential changes.

Using semantic web technologies it is possible to realize existing methods for
the deduction of implicit dependencies. For example the composition operation
proposed by [9] or the relation composition proposed by [24]. Such a relationship
composition can be used for dependency analysis as proposed by the former
authors, but also for generating landscape maps. A landscape map is a matrix
that is used to visualize dependencies between EA elements [25]. Such a matrix
is a common mean for EA management.

Another widespread method for EAM is the definition of reports and the
calculation of specific measures. Reports can e.g. be a list of all applications
assigned to a specific organization unit or all processes that use applications
hosted on a specific server. [13] proposes a catalog of key performance indicators
for EA management, including e.g. the Application criticality ranking. This mea-
sure is calculated using the following definition: The number of applications with
criticality rating available divided by the total number of applications. Assum-
ing that the required information for a report or measure is modeled in the
EA, the calculation of those using SPARQL [26] is straightforward. Since it is
a minor effort to define such SPARQL queries, it is no problem to specify them
individually for each organization.

The re-implementation effort of an analysis increases with the complexity of
the calculation routine. Examples for more complex analyses are the performance
and cost analysis proposed by [8] or the different analyses proposed in [16].
These analyses are dependent on a specific meta model and adapting them to
an existing EA initiative requires much effort. We propose the combination of
SPARQL and reasoning for the specification of more complex analyses to enable
their execution in an existing EA model with slight adaption effort. Therefore,
the concepts required to perform the analysis have to be defined in an own
analysis ontology. This ontology is the foundation for the specification of the
analysis, either using SPARQL or through respective assertions in the ontology
(and deduction). For the execution of the analysis in an existing EA model the
analysis ontology has to be imported. It is also possible to import both the EA
and the analysis ontology in a new one. Using mapping constructs like class,
property and data equivalency or subclass definitions the analysis concepts are
mapped to the EA concepts. Running the reasoner infers the axioms that are
required to execute the analysis in the EA model. The former defined analysis
can now be executed without further adaptions.
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4 Implementation of Change Impact Analysis

The generic approach in the previous section for the definition and adaption of
complex analysis is now applied to change impact analysis. The foundation for
the implementation of change impact analysis is the informal specification pro-
vided by de Boer et al. [2]. First we specify the required analysis semantics in an
ontology and show how it can be integrated in an EA ontology (Sect. 4.1). Then
we present an implementation approach using SPARQL in order to determine the
effects of a change (Sect. 4.2). A second implementation approach uses the ability
of the reasoner to deduce the change type of an element from the change semantics
of the relationship (Sect. 4.3). We implemented both approaches using the ontol-
ogy editor Protégé1. We did not implement a stand-alone application. As reasoner
we used HermiT. The SPARQL queries were stored in a text file and executed in
Protégé to execute the change impact analysis.

4.1 Defining and Integrating Change Semantics

The EA ontology created in Sect. 3.1 contains the EA relevant semantics. Defining
the analysis based on this knowledge makes it difficult to execute it on other EA
models with a different meta model. Therefore we define the required knowledge
to perform change impact analysis in a separate ontology. This ontology contains
information about the change semantics, i.e. concepts that indicate how changes
made to a component affect the components that are in a relationship with it.

De Boer et al. define the change semantics in an EA model based on the
type of change and the type of the relationship [2]. They differentiate between
the change types modification, extension, deletion and no change (see Sect. 2).
Depending on the type of relationship such a change will be propagated or not
propagated along the relationship. It is also possible that a change is only signaled
to the user, who has to decide about the actual propagation. The signaling is
used, when the propagation is dependent from further aspects and not only the
relationship type. For example the deletion of a service does not definitely imply
the deletion of the realizing application. Nevertheless, there may be demand for
action, which will be signaled to the user. According to these considerations, we
know, how a change in the objects A resp. B will go through the model. If e.g. B
has been changed, we have to – comparable to a depth first search – check all the
relationships that link B with other objects for changes. If there is a relationship
that propagates the change, for this element the same review has to be done.
For each of the change types, we create a new owl: ObjectProperty. These
are: extensionPropagatingAssociation, modificationPropagatingAssociation, dele-
tionPropagatingAssociation and deletionSignallingAssociation. In order to use
these change semantics in a specific EA ontology, the change concepts and
the EA concepts have to be mapped to each other. All relation types t ∈
T are defined as specializations of the type of changes they propagate. E.g.
the relation A realized by B, will always propagate a respective change in B.

1 A free, open-source ontology editor and framework. See http://protege.stanford.edu/.

http://protege.stanford.edu/
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Fig. 2. Hierarchical structure of
the ObjectProperties according to
their behavior towards a change.

Fig. 3. ObjectProperties that have been
inferred by the reasoner for the individual
“CustomerInformationServices”

Following the object property realizedBy is a owl:subPropertyOf extension-
PropagatingAssociation, modificationPropagatingAssociation and deletionProp-
agatingAssociation. The reasoner enables the deduction of the type of change
propagation of a specific relationship, since the superior relation always applies
implicitly. I.e consider an arbitrary object property p, the set of its superior
object properties Ps (i.e. p is specialization of each ps ∈ Ps) and two individuals
A and B:

∀ps ∈ Ps :
(
A p−→ B

)
=⇒

(
A ps−→ B

)
(1)

An example structure of ObjectProperties can be found in Fig. 2. The inferred
assertions by the reasoner for a specific ObjectProperty are shown in Fig. 3.

4.2 Impact Analysis with SPARQL

According to de Boer et al. [2], we want to perform a step-by-step analysis of our
EA ontology. Given an individual I that is changing and the type of the change
(extension, modification, deletion) we can calculate the impact of the change as
described in pseudo code in Listing 1.1, with

– changed element is the URI of the individual I that causes change analysis
with change type c.
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– Properties(c) is a function that maps a change type to its corresponding
set of object properties.2

– Visited are the individuals of the ontology that have been visited. Initially
Visited = ∅.

– Result ⊆ I × O is a set of tuples that contain an individual of the ontology
and the object property of the relationship that has been found.

– ToBeVisited is the set of individuals that remain to be visited (initially it
only contains changed element).

– p is the individual that is currently being visited.
– S is the result of the SPARQL query.

Listing 1.1. Ontology-based dependency analysis in pseudo code.
1 BEGIN DependencyAnalysis
2
3 ToBeVisited = {changed_element}.
4 Visited = { }.
5 Result = { }.
6
7 WHILE ToBeVisited IS NOT EMPTY.
8 p = ToBeVisited.getElement().
9

10 FOREACH property IN Properties(c)
11 S := SELECT ?object
12 WHERE{ p my:property ?object }.
13
14 FOREACH s IN S.
15 INSERT TUPLE(s, property) INTO Result
16 IF NOT EXISTS.
17 ENDFOREACH.
18
19 INSERT DISTINCT (S MINUS (Visited INTERSECT S))
20 INTO ToBeVisited IF NOT EXISTS.
21
22 DELETE p FROM ToBeVisited.
23 INSERT p INTO Visited.
24 END FOREACH.
25
26 ENDWHILE.
27 RETURN Result.
28 END.

First we assign one of the individuals of the set ToBeVisited to p (l. 8).
Then for each object property property, that needs to be considered for the
change type c, we query the individuals that are related to p via property using
SPARQL (ll. 10–12). The query result is stored into the set S. The individuals
in S are added to the Result set (ll. 14–17), including the object property type
property. Each element of S, that is not yet in the set Visited, is added to
the set ToBeVisited (ll. 19, 20). Finally we remove p from ToBeVisited and
store it in Visited (ll. 22, 23). We repeat these steps until there are no more
individuals in ToBeVisited. All individuals that are affected by the change
are now in the Result set, including their respective change propagation type.
Therewith we can decide whether the individual is really affected, or – in case
of a deletion – only needs to be signaled to the user.
2 e.g. Change type extension is mapped to {extensionPropagatingAssociation} and
deletion is mapped to {deletionPropagatingAssociation, deletionSignallingAssocia-
tion}.
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According to Table 1 there are several cases, where there is only a signal for
a possible impact propagated. Considering the following scenario:

I0
o0−→ I1

o1−→ . . .
om−1−→ Im

om−→ Im+1
om+1−→ . . .

on−1−→ In (2)

with ∀i ∈ {0, 1, ..., n} : �K ∈ I : K o−→ Ii ∧ K 
= Ii−1.
We assume that all relations oi in the chain trigger only a signal about a

potential change to the user and furthermore, that for all individuals with index
<m the user already decided that they should be changed, however for Im, the
user decided that it is not affected by the change. Then all individuals with index
>m do not have to be signaled to the user (except when they could be affected
by the change through other individuals). In order to realize this behavior in our
algorithm Listing 1.1 we need to ask the user after line 8, whether p should be
changed or not – in case that c is signaling for all (p, c) ∈ Result. If the user
decides, that p does not need to be changed, then all tuples with p at their left
position need to be removed from Result and p also needs to be removed from
ToBeVisited. The algorithm can then continue with line 7.

4.3 Impact Analysis with Defined Classes

As second alternative we propose the use of reasoning capabilities to deduce the
effect of a change from the available information. Therefore we extend the analysis
ontology with the classes DeletedComponent, DeletionSignaledComponent,
ExtendedComponent and ModifiedComponent. In order to represent the external
change that triggers the analysis, we add three data properties, isDeleted, isEx-
tended and isModified. If an individual I of the ontology is affected by the change,
the reasoner should deduce that it is instance of the respective change class. Given
two individuals I1 and I2 with the relationship I2

extensionPropagatingAssociation−→
I1, the reasoner should deduce, that if I2 is extended, also I1 has to be extended
(indicated by the assertion owl:type :ExtendedComponent). To enable this
deduction, we add inverse object properties for all kinds of change propagating
properties. In the example this is the extensionReceivingAssociation. Addition-
ally also a modificationReceivingAssociaten, deletionSignalReceveivingAssocia-
tion and a deletionReceivingAssociation are added. Each of them is enriched with
the assertion about the respective inverse propagating object property. For each
change class we are now able to specify an equivalent class expression. Those
class definitions are shown in Listing 1.2 using the Manchester OWL Syntax.
For the class ExtendedComponent this says: An individual that has owl:type
:ModelingComponent and that has an :extensionReceivingAssoc-
iation with another :ExtendedComponent has also the type :Extended-
Component. Additionally an individual is member of this class, if it is annotated
with the data propery :isExtended true. The expressions for the classes
DeletedComponent and ModifiedComponent are defined in the same way using
the corresponding receiving object property. An individual is a member of the
class DeletionSignaledComponent, if owl:type: ModelingComponent can
be inferred and if it has a: deletionSignalReceivingAssociation from
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a :DeletedComponent. If the user decides that a DeletionSignaledComponent
needs to be deleted, he has to assign the isDeleted data property to it. This way,
it is ensured that the DeletionSignaledComponents are kept minimal, and further
assertions are only made if the user decides about the deletion.

Listing 1.2. Class definitions in Manchester OWL Syntax
1 Class: cs:ModifiedComponent
2 EquivalentTo:
3 ((cs:modificationReceivingAssociation some cs:ModifiedComponent)
4 or (cs:isModified some {true}))
5
6 Class: cs:ExtendedComponent
7 EquivalentTo:
8 ((cs:extensionReceivingAssociation some cs:ExtendedComponent)
9 or (cs:isExtended some {true}))

10
11 Class: cs:DeletedComponent
12 EquivalentTo:
13 ((cs:deletionReceivingAssociation some cs:deletedComponent)
14 or (cs:isDeleted some {true}))
15
16
17 Class: cs:DeletionSignaledComponent
18 EquivalentTo:
19 (cs:deletionSignalReceivingAssociation some cs:deletedComponent)

For the execution of this analysis in a specific EA model, the relationship types
t of the EA ontology have to be mapped to the respective change propagation
properties (analog to the procedure in Sect. 4.2. The change receiving properties
can be deduced from this information by the reasoner. After asserting the actual
change using the data properties, the reasoner can be synchronized and deduces
the membership of the individuals in the four change classes. The result can be
retrieved with a simple SPARQL query.

5 Case Study

We evaluated our approach using the PEIS (Personal Environmental Information
System) case study from the ENVIROFI project3. A description of the use case
can be found in [10]. This case study is a good representative to validate our
approach. Since the meta model is based on ArchiMate, a popular EA modeling
technique, the typical EA elements and dependencies are covered. Additionally
the size of the use case is large enough to be able to test the propagation of
change effects, whereas humans can still retrieve the actual effect of a change to
be able to compare the results. An overview of the EA model of PEIS is shown
in Fig. 4. The meta model for PEIS was already introduced in Sect. 3.1 in Fig. 1.
According to the method proposed in Sect. 3.1 we manually transformed the EA
model into an ontology. Using the reasoning capabilities we inferred the return
directions of each relationship. As expected, reports like the number of uses of
an application can be defined in a fast and easy way using SPARQL. Finally
we applied our approaches proposed in Sects. 4.2 and 4.3 to the PEIS use case.

3 Environmental Observation Web and its Service Applications within the Future
Internet: www.envirofi.eu.

www.envirofi.eu
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Fig. 4. EA model of the PEIS use case

Table 1 contains an overview over the different relation types and the change
semantics we assigned to them. The left part of the table defines the change
semantic in the original direction, e.g. for A accesses B ; the inverse relationship
is defined in the right part of the table. For a relation r : A r−→ B from component
A to component B, the change semantic is defined in Table 1 with:

– p means that the change is propagated (modification is propagated as mod-
ification, deletion as deletion and extension as extension) to the associated
component,

– n means that the change is not propagated and
– s means that the change is signaled to the user, who has to decide whether

or not the change shall be propagated.

If there is a change propagation, we added the respective subObjectProperty
assertion. For example, for the relation A

access−→ B only a modification and an
extension is propagated. Following the assertion :access owl:subPropertyOf

:extensionPropagatingAssociation and the assertion :access owl:sub-

PropertyOf :modificationPropagatingAssociation have to be added. This
is done for all cells in Table 1.

For the evaluation of the change impact analysis we defined several test
cases. Every test case contains a specific change to a component as well as the
components that we expect to be affected by the change. The test cases are
defined in manner, that every change type and every change propagation type is
covered at least once. We also considered testing the change propagation from
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Table 1. Behavior of relation types towards a change A
r−→ B.

Relation r when A is changed when B is changed

delete extend modify delete extend modify

Access n n n s n p

Assigned to s p p s n n

Used by s n p s n n

Realizes p p p s n p

the business layer to the lower ones as well as from the infrastructure layer to
the upper ones. The test cases are executed with both of our approaches Our
evaluation was performed manually using Protégé, the reasoner HermiT, and
the textual SPARQL query interface it provides. In the following we present two
of our test scenarios with their respective results.

As first test case we executed the analysis for the change Deletion of Appli-
cation Mediator and got the following result: The Data Mediation Service has
to be deleted, too; the Data Fusion is probably affected by the deletion and
thus signaled to the user. In this case the user decides that Data Fusion is to be
deleted too, he has to add the data property isDeleted to this component. Syn-
chronizing the reasoner again deduces the deletion of the Data Fusion Service.
In this case the retrieved results of the analysis are meaningful to the user and
a good approximation of the potential change effect.

The second test case encompasses the Modification of Personal Assessment
Service. This change is propagated to the processes Display predicted, current
and past MCE as well as their realizing functions. Also the User is affected by
the modification. But also in the other direction the change is propagated to
the realizing application MDAF. In this case the result set is greater than in the
previous scenario. This might indicate that a change in this service can have a
high impact on the business outcome, especially since many elements from the
business layer are affected. However, it may also indicate that the used change
impact rules in Table 1 are too weak and thus the result set is too large.

Summarizing, we observed that the results of an test case are identical for
both approaches. We also realized that we had a strong match between the
components that we had expected and the results returned by the approaches.
In both cases it is meaningful to compare the calculated impact with the actual
impact and if required, adapt the change impact rules. Nevertheless we were
able to execute the change impact analysis on the PEIS EA model with only
restricted amount of effort for the integration of the analysis semantics.

6 Conclusion

In this paper we proposed semantic web technologies for the enterprise archi-
tecture domain. We specified how to transform an EA model into an ontology
and outlined how to add value to those data. Simple reports and measures can
be directly implemented using SPARQL individually for each EA initiative. Due
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to the higher effort for more complex analysis, there is a need for methods to
re-use the analysis definitions. We propose the separate definition of an analysis
ontology and an EA ontology. The EA ontology contains the organization specific
definition of EA concepts and their relationships as well as the concrete instance
elements. The analysis ontology describes analysis specific concepts, which are
used for the specification of the actual analysis. In order to execute an analysis
on an EA ontology, the analysis concepts have to be mapped to the EA ontology.

We demonstrated the use of semantic web technologies in the EA domain
using the PEIS case study. The EA, formerly not modeled in an ontology, was
transformed into an OWL2 ontology. Typical EA reports and measures could be
re-built using SPARQL queries very quickly. As complex analysis we redefined
an existing specification of change impact analysis. We integrated the defined
analysis concepts in the established EA ontology and executed the analysis.
Although the definition of the analysis ontology and the execution specification
was time consuming, the integration into the EA model and the final execution
was slight. Through an iterative refinement of the mapping, the precision of the
analysis results could be improved.
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Abstract. A Decision Support System (DSS) in tunnelling domain deals with
identifying pathologies based on disorders present in various tunnel portions and
contextual factors affecting a tunnel. Another key area in diagnosing pathologies
is to identify regions of interest (ROI). In practice, tunnel experts intuitively
abstract regions of interest by selecting tunnel portions that are susceptible to the
same types of pathologies with some distance approximation. This complex
diagnosis process is often subjective and poorly scales across cases and transport
structures. In this paper, we introduce PADTUN system, a working prototype of
a DSS in tunnelling domain using semantic technologies. Ontologies are
developed and used to capture tacit knowledge from tunnel experts. Tunnel
inspection data are annotated with ontologies to take advantage of inferring
capabilities offered by semantic technologies. In addition, an intelligent mech-
anism is developed to exploit abstraction and inference capabilities to identify
ROI. PADTUN is developed in real-world settings offered by the NeTTUN EU
Project and is applied in a tunnel diagnosis use case with Société Nationale des
Chemins de Fer Français (SNCF), France. We show how the use of semantic
technologies allows addressing the complex issues of pathology and ROI
inferencing and matching experts’ expectations of decision support.

Keywords: Tunnel diagnosis � ROI inferencing using semantics � Tunnel
ontology

1 Introduction

Organisations managing a large inheritance of old tunnels and underground structures
are confronted with the need to guarantee the full safety of use while optimising their
overall maintenance costs. This is particularly critical in railway tunnels, for example,
in France, the mean age of railway tunnels is 124 years, with 80 % of them over 100
years of age. For the maintenance of tunnels, diagnosing pathologies is an important
reasoning task. Tunnel experts carry out periodic tunnel inspections leading to the
evaluation of a tunnel’s global conditions by identification of main pathologies
based on possible causes in the form of disorders and diagnosis influencing factors
[1]. This is a complex process, prone to subjectivity and poorly scales across cases and
domains. To address this problem in the EU project NeTTUN (nettun.org), a DSS
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called PADTUN, is being developed involving tunnel experts and knowledge engi-
neers. Pathology Assessment and Diagnosis of TUNnels (PADTUN) system is applied
in a tunnel diagnosis use case with the French national railway, SNCF.

For tunnel diagnosis, in addition to inferring possible pathologies in individual
tunnel portions, it is also important to consider spatial elements, such as inferring
continuous tunnel portions (called here ‘regions of interest(ROI)’) with similar
types of pathologies. The key challenge is to develop an aggregation mechanism to
group together individual portions in larger regions of interest based on a similarity
of pathologies. This abstraction is extremely important for efficiency reasons. For
example, a two kilometre tunnels with ten meter portions will have 200 portions for
tunnel experts to inspect. Hence, an appropriate aggregation resulting in regions of
interest and ultimately reducing the number of individual portions to inspect, will
facilitate and improve the efficiency of the diagnosis process. The prime driver for
building PADTUN is to capture the tacit knowledge required for successful completion
of these tasks in order to preserve the knowledge and expertise of very few experts in
such organisations. Although the cost of performing these tasks well is very small,
maintenance operations and the impact of a tunnel malfunction can be costly and
catastrophic.

The PADTUN system is a novel DSS for tunnel diagnosis and maintenance using
semantic technologies. PADTUN assists tunnel experts in making decisions about a
tunnel’s condition with respect to its disorders and diagnosis influencing factors.
PADTUN also allows reviewing regions of interest with similar pathologies. The
use of semantics is a very fitting proposition in developing DSS [2]. For example, one
of the prominent areas where semantics has been applied is, in making domain
knowledge required for making decisions explicit [3]. In our work, PADTUN ontol-
ogies are developed and used to model tacit knowledge from tunnel experts. These
ontologies capture the existing decision process concerning maintenance of tunnels and
provide a context model for automated decision support. The PADTUN ontologies are
the first ever ontologies developed for the domain of tunnel diagnosis and main-
tenance. Another prominent aspect, where semantics are utilised as part of PADTUN
development, is fulfilling the requirement of the DSS and decision maker to have
access to heterogeneous data. The unique feature of semantic technologies in enabling
the fusion of heterogeneous data has been employed in a number of projects [4]. In
PADTUN development, heterogeneous data, providing contextual information are
annotated with ontologies to take advantage of the inferring capabilities offered by
semantic technologies. We use semantics even further and utilise PADTUN ontologies
for calculating homogeneous portions in order to identify regions of interest. In par-
ticular, semantics plays a key role in detecting continuity by considering semantic
similarity between pathologies represented as concepts. With this work, we contribute
to semantic web research by applying semantic technologies in urban and infrastructure
planning and maintenance, a domain that is starting to receive attention from the
semantic web community [5].

Section 2 outlines the technical architecture of the PADTUN system. The two main
components of this architecture are described in the following two sections. We carried
out an initial evaluation of the system. The evaluation details are described in Sect. 5.
We conclude by discussing the findings and outlining the future work.
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2 Pathology Assessment and Diagnosis
of Tunnels (PADTUN)

Figure 1 depicts the integrated view of the PADTUN system. PADTUN is designed
using three-tier architecture consisting of layers for interface, application and data.

Data Layer. Infrastructure managers, including SNCF, own and manage inspection
databases of tunnels that record the provenance of data related to inspections and any
repairs. This data contains information about any disorders diagnosed during inspec-
tions and contextual factors. In the case of PADTUN, this inspection data is made
available from SNCF’s internal system as XML dumps.

In order for the system to work, PADTUN requires domain-specific knowledge.
Encoding and specifying such knowledge in ontologies is one of the main contributions
of this paper. The PADTUN ontologies are designed in consultation with the tunnel
experts in the project and by extensively reviewing literature on the subject. These
ontologies codify knowledge about tunnel disorders, diagnosis influencing factors,
lining materials and pathologies. PADTUN ontologies are described in more detail in
Sect. 3. The data layer also contains a semantic repository that allows storing the
ontologies and performing reasoning. OWLIM was chosen due to scalability reasons
[6] as the system is required to reason over a large number of tunnels and inspection
data. The system also contains a relational database in the form of MySQL to store
inspection and result data for caching purpose.

Fig. 1. PADTUN system architecture
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Processing layer. PADTUN consists of an intelligent processing layer built on a data
layer that suggests pathologies per portion and regions of interest, together with
explanations.

Three components are included as part of the processing layer. The pathology
inferencing component implemented as RESTful service utilises the ontologies and
infers a list of pathologies when provided with disorders, lining material and diagnosis
influencing factors details for individual tunnel portions. Internally, it infers pathologies
based on (i) disorders and lining material and (ii) diagnosis influencing factors and
creates a cumulative list. The ROI inferencing component, implemented as RESTful
service utilises the ontologies and the output of the pathology inferencing service to
infer regions of interest. Both of these services are described in detail in Sect. 4. The
Data management component contains business logic to convert XML to DB with
the help of a converter, and stores the inspection data as per the new schema dictated by
the ontology. In order to achieve conversion, the component consists of a mapping
between the schema and the ontologies.

Presentation Layer. This layer consists of a user interface that allows decision makers
to interact with the DSS. The interface allows users to upload tunnel inspection data
and view and manipulate the results from the pathology and ROI inferencing services.
The interface component is implemented using PHP and JavaScript.

Following sections focus on the main component of the architecture, PADTUN
ontologies, pathology and ROI inferencing services.

3 PADTUN Ontologies

PADTUN ontologies are developed using METHONTOLOGY [10] methodology.
NeTTUN use cases helped us to define scope and purpose of the ontologies and
provided a reasonably well-defined target.

Scope & Purpose. The ontologies need to capture the existing decision process con-
cerning the diagnosis of tunnels, to provide a context model for automated decision
support. This conceptual model should include disorders observed during the inspec-
tions, tunnel common pathologies and diagnosis influencing factors. This knowledge
also needs to be classified and linked, in order to identify associations of disorders and
diagnosis influencing factors with pathologies.

Knowledge Sources. The ontologies are designed based on the knowledge of experts
within the NeTTUN project. To ensure a wide range of use and generality, extensive
literature in the area [1, 7–9] has been consulted.

3.1 Conceptualisation

This activity requires that the domain knowledge is structured in a conceptual model
describing the problem and its solution in terms of a domain [10]. We used a number of
methods for knowledge elicitation including expert interviews, brainstorming sessions
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using tools such as IHMC Concept Maps to facilitate the conceptualisation process.
Initial conceptualisation focused on the elicitation of the top-level ontology concepts.

Top Level Concepts. Several tunnel type classifications were considered. For instance,
tunnels can be classified regarding their operational use, construction method, age and
other characteristics. The proposed classification regarding the PADTUN scope is
based on an elementary part of a tunnel, an atomic portion, called here tunnel portion.
A tunnel portion can be defined as “an elementary part of the tunnel with all the
necessary elements that enable a diagnosis to be made” [1, 8]. In this respect, a tunnel
portion presents a geology, a geometry, and structural characteristics such as lining and
repair features.

A tunnel portion is derived from larger tunnel stretches. Because the scope of
the ontologies is maintenance, these larger tunnel stretches have been defined as
Tunnel Inspection Stretch, corresponding to tunnel lengths where an inspection has
been carried out. This Tunnel Inspection Stretch has one location and has been
inspected at least once. Further, within a Tunnel Inspection Stretch, and regarding
Geology, one or more Tunnel Geo Stretch can be identified, each one characterized
by one single geology. This conceptualisation is presented in a concept map in
Fig. 2.

Pathologies. A pathology is a problem that causes tunnel disorders; it is also the link
between the disorders and its causes. Pathologies provoke tunnel degradation, which
manifests itself in a combination of disorders, often more than one. Considering tunnel
experts’ interviews and literature on the subject, the most common pathologies have
been identified and classified according to these degradation processes. These were
collected from the experts as a knowledge glossary [10, 11].

Tunnel disorders. Disorders are disturbances in the expected quality level of a tunnel,
being subjected to evolution. Disorders are also symptoms of pathologies. A classifi-
cation of disorders was collected from the experts as a knowledge glossary. The
associations between disorders and pathologies were provided as a table (see Fig. 3).
There were in total 227 such associations provided by the experts.

Tunnel Inspection Stretch Location Tunnel meter

Tunnel portion

hasLocation hasStart
hasEnd

Tunnel Geo Stretch Geology
hasGeologyInspection

exactly one exactly one

exactly one

has Inspection at least one

hasPart at least one

Geometry
hasGeometry

at least one

Lining and repair features

exactly one

at least one

Fig. 2. Concept map with the top level concepts related to tunnel
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Diagnosis Influencing factors. Factors representing all elements influencing tunnel
degradation, which are considered by the expert(s) when making decisions. The
associations between pathologies and diagnosis influencing factors were provided as a
Table. There were in total 78 associations provided by the experts.

3.2 Conceptual Model

The conceptualisation of the domain was converted into OWL ontologies [12]. Figure 4
shows the upper ontology of Tunnel with linkages to other major concepts from the
domain model such as Tunnel Types, Tunnel Geo Stretch, and Pathology. The upper
level also captures that a Tunnel Portion can have disorders, diagnosis influencing
factors, lining materials.

Fig. 3. Shows the association between pathologies and disorders with (1) mortar ageing
pathology as an example. (2) shows the coded list of lining material that has to be present to
manifest mortar ageing (3) shows the disorders i.e. “potentially unstable” (structure) that has to
be present to manifest mortar ageing. The coloured cell signifies the typicality of such disorder
for this pathology.

Fig. 4. PADTUN upper ontology.

Fig. 5. Partial representation of pathologies classification based on degradation types.
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Figure 5 shows the representation of pathologies and instances based on degra-
dation types. Regarding the causes of the degradation (the origin of the problem), two
general groups of pathologies were identified distinguishing based on its origin. They
were ground degradation pathologies (if pathologies occur underground) and lining
degradation pathologies (if pathologies occur with lining) [7, 8]. Figure 6 depicts how
an association between a disorder and a pathology is represented in the ontology. This
example shows how the rule provided by the experts in a table (see Fig. 3) is repre-
sented in the ontology. Similarly, Fig. 7 illustrates an association between a pathology
and a diagnosis influencing factor and other contextual information such as the level of
influence.

To facilitate the evolution of the PADTUN ontologies, they were developed as a
group of smaller but interlinked modular ontologies [13]. Table 1 presents a summary
of the ontological features of the PADTUN ontologies with size, expressivity [14], and
complexity of the core knowledge captured by axioms. In particular, PADTUN
ontologies utilise OWL features such as sameAs, disojointWith, and equivalentClass.
The PADTUN ontologies are available from here1.

Fig. 6. Association between a pathology & a disorder (ontological representation of Fig. 3)

Fig. 7. Showing an association between a pathology and a diagnosis influencing factor.

1 http://imash.leeds.ac.uk/ontologies/nettun/request/.
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4 Pathology and ROI Inferencing Service

Pathology and ROI inferencing services are two central components of the PADTUN
application layer.

4.1 Pathology Inferencing

Pathologies are calculated in two steps: (i) by inferring associations between disorders,
and pathologies; and (ii) by inferring associations between diagnosis influencing fac-
tors and pathologies.

The Disorder-based pathologies component of the pathology inferencing service finds
all the pathologies with disorders and lining materials present in the tunnel portion
under inspection and ranks pathologies according to the typicality of the disorders. This
inference involves SPARQL queries2 to infer associations.

The Diagnosis Influencing Factors-based Pathology component finds all the
pathologies for the diagnosis influencing factors present in the tunnel portion under
inspection and ranks them according to their influence level. Furthermore, a check is
made if all the necessary influencing factors for a pathology are present in the portion
under investigation. If they are not, the pathology is removed from the final list and
ranking is adjusted accordingly. This inference involves SPARQL queries to infer
associations and to check the necessary conditions.

The pseudo code of these two components is presented below. The weights (m and
n in the pseudo code) were set by series of interaction with the experts. The values
m = 4 and n = 1 were found to be the best according to experts’ judgement based on
three tunnels. We validated this further with seven tunnels and the values were found to
be suitable without further adjustments.

The Cumulative pathologies component combines the results of the previous two
components by aggregating the score of pathologies in both the lists (disorder-based
pathology list & influencing factor-based pathology list).

Table 1. PADTUN ontologies features

Feature Value

No of classes 125
No of properties 49
No of individuals 590
No of axioms 3981
DL expressivity ALEHO

2 Sample SPARQL queries are available at: http://imash.leeds.ac.uk/papers/eswc2015/appendix.
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4.2 Regions of Interest (ROI) Inferencing Service

One of the decision support aspects of the PADTUN is to identify regions of interest
concerning pathologies. In practice, tunnel experts intuitively abstract regions of
interest and in doing so aggregate tunnel portions that are susceptible to the same types
of pathologies with some distance approximation. However, it was not clear from the
outset how the experts themselves infer ROIs once pathologies per portion were
identified. Hence, a mock-up of several possible alternatives was presented to the
experts in order to identify the best way of inferring ROIs. We here present the logical
formalism for these alternative ways to define and calculate ROIs.

Let’s say Top n ranked pathologies per individual portion of a tunnel are denoted
by observation, obs(P). Then a region of interest R is a continuous homogeneous
portion of the tunnel consisting of a set of individual tunnel portions (P). The granu-
larity of continuity is determined by how big gap (n) between adjacent tunnel portions
is allowed.

In addition, homogeneity in an ROI can be determined by the validity of a logical
expression Φ(X) that is applied to portions X of a Tunnel. The aggregation predicate
RΦ,n(X) is

RU;n Xð Þ � 8ðxi 2 XÞ 9 ðxj 2 XÞ xi 6¼ xj ^ U xi; xj
� �� � ^ distðxi; xjÞ � n

� �

Where, Φ(X) is one the following predicates which specifies different possible condi-
tions as to when two tunnel portions can be aggregated:

Portions with (Approximately) Equal Observations (Φ=, Φ≈). Observations under
consideration are deemed ‘equal’ when they share the same pathologies. For two
portions p1 and p2, Φ= is defined as: Φ=({p1, p2}) ≡ obs(p1) = obs(p2). Observations are
‘approximately equal’ if all their pathologies are semantically similar:

U� p1; p2f gð Þ � 8 o1 2 obs p1ð Þ ! 9ðo2 2 obs p1ð Þð Þ similar o1; o2ð Þ½ �^
8 o2 2 obs p2ð Þ ! 9ðo1 2 obs p2ð Þð Þ similar o1; o2ð Þ½ �

Portions with (Approximately) Incorporating Observations (Φ⊆, Φ⫇). One observa-
tion ‘incorporates’ another observation if it contains all the pathologies that the other
observation has, i.e. Φ⊆ ({p1, p2}) ≡ (obs(p1) ∩ obs(p2)) ∈ {obs(p1), obs(p2)}. Also,
one observation is a ‘approximately incorporating’ another observation if there exists
some set of concepts in one that are semantically similar to another so that one set of
observations contain all the observations that the other observation has, i.e.

Φ⫇({p1, p2}) ≡ [∀(o1∈obs(p1) → ∃(o2∈obs(p2)) similar(o1, o2)]

Portions with (Approximately) Overlapping Observations (Φ∩, Φ⩃). One observation
‘overlaps’ another observation if it contains only some pathologies that the other one
has and vice versa: Φ∩({p1, p2}) ≡ (obs(p1) ∩ obs(p2)) ≠ ∅ ∧ ¬ Φ⊆({p1, p2}). Also, one
observation ‘approximately overlaps’ another observation if it contains some concepts
(e.g. disorders) that are semantically similar to the concepts from the other observation
and vice versa is also true, i.e.
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Φ⩃({p1, p2}) ≡ [∃(o1 ∈ obs(p1) ∃(o2 ∈ obs(p1)) similar(o1, o2)] ∧
[∀ (o2 ∈ obs(p2) → ∃(o1∈obs(p2)) [similar(o1, o2)]] ∧ ¬ Φ⫇({p1, p2})

Portions with the Same Classification (ΦC). Two observations belongs to the same
classification if they both contain pathologies belonging to the same ontology class.

UC p1; p2f gð Þ � obs p1ð Þ 2 C ^ obs p2ð Þð Þ 2 CÞ:

Example. Consider a tunnel (see Fig. 8) with ten tunnel portions. The observations
consisting of pathologies on each of these ten portions are given in the figure with
O = {di, …, dn}; where d1 = Mortar Ageing; d2 = Dissolution; d3 = Creep; d4 = Faults
Degradation; d5 = Rock Weathering and d6 = Swelling. It is also given that d2 and d6
are semantically similar, i.e. similar (d2, d6). A domain expert can then tailor what he
would like to view as region of interest by manipulating two criteria from the aggre-
gation function: (i) allowed gap(n) and (ii) predicate (Φ(X)) to use. Figure 8 shows
various ROIs under different selections. For example, when the selection is n = 1 and
the predicate for portions with equal observations (Φ=) is selected (first row, Fig. 8), the
resultant eight ROIs are: {{p1, p2}, {p3}, {p5}, {p6}, {p7}, {p8}, {p9}, {p10}}.

A different selection (last row, Fig. 8), by keeping n = 1 but changing the predicate
to RUC reduces number of ROIs to one, i.e. {{p5, p6, p7, p8}}. Each portion in this ROI
belongs to the Ground Degradation Pathology class from the PADTUN ontology. The
ontological representation of this portion is depicted in Fig. 9.

Fig. 8. Result of various selections of aggregation predicates and gap. Resultant ROIs are
numbered and shown as aggregation of individual portions.
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Finalising Aggregation Function(s) to Implement. Experts were shown a mock-up of
ROIs with different selections (above). The aggregation function Portions with the
same classification ( RUC ) was deemed to be most useful for decision-making and was
implemented for the final version of the ROI inferencing service. Detecting regions
with portions that have pathologies belonging to the same classification helps decision
makers to decide on an overall approach they can take while addressing problematic
tunnel regions. Grouping affected regions according to the pathology classification is
helpful in making decisions about expertise, treatment and equipment required for
maintenance. For example, infrastructure managers are required to send different
equipment to repair lining degradation pathologies from the one needed to fix ground
degradation pathologies. Similarly, it will require different skillsets to repair different
type of pathologies.

5 Evaluation

Overall Set-up. An evaluation was carried out to verify the correctness of the PAD-
TUN components, namely the ontologies, pathology and ROI Inferencing components.
The goal of the evaluation was to discover any issues and to identify improvements in
these components. In addition, it was also important to check the correctness of the
input we received from the experts. Experts provided rules as tables indicating the
situations under which a particular pathology is likely to occur. The cumulative effect
of these rules and whether they match the experts’ tacit judgment about pathologies is
something else we aimed to capture during the evaluation.

The evaluation was conducted with tunnel experts from the project with extensive
experience in diagnosing tunnels and strategic decision-making about tunnel
maintenance.

Pathology Inferencing Evaluation & Results. Figure 10 shows the partial interface
for the pathology inferencing component of the PADTUN system. The columns “rank”

Fig. 9. Ontological representation of one of the resultant ROIs (selection: n = 1 and RUC ).
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and “pathology” shows the rank of the pathology. The “disorders” column shows the
disorders that were present in the tunnel portion under investigation and contributed to
manifesting this pathology. The colour coding shows whether the disorders are typical
disorders for the pathology.

For this evaluation, 41 portions of 3 tunnels were selected by consulting the experts.
The aim was to select tunnel portions with a good variety of disorders. The experts were
provided the output of the pathology inferencing service as part of the interface
(Fig. 10). They were asked to comment on individual (disorder and diagnosis influ-
encing factors based) pathology inferencing and cumulative pathology inferencing
results.

The experts approved the presence of the pathologies and their ranking in all the
test cases for the individual (disorder and diagnosis influencing factors based)
pathology inferencing. However, during discussions it became evident that although
they agreed with the individual inferencing they were not satisfied with the cumulative
calculations. We discovered that the pathologies were correctly calculated based on
disorders and diagnosis influencing factors and according to the rules encoded.
However, in their tacit calculations, experts always expected a pathology to be present
in both the lists for them to consider the pathology in the cumulative list. As a result of
this exercise, this cumulative list rule was added to the ontology and to the pathology
inferencing service. This scenario highlights the need of domain expert involvement in
testing ontologies and the resultant benefit in terms of ongoing knowledge expansion.

ROI Inferencing Evaluation & Results. A gold standard consisting of 3 tunnels and
respective ROIs was collected from tunnel experts. These three tunnels have a different
number of portions. The tunnel 1 is one of the smallest tunnels with 19 portions but a
higher number of pathologies. The tunnel 2 has 35 portions with some portions without
any pathology. The tunnel 3 has 42 portions and a good mix of lining disorders and
pathologies. The evaluation included these 96 portions. For each of these tunnels,
experts provided ROIs based on pathology classification. For example:

“Portions 1 to 3 in tunnel 1 have pathologies from Lining Degradation classifica-
tion; Portions 1 to 19 in tunnel 1 have pathologies from Lining Ageing degradation
classification.”

Fig. 10. The PADTUN interface for the pathology inferencing service. It shows results of
“disorders-based pathology inferencing” on a tunnel portion.
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Figure 11 depicts the PADTUN interface showing the overview of pathologies
across tunnel portions and highlighting ROIs.

The output of the ROI Inferencing was compared with the gold standard using
traditional IR approach of precision, recall and F-Measure [15]. True positives (tp -
exact matches from the system list and gold standard), false positives (fp - the system
indicated ROIs that were not in the expert list), true negatives (tn- possible ROIs that
were not present in either of the lists) and false negatives (fn- a region that was not
present in the system list but was present in the gold standard) were calculated.

The result is summarised in Table 2. Three configurations of the ROI inferencing
service are considered. In the first one, for a classification to be considered at least one
pathology from the classification has to be in the top three ranks. The second con-
figuration is more restrictive and expects at the least two pathologies from a classifi-
cation in the top three ranks for the classification to be considered. In the final

Fig. 11. The PADTUN interface showing the overview of pathologies across tunnel portions.
(1) shows the regions of interest with pathologies from the same classification, e.g., (2) Lining
Degradation and (3) Lining Ageing.

Table 2. Precision, recall and F-Measure results for the ROI inferencing component; (left)
considering ROIs with at least one pathology from a classification in the top 3 ranks; (middle)
considering ROIs with min 2 pathologies from a classification in the top 3 ranks; (right) considering
ROIs with at least three portions.
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configuration, if any ROI has three or fewer portions then the ROI is discarded from the
analysis ensuring that ROIs contain a substantial number of portions for the analysis.

The configuration with the rule that at least two pathologies of a classification need
to be present in an ROI achieved the highest result in all three criteria. F-Measure was
84 %. Under an interpretation of the agreement between expert list and system list of
ROIs, this is considered to be “an almost perfect agreement” [16]. The configuration
restricting cut-off number of portions per ROI achieved similar performance. The least
restrictive configuration fared worst with 54 % precision.

6 Conclusions and Future Work

In this paper, we have demonstrated the application of semantic web technologies in a
new domain of tunnel diagnosis and maintenance. A DSS system, PADTUN, is pre-
sented that supports tunnel experts with decision-making about diagnosing pathologies
and detecting continuous portions with similar pathology spread. This was only pos-
sible with semantic web technologies as the aggregation mechanism requires semantic
reasoning over pathology classification. Use of semantic technologies makes the
framework flexible where the domain experts can select larger and more granular
portions with different configuration including selecting portions with similar pathol-
ogies in top ranks and ignoring short gaps. This flexibility allows us to work with the
experts to select an ideal configuration, which is in our plans for immediate future
work.

Acknowledgements. This work is part of the NeTTUN project, funded by the EC 7th Frame-
work under Grant Agreement 280712.
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Abstract. This paper proposes an approach to gathering semantic anno-
tation, which rejects the notion that human interpretation can have a
single ground truth, and is instead based on the observation that dis-
agreement between annotators can signal ambiguity in the input text,
as well as how the annotation task has been designed. The purpose of
this research is to investigate whether disagreement-aware crowdsourc-
ing is a scalable approach to gather semantic annotation across various
tasks and domains. We propose a methodology for answering this ques-
tion that involves, for each task and domain: defining the crowdsourcing
setup, experimental data collection, and evaluating both the setup and
the results. We present initial results for the task of medical relation
extraction, and propose an evaluation plan for crowdsourcing semantic
annotation for several tasks and domains.

Keywords: Crowdsourcing · Human computation · Ground truth ·
Natural language processing · Semantic annotation · Semantic ambi-
guity

1 Introduction/Motivation

As knowledge available on the Web expands, information extraction methods
have become invaluable for facilitating data navigation and populating the Se-
mantic Web. Gathering semantic data in the form of entities and relations
between existing datasets, is central to information extraction systems (i.e. the
task of machine learning for most analytics). Human-annotated gold standard, or
ground truth, is used for training, testing, and evaluation of information extrac-
tion components. The traditional approach to gathering this data is to employ
experts to perform annotation tasks.

However, such an annotation process can be both expensive, and time con-
suming [1], due to the costs associated with working with domain experts.
Furthermore, experts might prove difficult to find for broad, open domains
(e.g. sentiment analysis). This presents a challenge for extending information
extraction methods, and concurrently Semantic Web systems into new domains.
Human annotation is needed to solve this problem, but the process of gathering
this data is not scalable at the level of the large datasets currently available on
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 701–710, 2015.
DOI: 10.1007/978-3-319-18818-8 43
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the Web. Efficiently integrating human knowledge with automated procedures
is necessary for tackling this issue [28].

IBM is facing this problem when adapting the question-answering system
Watson [12] to new domains. To compete in the Jeopardy TV quiz show, Watson
was trained on publicly available datasets, taxonomies, and ontologies. Adapting
the system to the medical domain, however, requires large amounts of human-
annotated data, as medical resources on the Web are not so readily available.

Furthermore, unlike the Jeopardy setup, where one correct answer exists for
every question, the medical domain is more ambiguous – it is often the case that
doctors disagree on the same diagnosis. The traditional approach to gathering
annotation is based on restrictive annotation guidelines, and often results in over-
generalized observations, as well as a loss of ambiguity inherent to language [1],
thus becoming unsuitable for use in training information extraction systems.

Being cheaper and more scalable, crowdsourcing is a possible alternative
to using dedicated annotators. Crowdsourcing also allows for collecting enough
annotations per task in order to represent the diversity inherent in language. By
employing a large crowd to collect semantic annotations, it becomes possible to
observe inter-annotator disagreement. Previous research in crowdsourcing med-
ical relation extraction [2,3] has shown that disagreement can be an informative,
useful property, and its analysis can result in reduced time, lower cost, better
scalability, and better quality human-annotated data.

This paper describes a PhD project within the context of CrowdTruth, a
larger initiative investigating how disagreement-aware crowdsourcing can be used
to collect annotations for text, videos, and images. Building on previous success-
ful results [2,3], this paper aims to explore the question of how crowdsourcing can
be employed as a tool for collecting semantic annotation. Specifically, we analyze
the role of disagreement, and whether its analysis can be used to improve the
quality of existing semantic ground truth. We propose a methodology to crowd-
source a series of semantic annotation tasks (e.g. relation extraction, sentiment
analysis), with the purpose of demonstrating that disagreement can be a task
and domain-independent indicator of semantic ambiguity.

2 State of the Art

Crowdsourcing for collecting semantic annotation has been used before in a
variety of tasks and domains: medical entity extraction [13,27], clustering
and disambiguation [19], relation extraction [18], and ontology evaluation [20].
However, most of these approaches rely on the assumption that one universal
gold standard must exist for every task. Disagreement between annotators is
discarded by either restricting annotator guidelines, or picking one answer that
reflects some consensus usually through using majority vote. The number of
annotators per task is kept low, typically between one and three workers, also
in the interest of eliminating disagreement.

There exists some research on the impact of ambiguity on crowdsourcing
annotation. In assessing the OAEI benchmark, [9] found that disagreement
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between annotators (both crowd and expert) is an indicator for inherent uncer-
tainty in the domain knowledge, and that current benchmarks in ontology align-
ment and evaluation are not designed to model this uncertainty. Reference [22]
found similar results for the task of crowdsourced POS tagging – most inter-
annotator disagreement was indicative of debatable cases in linguistic theory,
rather than faulty annotation. In our approach, we use the crowd to collect
semantic annotation, and harness inter-annotator disagreement as an inherent
feature of semantic interpretation.

There is extensive literature on how to measure crowdsourcing results.
Of particular interest are ways of identifying spam workers [8,15,16], and ana-
lyzing workers’ performance for quality control and optimization of the crowd-
sourcing processes [23]. However, these approaches rely on a series of faulty
assumptions about ground truth quality [5]: (1) that there exists a single, uni-
versally constant truth, (2) that this truth can be found through agreement
between annotators, (3) that high agreement means high quality, and (4) that
disagreement needs to be eliminated. Consequently, most crowdsourcing metrics
attempt to measure the quality of the workers, without accounting for the ambi-
guity in the input text, and the clarity of the annotation task. Human annotation
is a process of semantic interpretation, often described using the triangle of ref-
erence [17] linking: sign (input text), interpreter (worker), referent (annotation).
Ambiguity for one aspect will propagate in the triangle – an unclear sentence
will cause more disagreement between workers. Therefore, we design metrics to
harness disagreement for each of the three aspects of the triangle, measuring the
quality of the worker, as well as the ambiguity of the text and the task.

Evaluating crowd performance with existing benchmarks has been
performed for a variety of tasks and domains. Reference [27] show that the
crowd can perform just as well as experts in medical entity extraction. Refer-
ence [24] prove the crowd can match the experts for another five annotation
tasks: affect recognition, word similarity, recognizing textual entailment, event
temporal ordering, and word sense disambiguation. Our approach mainly tar-
gets a crowd of lay workers, and we evaluate the results through comparison
with existing gold standards, annotated by experts or automatically collected.

More knowledge-intensive tasks have proved difficult for the crowd to solve.
Reference [21] show that tagging flowers with their botanical names could not be
performed by a crowd of lay people. In these cases, nichesourcing [10], or employ-
ing crowds of experts to perform the annotations, can combine the advantages
of using a crowd with the domain knowledge of experts. We define a generaliz-
able methodology for crowdsourcing that we can then use to run nichesourcing
experiments.

3 Problem Statement

Based on the issues we identified in Sect. 2, we define our main research ques-
tion: is disagreement-aware crowdsourcing a scalable approach to gather seman-
tic annotation across various tasks and domains? This can be broken down into
several sub-questions:
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1. How to measure disagreement in a crowdsourcing setup for semantic anno-
tation? The triangle of reference [17] indicates disagreement holds different
meanings for each of its three concepts, and therefore we need to define sep-
arate metrics that capture disagreement and use it to measure:
(a) the ambiguity of an input text unit;
(b) the clarity of an annotation;
(c) the quality of a worker.

2. How is disagreement present in crowdsourcing across different domains and
tasks related to semantic annotation? We investigate this by applying our
disagreement metrics to crowdsourcing data and performing a comparative
analysis across:
(a) tasks: text annotation (entity extraction, relation extraction, relation

direction), alignment (passage alignment, ontology alignment).
(b) domains: requiring expertise (medical domain), requiring no expertise

(open domain, sentiment analysis).
3. How does crowdsourcing compare to existing gold standard baselines? Factors

to consider here are:
(a) implementation costs: Is crowdsourcing cheaper, less time-consuming,

more scalable than the usual gold standard approaches?
(b) quality of data: Is crowdsourcing data more reliable than traditional

ground truth data?

4 Research Methodology and Approach

To answer the research questions defined in Sect. 3, we aim to perform a series of
crowdsourcing experiments across several types of annotation tasks, in a variety
of domains. To conduct each of these experiments, we define a methodology
consisting of three steps (Fig. 1).

The initial step in our approach consists of defining the crowdsourcing
setup. We first identify suitable data, in the form of raw text together with
available annotation, to perform our experiments. Suitable in this context refers

Fig. 1. Research methodology steps.
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to data that (a) has some degree of complexity that makes it difficult to auto-
matically extract annotation and (b) contains subjective opinion that could be
interpreted in different ways by the crowd. Based on these features, we identified
several candidate datasets:

– Wikipedia medical sentences: relations and entities can be automatically col-
lected with distant supervision [26] and the UMLS vocabulary of medical
terms [7], but the data contains noise and requires human input for correc-
tion;

– Wikipedia open domain sentences: relations and entities can be automatically
collected with distant supervision [6] using DBpedia entities, also produces
noisy data;

– Twitter statuses: contain a variety of subjective opinions on current events,
that can be retrieved based on hashtags.

Next, we perform the task design, where we break down the annotation task
into a workflow of independent micro-tasks that can be performed by the workers.
The task design needs to structure the crowd annotations in a way that can
be quantified by the disagreement metrics. When possible, the crowd will be
asked to pick an answer from a given vocabulary (i.e. common medical relations,
open domain relations, sentiments). For entity extraction, however, the goal is
to crowdsource the vocabulary itself, so the workers are allowed to pick any
combination of words in the input text. Entity clustering is then employed to
reduce the noise in the answer set. To ensure that the data can be measured
using our metrics, we aggregate the crowd answers into answer vectors per task.

We then define the system parameters. The metrics for measuring disagree-
ment are defined at this step. The first to define is the sentence-annotation
score – making use of the answer vectors introduced in the task design, it com-
putes the likelihood that a given annotation exists in one input sentence. Based
on it, we define metrics to harness disagreement at the level of the worker (to
differentiate spammers from quality workers that nevertheless diverge from the
majority), unit (to find unclear input data), and annotation (to find ambiguity
in the annotation design). Also part of the system parameters are the settings
for running the task: (1) how much time will the workers have to solve it, (2) how
much the payment will be, and (3) the number of workers that will be solving
one task.

The second step in our methodology is the experimental data collec-
tion. Here we decide on the crowdsourcing platform to run our experiments.
Two established options exist: CrowdFlower1 gives access to a larger workforce
with less possibility to interact with the workers, whereas Amazon Mechanical
Turk2 has a smaller workforce with whom the task creators can communicate
directly, thus creating a community of returning workers. To overcome these
weaknesses and have an environment tailored to our crowdsourcing tasks, we
also work at creating our own platform, through which we will be able to target
1 http://CrowdFlower.com.
2 http://MTurk.com.

http://CrowdFlower.com
http://MTurk.com
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a specific crowd that possesses domain expertise, for the purpose of nichesourcing
experiments.

Next we perform several pilot experiments on a small sample of the data,
for the purpose of tuning the crowdsourcing setup defined in the previous step
of the methodology. According to these results, we adjust the task design, as
well as the system parameters (e.g. worker pay, thresholds for detecting spam
etc.). This enables us to run the crowdsourcing tasks on the entirety of the data.
Finally, we apply the metrics to the data we collected, an use them to identify
and remove spam workers, ambiguous input and unclear annotations.

The final step in our methodology is to perform an evaluation. First, we
evaluate the setup, and tune the thresholds of the system parameters, to deter-
mine whether the task design and system parameters performed well. Over-
whelming agreement or disagreement between workers serve an indicator for bad
selection of data, or faulty crowdsourcing setup, meaning that the corresponding
steps in the methodology need to be repeated.

The quality of the data is measured by evaluating the results in comparison
with existing baselines for semantic annotation. In knowledge-intensive domains,
the baseline refers to gold standard expert annotation, whereas in cases where no
domain knowledge is required, we can compare also to data that is automatically
collected. Evaluation is done in two ways: (1) directly, by studying the overlap
between crowd data and baseline and identifying the features of data units where
baseline and crowd disagree, and (2) using machine learning, by training and
testing a model for information extraction (i.e. relation extraction, named entity
recognition, sentiment analysis) with both crowd and baseline data.

5 Evaluation Plan

We evaluate our methodology by instantiating with a specific task and
domain, with the goal of outlining an answer for the second two research
sub-questions: (1) defining disagreement-aware metrics, and (3) comparing to
an existing baseline (Sect. 3). Based on the IBM Watson use case described in
Sect. 1, we define a setup for the task of medical relation extraction. The pur-
pose of this experiment is to evaluate crowdsourced semantic relation data in
comparison with ground truth generated by medical experts, in the context of
training a relation extraction classifier for IBM Watson. The results are detailed
in Sect. 6.

The next step will be to perform the same annotation task (i.e. semantic
relation extraction) in other domains, for the purpose of answering part of
research sub-question (2) observing how our setup performs cross-domain, while
also refining the answers for research sub-questions (1) and (3). As the previous
experiment was based in a knowledge-intensive domain, we investigate next the
open domain, using a different text corpus with the DBpedia vocabulary for
identifying both terms and relations. For comparison purposes, the task design
and workflow, as well as the metrics for harnessing disagreement are the same.

Consequently, we plan to analyze other semantic annotation tasks in
the same domains. The purpose of these experiments is to analyze how semantic
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disagreement is present cross-task, also as part of research sub-question (1).
For the medical domain, we analyze crowdsourced named entity recognition for
medical terms. For the open domain, we plan to perform sentiment analysis tasks
over Twitter data. We are also planning to investigate semantic alignment tasks,
such as passage alignment and ontology alignment. For knowledge-intensive tasks
and domains, we plan to perform nichesourcing experiments involving crowds of
experts. Specifically, we target the medical community through our own gamified
crowdsourcing platform [11].

Finally, we will perform a review across all experiments that we investi-
gated. The purpose is to identify the features of disagreement in crowdsourced
annotation data that are independent of task and domain. We also investigate to
what extent our methodology is generalizable for any combination of semantic
annotation task and domain. The results of this analysis will then be used to
answer our main research question on whether disagreement-aware crowdsourc-
ing is a scalable approach to gather semantic annotation.

6 Preliminary Results

For the first set of experiments part of the evaluation plan (Sect. 5) – performing
crowdsourced relation extraction over medical text – we designed a workflow of
crowdsourcing tasks performing named entity correction, relation extraction,
and relation direction (example templates in Fig. 2). We ran these tasks on
both CrowdFlower and Amazon Mechanical Turk, collecting crowd judgments
for around 2,000 medical sentences.

Fig. 2. Tasks on CrowdFlower (from left to right: entity correction, relation extraction)

To process these results and answer research sub-question (1) (Sect. 3), we
modeled the crowd answers as vectors, and defined a set of metrics based on
cosine similarity. The metrics are used to harness disagreement, and measure
the quality of crowd workers, ambiguity of medical sentences, and the clarity
of medical relations employed. Results on a series of pilot experiments have
been published [4,25], using this setup on a restricted set of medical sentences,
where the crowd results were manually evaluated against expert judgments. This
thesis aims to build on these initial experiments by exploring how disagreement
is present in large datasets, across a variety of tasks and domains, and analyze
how it can be used to build a better ground truth for semantic annotation.
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The aim is to develop a scalable, semi-automated method for collecting semantic
annotation with crowdsourcing.

We have published work on CrowdTruth [14], our framework for crowdsourc-
ing ground truth data. CrowdTruth connects with both Amazon Mechanical
Turk and CrowdFlower for launching and monitoring tasks, and implements the
disagreement metrics for a live analysis of the results from the crowd. We are also
developing a gamified platform, Dr. Detective [11], targeting medical experts for
nichesourcing tasks such as extracting entities related to a given diagnosis.

Currently, we are investigating the usefulness of crowdsourced data in train-
ing and evaluating a machine learning model, in order to answer research sub-
question (3). We train a medical relation extraction classifier [26] using both
crowd results and expert judgments in a cross-validation experiment, and com-
pare the results of the evaluation for each dataset using accuracy and F1 score.
In a paper that is currently in submission, we prove that, in training the model,
crowdsourced data from the lay crowd, that has been weighted with disagreement
scores, performs just as well as gold standard data from medical experts.

7 Conclusions

In this paper, we explored how crowdsourcing can be used to collect semantic
annotation. We proposed an approach rejecting the notion that human interpre-
tation can have a single ground truth, and is instead based on the observation
that disagreement between annotators can signal ambiguity in the input text,
as well as how the annotation task has been designed. In order to analyze this
hypothesis, we defined three research questions: (1) how to measure disagree-
ment in a crowdsourcing setup for semantic annotation, (2) how is disagreement
present in crowdsourcing across different domains and tasks for semantic anno-
tation, and (3) how does crowdsourcing compare to the existing gold standard.

We defined a three-step methodology for answering these questions: (1) defin-
ing the crowdsourcing setup, (2) experimental data collection, (3) evaluating
both the setup and the results. As preliminary work, we presented the Crowd-
Truth platform for crowdsourcing tasks with disagreement metrics, and the
results of an experiment comparing the crowd against experts for medical relation
extraction. As part of our evaluation plan, we will extend our work by perform-
ing relation extraction experiments in the open domain, as well as implementing
other annotation tasks (sentiment analysis, ontology alignment). To answer our
research question, we will perform a comparative analysis of our results across
tasks and domains, identifying the generalizable characteristics of disagreement
in crowdsourced annotation.

Acknowledgments. We thank Lora Aroyo and Chris Welty for helping develop this
research plan, Abraham Bernstein for help with editing the paper, Robert-Jan Sips,
Anthony Levas and Chang Wang for assistance with performing the experimental work.
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Abstract. Ontology change is an important part of the Semantic Web field that
helps researchers and practitioners to deal with changes performed in ontologies.
Ontology change is especially important in Ontology-Based Information Inte-
gration (OBII) systems, where several ontologies are interrelated and therefore,
changes raise various complexities and implications, such as modifications of
ontology mappings and change propagation. Current approaches to ontology
change mainly focus on a single ontology and therefore do not properly address
the constraints specific to OBII systems. To address the challenge of ontology
change in OBII contexts, we plan to adapt successful techniques proposed both
by Semantic Web and Model-Driven Engineering communities. We discuss the
research goals, methods, and evaluation options to address this challenge. Real-
world case studies are used for the development and evaluation of the proposed
methods.

Keywords: Ontology change � Ontology evolution � Ontology versioning �
Ontology-Based information integration � Model-Driven engineering

1 Context and Motivation

The notion of using ontologies for information integration has been applied for around
two decades [1]. Wache et al. have reviewed various approaches for Ontology-Based
Information integration (OBII) that use ontologies to integrate information from mul-
tiple heterogeneous sources [2], while Calvanese et al. explain typical components of
an OBII consisting of a shared (common) ontology, a number of local ontologies, and
mappings between the local and common ontologies [3].

Such an integration raises issues on how to maintain the integrated system, i.e., how
to manage the ontology change within the system. Ontology change support is an
important requirement of an OBII system, especially in a software-intensive system
such as business information and industrial automation [4] where change support is
often needed to deal with changes in ontology schemas (i.e., T-Box) and data (i.e.,
A-Box). These changes have to be validated, applied and propagated to all relevant
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parts of the system to ensure its consistency. “Ontology Change”, as described by
Flouris et al. [5], refers to “the problem of deciding the modifications to perform upon
ontologies in response to a certain need for a change as well as the implementation of
these modifications and the management of their effects in depending data, services,
applications, agents or other elements”. In the OBII context, we define “change
propagation” as part of ontology change process that deals with the management of the
ontology change effects.

The current approaches to deal with ontology change from the Semantic Web
community are mostly focused on a single ontology and therefore these approaches are
not sufficient to support ontology changes in an OBII system that consist of multiple
heterogeneous ontologies with complex mappings. Also, the Model-Driven Engi-
neering (MDE) community has proposed the notion of model co-evolution for
expressing composite changes within a model and for propagating these changes to re-
establish global consistency [6, 7]. As part of our research, we aim to investigate
whether and how MDE co-evolution approach could be adapted to ontology change in
the OBII settings.

In our research, we plan to address the gap of ontology change support in OBII
systems by identifying, defining and developing the required mechanisms and methods,
while studying and adapting appropriate approaches both from Semantic Web and
MDE communities. As the first step towards that goal, we have studied the literatures
from both communities and identified requirements for ontology change within OBII
systems from two case studies: (1) Power Plant Design from the Industrial Automa-
tion System (IAS) domain and (2) Integration System for Scholarly Data of the
domain of Empirical Software Engineering (EMSE). These initial requirements from
the case studies will be discussed within Sect. 5.

The rest of the paper is structured as follows: Sub-Sect. 1.1 illustrates an OBII
problem setting example. Section 2 defines the state of the art in ontology change and
model evolution. Section 3 provides the problem statement and motivates the research
contribution. Section 4 derives the research approach and Sect. 5 shows the preliminary
results. We introduce our evaluation plan in Sect. 6, and conclude the paper in Sect. 7.

1.1 An Ontology-Based Information Integration System Example

As an illustrating OBII system example, let us take a look on the case of information
integration in a modern power-plant planning from the IAS domain. Figure 1 shows the
simplified representation of the system that mainly consists of the following three
elements (marked with the corresponding numbers in the figure):

(1) Local Ontologies represent the data from the different tools and domains involved
in a power plant system engineering. In the example, the local ontologies come
from mechanical, electrical and software engineering.

(2) The Common Ontology represents the aggregation of important concepts (e.g.,
signal and CPU) of local ontologies from the perspective of the system stake-
holders. In the example, the common ontology is the global ontology of the
power-plant.
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(3) Mapping between Common and Local Ontologies represent the semantic
overlaps between local and common ontologies.

In the setting shown in Fig. 1, the mechanical engineers will use their domain-specific
tool like MCAD1 to design the machinery. In parallel, electrical engineers use their
specialized tool such as EPlan2 to design the wiring for each machine and the con-
nections between machines. There are also Programmable Logic Controller (PLC)
software components to support the production automation, created by software
engineers. In between the process, clients will provide feedback to the engineers
regarding their adjustment of requirements.

Since the specific tools from each domain are typically proprietary, the means to
exchange data are limited to tool data export (e.g., spreadsheet, XML) or database
views. Ideally, the exported data or database views would be lifted into local ontology
and then be mapped with the global ontology, in line with the principles of the Global-
as-View approach [8]. The mapping between local and global ontologies may be not
straightforward, e.g., concatenation or computation of two attributes values in local
ontology will be mapped to one attribute value in the global ontology. Important
challenges in such environment are: (1) change process identification, i.e., to identify the
necessary change processes for performing ontology changes within the environment,
e.g., change propagation, where changes in one element should be propagated to

PLC Tool
Database

Client’s Electrical 
Requirement
Spreadsheet

MCAD Tool
XML Export

Local Ontology 
(Software)

Local Ontology 
(Electrical)

Local Ontology 
(Mechanical)

Common Ontology
(Power Plant)

ECAD Tool
Database

Lifting schema and data into local ontologies

Mapping between common and local ontologies

2

1

3

Fig. 1. Components of IAS power-plant design system

1 http://www.solidworks.com/sw/products/3d-cad/packages.htm.
2 http://www.eplanusa.com/us/solutions/electrical-engineering/eplan-electric-p8/.
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relevant ontologies; (2) change detection and representation, i.e., how to detect and
represent the changes of local and global ontologies with their mappings; and (3) change
tool support, i.e., how to adequately provide tool support to perform ontology change
within the environment. The common concepts that relate two or more domains, such as
Signal and CPU (Software, Electrical domain) will provide additional complexity since
a change in one domain could affect different parts of the system.

2 State of the Art

In this section, we revisit the state of the art from two research communities that are
relevant for our research, namely ontology change from Semantic Web and model
evolution from MDE.

2.1 Ontology Change

Flouris et al. provide an excellent summary of many ontology change terms that are
used in the Semantic Web community [5]. We refer to their definition throughout our
work. Two of the most important terms are: (1) Ontology evolution, a process of
modifying an ontology in response to a certain change in the domain or its concep-
tualization, and (2) Ontology versioning, an ability to handle an evolving ontology by
creating and managing different variants/versions of this ontology.

Change Process. Recent work from Zablith et al. [9] has summarized major ontology
evolution process approaches [10–14]. They proposed five steps for the ontology
evolution process: (1) Detecting Evolution Need, (2) Suggesting Changes, (3) Vali-
dating Changes, (4) Assessing Impact, and (5) Managing Changes. These processes are
designed with the focus on the changes in an ontology schema. A closer approach to
our research comes from Papavassiliou et al. They take into account changes both in
the ontology schema and data [15]. However, these approaches mainly consider
changes in a single ontology instead of in the context of OBII systems, which presents
the challenge of complex changes and its propagation across the system. We identify
this as a gap and we plan to include the solution as part of our ontology change process
definition.

Change Detection and Representation. A major requirement for the ontology change
in OBII is the ability to detect low-level (i.e., addition and deletion of triples) changes
and high-level (e.g., concept move and deletion) changes between different ontology
versions [15] and represent them in a machine readable formats for future analytics,
while considers their effects on the change propagation process. To address change
detection between two ontology versions, the use of heuristics algorithms [16],
structural differences [15, 17], and OWL reasoning [18] have been proposed and
evaluated. To support the change detection mechanism, approaches for change repre-
sentation as change ontologies [11, 19] and change languages [20] have also been
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proposed. Similar to ontology change process, the approaches in this area are typically
focused on detecting changes of a single ontology. In our research, we aim to build on
the state of the art of ontology change detection and representation to detect and
represent low-level changes and selected sets of high-level changes of OBII system
ontologies and their complex mappings.

Change Tool Support. To provide tool support for ontology change, an initial set of
requirements that focused on ontology evolution was introduced by Stojanovic and
Motik for the KAON tool [21]. In the similar timeframe, PrompDiff change detection
algorithm was integrated into Protégé tool [16]. Later on, Noy et al. introduced support
for different scenarios of ontology editing in Protégé, providing background support
for storing ontology metadata using CHAO vocabulary [11]. The latest addition to the
impressive set of Protégé ontology change support tools is the Protégé versioning
server,3 which is based on the previously proposed architecture client-server archi-
tecture [22]. An interesting line of work comes from the adaptation of distributed
versioning systems, SemVersion [23] and R&Wbase [24], which provide support for
ontology versioning similar to source code versioning systems. However, the afore-
mentioned tools are mainly designed to work with a single ontology and therefore, they
do not fully address important requirements of an OBII system, such as change
propagation to provide global consistency across the system.

2.2 Model Evolution

The evolution aspects of MDE are getting more attention with the growing importance
of modeling in software development [25]. Various tools for supporting model refac-
toring have been proposed in the literature [26, 27]. Unlike change in ontologies, which
focused primarily on single ontology scenarios, MDE research has a richer set of
approaches in the area of model co-evolution [6, 7] and model change analysis (e.g.,
composite change detection [28] and change sequence identification [29] ). However,
these approaches have not been studied in the context of OBII. As part of our research,
we will investigate whether and how co-evolution and change analysis algorithms
could be adapted to ontology change in OBII settings.

3 Problem Statement and Contribution

In order to address the challenge explained in Sect. 1, we identify the main research
question (RQ) of our work as follow: “Which mechanisms and methods are required
to cope with ontology change in an Ontology-Based Information Integration (OBII)
system, where ontologies are used as means for data integration for heterogeneous
data sources?”

This main research question is refined into smaller research questions as follows:

3 http://protegewiki.stanford.edu/wiki/Protege_5_Development_Environment.
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RQ1: What kinds of ontology changes, process and analysis are required in an
OBII system? What are the specific characteristics of ontology change in such a
system? The research question aims for the identification and description of ontology
change types (e.g., mapping changes), change processes (e.g., change propagation),
and change analytics (e.g., detection of complex composite changes) that are needed in
an OBII system. The answer to the question should be based on a comprehensive
interpretation of an OBII system from the ontology change perspective.

RQ2: What methods and techniques can solve problems caused by ontology
change in an OBII system? Do model co-evolution methods from MDE provide
relevant solution alternatives? In order to solve the challenge identified in the RQ2
while consider the specific characteristic that answer RQ1, what kind of methods and
techniques are necessary? Are the current available techniques and technologies from
both the Semantic Web and the MDE communities able to address the requirements?
We expect that the answer for this research questions could also useful in more general
environments as alternative to the current state of the art.

4 Research Methodology and Approach

Within this research we strive to solve how to deal with ontology change within OBII
system. The proposed research will be developed within the design science method-
ology, using the regulative cycle as conceptual framework and, specifically, following
the guidelines provided by Wieringa in [30]. At the moment, we are in the first phase,
focusing on gathering the requirements and conducting the literature study, to provide a
solid ground for further steps.

• The first phase in this methodology is the problem investigation, focusing on the
analysis of the problems that this research should confront as well on the properties
that a good design solution should have. We have done preliminary literature
studies and interviews with domain experts from two application domains. We have
to look into the data and identify sets of changes that often happen in the system,
e.g., frequent instance changes and change propagation over an OBII system. Next,
we are planning do a comprehensive literature research on ontology change and
related fields (e.g., MDE model co-evolution and MDE change detection algo-
rithms). The goal of this phase is to define a set of requirements and the associated
evaluation metrics that will be used throughout the research.

• The second phase is the solution design. This phase explores the possibility of
applying or adapting the currently available approach to design a good solution. The
process includes the realization of manual and alternative approaches to address
the challenges, including those coming from the MDE community and evaluating
the feasibility of those approaches. Based on requirements, literature studies, and
manual approach realizations results, the goal of this phase is to create a solution
design as a conceptual framework that will define the required ontology changes,
processes, and analytics necessary for the OBII context.

• The third phase is the solution design validation. This phase aimed to check the
solution design against the previously identified requirements and gather feedbacks
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for the proposed approach before the implementation phase. We plan to involve
relevant researchers for checking the logical feasibility of our approach, while
providing the experts in our application domains with a conceptual prototype of our
solution (e.g., scenario, persona) to collect and analyze their feedbacks.

• The fourth phase is the implementation of the solution. In this phase, we plan to
realise the solution design within the selected application domains by implementing
the prototype according to our solution design and the case study scenario definition.

• The fifth phase evaluates the solution in the selected scenarios. This phase aims to
find out how well the solution approach worked in real-world settings. The validation
process will be carried out as case-studies in selected application domains.

5 Preliminary Results

In order to capture the requirements for ontology change in OBII systems, we have
conducted semi-structured interviews (according to [31]) with domain experts from two
different application domains, IAS and EMSE, as mentioned in Sect. 1. We analyzed
the interview results and take into account the current state of the art in the research.

From IAS domain experts, we learned that they deal with daily updates of instance
changes and three to four data model changes per year. They would like to be able to
store versions for instance and ontology changes, and to be able to query the ontology
change history within a selected time period. We sum up the requirements from IAS
domain as follows:

• Ontology evolution and change propagation.
• Ontology versioning
• Query across changed data and metadata/analytics of changes.
• System scalability (to millions of data instances)

From EMSE domain experts, we learned that, in spite of slight differences, the core
issues for ontology change are similar to the IAS domain. They have less frequent
changes compared to the IAS. Additionally, the contribution for the knowledge
changes are less structured and dependent to the EMSE community activity. The
requirements from EMSE community can be summarized as follows:

• Ontology versioning.
• Query across changed data and metadata for concept tracing
• (Semi-)automated query updates based on data model changes (as typical domain

experts are not familiar with Semantic Web technology).
• (Semi-)automated ontology debugging support
• Ontology mapping across different instances of EMSE knowledge bases.

6 Evaluation Plan

We plan to base our evaluation approach on two case studies in the domains of IAS and
EMSE. We will follow the case-study-based evaluation presented in [32] to validate
our approach. Following the research methodology that we have defined in Sect. 4, we
plan two separate evaluations in our research.
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• Evaluation of the solution design. Within this step, we will validate our design with
the stakeholders, including relevant scientific researchers and application domain
experts. The evaluation goal is to provide a clear view on how the solution design
will answer the set of stated requirements and the associated evaluation metrics.

• Evaluation of the solution implementation. The purpose of this evaluation is to
validate whether the proposed solution works better in addressing the requirement
of ontology change of an OBII system compared to the alternative solutions. We
plan to build our implementation according to our solution design and use the
evaluation metrics for comparison with solution implementation alternatives.
Afterwards, we plan to do user studies to check the solution implementation in real-
world settings according to our application domain case studies.

7 Conclusions

In this work, we have provided an overview on the research plan for addressing
challenges of ontology change of an OBII system. We positioned our work within the
state of the art, explained the problem statement and our planned contribution, and
proposed an approach to address the challenges.

As part of the research, we are currently in close cooperation with stakeholders
from the domains of our two planned case studies. This advantage allows us to receive
better feedback regarding the requirements and to take more informed and better
decisions regarding the design and development of our solution. These success factors
are likely lead us to get better results. We hope that our research will bring advantages
to both research communities and industry partners.
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Abstract. We observed that learners use general Web resources as
learning material. In order to overcome problems such as distraction and
abandonment of a given learning task, we want to integrate these Web
resources into Web-based learning systems and make them available as
learning material within the learning context. We present an approach to
generating learning material from Web resources that extracts a seman-
tic fingerprint for these resources, obtains educational objectives, and
publishes the learning material as Linked Data.

1 Problem Statement

Technology-enhanced learning (TEL), especially Web-based learning, has become
a fundamental part in education over the last decades. E-Learning platforms
provide access to electronic learning material, accompany in-class lectures in
blended learning scenarios or offer assessment facilities for formal and informal
testing. Whole courses are held online, whether as qualification training, school
education in sparsely populated areas or as courses dealing with special topics,
letting remotely located experts teach students all over the world. TEL has torn
down barriers in time and space, enabling students to learn where and whenever
they want.

Our research focuses on a blended learning scenario. Students attend both
lectures and tutorial classes. The provision of learning material such as slides and
scripts and the assignment of homework are handled via a learning management
system (LMS). The LMS allows students to upload their programming homework
via a website; it also checks the completed assignments and gives immediate
feedback through e-assessment functionality1.

In in our setting, we teach undergraduate students, who form a heterogeneous
group with respect to previous knowledge and skills. Therefore, it is essential that
each learner gets support in terms of additional assistance and feedback.

When students solve their homework assignments, they have to apply the
theoretical input from the lecture to practical problems. This is a scenario, where
they have to focus on the given task, thus a more directed approach to problem
solving – in contrast to exploratory or inquiry-based learning – is reasonable.

Experience has shown that students having difficulty in an e-assessment ses-
sion not only rely on the learning materials provided for the course, but search
1 c.f. eduComponents, http://wdok.cs.uni-magdeburg.de/educomponents.
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the Web for additional materials that might be helpful. This interrupts their
e-assessment session and might lead to distraction and even abandonment of the
assigned task [10].

In general, learners seem to use conventional Web resources2 as learning
material. Our idea is to provide learning material in e-learning contexts that has
been integrated from such general Web resources. We will analyze, how general
Web resources can be linked to e-learning environments and develop a method
to automatically integrate appropriate Web resources into the recent learning
context of the LMS.

Our strategy is to offer learners additional learning material, which they can
access immediately instead of interrupting the e-assessment session and turn
to a Web search engine. Web resources will be automatically integrated into
the recent learning context and presented as additional learning material in a
didactical meaningful way.

2 Hypotheses

Learners use Web resources as learning material in educational contexts. Hence,
we propose the following hypotheses:

1. It is possible to judge (automatically) whether the content of a Web resource
is relevant with respect to a learning context or not.

2. Web resources carry data that can be used to derive information describing
educational and didactical characteristics.

3. If a Web resource can be automatically structured and augmented with meta-
data as presumed, it is possible to integrate this Web resource into learning
contexts in technology enhanced learning (TEL) systems such as LMS.

3 Research Question

The hypotheses stated previously lead to the central research question for
this dissertation project:

How can Web resources be structured and enriched with metadata such
that they can be linked to e-learning contexts and act as learning
material?

4 Approach

The hypotheses stated in Sect. 2 identify three aspects that have to be taken
into consideration when we want to automatically create learning material that
can be integrated into Web-based LMS:
2 Artifacts found on the Web - documents, slides, videos, audio files, etc. will be

referred to as Web resources throughout this paper.
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1. The Web resource has to match the learning context. That means that the
learning context and the Web resource have to be semantically closely related.
Helpful learning material uses the same terms and definitions as the learning
context. Hence, we have to take care that we generate a sufficiently accurate
description of the content of the Web resource. This description can then be
used to judge whether the resource is a candidate to act as learning material
in a particular context.

2. The Web resource has to be augmented with educational metadata such that
it can be integrated into the LMS in a didactical meaningful way. This educa-
tional metadata is about different pedagogical dimensions that can be used to
filter and sort the learning material, enabling the learner to chose a material
that might be the most suitable for his personal needs.

3. We want to close the gap between the e-learning environment and the Web.
We want to help the learner to stay focused on his task and offer additional
learning material that can be immediately accessed. This means that we need
a seamless integration of the created learning material into our Web-based
LMS. The de-facto standard for data integration on the Web is Linked Data.
Therefore we will make the learning material with its semantic and educa-
tional description available as Linked Data - as so-called Linked Learning
Items (LLI).

In the following subsections we will go into detail about how these aspects will
be addressed.

4.1 Overall Process

In order to create learning material from Web resources, we have to define a
process that takes a Web document as input and produces a Linked Learning
Item as output. This process contains three stages that correspond with the
aspects identified above.

We designed a REST-based framework with interchangeable services which
realize the three aspects: create a semantic description of the input Web resource,
extract educational metadata, and deliver the resulting LLI.

4.2 Semantic Fingerprint

To create a semantic description of the content of a Web resource that helps
judging whether this resource is relevant as learning material in certain learning
contexts, we will generate a structure we call semantic fingerprint. This finger-
print will be a graph-like structure, containing ontological concepts as vertices
and relations between these concepts as edges.

A semantic fingerprint is generated in an iterative process:

1. Keywords are extracted from the resource. This set of keywords K = {k1, . . . ,
kn} is the input for the following steps.
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2. Graph nodes are created by mapping each keyword, that has been extracted
from the resource, to a number of concepts: C =

⋃n
i=1 Ci for Ci = {c1, c2, . . . ,

c|Ci|}
Each keyword k is mapped to a set with a certain number of concepts

c. This is done by querying DBpedia’s SPARQL endpoint for concepts that
match the given keyword.

At the end of this step, the graph contains only nodes, but no edges:
SF = (C,Ø).

This set of nodes consists of relevant as well as irrelevant nodes, because
mapping keywords to concepts will return also concepts, that have the same
or similar label but represent different concepts. These irrelevant concepts
will be removed later from the graph.

3. To determine connections between the nodes C we try to find paths between
those nodes. We expand every node and look for neighboring concepts Ce,
i.e. we perform a breadth first search. This is done by querying DBpedia’s
SPARQL endpoint for concepts that have a relation with the given concept.

Further connections can be found with reasoning over the graph to reveal
implicit relationships. The feasibility of applying other approaches like OWL
API or the OWL entailment regime has to be investigated.

Furthermore we will analyze how semantic relationships that are included
in the text of the Web resource, but not in the ontology, could be extracted
and added to the graph (e.g., with approaches from natural language process-
ing, such as latent semantic analysis).

This step introduces more nodes to the graph as well as semantic relation-
ships as edges. The result is a graph SF = (C ∪Ce, E) containing all concepts
C, that can be mapped to the resource’s keywords, neighboring nodes Ce, as
well as their relationships.

4. The graph is cleaned by removing irrelevant edges and concepts. The result of
this step is a graph consisting of several connected subgraphs. Each subgraph
contains concepts about different topics, that are not semantically related.
To identify irrelevant relations we use a number of heuristics.

5. We identify all connected subgraphs in the graph.
6. The semantically most relevant subgraph is chosen as the semantic fingerprint

for the resource SF = (C ′, E′).

4.3 Educational Metadata

To enable an appropriate didactical representation of the LLI we need to describe
it with educational metadata.

We have inspected and analyzed existing standard vocabularies and efforts
(c.f. Sect. 8.2). The selection of educational metadata vocabularies for this project
depends on two factors: the usefulness for the description within the LLI, i.e.
it is useful for filtering and sorting; and the availability of data that can be
automatically extracted or generated.
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We identified several fields from the educational categories of the Learning
Objects Metadata standard3 (LOM) that will serve as educational metadata fields
for the LLIs:

– interactivity type
– learning resource type
– semantic density
– description

The interactivity type can have the values active, expositive, and mixed and
describes the level of interaction a learner can have with the learning resource.
We will derive the value for this field from the type of the Web resource. When we
know, that the resource is a video, we can conclude that this is an “expositive”
resource.

The learning resource type can have a number of predefined values: exercise,
simulation, questionnaire, diagram, figure, graph, index, slide, table, narrative
text, exam, experiment, problem statement, self assessment, and lecture. We also
want to derive the value from the Web resource type as well as from its content
format.

Semantic density describes the degree of conciseness of a learning resource.
We will exploit the semantic fingerprint to obtain a value for this field which can
have the values very low, low, medium, high, very high. The size and shape of
the semantic fingerprint might give insights about the semantic density. How we
can derive a value for semantic density from the semantic fingerprint has still to
be investigated.

The description is an open text element. The value can be obtained from the
resource’s title or its content description. We have made some experiments with
Web 2.0 portals such as StackOverflow4. These portals offer APIs which enable
and easy access on such data programmatically.

4.4 Publication as Linked Data

For a seamless integration of the Web resource along with its semantical and
educational description we will deliver the learning material as an LLI. An LLI
is a data object conform to Linked Data standards that enable a Web-based
integration of the data as well as the possibility to share the LLI with others,
e.g., in . A serialization of the LLI as JSON-LD5 is planned.

5 Evaluation Plan

5.1 Hypothesis #1

“It is possible to judge (automatically) whether the content of a Web
resource is relevant with respect to a learning context or not.”

3 http://ltsc.ieee.org.
4 http://www.stackoverflow.com.
5 http://json-ld.org/.
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A semantic fingerprint has certain desired properties:

P1: Concepts in the fingerprint are distinct and unambiguous. That means,
that the fingerprint should contain only concepts, that describe the resource
content as clearly as possible. Concepts, that refer to homonyms or polysems
of keywords do not belong to the fingerprint and would only add noise.

P2: Concepts in the semantic fingerprint are connected through relations.
A semantic fingerprint is a completely connected graph. Concepts, that
are semantically related, are connected through an edge.

P3: Resources, that have semantically similar contents will yield similar finger-
prints. This means, that those fingerprints contain common concepts and
relations or other particular substructures in the graph.

P4: A semantic fingerprint covers all essential concepts that belong to the
resource. Thus, all keywords from the resource that belong to a certain topic
or area should relate to at least one concept in the resulting fingerprint.

Since we explicitly add relationship edges to the fingerprint during the generation
process and remove such nodes, that are not connected to the graph, property
P2 is always met. To show that our approach generates semantic fingerprints,
that carry the desired properties P1, P3 and P4, as well as to demonstrate the
robustness of the method, we will conduct an evaluation.

The first stage is a quantitative analysis where we examine the influence of
the keywords on the generated fingerprints. In the second stage of the evaluation
we let human reviewers rate the quality of the semantic fingerprints. Some first
findings are shown in Sect. 6.

5.2 Hypothesis #2

“Web resources carry data that can be used to derive information describ-
ing educational and didactical characteristics.”

The LLIs contain a description with educational metadata. This description
includes fields for the different dimensions of such data, such as interactivity
type, difficulty, or learning resource type. The approach to extract and generate
the values for these elements can be considered successful when we find values
for all elements. The quality of the collected educational metadata in terms of
helpfulness and suitability in a learning context will be evaluated with human
probands which will include learners as well as instructors. We plan to let at
least 5 learners and 5 instructors rate the educational metadata of 20 LLIs with
a questionnaire.

5.3 Hypothesis #3

“If a Web resource can be automatically structured and augmented with
meta- data as presumed, it is possible to integrate this Web resource into
learning contexts in technology enhanced learning (TEL) systems such
as LMS.”
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The LLIs are data objects that are compliant to the Linked Data principles. By
adhering to these very principles throughout development and implementation
we can make sure that the LLIs can be integrated into Web-based systems such
as LMS. No formal evaluation is needed.

6 Preliminary Results

We have developed and implemented a REST-based Web service that will gen-
erate a Linked Learning Item from a Web resource.

An HTTP-based client can send a document or document context to the
Web service. The Web service will compute the semantic fingerprint and edu-
cational metadata. It will return this data as an LLI. To generate the semantic
fingerprint the Web service queries connectors to APIs of knowledge bases such
as Freebase, DBpedia, or Wordnet, to match keywords from the resource to
ontological concepts and discover relations between those concepts (see Sect. 4).
Another component within the Web service will extract and generate values for
the educational metadata. For testing purposes we implemented different con-
nectors to Web 2.0 platforms such as Slideshare6 and StackOverflow as well as a
connector that indexes the content of lecture slides. We can query these connec-
tors to get Web resources for which we then compute the LLI. Please note that
these connectors do not belong to the core of the Web Service and have been
developed only for the development of the LLI method.

Furthermore, we have developed an approach to create semantic fingerprints
from Web resources and conducted an initial evaluation7. The evaluation revealed,
that the size of the generated keyword list for a given document is crucial. Hence,
the keyword extraction algorithm that will be used in conjunction with the fin-
gerprint generation process should rather return more keywords than trying to
prefilter them. Since the fingerprint generation process will eliminate irrelevant
concepts it is not necessary to filter the keyword list. It should be preferred to
create the fingerprint with a higher number of keywords.

7 Relevancy

The dissertation will contribute to several research fields since it concerns tech-
nology enhanced learning (TEL), Linked Data and the Semantic Web. We will
inspect different methods and processes from these fields and analyze their use-
fulness for the solution of the stated problem. A combination of techniques will
be deployed and tested to automatically augment Web resources with educa-
tionally relevant metadata and deliver an LLI.

The practical impact of this dissertation project will be as follows:

1. Learners will benefit from our new method while working with an LMS. They
will be provided with new learning material that can be delivered instanta-
neously, e.g., during an e-assessment session. They can fully focus on solving

6 http://slideshare.net.
7 This work has been submitted as a conference article to COMPSAC 2015.

http://slideshare.net


728 K. Krieger

problems, because they will be supported with additional learning material
within the system. They do not need to interrupt their session to consult a
search engine for further information on the subject.

2. Instructors will benefit from a decreased workload for the creation of elec-
tronic learning material since additional learning material can be automati-
cally created. The new method could be used in an authoring tool as a kind of
recommendation service. During the creation of a course or assignment, the
authoring tool could automatically fetch Linked Learning Items that match
the recent learning context and offer them for integration as additional learn-
ing material.

3. The Linked Data community, especially the Linked Education community8,
will benefit from an important real-world application that turns legacy Web
data into Linked Data-compliant data that can be integrated into Web-based
e-learning environments.

8 Related Work

8.1 Semantic Fingerprints – Building Structured Data

With the Semantic Web and Linked Open Data developing quickly, there are
various approaches to automatically map entities from unstructured text to LD
entities and detect relations between those entities.

LODifier [1] uses Named Entity Recognition (NER) and maps the named
entities to DBpedia URIs. However, in contrast to our approach, the detection
of relations between such entities is done by means of statistical parsers and dis-
course representation structures. To disambiguate concept mappings, the authors
use Wordnet mapping tools. The resulting structure is converted into an output
format which is conform to RDF standards. References [2,7] follow a similar
approach, but do not work on completely unstructured text. These methods are
based on partially labeled data and therefore demand manual annotation as a
preprocessing step, which is not necessary in our method. Reference [11] describes
an approach to build semantic networks from plain text and Wikipedia pages,
that relies only on linguistic tools and uses no other structured data as resource.

Reference [6] describes another approach to build ontologies from natural
language texts by combining Discourse Representation Theory, linguistic frame
semantics, and ontology design patterns.

We will look into combining our purely Linked Data-driven approach with
linguistic tools used in [1,6,11] in order to create a more accurate semantic
representation as the semantic fingerprint.

Web documents, or HTML documents in particular, carry a structure, that
can be exploited for generating structured data.

Rowe describes in [8] a method for turning legacy Web pages about scientists
and faculty staff into Linked Data utilizing the document object model (DOM)
and Hidden Markov Models to build RDF triples and link those facts to the Web
of Data.

8 http://linkededucation.wordpress.com/.
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SparqPlug also exploits the DOM of a legacy webpage to build Linked Data
models. SPARQL queries are executed over an RDF model that has been created
from the DOM in order to extract relevant data [3].

So far, we have not taken the exploitation of the HTML structure into
account, but approaches like SparqPlug could be included into our precess to
prestructure Web documents. This preprocessing step might be valuable when
we extract keywords or concepts, respectively, that serve as input for the seman-
tic fingerprint creation process.

8.2 Educational Metadata

There have been efforts to structure and formalize electronic learning material
as so called Learning Objects (LO). These are pieces of digital learning content
along with metadata containing a structured semantic description. The LOs
reside in Learning Object repositories where users can lookup, re-use, and share
those objects. The idea – in analogy to software components – was to build
libraries with reusable learning material that can be assembled into a new LO,
e.g. a course about computer graphics containing pieces of content from math-
ematics, physics, and computer science. This was meant to ease the re-use of
already existent electronic learning material and the creation of new material as
a mashup from other learning resources.

In order to create Web-based learning material that is ontologically anno-
tated, there is a need for standard ontologies that cover different aspects of
teaching and learning. Besides standard domain ontologies dealing with knowl-
edge about particular domains, ontologies about pedagogical knowledge, e.g.,
curriculum sequencing, student modelling, grading and other pedagogical issues
are required [4].

PASER [5] is a system for automatically synthesizing curricula for online
courses. AI planning and Semantic Web technologies are used to combine appro-
priate learning objects into personalized online lectures. This approach includes
different metadata standards such as LOM, content packing, educational objec-
tives and learner related information. PASER employs an ontology for maintain-
ing a hierarchy of competencies.

SIEG [9] is a system that creates learning objects for a certain e-learning
application automatically from ontologies. These domain ontologies are deployed
for different courses, such as WordNet is used to create learning objects about
english grammar, or YAGO is used for learning objects about history. The result-
ing learning objects store triples, such that they can be used for learning facts.

Both approaches build on already existing educational metadata which is
used to create the respective learning object. To our knowledge, there is no
work on extracting and deriving educational metadata from unannotated docu-
ments yet.
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Eötvös Loránd University, Budapest, Hungary
tomintt@inf.elte.hu

Abstract. Due to the proliferation of smartphones, Augmented Reality
applications have become more widespread nowadays. Augmented Real-
ity browsers have especially enjoyed wide popularity within these appli-
cations. The physical environment could be extended by location-aware
additional information using these browsers. At present, typically a spe-
cific data source is used by the current Augmented Reality browsers, even
if there is an enormous amount of available data sources. The Seman-
tic Web could help to bridge this problem. The goal of this work is to
combine Augmented Reality and Semantic Web technologies in order to
enhance the existing mobile Augmented Reality browsers using Seman-
tic Web technologies. For this purpose, we utilize the advantages of the
Semantic Web technologies such as data integration, unified data model
as well as publicly available semantic data sources, among other things.

Keywords: Mobile semantic web · Augmented reality · Data integra-
tion · Ontology

1 Introduction

Smartphones have become an accepted part of our everyday life nowadays. With
their help, many regular activities are much easier. The spread of mobile phones
has facilitated the proliferation of Augmented Reality (AR) applications as well.
Augmented Reality allows to extend the user’s surrounding environment with
computer generated virtual elements [3]. One type of Augmented Reality, called
marker-based AR, uses images for this purpose. For example, when a user looks
at a picture of a newspaper via mobile phone, then a three-dimensional model
can be displayed on the top of the picture. Another type of Augmented Real-
ity, namely location-based AR, is able to superimpose location-aware additional
information about Points of Interests (POI-s) on the real-life view of the user.
Points of Interest could be, for instance, monument, statue, museum. The posi-
tion of the user can be determined easily by means of the built-in sensors of
smartphones. A typical example is when the user looks around with the mobile
phone and can see the icons which represent restaurants located nearby. Thus,
the users can find interesting places and can get additional information about
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 731–739, 2015.
DOI: 10.1007/978-3-319-18818-8 46
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them, even if these are not in the field of view. Augmented Reality browsers can
be used, among other things, for this purpose. These applications combine the
traditional Augmented Reality application with Internet browsing.

Currently, the existing Augmented Reality browsers use only one data source
while a huge amount of information has become publicly available on the Inter-
net. We have realized that the combination of the Semantic Web offered possi-
bilities with the Augmented Reality may result in more advanced AR browsers
in terms of the richness of data provision. The benefits of Semantic Web tech-
nologies in the field of data integration can be used for merging data from het-
erogeneous sources. Currently, an enormous amount of publicly data source can
be found on Linked Open Data cloud [4] in semantically represented format.
Several data sources have spatial attributes. As a result, this information can
also serve as a data source for an Augmented Reality browser. Due to the uni-
fied data model provided by Semantic Web technologies, the data from different
sources will be stored in a common data format. Therefore, the browser does not
have to deal with the data coming from different sources during the information
processing.

The integration of geographic databases can play a particularly important
role for location-based augmented reality browsers. The implementation of our
proposed system is considered an improvement of the current Augmented Reality
browsers. For this purpose, the examination and possible further extensions of
the existing ontologies are needed. Several browsers have been developed in order
to browse the publicly available semantic datasets. Nevertheless, relatively few
of them are native mobile applications. Our proposed system is considered as a
type of a visual interface to the Linked Open Data. In this way, it contributes
to the development of Mobile Semantic Web.

The structure of the paper is as follows: after the introductory Sect. 1, we
outline the State of the Art in Sect. 2. Section 3 deals with the problem statement
and novel contributions. Thereafter, the research methodology and the proposed
approach are described in Sect. 4. Then, the intermediate result and remaining
work are presented in Sect. 5 while Sect. 6 describes our evaluation plan. Finally,
the conclusions are described in Sect. 7.

2 Problem Statement and Contributions

This research relies on the hypothesis that the existing mobile Augmented Real-
ity browsers can be enhanced using Semantic Web technologies in terms of the
richness of data provisioning and additional practical functions. Our proposed
approach allows us to use arbitrary geographic data sources, as opposed to the
currently existing browsers. One possible scenario is the following. The user is in
a foreign city and she does not know what interesting places are nearby. It would
be great if she could somehow find out what kind of places are in the near, which
she is interested in. Of course, she can ask somebody, but the asked person may
not know every place in the city. It would be good if she could reach a data-
base, from which she could get a lot of information about her environment and



The Design and Implementation of Semantic Web-Based Architecture 733

can visualize the data in a convenient way with her mobile phone. The problem
raises a number of research questions.

1. What are the challenges of integrating geographic POI datasets? In detail:
how can static databases used by AR applications be connected and extended
by semantic datasets?
The proposed approach should be able to integrate data on the fly from arbi-
trary geographic data sources in a unified manner. In addition, the appearing
difficulties during the integration (see details in Sect. 4) should be handled by
the system. The proposed solution has to ensure the use of semantic datasets
located in the Linked Open Data cloud. As a result, it becomes possible to
combine the currently used data with semantic datasets.

2. (a) What kind of architecture is suitable for a semantically enriched Aug-
mented Reality browser?

(b) How can we model the POI data sources in order to ensure the appro-
priate generality?

Here, generality means that the proposed approach should be able to use
arbitrary data sources which contain Points of Interests. To ensure this, an
appropriate architecture is needed that enables an efficient and scalable imple-
mentation. The effectiveness means in our case that the system is able to add
datasets on the fly to an augmented reality browser. In addition, the devel-
opment of an appropriate information model is required. Since the data come
from different sources, therefore, the same properties may appear under dif-
ferent names in distinct datasets. For example, the name of a POI is identified
by rdfs:label property while the name of the same POI is stored by a name
attribute in a second database. These mappings can be well described by an
ontology. Thus, the examination and extension of ontologies created for this
purpose are needed.

3. How can we extend the recent Augmented Reality browsers with new func-
tionalities?
Data enrichment can serve as a possible step in the further development of
Augmented Reality browsers. However, in addition to the existing functions,
with the implementation of quite different features can be enhanced the pop-
ularity of Augmented Reality browsers.

4. Can our system be used in new application fields?
It is important to know what are the possible application areas of the newly
implemented approach. The implementation of the above-mentioned unique
functions may result in new application fields beyond the recent ones.

3 State of the Art

In the past few years, some commercial and open source Augmented Real-
ity browsers have been published (for instance, Layar1, Mixare2, Wikitude3).
1 https://www.layar.com/.
2 http://www.mixare.org/.
3 http://www.wikitude.com/.
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These applications use only one data source and the openly available datasets are
not used. Wikitude is built on Augmented Reality Markup Language (ARML)4,
Mixare and Layar use hidden and proprietary data structures [28].

Recently, some papers have been published aiming to utilize the advantages
of the combination of the Semantic Web and Augmented Reality in the field
of AR browsing. Mart́ın-Serrano, Hervás, and Bravo present a tourism Android
application that is using Web 3.0 technology tools in order to extract data from
various data sources with the help of publicly available services on the Internet
[15]. This approach can be seen as a possible answer to the research question 4.
FOAF ontology [8] was used for determining the user’s context. Furthermore,
Semantic Web Rule Language (SWRL) [13] served as a basis of a recommenda-
tion system that provides new places to the users using rule-based inferences.
Braun, Scherp, and Staab describe a mobile application called csxPOI (collab-
orative, semantic, and context-aware points-of-interest) in [7]. The users are
able to collaboratively create, share and modify Points of Interests using this
application. As usual, the Points of Interests represent real physical places. The
properties of such places are stored in a collaboratively created ontology. This
solution is related to the research question 2(b). However, whereas our approach
is proposed to use multiple data sources, their solution is based on POI-s created
by the users. Van Aart et al. in [27] explore the characteristics of location-aware
smartphones for browsing and searching cultural heritage information. Their
application determines the location of the user based on GPS coordinates and
creates a user context from the combination of nearby locations, local historic
events, etc. The authors combine two types of knowledge. The first one is gen-
eral knowledge (for example, about geolocations and point of interests stored in
Geonames and DBpedia). The second one is specialized knowledge about cul-
tural heritage. The issue raised by the research question 2(a) is solved in the
following way. The authors proposed a three-tier architecture: LOD resources as
a data layer, a reasoning layer, and an AR-based user interaction layer.

The management of data from different sources is the task of data integration,
which is an intensively researched area [9,20,21]. The Semantic Web technolo-
gies can be used for this purpose as well. Currently, one of the most preferred
data integration methods is the ontology-based data integration. This method is
responsible for defining the scheme and it helps to avoid the semantic problems
[23]. In our case, geographic data sources (including POI-s) are used, therefore,
these specific properties should be also considered. Harth and Gil describe their
geospatial dataset integration method in [12]. The data come from Linked Open
Data, similarly to the our proposed approach. The authors presented the Neo-
Geo [22] integration vocabulary to model two datasets. This vocabulary can be
seen as a partial solution to the research question 1. The authors describe the
integration of data only from the LOD while, in our case, the integration of other
data sources are also needed.

In conclusion, it can be seen that there are existing solutions for some subprob-
lems. However, in the best of our knowledge, there is no complex solution which
4 http://openarml.org.
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can integrate arbitrary geographic data sources (including POI-s) in order to pro-
vide richer data than the existing solutions to an Augmented Reality browser.

4 Research Methodology and Approach

The main aim of this work is to design and implement a semantically enhanced
Augmented Reality browser framework by answering the issues raised in Sect. 2.
To achieve our goal, we may not necessarily invent a new approach but rather
combine existing methods and adapt as well as extend them to our own purposes.

The first step of the research is the design and implementation of the module
which enables the data integration. The task can be divided into subproblems.
The selection of a specific set of data sources that are used by the prototype is
needed. Thereafter, the schema matching [25] should be performed that gets two
schemas as input and generates semantically correct schema mappings between
them. This requires the examination of the literature and the preparation of
possible enhancements. Another similarly important problem is the entity reso-
lution (also known as deduplication) [6,26]. This method is responsible for the
identification and merging of the same real-world entities. After reviewing the
existing solutions, our aim is to adopt them in case of such datasets that contain
Points of Interests, if necessary, to develop new solutions. We propose to use
for this purpose density-based clustering on POI-s as well as performing string
similarity metrics on POI names.

In order to have efficient and scalable operation of the system, it is essential
to construct a well-designed architecture. Our proposal offers a three-tier archi-
tecture. The first layer is the data layer, which includes a variety of data sources,
such as relational databases, NoSQL databases or semantic datasets located in
Linked Open Data cloud. The second layer is the middleware, which is respon-
sible for the integration of data, the schema matching as well as performing the
entity resolution. It is also responsible for providing the data to the client in
a unified manner. This can be achieved by web services. The last layer is the
lightweight client, in our case it is a smartphone with Android operating sys-
tem. This part of the architecture communicates with the middleware. It is also
important to create a unified data model for the reasons mentioned in Sect. 2.
After we reviewed several spatial ontologies, we propose to use and extend the
ontology of LinkedGeoNames [1] as the information model. Our proposed app-
roach produces the integrated data in RDF format [14]. Due to this solution,
the integrated data can easily be queried by SPARQL [24] queries, regardless
of the POI-s origin. They come from different sources and the data sources use
different data storage methods.

The next step is the investigation of the functionality of current Augmented
Reality browsers. Then, we try to identify possible potential new functions. The
current AR browsers display only a static content corresponding to a specific
POI during the browsing. This method could be more dynamic when the POI
is used as a search term and the Linked Open Data cloud is served as a data
source. The resulting semantic content can be further browsed through on the
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links. Therefore, our proposed approach can be seen as a combination of an
Augmented Reality browser and a semantic browser. The system described so
far is considered to be static in the sense that users cannot add new POI-s to
the data sources. The proposed approach should provide this method as well.
For this purpose, the investigation of performance of spatial databases in terms
of insertion time and query time is needed. The system can recommend POI-s
based on their corresponding information and the user’s context using rule-based
inferences. For example, the user wants to go to a cinema. In that case, the system
would recommend cinemas based on the starting time and the current time. For
this purpose, Semantic Web Rule Language (SWRL) or SPARQL can be used.

5 Intermediate Results

We give a solution to the research question 1 and research question 2(a) in [16].
As we mentioned in Sect. 4, it should be selected a subset of data sources that are
used by the prototype during the data integration. We have chosen five datasets,
including social networks (Facebook, Foursquare), semantic datasets (DBpedia
[5], LinkedGeoData [1]) as well as Google. In the case of Facebook, Foursquare,
and Google, the public API-s were used while SPARQL queries were sent to
the public endpoints of semantic datasets. Due to the general implementation,
the system can be extended by arbitrary data source that contains Point of
Interests. For this purpose, only the implementation of the parser of the new
data source is needed, no other modifications are required during the integration
process. We have determined the common schema pairwise using COMA++
[2]. The problem of entity resolution was solved by a two-step solution. The
first step is a density-based clustering algorithm (we have chosen the DBSCAN
algorithm [11]), which determines the POI-s belonging to the common cluster
based on their coordinates. In this way, the possible same entities are determined.
However, this solution is not yet sufficient for the unique identification. Hence,
the name of the POI-s belonging to the common cluster were compared with two
string similarity metrics. If the value of the comparison exceeds an empirically
determined threshold, then the probability that the two POI-s are same entities
is quite large. The integrated data will be available in RDF format and it can
be accessed via web services. We have implemented our integration system as a
middleware, which provides web services that are accessible via REST API.

In [16], we have created an information model as well, which is related to
the research question 2(b). We have extended the ontology of LinkedGeoData
by the appropriate classes and properties. The goal of LinkedGeoData is to add
a spatial dimension to the Semantic Web. The spatial data is collected by the
OpenStreetMap5 project and it is available in RDF format. Furthermore, the
extended ontology includes the mappings resulted by the schema matching. In
addition, we wanted to provide the filtering of the POI-s by categories, thus these
categories were also selected from this ontology. In order to map the different
5 http://www.openstreetmap.org.

http://www.openstreetmap.org
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names of the categories to the ones stored in our ontology, it was necessary to cre-
ate some data properties (for example, inFoursquare). For provenance reasons,
we have created a Datasource class and derived the classes of the corresponding
data sources from this class. The origin of a POI can be determined by means
of these classes. The Protege editor was used for editing the above- mentioned
OWL ontology.

In [17], we present a Linked Data-driven mobile Augmented Reality browser.
The users can navigate and collect local-aware information by means of this
solution. A sensor-based tracking approach was combined with RDF processing
of related geographical data. The used data come from semantically represented
data source from the Linked Open Data. Henceforth, we improved our prototype,
it communicates with the above-mentioned data integration middleware and
acquires the underlying data from there. In addition, we do not want to restrict
the users only to the use of existing Points of Interests, but we may want to
allow them to create new ones as well. For this purpose, we want to know,
which spatial database is the most effective in terms of insertion and query
time of POI-s. In [18], we implemented a benchmarking application which can
be used for this purpose. In addition, we measured the performance of several
relational and semantic databases. As we mentioned in Sect. 4, it could be more
dynamic when the POI is used as a search term and the Linked Open Data cloud
is served as a data source. In [19], we describe a Linked Data-driven mobile
semantic web browser. Federated datasets can be browsed by means of this
Android application. The client finds the list of resources for the desired keyword.
Thereafter, the associated data can be displayed and filtered. Furthermore, due
to the interconnectivity, the total federated dataset will become browsable.

In the remainder of this Ph.D. project, our focus lies on the following com-
ponents. The integration of our semantic browser into the prototype of our
Augmented Reality browser is needed. In addition, we want to find additional
functionalities and application areas as well as we will implement and evaluate
the rule-based recommendation system. In order to validate the work, we have
to carry out a more in-depth evaluation of the proposed approach.

6 Evaluation Plan

In the evaluation method of the entity resolution part of data integration system
we aim to use well-known evaluation metrics to count the number of correctly
identified same entities. We will use the following standard concepts: true posi-
tive, true negative, false positive, false negative, precision, recall and accuracy.
Furthermore, we want to measure the number of the resulted POI-s of several
queries separately and collectively (i.e. the result of our proposed integration
system). The fundamental assumption was that the given result after data inte-
gration will be much wider than separately.

We will perform usability test and user evaluations of our Augmented Reality
browser based on the evaluation methods described in [10]. Different measures
will be observed regarding, for example, the performance of spatial databases,
the running time of the semantic browser part of our proposal.
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7 Conclusion

In this work an approach which combines Semantic Web technologies and Aug-
mented Reality is proposed. It is designed to enhance the existing mobile Aug-
mented Reality browsers in terms of richness of data provisioning and additional
practical functions. For this purpose, the existing data integration methods and
Augmented Reality browser approaches were reviewed. The utilization of Seman-
tic Web technologies, such as OWL, RDF, SPARQL was proposed to achieve the
goal of this research. Preliminary results were described, namely the details of
the proposed data integration system, a prototype implementation of a client
and a mobile semantic browser as well as a plan for the future was established.
The proposed approach is regarded as an improvement of the current Augmented
Reality browsers as well as a type of a visual interface to the Linked Open Data.
In this way, it could contribute to the development of Mobile Semantic Web
as well.
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Abstract. Ontologies are used to represent knowledge in a formal and
unambiguous way, facilitating its reuse and sharing among people and
computer systems. A large amount of knowledge is traditionally available
in unstructured text sources and manually encoding their content into
a formal representation is costly and time-consuming. Several methods
have been proposed to support ontology engineers in the ontology build-
ing process, but they mostly turned out to be inadequate for building
rich and expressive ontologies. We propose some concrete research direc-
tions for designing an effective methodology for semi-supervised ontology
learning. This methodology will integrate a new axiom extraction tech-
nique which exploits several features of the text corpus.

1 Introduction

According to a widely accepted definition, an Ontology is a formal representa-
tion of a shared conceptualization (see [15]): dealing with a formal and explicit
representation of a commonly agreed understanding of a domain, can help to
overcome the problem of ambiguity in knowledge representation and sharing. In
the Semantic Web scenario, ontolgies provide the conceptual scheme for meta-
data carrying the explicit data semantics, endowing machines with the capability
to interpret data unambiguously and perform reasoning over them.

Several approaches, known as Ontology Learning, have been proposed along
the years to facilitate the encoding of knowledge from large textual sources,
which are massively available, into ontologies. Such approaches still experience
some severe limitations, specially trying to extract complex and expressive for-
malizations like axioms.

The intended contribution of our work is twofold. First, we aim to provide
a novel automatic technique, capable to abstract the formulation of OWL DL
axioms from large text corpora. Second, we intend to combine such technique
together with other state-of-the-art methods in a full methodology that will
support the ontology engineer in the axiom extraction process, reducing its cost.

The paper is structured as follows. In Sect. 2 we will depict the State of the
Art in Ontology Learning. In Sect. 3 we state our research problem and the con-
tribution we want to give. In Sect. 4 we will describe our research methodology.
In Sect. 5 we present our preliminary results. In Sect. 6 we present our evaluation
plan. Finally, Sect. 7 concludes the paper.
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 740–750, 2015.
DOI: 10.1007/978-3-319-18818-8 47
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2 State of the Art

Human knowledge is often carried by large unstructured textual sources. Build-
ing an ontology from such sources can be resource-intensive and time consuming.
To support ontology engineers in such process, several approaches have been pro-
posed, known as Ontology Learning (see [7]), which build upon well-established
techniques from Natural Language Processing, Machine Learning, Information
Retrieval, Knowledge Acquisition and Ontology Engineering. The various tasks
relevant in the Ontology Learning process and their mutual dependencies have
been organized in the Ontology Learning Layer Cake (see Fig. 1), a conceptual
sketch of a generic ontology learning layered architecture in which each layer is
associated with a task and its output is the input for the one on the top of it.

Fig. 1. The Ontology Learning Layer Cake

Recently, the ontology engineering community has been pursuing the ambi-
tious goal to extract increasingly complex information ranging from terms, to
relations, to hierarchies, and finally to axioms. Even if the fully automatic acqui-
sition of knowledge by machines is still a long term goal, several automatic and
semi-automatic techniques, along with several ready-to-use tools, have been pro-
posed for each layer of the cake.

Term Extraction. The goal of this task is to identify all the relevant terms in
the text corpus. Frequency based criteria or metrics from Information Retrieval
(TF, TF-IDF, TIM-DRM) are used in [8,13,18,20,30,37], together with the
C-value/NC-value metric from Computational Linguistics. Linguistic features
are exploited in [18,30,33] while a combined approach is presented in [44]:
extracted terms are connected as nodes in a graph structure, ranked and fil-
tered on the basis of metrics from Graph Theory (Betweenness, Centrality, ecc)
or Information Retrieval and finally selected according to some voting schemes
(Majority, Intersection, ecc). In [40] a machine learning based approach has been
shown capable to adapt to different domains with a reduced training effort.

Synonym Extraction. In order to group together terms with similar meaning, the
well known distributional hypothesis is largely exploited as in [8,29,33]. Other
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Text Mining clustering techniques are used in [13] while external resources as
WordNet1 are used in [30].

Concept Learning. At this layer, concepts must be induced in an intensional way.
Clustering algorithms and Latent Semantic Indexing (LSI) are used in [13] while
in [33] sets of terms considered synonyms are casted into new concepts named
after the more occurring term. WordNet Domains and other resources are used in
[36] to associate the newly extracted keyphrases with existing concepts. Context
similarity in [8,29] induces concepts definition over sets of terms.

Concept Hierarchy. The goal of this task is to learn taxonomic relations over
extracted concepts. Lexico-syntactic patterns from [17] are used in [8,44]. The
approach presented in [35] uses syntactic features to train a binary classifier to
predict if two nouns are in a taxonomic relation. In [33] taxonomy is induced
with a hierarchical clustering process while in [29] a complex context similarity
measure is used to add new concepts in an existing ontology. In [21,37] a graph
with concepts as vertices is built via pattern-driven web search operations, while
in [14] a similarity metric over a vector space model is used to evaluate term
relatedness. Task-specific algorithms are then used in order to turn these graphs
into taxonomic trees.

Relation Learning. The output of this layer is the set of all relations among
concepts and individuals, eventually organized in a hierarchical order. Linguistic
patterns and metrics from Graph Theory are used in [44]. Linguistic patterns are
used also in [18] in order to detect verb-based relations. In [29], context similarity
is taken as an evidence of a generic conceptual relation. Statistical significance
of co-occurrence is used in [32] in order to predict a relation between two terms.
In [9], patterns expressed in an ad hoc formalism are used to detect instances
of known relations. Syntactic features are used in [8] in order to detect general
relations, while a combination of a set of patterns together with WordNet is
used for mereological relations. The assumption of an intrinsic redundancy in
large corpora is exploited in [16] in order to apply graph mutual reinforcement
between a set of relation lexico-syntactic patterns and corresponding matching
instances. Iterative approaches are followed in [1,5,42] starting from a small
hand-crafted set of patterns, matching textual relation instances are used to
extend the pattern set. Parse tree feature spaces are used in [6] in order to train
tree kernel based classifiers which can predict occurrences of predefined relations.
Hand-crafted rules are used in [2] in order to label a set of examples which will be
used to train a classifier. This semi-supervised approach has been extended in [11]
with POS-tags patterns acting as syntactic constrains and a large dictionary of
relation acting as a lexical constraint, in order to improve the extractions quality.
A pairwise vector space clustering is used in [34] in order to detect recurring
patterns and identify relation instances. A clustering technique is used also in
[26] in order to detect generic relations for given type signatures. Ontological

1 http://wordnet.princeton.edu/.

http://wordnet.princeton.edu/
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resources like Freebase,2 YAGO3 and Wikipedia4 infoboxes are exploited in [25,
27,28,41] as sources of evidence in order to match textual relation instances
from which different types of features are extracted to train classifiers or cluster
instances.

Axiom Learning. The last layer addresses the problem of axioms learning. The
usage of lexico-syntactic patterns has been exploited in [39] for generating formal
class description from definitional sentences. This approach has been followed in
[38] in order to detect disjointness among classes using external lexical resources,
underlying ontologies and Pointwise Mutual Information (PMI) relying on the
Web as a source of evidence. A radically different approach is presented in [31]
where Discourse Representation Theory (DRT, see [19]) is used in order to rep-
resent the content of a single document in formal structures called Discourse
Representation Structures (DRSs). Those structures are then mapped to OWL
constructs applying a set of translation rules and exploiting several external lexi-
cal (FrameNet5 and VerbNet6) and ontological (FOAF,7 DBpedia,8 Dolce+DnS
Ultralite9) resources. The translation from DRSs to OWL constructs relies on a
set of Ontology Design Patterns (ODPs). An ODP is “a reusable successful solu-
tion to a recurrent modeling problem10” and can be seen as a sort of template to
be used in some particular and recurring situations. Acting as constraints, they
are supposed to ensure quality for the final ontology construction. In [22], an sys-
tem for the extraction of EL++ concepts definitions from text is presented. Text
fragments involving concepts from the Snomed CT11 ontology are matched and
their lexical and ontological features are used to train a maximum entropy clas-
sifier in order to predict the axiom describing the involved entities. Users can
provide their feedback, helping the system to correct the underlying model.

3 Problem Statement and Contribution

Reasoning-based applications can infer new knowledge beyond what explicitly
stated in the domain representation they rely on. Their power of reasoning
depends on the expressivity of such representation: an ontology provided with
complex TBox axioms can act as a valuable support for the representation and
the evaluation of a deep knowledge about the domain it represents.

Automatic learning of expressive TBox axioms is a complex task. From a
linguistic point of view, conjunctions, negations and disjunctions are difficult
2 http://www.freebase.com.
3 www.mpi-inf.mpg.de/yago-naga/yago/.
4 https://www.wikipedia.org/.
5 https://framenet.icsi.berkeley.edu/fndrupal/.
6 http://verbs.colorado.edu/∼mpalmer/projects/verbnet.html.
7 http://www.foaf-project.org/.
8 http://dbpedia.org.
9 http://www.ontologydesignpatterns.org/ont/dul/DUL.owl.

10 http://ontologydesignpatterns.org/wiki/Main Page.
11 http://www.ihtsdo.org/snomed-ct/.
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to parse and interpret. The same is for detecting local contexts for universal
quantifications. Statistical relevance based metrics could be misleading as defin-
itional sentences can appear infrequently in the corpus and the knowledge to be
encoded in a single axiom can be spread across several sentences.

State-of-the-art methods and tools capable to handle large text corpora still
appear to be more suitable to support the construction of light-weight ontolo-
gies. On the other hand, axiom extraction methods are intended to work in a
sentence-by-sentence translation modality, with constraints on the structure of
the sentence or the particular domain of interest. As a consequence, ontology
learning from large text corpora still remains a heavily manual process which
can end up having unsustainable costs. Therefore, we state our research problem
in the form of the following question:

How can semi-supervised techniques significantly help to extract relevant
expressive axioms from a large domain text corpus and therefore mini-
mize human intervention in the process of ontology building?

Answering this question, the first contribution we aim to give is the design
of an automatic technique to extract TBox axioms from large text
corpora. Our target axioms are those that can be expressed through OWL DL
constructs. Each text corpus is assumed to have some inner coherence about
some domain. As in [43], we focus on corpora from which a significant amount of
ontological statements (definitions of concepts, their relations, ecc) rather than
factual statements can be extracted – like encyclopedic texts, textbooks or spec-
ifications. Setting this research goal, we hypothesize that statistical, linguistic
and semantic features of such text corpora can be exploited to train a system
capable to detect textual occurrences of axioms.

The second contribution is the organization of our new axiom extraction
technique and other state-of-the-art methods together with human activities
into a fully-fledged methodology, outlined in Fig. 2. The initial input is a text
corpus and the final output is a set of axioms which are intended to be expressive
conceptualization of the knowledge originally contained in the input corpus. The
four phases are:

1. Light-WeightExtraction (LE): state-of-the-art methods are used to extract
concepts, relations and concept hierarchies from the corpus.

2. User Selection (US): the ontology engineer can select a subset of the ontol-
ogy elements produced by the previous phase or add new ones that may have
been missed. This interaction validates the knowledge extracted so far and
highlights what the engineer considers as more relevant.

3. Axioms Extraction (AE): the user can select a relation, concept or a pair
of concepts and the system will provide all the hypotheses of axioms involving
them, along with some textual evidence if possible. Hypotheses will be ranked
according to how much the system is confident that the single axiom actually
holds in the corpus.

4. User Feedback (UF): the user can express a judgment about the correctness
of the axiom hypotheses suggested by the previous phase, in order to remove
uncertainty.
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Fig. 2. An outline for the proposed methodology

4 Research Methodology and Approach

In order to train a system capable to learn axioms from text, we first need
to identify which features of the text corpus must be exploited. As shown in
Sect. 2, several approaches relying on lexico-syntactic features and deep linguistic
analysis of sentences have been proposed. With some ongoing experiments we
are investigating the possibility to combine them with statistical relevance based
ones as in [30,44]. As definitory sentences could be strong points of evidence for
axioms holding in the text, we want to exploit them as well with deeper linguistic
analysis techniques, as in [31,37]. Some preliminary studies have been performed
using the BPMN 1.1 specification12 as the input text corpus and a corresponding
ontology, manually developed by an ontology engineer.

Starting from this, we plan to build a set of training examples: the inputs is a
text corpus and the expected output is a set of axioms actually holding according
to the corpus content. We have started investigating some available ontologies
to extract axioms from them and build our expected outputs. Usually, they are
not supplied with a corresponding text corpus so that we will have to build it
by ourselves harvesting the web or some other large document repositories. Our
idea is to train our system with these examples assuming that the system can
scale to other corpora maintaining an acceptable performance level, in a sort
of domain adaptation fashion. The approaches presented in [24] for keyphrases
extraction and in [12] for taxonomy induction exploited the same intuition. We
want to extend this investigation to the axiom extraction problem.

Our target ontology language is OWL DL. We plan to develop our system in
an iterative way, having different type of constructs as target for each step. So
far, we have planned to proceed according to the following hypothesis of work:

1. Atomic Negation, Concept Intersection, Inverse Properties, Nominals
2. Complex Concept Negation, Role Hierarchy, Cardinality Restrictions
3. Universal Restrictions, Limited Existential Quantification

5 Preliminary Results

During the first year of our work we focused on reviewing the State of the Art and
performing some exploratory activities. We outlined the preliminary version of
our methodology on the main idea of alternating manual and automatic tasks. In
12 http://www.omg.org/spec/BPMN/1.1/.

http://www.omg.org/spec/BPMN/1.1/
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order to decide which techniques to use in the first phase of our methodology, we
analyzed several state-of-the-art methods. After some comparative experiments,
we opted for KX, a tool implementing the approach presented in [30] for the
term extraction task, as it turned out giving the best performance. We still have
to investigate further in order to decide which relation extraction and concept
hierarchy induction techniques to be adopted.

We tested several NLP tools over the BPMN 1.1 specification in order to
get a rough idea of their behavior. We performed deep syntactic analysis with
Mate-tools (see [3]) and with the Stanford Core NLP toolkit (see [23]) which
has been extended with a plugin (still under development) that annotates the
shortest path parse tree fragment (as in [6,41]) between pairs of relevant concepts
spotted by KX: such paths could be easily analyzed in order to check how they
can be useful for our work. We used SEMAFOR (see [10]) in order to extract all
the occurrences of the semantic frames collected in FrameNet. We also tried to
use Boxer (see [4]) to extract a deep semantic representation of the text based
on DRSs, which have the interesting property of being equivalent to First-Order
Logic formulae.

Recently we started building our training set according to analogous experi-
ences in literature. In [29], the OpenCyc ontology is exploited for the domains of
Fisheries and Aquaculture and Economy and Finance. The Aquatic Sciences and
Fisheries Abstract (ASFA) thesaurus13 has been used as a corpus for the former,
while the the Harvey Glossary14 for the latter. In [37] the Economy and Finance
corpus has been extended with scientific journal or conference papers about the
topic. The Economist also provide a related glossary.15 In the same work, authors
followed the same procedure to build a corpus for the domain of Artificial Intel-
ligence, but no valuable ontology seems to be available. The BioPortal16 project
provides a large repository of ontologies for the biomedical domain. Several cor-
pora for such domain17 are available as it has been explored in depth by the
NLP research community. However, as it comprises a large variety of different
topics, finding suitable corpus/ontology pairs may not be straightforward.

During the last weeks, further explorations suggested us the opportunity to
deepen some topics from the distributed compositional semantics field in order
to deal with linguistic issues in axiom detection.

6 Evaluation Plan

Our axiom extraction technique will be evaluated according to its capacity of
correctly identify axioms actually holding in the input text corpus. We plan to
continuously evaluate it using the axioms contained in out training set ontologies
13 http://www4.fao.org/asfa/asfa.htm.
14 http://biz.yahoo.com/glossary.
15 http://www.economist.com/economics-a-to-z.
16 http://bioportal.bioontology.org/ontologies.
17 e.g. http://www2.informatik.hu-berlin.de/∼hakenber/links/benchmarks.html.

http://www4.fao.org/asfa/asfa.htm
http://biz.yahoo.com/glossary
http://www.economist.com/economics-a-to-z
http://bioportal.bioontology.org/ontologies
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as the gold standard. Well-known metrics like Precision and Recall could be used
in a quite straightforward way in this scenario.

Later, we plan to involve some human assessors in order to judge some
axioms, maybe verbalized, as actually holding in the text corpus or not. Our
idea is to involve more human assessors and measure the quality of the judg-
ment using some inter-annotator agreement metric.

The final evaluation phase will focus on the effectiveness of our methodology
in term of cost reduction. Starting from the same specification we will build
again the BPMN ontology using our methodology. This will allow us to compare
both the correctness of the extracted axioms and the time spent for this task
with the ones of the corresponding hand-made ontology.

7 Conclusions

Several approaches have been proposed to support ontology engineers in the
tasks of building ontologies from large textual corpora. Looking at state-of-
the-art techniques for semi-automatic ontology engineering, despite the progress
made so far, they are not able to give significant support in rich and expressive
ontology building so that their cost can become unaffordable. To overcome this
limitation, we want to design a new axiom extraction technique to be integrated
into a a semi-automatic methodology together with other state-of-the-art meth-
ods. We hypothesize that available large textual and knowledge sources can be
used to train a domain-independent system capable of providing a human actor
some hypotheses about axioms holding among concepts in the knowledge con-
tained in a text corpus. We also outline an evaluation process, involving both
automatic evaluation against a gold standard and human assessment in order
to evaluate relevance and correctness of the extracted axioms together with the
effectiveness of our methodology in term of human effort reduction.
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Abstract. Data streams are the infinite sequences of data elements that
are being generated by companies, social network, mobile phones, smart
homes, public transport vehicles and other modern infrastructures. Cur-
rent stream processing solutions can handle streams of data to timely
produce new results but they lack the complex reasoning capacities that
are required to go from data to actionable knowledge. Conversely, engines
that can perform such complex reasoning tasks, are mostly designed to
work on static data. The main aim of my research proposal is to provide a
solution to perform complex reasoning on dynamic semantic information
in a scalable way. At its core, this requires a solution which combines
advantages of both stream processing and reasoning research areas, and
has flexible heuristics for adaptation of the stream reasoning processes
in order to enhance scalability.

Keywords: Stream reasoning · Stream processing · Non-monotonic rea-
soning · Multi-context systems

1 Introduction

The ever growing advance of the Internet and Sensor technology has brought
new challenges evoked by the explosion of highly dynamic data. Large volumes
of data are continuously produced from various sources, and published at a speed
which exceeds by far our current methods and infrastructure for processing it.
An infographic from analytics software provider Domo1, attempts to quantify
just how much data is generated in one minute online. It has been estimated
that in 2013 every minute on the Internet 200 million emails were sent, 4 million
queries were submitted in Google, and 2.5 million pieces of content were posted
on Facebook.These numbers do not include the volumes of data coming from
sensors and Internet of Things (IoT) devices. We refer to each of these dynamic
data flows as a data stream.

More specifically, data streams are defined as sequences of time-varying data
elements [4]. They occur in various modern applications such as environment
monitoring, traffic management, space situational awareness, and so on. These
1 http://www.domo.com/learn/data-never-sleeps-2.
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real applications face several challenges because the data they need to process
is massive, ordered, can be incomplete, heterogeneous, and noisy. In addition
to that, they have to provide timely response, therefore time delay becomes a
key evaluation metric. Advances on Semantic Web & Linked Data research and
standards have already provided formats and technologies for representing and
sharing knowledge on the Web. In the last few years, Semantic Web technologies
such as RDF, OWL, SPARQL have provided mechanisms for processing seman-
tic data streams. However these solutions can not exhibit complex reasoning
capabilities such as the ability of managing defaults, common-sense, preferences,
recursion, and non-determinism. Conversely, logic-based non-monotonic reason-
ers can perform such tasks but are suitable for data that changes in low volumes
at low frequency. Therefore, there is a clear need for design and implementation
of new approaches to enable complex reasoning for web data streams.

The concept of “stream reasoning”, as defined in [13], is considered as the
application of reasoning techniques to data streams. Stream reasoning is described
as “an unexplored yet high- impact research area and a new multidisciplinary
approach that can provide the abstractions, foundations, methods, and tools
required to integrate data streams, the Semantic Web, and reasoning systems”
[13]. A variety of concrete applications highlight clearly the important need for
stream reasoning technologies, such as Urban Computing [4] (i.e., the application
of pervasive computing to urban environment), Smart Cities (i.e., the application
of processing and understanding the information relevant for the life of a city
and use it to make the city run better, faster, and cheaper) [11], and so on.
Stream reasoning is definitely considered as a research area that can have a huge
impact on quality of life.

From the analysis of several application scenarios, the authors in [11] extracted
the key challenges for stream reasoning systems. These are challenges that we
will consider in our approach on stream reasoning for the Semantic Web:

– Integration: data in most scenarios comes from multiple sources with various
data types. This raises issues of representing and combining heterogeneous
data under processing. Moreover, stream reasoning systems also use domain
knowledge in reasoning. This background knowledge is mainly static and time-
independent. This integration is challenging because retrieving and analysing
large volumes of dynamic data and static knowledge during stream reasoning
can be particularly expensive with current technologies.

– Scalability: the scalability is typically evaluated on two aspects. They are
computational complexity (i.e., the ability to perform more complex tasks)
and input size (i.e., the ability to process a larger input). It is essential that
the reasoning process is scalable regarding both aspects.

– Expressivity: all scenarios aim at deriving high level knowledge from large
volumes of low level knowledge. Expressivity of a reasoner is known to be
inversely related to its performance - the more expressive reasoner is, the
longer it takes to perform reasoning.

The overall purpose of this PhD proposal is to critically investigate how to
perform complex reasoning on data streams maintaining scalability. We refer to
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scalability as to the ability to provide answers in an acceptable time when the
throughput increases and the reasoning gets computationally intensive. We will
explore a heuristic-based stream reasoning approach for the (dynamic) web of
data, where query processing and non-monotonic reasoning can be adapted to
continuously improve the expressivity versus scalability trade-off.

The combination is based on the principle of having a 2-tier approach (Fig. 1)
where:

– Query processing is used to filter semantic data elements. We plan to use RDF
stream query processing engines such as C-SPARQL [2], CQELS [10].

– Non-monotonic reasoning is used for computationally intensive tasks. In this
proposal, we use Answer Set Programming (ASP) [9] over non-ground pro-
grams for the reasoning component.

Fig. 1. 2-tier approach

2 State of the Art

There are various existing approaches aiming to perform reasoning over data
streams [5]. In stream processing, the existing solutions are divided into two cat-
egories: (1) Data Stream Management Systems and (2) Complex Event Process-
ing [11]. The former approach has some well-known engines such as CQELS and
C-SPARQL that have ability to process continuously low-level data streams at
high rate. The later approach considers observable raw data as primitive events
and expresses composite events by some specific operators. These approaches
do not manage incomplete information and do not perform complex reasoning
tasks.

In the knowledge representation and reasoning community, recent works have
been proposed, which attempt toward scalable reasoning using the MapReduce
framework. The authors in [1] focus on distributed methods for non-monotonic
rule-based reasoning. Their current works perform parallel defeasible reasoning
under the assumption of stratification which imposed a severe limitation con-
sidering the range of allowed rule set and ASP is still beyond this work. Other
attempts focus on extending the well established declarative complex reasoning
framework of ASP with dynamic data. M. Gebser et al. [9] proposed modelling
approaches for continuous stream reasoning based on reactive ASP, utilizing
time-decaying logic programs to capture sliding window data in a natural way.
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This is a first step towards gearing ASP to continuous reasoning tasks. How-
ever, these approaches still mainly process on low changing data and relatively
smaller data sizes. Do et al. [6] also utilize ASP in their stream reasoning system
and the approach is based on the DLV system [8], which does not deal with
continuous and window-based reasoning over data stream within the reasoner.
A similar approach is proposed in [12], where the authors present the StreamRule
framework, which combines a stream processing engine and a non-monotonic
reasoner. Despite some preliminary investigations, no detailed evaluation is cur-
rently available to assess the performance of StreamRule.

3 Problem Statement and Contributions

Most of the real-time applications mentioned in Sect. 1 require dealing with
incomplete and noisy input streams, inconsistency, defaults, qualitative pref-
erences, and non-determinism. These forms of reasoning are computationally
intensive. ASP over non-ground programs makes it possible to address these
cases in offline scenarios. However, state-of-the-art ASP reasoners can not cope
with huge and very dynamic input data in streaming scenarios. In this research,
we intend to focus on enriching the ability of reasoning over data streams while
still keeping the solution scalable by leveraging existing engines from both stream
processing and non-monotonic reasoning research areas.

We will extend the approach in [12], which combines CQELS in stream query
processing for data on the Web with ASP-based engines. We rely on the following
assumptions: (i) that not all dynamic data streams are relevant for complex
reasoning tasks, (ii) we consider semantically annotated RDF streams as input,
(iii) the dynamic stream is dynamically changing in size, rate, and accuracy. The
query processing engine will be used for filtering and aggregating input data in
order to provide less amount of higher-level data for the reasoner. However, we
want to have a better way to integrate these two components than as a pipeline.
Therefore, the questions we want to target are the followings:

a. Is there a correlation between streaming rate, reasoning complexity, and win-
dow size which can help designing heuristics to increase the performance of a
2-tier stream reasoning framework?

We observed that current implementation of StreamRule as a pipeline
can cause a bottleneck for the reasoning component. Therefore, the non-
monotonic reasoner needs to return results faster than the inputs arrive from
the stream query component. We want to study the relationship between
streaming rate, reasoning complexity, and window size which can be used
to design heuristics that improve the performance of the stream reasoning
system.

b. How can we integrate the semantic of stream processing with the semantic of
answer set programming?

We can bridge the gap between stream processing and reasoning by inte-
grating latest advances from both these research areas. Combining them as
a pipeline is a simple way to have a stream reasoning system which can
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deal with complex reasoning tasks on top of query processing. However, this
method can not help in managing the information flow between two different
semantics. Therefore, it requires an expressive framework which can help to
combine them in a better way.

c. How can we resolve inconsistency raised in a heterogeneous distributed sys-
tem?

One of the issues which arises easily in heterogeneous and distributed sys-
tems is inconsistency. The heterogeneous and distributed data coming from
noisy streams can cause conflicts within a knowledge domain. Moreover,
inconsistency may happen when the system exchanges information across
different knowledge domains. This makes it necessary to develop a method
for handling inconsistency.

4 Research Methodology and Approach

In order to answer the above research questions, our approach unfolds in the
following phases:

a. Correlation between streaming rate, reasoning complexity, and window size:
Steaming rate, reasoning complexity, and window size are among the main

features which can affect the performance of our stream reasoning system.
This step deals with the identification of relationships between these features.
For example, a correlation exists between logical window size and streaming
rate: faster streams are more likely to produce query matches, so they require
smaller window sizes, unless the speed of the reasoning process is increased
by faster hardware. In order to discover such correlations, we intend to follow
these steps:
– Identify classes of reasoning tasks and their complexity, including a quali-

tative and quantitative analysis where possible.
– For each reasoning task, we conduct experiments on StreamRule to observe

the behaviour of each component in the system. This observation can be help
to discover the correlation which then can be translated into a heuristic.

– Study how different combinations of heuristics can affect the performance
of the system.

The contribution of this work in stream reasoning is to help designing an
adaptation mechanism for enhancing the scalability of the system. In other
words, it can help to address the trade-off between complexity and scalability
in dynamic environment.

b. Integration of the semantics of stream processing with the semantics of Answer
Set Programming:

Given the latest advances of both stream processing and reasoning research
areas, this step aims to find an expressive representation which can capture
different logics (standard RDF/SPARQL semantics for stream processing and
Stable Model semantics for ASP reasoning) in a system. We intend to con-
sider an instance of Multi-Context System (MSC) [3] for this task. MCS is a
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powerful method for many application scenarios where heterogeneity of log-
ics and inter-contextual information exchange are essential. The basic idea
is to leave the diverse logics and knowledge bases (called contexts or nodes)
untouched, and to equip each context with a collection of so-called bridge
rules in order to model the necessary information flow among contexts. The
contexts themselves may be heterogeneous in the sense that they can use
different logical languages and different inference systems. Moreover, MCS
are capable of integrating “typical” monotonic knowledge representation log-
ics like description logics or temporal logics, and non-monotonic logics like
default logic and ASP. From this view point, we consider our state-of-the-art
stream processing engine and reasoner as contexts, namely:
– A query processing context: this context connects the whole system to the

real world by receiving data streams and reduces the enormous volume of
data via stream query pattern matching.

– A non-monotonic reasoning context: this context analyses information
obtained from the query processing context, extracts high level knowledge,
and performs complex reasoning.

These two contexts can exchange information via a set of bridge rules. The
efficient query processing context can reduce the irrelevant data from input
streams and the bridge rules can control the useful information flow from the
stream processing context to the reasoning context. Moreover, in order to
enable the ability of adaptation of the system, we will add a context which is
called “control context” to the framework (see (Fig. 2)). This element contains
meta-knowledge about query processing and reasoning context and controls
their behaviour. The heuristics designed in step (a) can help to develop this
control component.

c. A mechanism for managing consistency in reasoning:
MCS can enable integration at a general level between different formalisms.

However, due to its distributed nature, information exchange can have unfore-
seen effects, and in particular cause a system to be inconsistent. To tackle this
issue, we aim to analyse inconsistencies in our system, in order to understand
where and why such inconsistencies occur, and how they can be managed.
This will allow to specify how to handle inconsistencies and to extend the
system with a consistency management mechanism. This mechanism can be
improved by:
– Extending the definition of equilibrium of MCS for capturing the dynamic

property of data streams.
– Exploiting the relationships between SPARQL 1.1. and ASP.
– Imposing different kinds of preferences on the notions of diagnosis and

explanation introduced in [7].
– Establishing concrete consistency management procedures for analysis.

5 Initial Investigation

In our initial investigation, we have conducted an experiment for better under-
standing the nature of the correlation between (event-based) window size and
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Fig. 2. Conceptual framework

streaming rate (research question a). This experiment mainly focused on the per-
formance of ASP reasoning with different streaming rates. We used the state-of-
the-art ASP reasoner clingo 4.3.02 and Java 7. The experiment were conducted
on a machine running Debian GNU/Linux 6.0.10, containing 8-cores of 2.13 GHz
processor and 64 GB RAM.

The ASP rule set we used for this experiment includes 10 rules which have 2
negation-as-failure rules. We executed the ASP reasoner with various amount of
input data (events) from 100 to 50000. The trend line of the processing time is
illustrated in (Fig. 3). This type of trend line shows that given a unit of time, for
some of certain streaming rates, there is a corresponding (event-based) window
size which can help to reduce the processing time of the system to less than the
unit of time. For example, given a unit of time is 1 s and a streaming rate 20000
events/second, if we feed all 20000 events to the reasoner, it will take 1232 ms
for processing. However, if we divide 20000 events into 10 groups of 2000 events
and stream these groups to the reasoner, it will take 720 ms for processing whole
20000 events.

Based on the above experiment, we can find an optimal window size for a
given streaming rate for a particular ASP program for reducing the processing
time of the system. However, this conclusion holds iff there is no dependency
between input events for the reasoning component. This assumption can not be
applied for many real scenarios and move investigation is required to understand
how we can relax this assumption. Therefore, the next steps will be: (i) study how
to relax this assumption to still find an optimal window for a given streaming
rate, (ii) investigate correlation with different windows and complexity levels of
reasoning.

6 Evaluation Plan

An evaluation plan is an important step to observe the efficiency of our stream
reasoning approach and compare it with similar solutions. At this very initial
stage of my PhD, I foresee to conduct two evaluations:

– System Evaluation: In order to evaluate our system, we will provide the
formal proof of soundness and completeness of the formalism using MCS,

2 http://sourceforge.net/projects/potassco/files/clingo/4.3.0/.

http://sourceforge.net/projects/potassco/files/clingo/4.3.0/
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Fig. 3. Offline processing time

including the consistency check for the theoretical evaluation. In the experi-
mental evaluation, we consider these following metrics:
• Complexity, expressed in the number of rules and types of rules within a

logic program.
• Dataset size, expressed in the number of facts in the input.
• Latency, as the time required from receiving input data in the stream query

processor to providing the output as answer sets.
We will analyse a list of reasoning tasks which are in different complexity lev-
els. This step can be based on real scenarios from the EU project CityPulse 3.
Moreover, we can collect real data streams from this project for designing eval-
uation. We will conduct experiments with different combinations of heuristics
for testing the performance of our system.

– Comparison: It is important to provide the baseline for comparing our sys-
tem with existing systems. We want to set up a benchmark which should be
sufficiently generic for a fair comparison. Three mentioned metrics and the
benchmark can be used to enable the comparison with other methods.

7 Conclusion

In this paper, we have described the emerging challenges of stream reasoning
for the web of data, identified questions in this area we want to tackle, and also
proposed a methodology and an approach to target them. We also have presented
the initial investigation of the correlation between streaming rate and window-
size, and a tentative evaluation plan for testing our approach. The goal of my
3 http://www.ict-citypulse.eu/.

http://www.ict-citypulse.eu/
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PhD is to enable complex reasoning on data streams so that we can bridge the
gap between stream processing and stream reasoning and enable a new market of
applications to be built on Semantic Web streams. In relation to this work, we are
aware of relate activities on RDF stream processing standards4 and ASP-based
stream reasoning 5,6. This work is partially supported by “CityPulse: real-time
IoT stream processing and large-scale analytics for smart city applications”.
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Abstract. Supporting physicians in their daily work with state-of-the
art technology is an important ongoing undertaking. If a radiologist
wants to see the tumour region of a headscan of a new patient, a system
needs to build a workflow of several interpretation algorithms all process-
ing the image in one or the other way. If a lot of such interpretation algo-
rithms are available, the system needs to select viable candidates, choose
the optimal interpretation algorithms for the current patient and finally
execute them correctly on the right data. We work towards developing
such a system by using RDF and OWL to annotate interpretation algo-
rithms and data, executing interpretation algorithms on a data-driven
and declarative basis and integrating so-called meta components. These
let us flexibly decide which interpretation algorithms to execute in order
to optimally solve the current task.

Keywords: Sequential decision making · Linked APIs · Data-driven
and declarative framework

1 Introduction

Supporting physicians in their daily work with state-of-the art technology is
an important ongoing undertaking. Technical experts are, therefore, developing
interpretation algorithms to, for instance, automatically process medical images.
To help radiologists assess the development of tumour patients, a tumour pro-
gression mapping (TPM) is beneficial. The brain has to be stripped out of a
patient’s headscan, registered with respect to prior headscans of the patient and
normalized until a final interpretation algorithm can generate a TPM. These
interpretation algorithms need to be fed with the correct data and executed in
correct order. In addition, there might be several interpretation algorithms avail-
able for one subtasks (e.g. for segmenting the brain) which might not all perform
‘optimally’. Above all, as the state-of-the-art in image processing evolves, new
interpretation algorithms might need to be taken into account for this task.

Besides TPM generation, there are numerous other complex tasks to support
physicians. We divide them into pre-surgical, intra-surgical and post-surgical
tasks and give an abstract and incomplete overview in Table 1.

These tasks are complex because they either need rich function classes to
solve them, comprise numerous subtasks or both. Interpretation algorithms, such
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 760–771, 2015.
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Table 1. Complex medical task classification.

Pre-surgical Intra-surgical Post-surgical

Diagnosis Interpreting sensor outputs Health stability estimation

Treatment proposition Risk analysis Further treatment proposition

as image processors, might be important in all three phases. We work towards a
system able to solve numerous different complex tasks by choosing among a large
pool of interpretation algorithms. We, therefore, propose a semantic framework
for sequential decision making. Interpretation algorithms are annotated with
semantic concepts formalized in RDF and OWL, wrapped as Linked APIs and
integrated into a data-driven, declarative workflow. We use so-called meta com-
ponents to choose among interpretation algorithms for a given task. A central
open problem deals with how and to what degree we can leverage semantic
descriptions for optimally solving complex tasks.

2 State of the Art

In this section, we give an overview of research related to our setting. The section
is divided into two parts. First, we depict research about (semantic-) workflow
systems, as we need to enable workflows of interpretation algorithms to solve
complex tasks. The second part deals with decision making within these work-
flows. We have to find eligible interpretation algorithms to reach a goal and then
choose the optimal candidate.

2.1 Workflow Systems

The work centered around semantic workflows [5] aims to enable the automatic
composition of components in large-scale distributed environments. Generic
semantic descriptions support combining algorithms and enable formalizing ense-
mbles of learners. Therefore, conditions and constraints need to be specified. The
framework also automatically matches components and data sources based on user
requests.

Taverna [8] is a another scientific workflow system supporting process pro-
totyping by creating generic service interfaces and thus easing the integration
of new components. Semantic descriptions are being used to better capture the
view of the scientists. Taverna is able to integrate data from distributed sources
and automate the workflow creation process for users.

Wood et al. [16] create abstract workflows as domain models which are for-
malized using OWL and enable dynamic instantiation of real processes. These
models can the be automatically converted into more specific workflows result-
ing in OWL individuals. The components can be reused in another context or
process, and one can share abstract representations across the Web through
OWL classes.
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All of the above approaches develop abstractions of interfaces between work-
flow components in terms of meta data. Ontologies and taxonomies are, there-
fore, used to represent central structures for workflows. While some approaches
use OWL to generate meta-data, we try to model a low amount of axioms and
keep the approach flexible. We use this flexibility and incorporate decision mak-
ing strategies, as will be discussed in the subsequent section.

2.2 Decision Making for Workflows

In our setting, we need to decide among 2, . . . , n interpretation algorithms for
a subtask and build a workflow of 1, . . . , m interpretation algorithms to solve
a complex task. We, therefore, distinguish between meta learning and planning
approaches from the literature and will further classify our setting in Sect. 3.

Planning. Automatic orchestration of analytical workflows has been studied by
Beygelzimer et al. [2]. The system essentially uses a planner, a leaner and a large
(structured-) knowledge base to solve complex tasks. A large amount of poten-
tial workflows are taken into account to answer a user specified query with the
optimal choice. The decision process comprises complex learning and planning
approaches, and entails exploring large possible feature spaces. Lastly, atomic
actions are lifted with semantic annotations to better adapt to user queries.
Although our goal equals automatically orchestrating workflows, we also want
to enable have multiple possibly situation-dependent learners, as there might
not be a generic solution.

Markov Decision Processes (MDP) are often employed to learn workflows.
Applications to the health care sector comprise the work of Sahba et al. [11].
They use MDPs to model segmentation algorithms for transrectal ultrasound
images and to optimize the prevalent parameters. Besides, Gao et al. [3] used
MDPs to enable the composition of web services described with Web Service Def-
inition Language (WSDL). The goal is to optimize decisions in terms of web ser-
vice availability and runtime. We, in contrast, deal with possibly heterogeneous
interpretation algorithms in one single workflow. We need to capture important
features to optimally choose them in correct situations. This also distinguishes
our work from optimizing for availability or runtime.

Meta Learning. Besides optimizing workflows, one can use ensemble learning
strategies to choose between two competing candidate interpretation algorithms.
A prominent strategy is the multiplicative weights method [1] (e.g. used in boost-
ing). Here, candidates are combined based on their performance on training sets.
The method was already applied to decision trees with patient factors (e.g. by
Moon et al. [7]) to combine predictions. We, however, focus on the interplay of
such strategies with available semantics for interpretation algorithms and data.
We, thus, want to enable to use such sophisticated ensemble learners within our
framework if they are well-suited for the current (sub-) task.
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3 Problem Statement and Contributions

Let X be the set of all tasks, Y the set of all abstract tasks and A the set of all avail-
able interpretation algorithms. Let further S be the set of abstract states defined
by a subset of objects O, literals L and relations R. We denote, for simplicity, Fsk

as the set of features of a state sk (i.e. a subset of O × R × O and O × R × L).
A grounded state g(sk) depicts an instance of sk in nature. The set Ask defines
the subset of applicable interpretation algorithms in sk which is known to some
degree. We, thus, assume that an interpretation algorithm ai ∈ A can be defined
by a subset of features of F in a similar way as states sk ∈ S. Knowing Ask

depends on how we define features f ∈ F for sk and ai. Let T (s, a, s′) be the
transition function for some state s and interpretation algorithm a ending in s′.
Our knowledge of T (s, a, s′), again, depends on the available features for s, a and
s′. T (g(s), a, g(s′)) is not known and requires further knowledge to be approxi-
mated. A task x(g(sk), (sK)) is a function defined on a grounded start state g(sk)
and an abstract goal state sK . Reaching an unknown grounded goal state g(sK)
takes 1 to n state transitions (g(s), a, g(s′)). To solve x(g(sk), (sK)), we need to
find a sequence of interpretation algorithms ai ending in the unknown grounded
goal state g(sK) with high probability. An abstract task y(g(sk), (sK)) is defined
similarly and we need to find any sequence a1, . . . , an to get from g(sk) to sK . Our
setting is much related to a Markov Decision Process (MDP) (S,A, T,R, γ) with
R, in addition, being the reward function for state, interpretation algorithm pairs
(s, a) and γ the discount factor. The latter regulates the influence of future inter-
pretation algorithms ai taken in future steps sk on the value estimations of cur-
rent states and actions. Defining R(s, a) for x(g(sk), (sK)) is not straightforward
as g(sK) is unknown. An absorbing state with R(sk, ai) = 0 can be artificially
modelled to denote the goal sK .

Wedefineabstractplanning as trying to solve an abstract task y(g(sk), (sK)).
Here, we ignore that multiple interpretation algorithms ai might be available for
sk. Meta learning considers |Ask | > 1 and tries to solve a subtask xi(g(sk), sK))
to find the optimal ai for g(sk). Planning deals with solving x(g(sk), sK)) with
known T and R, and planning-related learning considers T,R unknown and
tries to approximate them (as, for instance, is done in model-based reinforce-
ment learning).

We disclosed the following challenges for sequential decision making with
medical interpretation algorithms:

(a) Interpretation algorithm might be developed by different researchers from
different institutions. We need a common (meta-) representation to integrate
the interpretation algorithms and the data they consume.

(b) Interpretation algorithms need to be quickly and concurrently accessible if
numerous complex tasks have to be solved for different endusers.

(c) We need to reduce the effort to manually define procedures to solve complex
tasks in order to quickly integrate new interpretation algorithms and use
them if they perform better.

(d) To handle heterogeneous and competing interpretation algorithms, we need
meta components with potentially different (degrees of-) specialisation
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(e.g. some might only deal with continuous outcomes, others with discrete
ones; some might leverage groundings, others abstract levels).

(e) It is unclear which information we need to incorporate into our decision mak-
ing. Investigating the connection between (abstract-) planning and (meta-)
learning problems and (meta-) representations of interpretation algorithms
is, thus, important.

(f) For physicians to use the system, they have to trust the proposed solutions.

Based on these challenges, we see the following contributions of our work:

(i) We formalize the problem setting and introduce a framework for interpre-
tation algorithms and meta components to automatically solve complex
medical tasks.

(ii) We develop meta components to conduct abstract planning and meta learn-
ing, anddisclose further challenges for planning andplanning-related learning.

(iii) We are analysing the interplay between semantics (for meta components,
interpretation algorithms and data) and added value for solving complex
medical tasks.

(iv) We started to investigate the issue of ‘trust’ and try to give accurate confi-
dence estimates for solutions.

4 Research Methodology and Approach

An overview of our approach is illustrated in Fig. 1. Based on this abstract rep-
resentation of our ideas, we will focus on three different parts in this section.
We, first, describe our research methodology for developing data-driven, declar-
ative workflows to enable sequential decision making for complex medical tasks
by explaining the illustrated components. We, then, dwell on meta component
scenarios in part two and three - (abstract-) planning and (meta-) learning - and
explain their interfaces within the framework.

Fig. 1. A schematic overview of our approach.
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4.1 Data-Driven, Declarative Workflows

To integrate interpretation algorithms and make them easily accessible, we build
on Linked APIs [12] and Linked Data-Fu [13]. These concepts help us to tackle
challenges (a) and (b), and build a foundation for challenge (c).

Linked APIs describe a class of RESTful services which are extended with
descriptions inspired by the Semantic Web. In our approach, we define important
information about interpretation algorithms in terms of a description based on
RDF and OWL, and publish RDF wrappers of interpretation algorithms persis-
tently on the Web. We will refer to them as Linked interpretation algorithms.
To have a central and controlled vocabulary, we developed ontologies for both
data types and interpretation algorithms and are working on formalizing eval-
uation metrics. Besides non-functional requirements (e.g. contributors, textual
descriptions or example requests and responses), we model functional aspects of
the interpretation algorithms. Here, it remains open how to model the inputs
and outputs, and their respective pre- and postconditions to optimally leverage
interpretation algorithms for (abstract-) planning and (meta-) learning (chal-
lenge (d), see Sect. 6 for a short discussion).

To execute Linked interpretation algorithms, we use the Linked Data-Fu
Engine [14]. It enables virtual data integration of distributed data sources to
properly execute Linked interpretation algorithms. This is crucial as we have
different kinds of information/knowledge relevant for solving complex tasks.
Knowledge from experts helps estimating the interpretation algorithms’ per-
formances on data sets. It highly influences the initial belief about the applica-
bility of interpretation algorithms. As the system gathers more evidence, beliefs
might be challenged. Evidence-based knowledge from other sources (i.e.
other researchers and published papers) essentially comprises domain knowledge
as well, but might be subjective and hard to validate. Statistics-based knowl-
edge is gathered by testing the interpretation algorithms on training samples
and keeping track of their performances on new data.

We automatically generate rules for Linked Data-Fu based on preconditions
of interpretation algorithms. The term Linked agent is used to denote a Linked
Data-Fu instance with access to Linked interpretation algorithms, to a structured
(and distributed-) knowledge base and to meta components. The latter extend
the data-driven, declarative workflows with strategies (of arbitrary complex-
ity) to choose Linked interpretation algorithms for solving a complex task. The
Linked agent can, then, easily execute the proper worfklows based on a subset of
chosen Linked interpretation algorithms. Figure 2 visualizes the interactions of
the Linked agent for using abstract planning and meta learning components. The
meta components are only called if the current state sk matches their precon-
ditions, which is one step towards solving challenge (d). The next section deals
with our endeavours to develop such meta components and to extend them to
the pure planning and learning scenarios.

4.2 (Abstract-) Planning and Planning-Related Learning

As defined in Sect. 3, we are trying to solve an abstract task y(g(sk), (sK)) with
abstract planning. We, therefore, use the MDP formulation and only evaluate



766 P. Philipp

Fig. 2. Components of the framework with general rules.

Linked interpretation algorithms on a concept level based on the grounded start
state g(sk). We model a finite MDP by using the pre- and postconditions of
Linked interpretation algorithms as states sk with local scopes, i.e. we only
consider preconditions of states sk for transitions, and assume to know the state
features Fsk . The transition probabilities T are defined in Eq. 1 and make up a
S × (A+1)×S matrix by adding a dummy interpretation algorithm pointing to
the goal state, when the latter was reached. The reward function R is a S×(A+1)
matrix and shifts all rewards to the dummy interpretation algorithm (see Eq. 2).
By using any strategy to solve the MDP (e.g. value iteration), we find eligible
Linked interpretation algorithms to solve the task.

T (s, a, s′) =

{
tsas′ = 1

|Ask
| ∃(s, a, s′) based on Fs and Fs′

tsas′ = 0 otherwise
(1)

R(s, a) =

{
rsa = 1 if a equals dummy algorithm and s equals goal
rsa = 0 otherwise

(2)

Based on this first simple case, we can model and solve more complex work-
flows with unsure or stochastic transitions between states and might be able to
tackle the case where pre- and postconditions do not exactly match. However,
besides abstract tasks, we need to solve x(g(sk), (sK)) based on the grounded
states g(sk) resulting from executing Linked interpretation algorithms in a work-
flow. This is a different scenario, as we have to assess the quality of results in
terms of different evaluation criteria. Moreover, T and R might be unknown
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for numerous states and Linked interpretation algorithms, and we need to learn
them with planning-related learning approaches. See Sect. 6 for our next steps
towards solving x(g(sk), (sK)).

4.3 Meta Learning

In the meta learning setting, we try to solve xi(g(sk), sK)). We approach this
problem setting by investigating ensemble learning strategies and extend them
by incorporating semantics. A first meta learner might assess the expected per-
formance of a Linked interpretation algorithm for classification based on training
samples close to the grounded state g(sk). We train the Linked interpretation
algorithms (if possible in terms of their preconditions) on a subset of samples and
predict on the remaining ones (i.e. we cross-validate). The heuristic repeats the
process until all training samples have been assessed and derives the probability
for a new grounded state g(sk) based on its performance on similar instances.
We can use any similarity function to derive these similar instances (i.e. nearest
neighbours). The heuristic is summarized in Algorithm1.

Algorithm 1. Majority Heuristic given Linked interpretation algorithms L,
number of neighbours to consider k, state sk, cut t

1: N ← nearestNeighbours(g(sk), k)
2: T ← set of training samples cut into t subsets
3: for all t ∈ T do
4: for all l ∈ L do
5: train(l, T without t) //if possible
6: updatePerformanceTable(l, t)
7: for all l ∈ L do
8: wl ← estimatePerformance(l, N)
9: for all p ∈ P do

10: H(p) ←∑l∈L wl1[hl(g(sk)) = p]
11: h� ← arg maxp∈PH(p)
12: return h�

5 Preliminary Results

We applied the approach to two medical scenarios - image processing for tumour
progression mappings (TPM) and sensor interpretation to recognize surgical
phases - and evaluated them in terms of correctness, time consumption and
effect of meta components. Figure 3 illustrates the shared architecture compris-
ing a structured knowledge base integrated via a Semantic MediaWiki (SMW),
several Linked interpretation algorithms, the Linked agent and two Linked meta
components.
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Fig. 3. The semantic framework for medical sequential decision making (extended
based on [9]).

5.1 Tumour Progression Mapping and Abstract Planning

As discussed in Sect. 1, a TPM supports radiologists in assessing the develop-
ment of a patient when treated for brain tumours. The available Linked inter-
pretation algorithm are listed in Fig. 3. Listing 1.1 comprises the preconditions
to generate a brain mask, which takes as input a headscan and two refer-
ence images. The image ontology is available in the knowledge base (kbont
namespace). We evaluated the correct functioning and time consumption in
[4,10], and modelled the scenario as finite MDP, as explained in Sect. 4.2. We,
therefore, added Linked interpretation algorithms for sensor interpretation to
test if only goal-oriented Linked interpretation algorithms were chosen. The
MDP consisted of 9 states according to possible transitions we derived based on
modelled pre- and postconditions of the interpretation algorithms. When apply-
ing value iteration to solve the MDP with T,R following Eqs. 1 and 2, we derived
V = < 0.32805. 0.3645, 0.405. 0.405, 0.45, 0.45, 1.00, 0, 0 > after 6 iterations with
discount factor 0.9. The starting state was a grounding for ‘Brain Mask Genera-
tion’ and the goal state was the generated TPM. V gives us the estimated values
of states sk and assigns 0 to states related to sensor interpreters. We, thus, do
not have to execute them to reach the goal state ‘TPM’.

?headscan rdf:type kbont:Headscan;
dc:format "image/nrrd".

?brainAtlasImage rdf:type kbont:BrainAtlasImage;
dc:format "image/mha".

?brainAtlasMask rdf:type kbont:BrainAtlasMask;
dc:format "image/mha".

Listing 1.1. Preconditions of the brain mask generation step (namespaces are omitted)
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5.2 Surgical Phase Recognition and Meta Learning

In surgical phase recognition, one tries to predict the phase of the ongoing surgery
based on sensor outputs. Based on this phase, one could visualize risk structures
and, thereby, support the surgeon. We wrapped two phase recognizers as Linked
interpretation algorithms. ‘SWRL’ uses rules formalized with the Semantic Web
Rule Language to predict the phase, and ‘ML’ uses machine-learning and can
be trained with annotated surgeries. We evaluated the correct functioning and
time consumption in [9] and integrated the meta learning heuristic (see Algo-
rithm1) into the architecture. Table 2 summarizes the results. The meta learner
was able to provide stable and sometimes better results than the single Linked
interpretation algorithms.

Table 2. Performance evaluation of phase recognition algorithms and meta learner in
5 different surgeries.

Algorithm Surgery 1 Surgery 2 Surgery 3 Surgery 4 Surgery 5

ML-based 0.91 0.66 0.90 0.45 0.64

SWRL 0.93 0.78 0.89 0.81 0.72

Linked meta learner 0.93 0.78 0.92 0.78 0.72

6 Evaluation Plan

Our research approach and preliminary results showed that our framework is
able to solve first complex tasks. The next step to systematically approach chal-
lenge (e) is to explore the effect of feature selection on the meta leaning case
and the planning-related learning case. We, here, study the interplay between
semantics and meta components to be able to assess how fine-grained the pre-
and postconditions for Linked interpretation algorithms need to be. Hence, we
need to find out how much semantics we need to confidently learn transition
probabilities T (s, a, s′) and the rewards R(s, a) associated with taking interpre-
tation algorithm a in state s.

We, also, want to better leverage semantics in the (abstract-) planning case.
We only modelled a flat image structure for the TPM scenario which restricts
generalization and flexibility. We will, therefore, investigate relational MDPs [15]
and try to better capture the semantics of Linked interpretation algorithms when
modelling the MDP. This might enable to better generalize to new unknown
states sk if their features Fsk have been sufficiently explored before. Generaliza-
tion, in turn, helps to solve the pure planning case x(g(sk), g(sK)).

We will focus on giving confidence estimates for the performance of meta
components on new states sk. We aim to extend our abstract planning (and
pure planning-) approach with learners of the ‘Knows what it knows’ (KWIK)
framework [6] and give theoretical justifications for the framework’s performance
(challenge (f)).
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7 Conclusions

Solving complex tasks with heterogeneous Linked interpretation algorithms
depicts a diverse problem setting and imposes interesting challenges. The medical
domain exhibits sufficient complexity for investigating this problem and provides
scenarios for sequential decision making under uncertainty. We, first, formalized
the setting and disclosed the necessity of semantics, a data-driven and declarative
execution and meta components. We, then, proposed a framework which enables
to easily incorporate Linked meta components as well as new Linked interpre-
tation algorithms, and to automatically solve complex tasks (contribution (i)).
Lastly, we presented first conceptual and practical results for the meta learning
and abstract planning cases (contribution (ii)). We work towards extending the
capabilities of the meta components and especially investigate their interplay
with semantics (longterm contribution (iii)). As trust is an important issue for
endusers of the framework, we aim to give exact and transparent confidence
estimates for the generated solutions (longterm contribution (iv)).
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Abstract. Background knowledge from Linked Open Data sources can
be used to improve the results of a data mining problem at hand: predic-
tive models can become more accurate, and descriptive models can reveal
more interesting findings. However, collecting and integrating background
knowledge is a tedious manual work. In this paper we propose a set of
desiderata, and identify the challenges for developing a framework for
unsupervised generation of data mining features from Linked Data.
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1 Introduction

Knowledge discovery is defined as “a non-trivial process of identifying valid,
novel, potentially useful, and ultimately understandable patterns in data” [9].
As such, data mining and knowledge discovery are typically considered knowl-
edge intensive tasks. Thus, knowledge plays a crucial role here. Knowledge can
be (a) in the primary data itself, (b) in external data, which has to be included
with the problem first, or (c) in the data analyst’s mind only.

The latter two cases are interesting opportunities to enhance the value of the
knowledge discovery processes. Consider the following case: a dataset consists of
countries in Europe and some economic and social indicators. An analyst dealing
with such data on a regular basis will know that some of the countries are part
of the European Union, while others are not. Thus, she may add an additional
variable EU Member to the dataset, which may lead to new insights (e.g., certain
patterns holding for EU member states only).

In that example, knowledge has been added to the data from the analyst’s
mind, but it might equally well have been contained in some exterior source
of knowledge. However, collecting and integrating large amounts of background
knowledge can be a labor intensive task. Moreover, in most cases, only a small
fraction of that background knowledge will be actually used in the data mining
model itself, but it is hard to pinpoint the relevant parts in advance. Furthermore,
variables involved in unexpected findings are easily overseen, since assumptions
c© Springer International Publishing Switzerland 2015
F. Gandon et al. (Eds.): ESWC 2015, LNCS 9088, pp. 772–782, 2015.
DOI: 10.1007/978-3-319-18818-8 50
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about interrelations in the application domain lead the user when selecting addi-
tional attributes, i.e., she will be subject to a selection bias. To overcome these
shortcomings, Linked Open Data represents a valuable source of background
knowledge.

Linked Open Data (LOD) is an open, interlinked collection of datasets in
machine-interpretable form, built on W3C standards as RDF1, and SPARQL2.
Currently the LOD cloud consist of about 1, 000 datasets covering various
domains [1,25], making it a valuable source for background knowledge in data
mining.

Fig. 1. LOD-enabled knowledge discov-
ery process

Figure 1 gives an overview of a gen-
eral LOD-enabled knowledge discovery
process. Given a set of local data (such
as a relational database), the first step
is to link the data to the correspond-
ing LOD concepts from the chosen LOD
dataset. After the links are set, outgoing
links to external LOD datasets can be
explored. In the next step, various tech-
niques for data consolidation and cleans-
ing are applied. Next, transformations
on the collected data need to be performed in order to represent the data in a
way that it can be processed with any arbitrary data analysis algorithms. After
the data transformation is done, a suitable data mining algorithm is applied on
the data. In the final step, the results of the data mining process are presented
to the user.

In this proposal we focus on the second, third and fourth step of the LOD-
enabled knowledge discovery pipeline. Moreover, we propose a framework for
automated unsupervised generation of data mining features from LOD. Such a
framework should be able to find useful and relevant data mining features, which
can be used in any arbitrary predictive or descriptive data mining model, aiming
to increase the model’s performances.

2 Problem Statement and Contributions

To develop a scalable framework for unsupervised generation of data mining
features from LOD, we will need to address the following working domains:

Feature Generation. Most data mining algorithms work with a propositional
feature vector representation of the data, i.e., each instance is represented as
a vector of features 〈f1, f2, ..., fn〉, where the features are either binary (i.e.,
fi ∈ {true, false}), numerical (i.e., fi ∈ R), or nominal (i.e., fi ∈ S, where S is
a finite set of symbols). Linked Open Data, however, comes in the form of graphs,
connecting resources with types and relations, backed by a schema or ontology.
1 W3C. RDF. http://www.w3.org/TR/2004/REC-rdf-concepts-20040210/, 2004.
2 W3C. SPARQL Query Language for RDF. http://www.w3.org/TR/rdf-sparql-

query/, 2008.

http://www.w3.org/TR/2004/REC-rdf-concepts-20040210/
http://www.w3.org/TR/rdf-sparql-query/
http://www.w3.org/TR/rdf-sparql-query/
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Thus, for accessing LOD with existing data mining tools, transformations have
to be performed, which create propositional features from the graphs in LOD,
i.e., a process called propositionalization [14].

Defining an appropriate set of features for a data mining problem at hand is
still much of an art. However, it is also a step of key importance for the success-
ful use of data mining. Therefore, we define requirements the feature generation
framework needs to fulfill:

(i) Given a data mining task, and an input data mining dataset, with the
corresponding 1 : 1 or 1 : m (common in text mining) mappings of the local
instances to LOD entities, the framework should be able to generate features
from any given LOD source that are highly relevant for the given data mining
task, where the task is predictive or descriptive.

(ii) Beside setting basic parameters, the feature generation should be per-
formed without user interaction, i.e., unsupervised and automated.

(iii) The generated feature set should be optimal, i.e., the goal is to gener-
ate minimal feature set that maximizes the learning model’s performances, and
minimizes the cost of the feature generation process itself. For creating such
optimal feature set, two paradigms exist: minimal representation, and maximal
between-class separability. The minimal representation implies that the instances
in the input dataset should be represented with as simple feature set as possi-
ble that fully describes all target concepts, e.g., Occam’s razor approach. To
provide a good generalization such approaches should appropriately address the
bias-variance dilemma, i.e., the generated features should be general enough to
keep the variance low, but relevant enough to keep the bias low. The second
paradigm, mainly applicable in classifiers design, relates to generating feature
set that guarantees maximal between-class separability for a given data set, and
thus help building better learning models.

(iv) Although the input dataset contains only links to one LOD dataset, the
framework should be able to find useful features from multiple LOD sources by
exploring links (such as owl:sameAs).

(v) When designing such a framework, scalability should be taken in mind,
as the size of many LOD datasets is rather large, e.g., DBpedia 20143 contains
about 3 billion triples.

(vi) The framework should comply with various standards for publishing
and consuming LOD, e.g., the data can be served via SPARQL endpoint, RDF
dumps, or URI dereferencing.

Propositionalization Strategies. When generating data mining features
from graph-based data, different propositionalization strategies can be used. For
example, the standard binary or numerical representation can be used, or more
sophisticated representation strategies that use some graph characteristics might
be introduced. Our hypothesis is that the strategy of creating features may have
an influence on the data mining result. For example, proximity-based algorithms
like k-NN will behave differently depending on the strategy used to create numer-
ical features, as the strategy has a direct influence on most distance functions.
3 http://dbpedia.org/About.

http://dbpedia.org/About
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Feature Selection. Although the optimal feature generation approach would
not require the use of feature selection step afterwards, in some cases the feature
selection step might be desirable. For example, the complexity of the feature
generation approach can be reduced by allowing it to generate features with
more flexible constraints, which will be later processed by the feature selection
algorithm. In feature vectors generated from LOD we can often observe relations
between the features, which in most of the cases are explicitly expressed in the
LOD schema, or can be inferred using appropriate reasoning approaches. If those
relations are not properly explored during the feature generation step, it can be
done in the feature selection step to reduce the feature space, which will allow
us to remove correlated, contradictory, and repetitive features.

Feature Consolidation. When creating features from multiple LOD sources,
often a single semantic feature can be found in multiple LOD source repre-
sented with different properties. For example, the area of a country in DBpedia
is represented with the property db:areaTotal, while in YAGO4 using the prop-
erty yago:hasArea. The problem of aligning properties, as well as instances and
classes, in ontologies is addressed by ontology matching techniques [7]. Using
such techniques, we can find correspondences between features in multiple LOD
sources, which then can be fused into a single feature using data fusion techniques
[2]. Such a fusion can provide a feature that would mitigate missing values and
single errors for individual sources, leading to only one high-value feature.

The initial contributions of the proposal can be summarized as follows:
(i) A framework for automated unsupervised generation of data mining features
from LOD, from single or (ii) multiple LOD sources. (iii) Novel propositionaliza-
tion strategies for generating features from LOD, and analysis on their effect on
the performances of the data mining models. (iv) Novel feature selection and con-
solidation methodologies that can be applied on features generated from LOD.

3 State of the Art

Feature Generation. In the recent past, a few approaches for generating data
mining features from Linked Open Data have been proposed. Many of those
approaches are supervised, i.e., they let the user formulate SPARQL queries,
and a fully automatic feature generation is not possible. LiDDM [12] is an inte-
grated system for data mining on the semantic web, allowing the users to declare
SPARQL queries for retrieving features from LOD that can be used in different
machine learning techniques. Similar approach has been used in the RapidMiner5

semweb plugin [13], which preprocesses RDF data in a way that it can be fur-
ther processed directly in RapidMiner. Cheng et al. [4] proposes an approach for
automated feature generation after the user has specified the type of features.
To do so, similar like the previous approaches, the users have to specify the
SPARQL query, which makes this approach supervised rather than unsupervised.
4 www.mpi-inf.mpg.de/yago-naga/yago.
5 http://www.rapidminer.com/.

www.mpi-inf.mpg.de/yago-naga/yago
http://www.rapidminer.com/
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Mynarz et al. [17] have considered using user specified SPARQL queries in com-
bination with SPARQL aggregates.

FeGeLOD [18] is the first fully automatic unsupervised approach for enrich-
ing data with features that are derived from LOD. In this work six different
unsupervised feature generation strategies are proposed, by exploring specific or
generic relations.

A similar problem is handled by Kernel functions, which compute the dis-
tance between two data instances, by counting common substructures in the
graphs of the instances, i.e. walks, paths and threes. In the past, many graph
kernels have been proposed that are tailored towards specific application [10],
or towards specific semantic representation [8]. Only several approaches are gen-
eral enough to be applied on any given RDF data, regardless the data mining
task. Lösch et al. [15] introduce two general RDF graph kernels, based on inter-
section graphs and intersection trees. Later, the intersection tree path kernel
was simplified by Vries et al. [6]. In another work, Vries et al. [5] introduce an
approximation of the state-of-the-art Weisfeiler-Lehman graph kernel algorithm
aimed at improving the computation time of the kernel when applied to RDF.

Furthermore, Tiddi et al. [27] introduced the Dedalo framework that traverses
LOD to find commonalities that form explanations for items of a cluster. Given
a supervised data mining task, such an approach could be easily adapted and
used as feature generation approach.

Propositionalization Strategies. Even though several approaches have been
proposed for creating propositional features from LOD, usually the resulting
features are binary, or numerical aggregates using SPARQL COUNT constructs.
Furthermore, none of them provide evaluation of the model performances when
using different propositionalization strategies.

Feature Selection. Feature selection is a very important and well studied prob-
lem in the literature [3]. The objective is to identify features that are correlated
with or predictive of the class label. Standard feature selection methods tend
to select the features that have the highest relevance score without exploiting
the semantic relations between the features in the feature space. Therefore, such
methods are not appropriate to be applied on feature sets generated from LOD.

While there are a lot of state-of-the-art approaches for feature selection in a
standard feature space [3], only few approaches for feature selection in a feature
space extracted from structured knowledge bases are proposed in the literature.
Jeong et al. [11] propose the TSEL method using a semantic hierarchy of features
based on WordNet relations. The algorithm tries to find the most representa-
tive and most effective features from the complete feature space, based on the
lift measure, and χ2. Wang et al. [28] propose an k-NN based bottom-up hill
climbing search algorithm to find an optimal subset of concepts for document
representation. Lu et al. [16] describe a greedy top-down search strategy, based
on the nodes’ information gain ratio, trying to select a mixture of concepts from
different levels of the hierarchy.



Towards Linked Open Data Enabled Data Mining 777

Feature Consolidation. To the best of our knowledge, there is no proposed
approach in the literature for generating and consolidating data mining features
from multiple LOD sources.

4 Research Methodology and Approach

Feature Generation. So far, we have implemented and extended the approaches
initially presented in the FeGeLOD system [18]. For a given input dataset con-
taining the entities and the corresponding LOD entity URIs, the following strate-
gies for feature generation may be used: (i) Generating feature for each direct
data property of an entity in the dataset. (ii) Features for specific relations of an
entity, e.g. dcterms:subject in DBpedia. This approach allows to further explore
the relation to a user specified length, e.g., one can follow the skos:broader rela-
tion for an already extracted dcterms:subject from DBpedia. (iii) Features for
each incoming or outgoing relation of an entity. (iv) Feature for each incoming
or outgoing relation of an entity including the value of the relation. (v) Feature
for each incoming or outgoing relation of an entity, including the related types,
i.e., they are concerned with qualified relations

Furthermore, we implemented approaches for generating features based on
graph sub-structures using graph kernels: the Weisfeiler-Lehman Kernel [5], and
the Intersection Tree Path Kernel [6,15].

These approaches are rather trivial and simplistic. As shown in the eval-
uation, using these approaches we are able to generate useful feature vectors
that improve the performances of the learning model in unsupervised environ-
ment. However, the generated feature vectors are rather large and contain many
irrelevant features.

Propositionalization Strategies. In this phase we have only considered some
of the trivial propositionalization strategies: (i) Binary, indicating the presence
of a given feature. (ii) Count, specifying the exact number of appearances of the
feature. (iii) Relative Count, specifying the relative number of appearances of
the feature. (iv) TF-IDF, calculated using the standard TF-IDF equation.

More sophisticated propositionalization strategies might be developed. For
example, the target variable from the local dataset can be used for developing
supervised weighting approaches, as used in some text mining application. Fur-
thermore, we can use the graph properties for calculating feature weights, e.g.,
the fan-in and fan-out values of the graph nodes can give a better representation
of the popularity of the resources included in the features, which might be a good
indicator of the feature’s relevance for the data mining task. More sophisticated
popularity scores can be calculated using some of the standard graph ranking
algorithms, e.g., PageRank and HITS.

Feature Selection. We have introduced an approach [24] that exploits hierar-
chies for feature selection in combination with standard metrics, such as infor-
mation gain and correlation. The core idea of the approach is to identify features
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with similar relevance, and select the most valuable abstract features, i.e. features
from as high as possible levels of the hierarchy, without losing predictive power.
To measure the similarity of relevance between two nodes, we use the standard
correlation and information gain measure. The approach is implemented in two
steps, i.e., initial selection and pruning. In the first step, we try to identify, and
filter out the ranges of nodes with similar relevance in each branch of the hier-
archy. In the second step we try to select only the most valuable features from
the previously reduced set.

Feature Consolidation. To identify features that represent the same infor-
mation retrieved from multiple LOD sources, we have implemented an approach
that relies on the probabilistic algorithm for ontology matching PARIS [26]. The
approach outputs all discovered properties correspondences, which then can be
resolved using different conflict resolution strategies [2], e.g., majority voting,
average, etc. New fusion strategies can be developed based on the provenance
information, e.g., if building a learning model in the movies domain, information
retrieved from movies specific LOD sources (like LinkedMDB6) should be more
accurate and extensive than cross-domain LOD sources (like DBpedia).

5 Evaluation Plan

To evaluate the feature generation framework, the feature selection and con-
solidation, and the propositionalization strategies, we need to collect significant
number of datasets that cover different application domains, and can be used
in different data mining tasks and different data mining algorithms. We con-
sider two types of dataset for evaluation. First, datasets that already contain
initial data mining features and a target variable. Such datasets could be easily
collected from some of the popular machine learning repositories, like the UCI
ML Repository7. The initial features of such datasets could be used for building
models using state-of-the-art methods, which will serve as baselines for evaluat-
ing the performances of the learning models built on the enriched datasets with
LOD features. An example for such a dataset is the Auto MPG dataset8, which
captures different characteristics of cars (such as cyclinders, horsepower, etc.),
and the target is to predict the fuel consumption.

The second category of datasets are so called “empty datasets”, which contain
only the instances and one or more target variables. An example for such a
dataset is the Mercer quality of living dataset9, which contains a list of cities
and their quality of living as numerical value (the target variable).

To evaluate the performances of a given data mining model, performance
function p is used. In different data mining tasks different performance functions
are used, e.g., accuracy is used for classification; root mean squared error for
6 http://www.linkedmdb.org/.
7 http://archive.ics.uci.edu/ml/index.html.
8 http://archive.ics.uci.edu/ml/datasets/Auto+MPG.
9 http://across.co.nz/qualityofliving.htm.

http://www.linkedmdb.org/
http://archive.ics.uci.edu/ml/index.html
http://archive.ics.uci.edu/ml/datasets/Auto+MPG
http://across.co.nz/qualityofliving.htm
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regression; support and confidence for association rules; purity and entropy for
clustering, etc. Then, the evaluation for each of the given data mining tasks can
be easily performed just by using the corresponding performance function on
the model built on the enriched dataset.

For supervised data mining tasks where gold standard is available, the eval-
uation can be performed using some of the standard evaluation techniques, e.g.
cross-validation. However, in unsupervised data mining tasks, like rule learning
or clustering, in many cases the validity of the discovered patterns and hypoth-
esis cannot be trivially and uniformly decided. Therefore, a user study may
need to be conducted, where humans can decide the validity of the discovered
hypothesis. For example, the ratings could be acquired using services like Ama-
zon Mechanical Turk10 or CrowdFlower11.

As the feature generation complexity may rise very fast, as well as the number
of generated features, a second evaluation metric should be introduced. Such a
metric should be able to measure the trade-off between the feature generation
complexity, the learning model training runtime on the enriched dataset, and
the model performances.

To evaluate the performances of the feature selection approaches we introduce

the feature space compression measure, which is defined as: c(V ′) := 1 − |V ′|
|V | ,

where V is the original feature space, V ′ is the filtered feature space, and V ′ ⊆ V .
Since there is a trade-off between the feature set and the performances, an overall
target function is, e.g., the harmonic mean of p and c12.

To evaluate the feature consolidation approaches we can collect some exist-
ing datasets that are commonly used for evaluation in the ontology matching
community, or generate new ones. Once the gold standard is defined, standard
evaluation metrics may be used, e.g., precision, recall and F-measure. To eval-
uate the model performances on the reduced feature space, again we use the
model performance function p.

6 Intermediate Results

In this section we present some initial results of the approaches described in
this proposal. The approaches are implemented in the RapidMiner Linked Open
Data extension13 [19,20], which represents an integral part of this thesis. The
RapidMiner LOD extension supports the user in all steps of the LOD-enabled
knowledge discovery process. The extension is publicly available, and has been
successfully used in several applications.

Feature Generation. The initial feature generation strategies from the
FeGeLOD framework have been evaluated in several prior publications. In [20,22]
10 https://www.mturk.com.
11 http://www.crowdflower.com/.
12 Note that the value for p might need to be normalized first, depending on the used

metric.
13 http://dws.informatik.uni-mannheim.de/en/research/rapidminer-lod-extension.

https://www.mturk.com
http://www.crowdflower.com/
http://dws.informatik.uni-mannheim.de/en/research/rapidminer-lod-extension
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we have shown that features generated from LOD can help finding useful expla-
nations for interpreting statistical data. In [21] several LOD sources were used to
generate features that can be used in books recommender systems. More exten-
sive evaluation of the strategies was performed in [19,23]. The evaluation on the
Cities and the Auto MPG datasets is extended and presented here.

We use the Cities dataset for classification (the target variable was discretized
into high, medium, and low) using three classification methods. The Auto MPG
dataset is used for the task of regression, also using three regression methods.
The instances of both datasets were first linked to the corresponding resource
in DBpedia, and then the following feature sets were generated: direct types
(rdf:type), categories (dcterms:subject), incoming relations (rel in), outgoing
relations (rel out), combination of both, outgoing relations including values (rel-
vals out), incoming relations including values (rel-vals in), numerical values, and
dataset generated using the Weisfeiler-Lehman graph kernel algorithm (WLK).

Table 1. Classification accuracy results
for the Cities dataset, and RMSE results
for the Auto MPG dataset.

Table 1 depicts the size and the
results for each feature set, except
for the incoming relations values set,
which is rather large to be evaluated.
We can notice that the features gen-
erated from LOD lead to RMSE five
times smaller than the original data.
From the results we can notice that the
results differ for different feature sets,
and different algorithms, but in almost
all cases the features generated using
the kernel feature generation strategy
lead to the best results. However, the complexity for generating the kernel func-
tions is by three orders of magnitude higher than any other strategy. Addi-
tionally, the number of features generated with the kernel strategy is 20 to 40
times higher than any other strategy, which also greatly affects the runtime for
building the learning models. Therefore, a near optimal trade-off between the
feature generation complexity, the size of the dataset and the learning model
performances should be found.

Propositionalization Strategies. In [23] we performed an evaluation on dif-
ferent propositionalization strategies on three different data-mining tasks, i.e.,
classification, regression and outlier detection, using three different data mining
algorithms for each task. The evaluation was performed for binary, numerical,
relative count and TF-IDF vector representation, on five different feature sets.
The evaluation showed that the propositionalization strategy have major impact
on the data mining results, however we were not able to come with a general
recommendation for a strategy, as it depends on the given data mining task, the
given dataset, and the data mining algorithm to be used.

Feature Selection. In [24] we have performed initial evaluation of the feature
selection approach in hierarchical feature spaces, on both synthetic and real
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world dataset, using three algorithms for classification. Using the approach, we
were able to achieve feature space compression up to 95 %, without decreasing
the model’s performances, or in some cases increasing it. The evaluation has
shown that the approach outperforms standard feature selection techniques as
well as recent approaches which explore hierarchies.

Feature Consolidation. In [20] we have shown that, for example, the value
for the population of a country can be found in 10 different sources within the
LOD cloud, which using the matching and fusion approach were merged into a
single feature without missing values.

7 Conclusion

In this work we have identified the challenges, and set the initial bases for devel-
oping a scalable framework for automatic and unsupervised feature generation
from LOD that can be used in any arbitrary data mining algorithms. We believe
that such a framework will be of a great value in the data preparation step of
the knowledge discovery process, by reducing the time needed for data transfor-
mation and manipulation, with as little as possible user interaction.
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14. Kramer, S., Lavrač, N., Flach, P.: Propositionalization approaches to relational
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17. Mynarz, J., Svátek, V.: Towards a benchmark for LOD-enhanced knowledge dis-
covery from structured data. In: The Second International Workshop on Knowledge
Discovery and Data Mining Meets Linked Open Data (2013)

18. Paulheim, H., Fürnkranz, J.: Unsupervised generation of data mining features from
linked open data. In: WCWIMS (2012)

19. Paulheim, H., Ristoski, P., Mitichkin, E., Bizer, C.: Data mining with background
knowledge from the web. In: RapidMiner World (2014)

20. Ristoski, P., Bizer, C., Paulheim, H.: Mining the web of linked data with rapid-
miner. In: Semantic Web Challenge at ISWC (2014)
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1 Introduction and Research Objective

A fundamental principle of scientific enquiry is to create proper documentation of data
and methods during experimental research [1, 5]. Providing the context of observations
is essential for the understanding their meaning and for the reproduction of the
experiment. Proper annotation also increases the likelihood of data being found and re-
used by the same or other researchers [2]. Good scientific practice in the laboratory
requires that lab reports describe the sequence of experimental activities executed in the
lab. Moreover, method descriptions should include detailed information on the mate-
rials and equipment, analytical methods, parameter settings, lab conditions, failures and
other details that facilitate reproduction of an experiment. This calls for adding
descriptions (metadata) to research data and methods [3]. Most researchers consider the
task of describing experimental details to be essential, but at the seen as time con-
suming and distracting from the ‘real research’. As a consequence, the documentation
is often suboptimal.

Laboratory research is typically recorded in laboratory notebooks; they are indis-
pensable sources for writing the laboratory methodological reports. Researchers are
comfortable with paper notebooks and they are accepted as authoritative information
sources and as legal documents. Paper lab notebooks offer simplicity and flexibility, but
besides the risk of loss and deterioration they do not allow the information to be
searched, shared and processed computationally [9, 28, 29]. Moreover, they cannot
provide tooling for more efficient and effective recordings. The availability of com-
putational environments for collecting and analyzing experimental data and the defi-
nition of digital formats for data have created persuasive incentives for the transition
from paper to electronic lab notes. Powerful computing infrastructures have become a
necessity to keep pace with the expanding volume of data and to retain control of the
results. However, a survey by Downing et al., 2008 in the chemistry lab at Cambridge
Imperial College, shows that most researchers make their notes on paper. In addition,
they keep data on disparate systems that are linked to specific equipment. Moreover,
researchers do not use any standards for writing descriptions of the experiments. They
preserve the resulting documents on a variety of computing platforms and systems.
These files are in many cases not interpretable for others because of the quality of the
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descriptions [4]. This leads to data loss and confusion for scientists who need to
understand the experimental results and interpret how they were created.

It is evident that the current documentation practices in the lab are no longer
efficient in the digital era. Digital recording will allow new ways to support this
process. In particular, the use of semantic metadata will enable machines to interpret
and integrate data generated by different sources (equipment, people, and repositories)
in various formats. Our hypothesis is that the presence of vocabularies for annotating
the context of a lab experiment, in return can contribute to an efficient and effective
experimental documentation process. This line of reasoning is the main motivation in
our research. The objective of the research is:

“to explore if and how the documentation task undertaken by scientists could be improved
through the use of an ontology-based metadata capture supporting tool in the laboratory.”

The documentation task should be easy and efficient, but at the same time deliver
high quality recordings. There is also a debate both inside and outside the scientific
communities over the lack of reproducibility of experiments.

In this study, we first identify quality criteria in the domain for experimental
documentation, starting with method descriptions found in literature. We evaluate in
detail the methods reporting in a comprehensive set of laboratory experiments that
should enable valid reproduction, integration and comparison of research procedures.
In our work we focus on Food Chemistry, assuming that the outcomes will be valuable
for other domains as well. Second, we define indicators to measure the efficiency of the
documentation task as performed in the lab. We develop vocabularies to formally
describe the domain knowledge. Finally, given the developed models and defined
metrics we design a prototype tool that supposedly will assist researchers in efficiently
producing high-quality lab notes. We will set up an intervention study to evaluate the
tool and underlying hypothesis in the context of a Food Chemistry research group.

2 Related Work

The related work presented in this section concerns different domains within computer
science studies, which are selected for the purpose of our research; (1) the domain of
metadata quality, (2) the field of description logic/ontology engineering, and (3) the
field of scientific workflow management systems.

1. In the literature research metadata is defined as “the data record that contains
structured information about some resources. It describes, explains, locates, or
otherwise makes it easier to retrieve, use, or manage an information resource [5].” In
science, creating a high-quality metadata for research resources is important. The
presence of metadata, if created accurately, can lead to the provision of more accurate
methodological reports. Several research initiatives related with scientific metadata
quality have been conducted [6–8, 11–14]. These efforts approach the subject from
diverse perspectives, trying to cover most of its different aspects.

Najjar, Ternier & Duval 2003, performed a statistical analysis on a sample of
metadata records from various repositories and evaluate the usage of the standard [9].
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Also, Crystal et al., 2005 reports on a study that investigated the ability of resource
authors to create acceptable – quality metadata in an organizational setting using
manual evaluation by experts [10].

Andy Brass, 2014 and his research team conducted a research on the quality of
methods reporting in parasitology experiments. They defined a checklist of essential
parameters that should be reported in methodology sections of scientific articles. They
scored the number of those parameters that are reported for each publication. Interesting
aspect of their research is that they used bibliometric parameters (impact factors, citation
rate and h-index) to look for association between journal and author status and the
quality of method reporting [38]. Their results indicate that the “bibliometric parameters
were not correlated with the quality of method reporting” (Spearman’s rank correlation
coefficient < −0.5; p > 0.05). They concluded that the quality of methods reporting in
experimental parasitology is a source of concern and it has not enhanced over time,
despite their being evidence that most of the assessed parameters do influence the results.
They proposed set of parameters to be used as guidelines to improve the quality of the
reporting of experimental infection models as a requirement for comparing datasets.

Finally, some initiatives, such as the Minimum Information About a Microarray
Experiment (MIAME) [39] and the Minimum Information About a Proteomics
Experiment (MIAPE) [40], have been used by several journals such as the Journal of
Proteomics, as a condition for publication.

2. Ontologies have been presented as a possible solution for expressing metadata. They
satisfy metadata requirements and are capable of representing the specific semantics of
each research domain. In the biomedical domain, the ontology for Biomedical Inves-
tigation (OBI) helps to model the design of investigations, including the protocols,
materials used, instruments used, the data generated and the types of analysis per-
formed on them [15, 17]. OBI is an extension of the Basic Formal Ontology (BFO)1 as
the upper-level ontology as a means to describe general entities that do not belong to a
specific problem domain. Therefore, all OBI classes are a subclass of some BFO class.
The ontology has the scope of modeling all biomedical investigations and as such
contains ontology terms for aspects such as:

• Biological material – such as plasma,
• Instrument – such as DNA microarray, and centrifuge,
• Actions of an experiment and sub steps of the experiment such as electrophoresis

material separation,
• Data processing - for example Principle Component Analysis.

Biomedical experimental processes involve numerous sub-processes, involving
experimental materials such as organisms, and cell cultures. These experimental
materials are represented as subclasses of the BFO class material entity. OBI uses
BFO’s material entity as the basis for defining physical elements. To assess the use of
OBI for annotation they used it in an automated functional genomics investigation with
Robot Scientist [31]. The robot requires a complete and precise description of all

1 http://ifomis.uni-saarland.de/bfo/.
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experimental actions, and this use case demonstrates how OBI was able to provide
elements of such a description. The general ontology of scientific experiments EXPO
[16], also intends to formally describe the domain-independent knowledge about
planning, actions and analysis of scientific experiments. EXPO formalized the generic
concepts of experimental design such as Methodology and results representation and it
links the SUMO (the Suggested Upper Merged Ontology) with subject-specific
ontologies of experiments. EXPO is expressed in the OWL-DL.2 This ontology has the
class expo:Experimental_protocol and describes some of its properties, expo:
has_applicability, expo:has_goal, expo:has_plan. The level of granularity makes EXPO
unwieldy for usage in an operational data management workflow. The last vocabulary,
which can be relevant to our research, is OM (Ontology of units of Measure and related
concepts). Haijo Rijgersberg et al., 2009, developed OM to facilitate a transparent
exchange and process of quantitative information [18]. OM is expressed in OWL. They
have designed applications to test the usefulness of OM and its services. First, a web
application that checks for the consistency in dimension and unit of formulas. Second,
an add-in Microsoft Excel that assists in data annotation and unit conversion [19].

The existing ontologies, in particular OBI, could be applicable in our approach for
developing vocabularies in the food chemistry domain. We intend to design vocabu-
laries by building upon the existing ontologies using OWLstandards.

One of the main areas that the description logic-based ontology can be helpful is its
use development time activity. The idea is that, using ontologies, we can have hierarchy
of the domain knowledge assembled in the system, and it can identify the existing
inconsistent, and incoherence in the descriptions. Also, we can use ontology as a
mechanism that can provide metadata suggestions for researchers (decision support tool).

3. Jeremy Frey, 2004 is one of the pioneers in the domain of laboratory automation,
who specifically investigates the use of semantic technologies in laboratory data cap-
ture and re-use for chemical labs [23–25, 27]. Also, one of the most relevant references
in this field is the paper by Hughes et al. (2004) [27]. They have developed an
innovative human-centered system, which captures the process of a chemistry exper-
iment from plan to execution. This system comprises an electronic lab book, which has
been successfully trialed in a synthetic organic chemistry laboratory, and a flexible
back-end storage system (using RDF technologies). They took the “design-by-analogy”
research approach in a close collaboration with chemists to develop the “MyteaEx-
periment” planner [27]. Similarly, LabTrove is a social network system to facilitate the
association of the data to the proposed scientific elements at the point of creation
(annotation at source) rather than by annotating the data with commentary after the
experiment has taken place [34]. The LabTrove application was designed to help
researchers to share their experimental plans, thoughts, observations and achievements
with the wider online community in a semantically rich and extensible manner. Using
the application, scientists will no longer have to print out data results to insert into
conventional lab books; instead, results will be logically associated with the experiment
and therefore they become accessible as desired. And the last knowledge management

2 http://www.w3.org/TR/owl-guide/.
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application related to our work is Tiffany [30], which is specifically designed for
laboratory studies. Tiffany model is a refinement of the W3C PROV-O3 model for
provenance, combining the ability to trace back the workflow with extra information,
which is useful for researchers, such as the type of activity and the research question
being investigated. Tiffany is used at Wageningen UR to help food domain researchers
in giving structure to their research workflow and facilitate:

• Good archiving.
• Re-use.
• Knowledge transfer.
• Serendipity.

LabTrove and Tiffany are the main workflow management systems that we consider to
study in detail to check for their applicability to our approach. Finally, an inspiring
reference that could help us in understanding the laboratory life, which is considered as
a reference to laboratory scientists’ behavior, is the work done by the eminent French
philosopher Bruno Latour. He observed the laboratory scientists within the period of
two years and described the process that scientists undertake for conducting an
experiment and developing scientific facts in the laboratory [37]. This source could
help us to get insight on the behavioral features of laboratory scientists, which could be
a valuable knowledge in the application design phase.

3 Research Problem and Research Questions

The problem statement that motivates our research is:

“Inefficiencies in capturing the context of the experimental procedures by laboratory scientists
within the physical lab lead to the poor documentation of the research process and ultimately
result in the provision of inadequate methodological reports.”

The problem is rooted in several factors. First, there are factors such as motivation and
gratification for describing experimental methods in detail. Although documentation is
an integral part of scientific research, it is a labor intensive and cumbersome activity
for scientists. Researchers are reluctant to allocate time to record, sufficiently annotate
and share the context of observations in the lab. Secondly, in many cases, researchers
simply do not know what kind of information is valuable for recording; for example,
are room lighting and room temperature important information to be recorded? There
is no single approach to do this, it varies from one experiment to the other and depends
on the intended use of the recordings. For example, a SOP (Standard Operation
Procedure) will be used as a well-defined detailed description for potentially many
(unknown) users, whereas a simple ‘Friday afternoon trial’ will only be have to be
understood by a small number of researchers. Another source of additional effort by
the researcher is the fact that many laboratory instruments are not yet integrated into a
digitized workflow of a lab researcher, especially in academic research institutes and

3 http://www.w3.org/TR/prov-o/.
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universities. Therefore, often researchers have to enter and transfer data and the
associated descriptions more than once – from equipment measurements to their
notebook, from their notebooks into digital formats and files, from personal computers
to institutional repositories, etc.

The problem has costly impact on (1) the reproducibility, and (2) the traceability of
laboratory data and methods.

We propose the following research question to address the above problem.

“Do semantic technologies and their applications contribute to the efficiency of the docu-
mentation task and improve the quality of experimental metadata provided by the laboratory
researchers in the domain of Food Chemistry?”

To answer the main research question, we propose the following sub research
questions:

RQ1 – What are quality criteria for experimental methodological reports?
RQ2 – What are the influencing variables that stimulate reproducibility of the labo-

ratory experimental procedure?
RQ3 – What are measurable indicators for the efficiency of the documentation task in

the lab?
RQ4 – Which ontologies are required to annotate the context of experimental methods

in the domain of food chemistry?
RQ5 – Which ontology-based supporting tools can help laboratory researchers

in annotating their experimental data and methods in an efficient and
effective way?

4 Scope of the Research

In this research we only focus on improving the documentation task within the
environment of physical laboratory or as what the domain scientists name it the “wet lab”.

We are aware of the fact that we need to make a clear choice for the user of our
applications, because it affects our choices when conducting experiments. We assume
that the primary users of our software are human researchers (Robot Scientist is out of
the scope of this research), who work in the academic institute of food sciences. We
consider that they have the background knowledge and the expertise of working in the
lab. We specifically, target the doctoral students, technicians and senior researchers
from the food chemistry domain.

Stimulating the “exact reproducibility of findings” is not the main focus of our
research. However, we argue that improving quality the methodological reporting
could influence some acceptable levels of “reproducibility of the experimental
procedures” in lab experiment.

Finally, in creating metadata quality criteria, we are completely aware that it is not
feasible to identify all the information from the context of the lab, since the big amount
of knowledge in the lab is categorized as tacit knowledge. Within this context, elici-
tation and measurement of tacit knowledge in laboratory environments are concepts
that we take into consideration in our approach.
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5 Research Methodology

For each of the research questions, we explore the literature to find theories, techniques
and best practices developed for the same or other domains. To define quality criteria
for method descriptions we consult the literature and make interviews with scientists in
the field, initially open but gradually more specific. We use computational text analysis
tools to detect the characteristics of method descriptions in food chemistry publications.
The combined findings from these investigations help us to propose quality indicators.
Given the theoretical framework and the development of a coding schema (ontology),
we refine our propositions through structured interviews within a larger number of
scientists. In parallel, we use text analysis techniques to analyze the content of method
sections in published articles in the domain. We are interested to find the most frequent
and co-occurring words in the corpus and classify terms in several topics. This phase is
the initial step in understanding the domain knowledge that is used when describing
methods and for defining supporting vocabularies. The concepts and vocabularies will
be used at the later stage of the research in tools.

Our present dataset for text analysis is a corpus containing 241 method sections
from 9 different scientific journals in food chemistry domain that are published in the
period of 2000 to 2014. We used the Python programming language for pre-processing
the sections. We did our analysis using R-Studio programming language. Next, we
consult the domain experts in food chemistry. We ask them to (1) to give general
quality criteria they use for judging method descriptions, depending on the intended
use, (2) to comment on the quality of a number of specific method descriptions given to
them and (3) comment on the results from the text analysis (term frequency analysis
and topic models) as representations of method descriptions in general. Based on these
results, we aim to develop quality criteria, which then will be evaluated through an
experiment with scientists. An option here is that we select a number of method
sections that score either very low or very high on our quality indicators, and have the
researchers classify all sections as well.

For RQ3 we interview and observe researchers, in order to identify efficiency
criteria for the documentation task, for example the time needed for the task of asso-
ciating metadata experimental data.

For RQ4 we take the NeOn methodology to develop vocabularies. The review of
NeOn methodology reported in the work by Garcia et al., 2011 [26, 32]. The steps are:

1. Preparation,
2. Conceptualization,
3. Knowledge acquisition and Domain Analysis,
4. Semantic analysis,
5. Building ontology and validation,
6. Evaluation.

We use the ontology development tool ROC + in order to allow food chemists to
setup the initial vocabularies and verify these by checking automatically generated
annotations of the selected method sections [33].

Finally, for RQ5, we design and build an ontology-based application that aims to
support experimental scientists in creating high-quality method descriptions, through
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software engineering techniques. To accomplish this goal we first need to identify the
commonly used applications in the workflow of scientists. In this way we can design an
application that can be integrated into the present way of working and contribute to the
efficiency. By separating aspects that are specific for the food chemistry domain from
general design decision we aim to gain insight that is applicable to experimental
science in general.

6 Preliminary Findings (RQ1)

Through a bottom-up approach we analyzed our data to learn about the domain, the
structure of the method descriptions, terminology used, and the nature of experiments
in food chemistry. For this, we first manually reviewed the method descriptions of a
few numbers of papers to get a basic understanding of the field. We focused our
analysis on identifying necessary and sufficient information for reporting methods.
Moreover, we tried to define categories to classify the knowledge into concepts such as
equipment, reagent, and actions. This helps us to compare our categorization with
terminology used by researchers. We used NVivo software for qualitative data analysis
because of the unstructured nature of our dataset. In addition to manual analysis, we
used Natural Language Processing techniques such as term frequency analysis and
topic modeling in R to learn more about underlying meanings in the text. From our
inspections, we detected the workflow aspects in method descriptions. The sequence of
actions was implicit and was dependent on the requirements of the respective journals.
However, we could find commonalities in the structure of these descriptions as most of
them had an input-output structure. From the manual analysis, we identified that two
main elements are visible in these workflows, (1) experimental actions and
(2) experimental objects.

Actions in the descriptions were usually presented by verbs; most of the experi-
mental actions were described implicitly and accurate information (metadata) for
implementing the action was not always available. For instance, structures such as
“Transfer approximately 9 mL oxalic acid solution” or “Use dry cuvettes to mix and
read on a spectrophometer at 440 nm against CHM solvent” repeatedly occurred in our
dataset. Domain experts are usually required in order to interpret the information in the
descriptions. The results from the term frequency analysis and topic modeling are
available at https://gist.github.com/denatahvildari. We will communicate these results
with the domain scientists to be able to analyze them.

7 Research Evaluation Plan

The overall evaluation of the research will be accomplished through using the ontology
in applications and assessing the results in real-life experiments (application-based
evaluation). We will setup intervention studies with scientists to assess how well the
ontology-based tools improve the efficiency of the documentation task and improve-
ment in providing qualified methodological reports. To evaluate the ontologies as such,
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we will follow the practice introduced by Gomez-Perez et al. [22], which suggest the
following assessment criteria (this method is also used and reported in [26]):

1. Consistency.
2. Completeness.
3. Conciseness.

Further more, to determine the usefulness of the representations, the important question
is to find out if the representations (ontologies) are sufficient. For example, through an
experiment we can evaluate the sufficiency of ontologies by asking researchers to
create methodology description using the representations. Afterwards, we ask other
researcher to reproduce the experimental process using the previous protocol, and
create another description. If we can show that the two descriptions about the same
experiment are equivalent, the validity of the ontologies can be tested.

The validation of the proposed tooling is that, other researchers can use the infor-
mation of high-quality descriptions to replicate an experimental setup. To measure this,
we aim to set up an experiment. For example, we take two groups of researchers. We ask
researchers in one group to conduct an experiment and write down laboratory method
reports while using metadata indications that we previously identified. Next, we ask
other researchers from the other group use these information sources and try to set up the
experiment. We then measure and discuss the success of the reproduction task based on
the expertise and the levels of accomplishments in completing the reproducibility.

8 Discussion

In this research we aim to design tool to help researchers to record their experimental
metadata in an efficient way. We argue that by designing ontology-based metadata
record applications for the context of the lab, we contribute to the development of
electronic laboratory notebooks and in return we promote the provision of the high
methodological reporting. Ultimately, with having sufficient information about the
experimental procedure the reproducibility could positively be influenced. However,
inspired by the research by Vasilevsky et al. 2013, we agree on the point that the
“identifiability of the research resources” [36] in a specific research domain is a prime
necessity. Otherwise, the successful reproducibility cannot be achieved. They con-
ducted a research to investigate the “identifiability” of the resources in biomedical
research domain from publications. Based on their result, 54 % of the research resources
in this domain are not uniquely identifiable in research publication. However, they
didn’t check whether adding identifability was enough to get reproducibility. We
assume, through our approach, we find other variables in addition to resource identi-
fiability that could affect the scientific reproducibility such as “the experimenter’s
awareness about the domain metadata”.

Another point for discussion in our research comes from the observation by
Drummond, 2009 [35]. He argues that reproducibility is different than replicability; his
claim is: “reproducibility requires changes, while replicability avoids them” [35]. He
further argues that scientific replication does not worth all the great deal of extra work
incurred by the researcher. His article points at a valid point that in any case, the full
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replication of the previous experiment is not achievable, since the experiment is being
carried out by another researcher, in another laboratory, with different equipment. He
concludes that reproducibility covers a wide rang and replication falls at one end of this
range. We argue that replicability is the exact repetition of an experiment to obtain the
same results; while reproducibility is the repetition of an experiment with small
adjustment and modification, e.g. changes that will unavoidably occur when under-
taking the same experiment in different laboratories. Our main interest in this research
is to identify the variables that stimulate the reproduction of the “lab experimental
processes” not the “results”. Our main statement is that if results are replicable but the
experimental process is not reproducible, they may be of little value because they are
likely to be characterized to the precise conditions used in an experiment (for example,
the use of a scarce sample or equipment, that only certain laboratories are authorized to
work with). The information reported in the material and methods section of an article
plays a fundamental role in achieving this aim.

We think that even the weakest version of reproduction has some values. Fore
example, among laboratory researchers, the term “technical reproducibility” is a very
well known one. The term indicates that every laboratory experiment should be carried
out in duplications to be checked for the validity of the procedure – researchers cal-
culate the coefficient of variation of the duplicated experiments. If this ratio is greater
that 10 %, they need to re-do the experiment. This, in fact emphasizes on the value of
reproducibility, comparability and their prerequisites. Despite the extra effort involved
in the documentation task, we claim that if researchers are aware of essential metadata
of their domain, and if they are equipped with efficient tools that support them at the
development time, at least the “technical reproducibility” is achievable.

We know that achieving general agreement on standards, particularly metadata
vocabularies, is a challenge in most of the disciplines. We also think that a solution for
defining lab metadata is much more than just a technical challenge. Motivating sci-
entists to use terms from controlled vocabularies by providing tools that use those terms
is not straightforward.
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Abstract. Precisely determining semantic similarity between entities
becomes a building block for data mining tasks, and existing approaches
tackle this problem by mainly considering ontology-based annotations to
decide relatedness. Nevertheless, because semantic similarity measures
usually rely on the ontology class hierarchy and blindly treat ontology
facts, they may erroneously assign high values of similarity to dissimi-
lar entities. We propose ColorSim, a similarity measure that considers
semantics of OWL2 annotations, e.g., relationship types, and implicit
facts and their inferring processes, to accurately compute the relatedness
of two ontology annotated entities. We compare ColorSim with state-of-
the-art approaches and report on preliminary experimental results that
suggest the benefits of exploiting knowledge encoded in the ontologies to
measure similarity.

Keywords: Ontology annotated entities · Semantic similarity · Pattern
discovery

1 Introduction and Motivation

Semantic Web initiatives have facilitated the definition of ontologies and large
linked datasets, as well as the encoding of domain knowledge by annotating
datasets with terms from ontologies. Ontology-based annotations induce anno-
tation graphs or heterogeneous information networks where nodes represent
entities or annotations, and links correspond to relationships among entities.
Annotations encode domain knowledge required to precisely compute similar-
ity between annotated concepts. Figure 1 presents therapeutical targets HER1
and HER2 and annotations from the Gene Ontology (GO)1. These annotations
explicitly describe properties of HER1 and HER2, and state-of-the-art similarity
measures like AnnSim [13] or DiShIn [4], decide relatedness between HER1 and
HER2 in terms of the similarity of these annotations. However, because anno-
tations correspond to terms in an ontology, they can be of different types or
be related through different relationships. Additionally, these annotations can
be also used to perform reasoning tasks that infer new implicit annotations. In
case semantic similarity measures do not consider this information, inaccurate
1 Annotations extracted from Uniprot-GOA http://www.ebi.ac.uk/GOA.
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Fig. 1. Annotations in GO of genes HER1 and HER2

similarity values can be assigned. Our research aims at exploiting all this knowl-
edge to precisely decide relatedness, and defining a novel similarity measure
named ColorSim which is able to: (i) distinguish the types of the relationships
in the annotation graphs; and (ii) consider implicit relationships and compare
them in terms of the justifications that support these inferences. Further, we
devise an efficient and scalable implementation of ColorSim and will implement
a framework for link prediction and domain pattern discovery that will exploit
the properties of ColorSim. For a preliminary evaluation of our approach, we
use the online tool Collaborative Evaluation of Semantic Similarity Measures
(CESSM) [18] to study the quality of ColorSim on a dataset composed of pairs
of proteins from UniProt 2. We compare ColorSim with respect to three domain-
specific similarity measures: Sequence Similarity (SeqSim) [22], ECC [5], and
Pfam [18], and eleven state-of-the-art semantic similarity measures. Experimen-
tal results suggest that ColorSim exhibits high correlation with domain-specific
measures, and is competitive with similarity measures that consider both infor-
mation content and structural characteristics of the compared annotations. We
plan to extend our study for analyzing the impact of ColorSim on link prediction
and pattern discovery in the Life Sciences domain, e.g., drug-target interaction
collections [2,16] and GO annotated families of genes [13]; as well as in the
e-learning domain, e.g., for the recommendation of learning objects annotated
with the Pedagogical Ontology (PO) developed in the INTUITEL3 project.

2 Related Work

We have identified the following similarity measures that are able to deal with
heterogeneous information networks: (i) Taxonomic-based, (ii) Meta-Path-based,
(iii) Neighborhood-based, (iv) Annotation-based, and (v) Information Content-
based similarity measures.
2 http://www.uniprot.org/.
3 http://www.intuitel.eu.

http://www.uniprot.org/
http://www.intuitel.eu
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Taxonomic-Based Similarity Measures: Taxonomic-based similarity mea-
sures decide relatedness in terms of the topology of the ontology and usually
consider only the is-a relationship. Dps [15] and Dtax [1] are state-of-the-art
taxonomic similarity measures that assign higher similarity values to pairs of
nodes that are at greater depth in the taxonomy and closer to their lowest com-
mon ancestor, i.e., similarity is defined in terms of the deepest common ancestor
of these two nodes in the ontology. Usually, they do not consider any kind of
semantics; therefore, relationship types or implicit facts may not be taken into
account.

Meta-Path Based Similarity Measures: Meta-path-based similarity mea-
sures compute relatedness in terms of the sub-graphs of an original information
network that satisfies a meta-path expression. A meta-path is a path expres-
sion on the nodes and edges of the information network, and characterizes a
set of paths. The intuition behind meta-path-based similarity measures is that,
the more linked two concepts are by paths that satisfy the input meta-path,
the more similar they are. PathSim [23] and HeteSim [20] are meta-path-based
similarity measures that compute relatedness based on this idea. These similar-
ity measures are not designed to deal with ontologies, and the semantics that
describe the terms used to annotate the concepts in the information network is
not considered by these measures. Therefore, they only take into account links
that are explicitly defined in the information network, omitting implicit facts
and their corresponding justifications.

Neighborhood Based Similarity Measures: Neighborhood based similar-
ity measures define relatedness of two concepts in terms of the similarity of
their neighbors. SimRank [7] extends PageRank [12] to compute relatedness
between graph related concepts. However, SimRank is not designed to deal with
ontologies; thus, it does not differentiate between link types, their semantics, and
implicit facts, i.e., all the neighbors are considered in the same way, regardless
of the type of the relationships that connect them.

Information Content Based Similarity Measures: Information Content
measures show how informative is a concept in a certain corpus. It is calculated
with the following formula: IC(x) = − log

(
freq(x)

N

)
, where freq(x) is the number

of times the concept x appears in the corpus, and N is the size of the corpus;
therefore, more frequently used concepts are seen as less informative. The main
work in this area is the similarity measure presented by Resnik et al. [19], which
defines relatedness between two concepts as the Information Content of the most
informative common ancestor. Further, Jiang and Conrath [8], and Lin [11] rely
on this idea. Couto et al. refines with GraSM [3] and DiShIn [4] the similarity
measure of Resnik defining the disjunctive common ancestors of two concepts;
the similarity is defined by the average of the Information Content of all the dis-
junctive common ancestors. The Information Content-based similarity measures
are designed to calculate the similarity between words in a thesaurus; therefore,
they only consider the topology of the taxonomy.
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Annotation-Based Similarity Measures: AnnSim [13] is an annotation-
based similarity measure that determines relatedness of two entities in terms
of the similarity of their annotations. To compute the similarity of annotations,
AnnSim combines properties of path- and topological-based similarity measures
like Dtax and Dice coefficients, and does not consider any additional seman-
tics represented in the corresponding ontology. Contrary to existing approaches,
ColorSim considers semantics as a first-class citizen, and exploits this knowl-
edge during the computation of relatedness between ontology-based annotated
entities.

3 Problem Statement and Contributions

We hypothesize that semantics encoded in ontologies possess valuable informa-
tion that have to be considered to determine relatedness. Our first research goal
addresses the challenges of defining a semantic similarity measure able to differ-
entiate between relationship types and exploit their semantics; then, we plan to
develop a framework that relies on this measure to enhance data mining tasks.
Our research questions (RQ) are the following: (RQ1) What is the improvement
of considering semantics during the computation of similarity between two anno-
tated concepts?; (RQ2) How can semantic similarity measures efficiently scale
up to large datasets and be computed in real-time applications?; and (RQ3)
What is the impact of expressive semantic similarity measures on data mining
tasks, e.g., to discover domain patterns between annotated concepts?.

Existing similarity measures are not able to fully exploit information about
relationship types or their properties. Therefore, our first research goal is to pro-
pose a novel semantic similarity measure. We rely on OWL2 as vocabulary to
describe concepts and relationships, and the axioms that describe their seman-
tics; further, an OWL2 reasoner is assumed to infer implicit facts. Figure 2(a)
presents a taxonomy of relationships in the Gene Ontology (GO). Relationship
taxonomies can refine a neighborhood-based similarity approach assuming that
not only the neighbors of a concept influence in the similarity measure, but also
the relationship type used to infer that this concept is a neighbor. For exam-
ple, if we have four concepts A, B, C, and D, all of them identical in terms
of taxonomy-based similarity, but related through the following relationships:
(i) A part of D; (ii) B negatively regulates D; and (iii) C positively regulates D.
Since negatively regulates and positively regulates are more similar according to
the taxonomy (See Fig. 2(a)), both B and C must be more similar than A and
B, or A and C.

Additionally, existing semantic similarity measures do not take into account
implicit facts. The description of the relationships in the datasets of the Linking
Open Data (LOD) cloud, includes a set of semantic properties specified with
OWL2, e.g., transitivity, reflexivity, ObjectPropertyChain, or symmetry, which
allow the reasoner to infer new implicit relationships between two concepts. To
illustrate, consider the following properties of GO relationships: (i) hasPart is
the inverse of partOf; and (ii) regulates is transitive over partOf by means of
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(a) Relationship Taxonomy (b) GO Ontology Inference Example

Fig. 2. Differences according to the knowledge encoded in GO

an ObjectPropertyChain axiom. Additionally, relationships are transitive over
the is-a relationship in OWL2. Although considering implicit relationships is
a step forward in comparison with the-state-of-the art, this is not enough for
computing accurate values of similarity. We consider that not only the final
inference is relevant to calculate the similarity, but also the followed derivation
route to reach this inference. This route is provided by OWL2 reasoners as a
set of axioms that supports the final inference. Figure 2(b) illustrates implicit
relationships according to the semantics encoded in GO using dashed arrows.
The reasoner infers that A, B, and C negatively regulate E and F. A and B share
the justification, while the justification for C is different. The justification for
A and B is based on the fact that the property negatively regulates is transitive
over the is-a relationship, while the justification for C relies on the transitivity
of negatively regulates. Further, the same implicit relationship may have more
than one justification. For example, the implicit relationship negatively regulates
in Fig. 3(a) can be inferred by applying: (a) transitivity over negatively regulates,
or (b) transitivity over the is-a relationship.

Our second research goal is to provide a framework able to efficiently com-
pute ColorSim on real-time and to scale up to large datasets. Currently, Web
based recommendation systems are based on similarity measures that have to
be calculated in real-time to satisfy users’ requests. Similarity measures used in

(a) Different Justifications (b) Portion of GO

Fig. 3. Examples of implicit facts in GO (dashed arrows)
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this context belong to some of the categories presented in Sect. 2; they can be
calculated in polynomial time. Additionally, link prediction and domain pattern
discovery approaches require accurately computation of similarity measures for
large datasets. Thus, our research will explore different heuristics to efficiently
determine the properties of the implicit and explicit ontology facts, as well as
the combination of this knowledge to decide relatedness.

Finally, our third research goal is the development of graph mining frame-
works that by exploiting our proposed similarity measures will be able to predict
potential novel interactions and patterns. We will focus on the following three
problems in the Life Sciences domain: (1) defining relatedness between seman-
tically annotated surgery procedures [9]; (2) extending the predicting approach
proposed by Palma et al. [14] to suggest new interactions between drugs and
targets; and (3) analyzing and enhancing the quality of computationally inferred
Gene Ontology annotations [21].

4 Proposed Approach and Research Methodology

We aim at enhancing semantic similarity measures with semantics from ontolo-
gies, e.g., relationship types, implicit facts and their corresponding justifications,
and thus, improve tasks of link prediction, pattern discovery, and recommen-
dations. We propose ColorSim, a semantic similarity measure that computes
relatedness between two entities E1 and E2 annotated with ontology terms.
ColorSim assigns values of similarity to E1 and E2 close to 1.0, if their corre-
sponding annotation sets A1 and A2, are highly similar, i.e., similarity depends
on how good is the matching between the annotations in A1 and A2. To com-
pute this matching, sets A1 and A2 are represented as a weighted bipartite graph
WBG = (A1 ∪ A2,WE ), where WE is a set of the weighted edges in the Carte-
sian product of A1 and A2, and an edge weight corresponds to the similarity
between annotations a1 ∈ A1 and a2 ∈ A2 connected by the edge.

The novelty of our approach relies on the computation of the similarity
between a1 and a2. ColorSim considers not only the class hierarchy of the ontol-
ogy to decide the relatedness between a1 and a2, but also takes into account the
explicit and implicit neighbors, the type of the relationships that supports the
inference of these neighbors, and the reasoning processes performed to infer
the implicit facts. To illustrate the impact that considering additional knowl-
edge can have on the computation of the similarity, consider the portion of GO
presented in Fig. 3(b). Although the neighbors of cardiac muscle contraction
and diaphragm contraction are very different either in terms of the taxonomy-
based similarity and based on their justifications, Dtax(cardiac muscle contrac-
tion,diaphragm contraction) is 0.75. Contrary, our similarity measure considers
the semantics encoded in the ontology and detects that these two annotations are
dissimilar, i.e., Sim(cardiac muscle contraction,diaphragm contraction) is equal
to 0.135.

We define for each annotation ai, a set Ri of relationships where ai appears
as subject. Each element in Ri is a quadruple t = (ai, aj , rij , Eij), where rij
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Fig. 4. Neighborhoods of nodes in Fig. 2(b). Solid and dashed arrows represent explicit
and implicit relationships, respectively. Implicit relationships are labelled with the
axioms used to derive the relation.

is a relationship type such that there is an out-going link from ai to aj in the
ontology, and Eij is a set composed of the justifications that support the inference
of rij , whenever rij is an implicit fact. Figure 4 illustrates neighborhoods of
nodes where the same relationships are inferred using different justifications.
Quadruples represent the association between two nodes through an explicit
or implicit relationship, e.g., t1 =(A, E, neg-regulates, {transitive over is-a})
is an example of a quadruple where the relationship neg-regulates is implicit
and inferred by using the axiom transitive over is-a. Based on the knowledge
represented in quadruples, we compute the similarity Sim(a1, a2) as follows:

Sim(a1, a2) =

∑

(t1i,t2j)∈R1 ×R2

Simrelationship(t1i, t2j)

Max(|R1|, |R2|)
where

– R1 and R2 are the relationships sets of a1 and a2, respectively;
– quadruples t1i = (a1, ai, r1i, E1i) and t2j = (a2, aj , r2j , E2j) belong to the

Cartesian product of R1 × R2; and
– Simrelationship(t1i, t2j) is defined as a triangular norm tN4 that combines the

values of similarity of the justifications of r1i, r2j with the taxonomy-based
similarity of t1i and t2j .

The Simrelationship(t1i, t2j) is defined as follows:

Simrelationship(t1i, t2j) = tN (SimD(t1i, t2j),SimjustificationSet(E1i, E2j))

where,

– The taxonomic similarity of t1i and t2j , SimD(t1i, t2j), corresponds to a triangu-
lar norm that combines three taxonomic similarities: Dtax(a1, a2), Dtax(ai, aj),
and Dtax(r1i, r2j); and

– SimjustificationSet(E1i, E2j) is a similarity measure that determines the relat-
edness of the justification sets E1i and E2j based on the similarity of the
justifications in the Cartesian product of E1i and E2j .

4 For this ontology we used the Product TN for Simrelationship and SimD.
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A justification e is described in terms of a set X of axioms used in the
derivation of the corresponding relationship. Formally, the similarity of sets E1i

and E2j is defined as follows:

SimjustificationSet(E1i, E2j) =

∑

(e1i,e2j)∈(E1i ×E2j)

Simjustification(e1i, e2j)

Max(|E1i|, |E2j |)
where,

– Simjustification(e1i, e2j) is defined as the similarity of the sets X1i,X2j of axioms
of e1i, e2j , i.e., Simjustification(e1i, e2j) = SimaxiomSet(X1i,X2j)

– the similarity of two sets of axioms, SimaxiomSet(X1i,X2j), is defined in terms
of the type of the axioms.

Currently, we consider four types of OWL2 axioms: subClassOf, subProper-
tyOf, ObjectPropertyChain, and TransitiveProperty. Further, we provide a differ-
ent definition of similarity for each axiom, and the similarity between different
axioms is 0.0.

Based on the definition of the similarity Sim(a1, a2) between two annota-
tions a1 and a2, we compute the 1-to-1 maximal weighted bipartite graph match-
ing between two sets of annotations. Given two annotation sets A1 and A2,
let MWBG = (A1 ∪ A2,WEr) be the 1-to-1 maximal weighted bipartite graph
matching for a weighted bipartite graph WBG = (A1 ∪A2,WE ), where WEr ⊆
WE, ColorSim on MWBG is as follows:

ColorSim(MWBG) =

∑

(a1,a2)∈WEr

Sim(a1, a2)

Max(|A1|, |A2|)

5 Preliminary Results

We use the CESSM Collaborative Evaluation of GO-based Semantic Similarity
Measures [18] to evaluate ColorSim on a dataset composed of pairs of proteins
from UniProt. These proteins are annotated with GO terms separated into the
GO hierarchies of biological process (BP), molecular function (MF), and cellular
component (CC). GO and UniProt are both from August 2008. CESSM imple-
ments eleven semantic similarity measures; some of them are measures specif-
ically developed for the GO ontology while others are general measures. We
evaluated ColorSim with the provided dataset and compared our results w.r.t.
the other measures and the three gold standards. Figures 5(a) and 5(b) report
the results of ColorSim produced by the CESSM tool. The correlation between
ColorSim and SeqSim is higher than 0.72; its behavior is very similar to simGIC
(GI) [17] and simUI (UI) [6], two similarity measures specific for GO. Table 1
shows the correlations of ColorSin and state-of-the-art measures w.r.t. three gold
standard measures: ECC, Pfam, and SeqSim. ColorSim is the sixth best with
ECC, the first with Pfam, and the fourth with SeqSim. Further, ColorSim is the
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(a) ColorSim and SeqSim Correlation (b) ColorSim and state-of-the-art measures

Fig. 5. Correlation between SeqSim and ColorSim

Table 1. Correlation with three baseline similarity measures: ECC, Pfam, and SeqSim

Similarity GI UI RA RM RB LA LM LB JA JM JB ColorSim

ECC 0.398 0.402 0.302 0.308 0.444 0.304 0.313 0.435 0.193 0.254 0.371 0.369

Pfam 0.455 0.451 0.323 0.263 0.459 0.287 0,206 0.373 0.173 0.165 0.332 0.499

SeqSim 0.774 0.730 0.407 0.303 0.740 0.341 0.254 0.637 0.216 0.235 0.586 0.726

domain-independent measure with the highest correlation. The Pearson’s cor-
relation of ColorSim with SeqSim is 0.726 while the state-of-the-art annotation
similarity measure AnnSim has a correlation of 0.65 with SeqSim in the same
dataset. Both measures rely on the GO annotations to compute similarity. How-
ever, AnnSim is based on Dtax, and it only considers the class hierarchy of the
ontology and may assign high values of similarity to dissimilar proteins which
also have low values of SeqSim. Contrary, ColorSim is able to distinguish the
relationships that relate the neighbors of two annotations and the axioms used
to infer the implicit facts. Thus, ColorSim can assign more accurate values of
similarity and exhibits a better correlation with baseline similarity measures.

6 Evaluation Plan

We will develop an implementation of ColorSim able to efficiently scale up to
large datasets. The evaluation of our approach will be conducted on different
biomedical datasets that represent associations between drugs and targets [2,16],
and genes and GO terms [13]; as well as PO annotated learning objects. We also
plan to enhance the link prediction approach proposed by Palma et al. [14] with
the properties of ColorSim and study the impact that these new features have on
link prediction. Finally, we will extend ColorSim to consider order between the
annotations of two entities; this feature will allow to detect relatedness between
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processes that are described in terms of sequences of annotations. We will use the
dataset of semantically annotated surgery procedures [9] to evaluate the quality
of our approach.

7 Lessons Learned and Conclusions

We proposed a semantic similarity measure aware of relationship types and of
their semantics. Our results show an improvement w.r.t. state-of-the-art mea-
sures, being ColorSim the most correlated generic measure with the gold stan-
dards. However, it is important to highlight that because an OWL2 reasoner
needs to be invoked, the worst scenario of ColorSim is 2NEXP-Time [10]. There-
fore, heuristics are required to compute the justifications of the implicit relation-
ships efficiently. Furthermore, we have observed that in ontologies with a small
number of axioms, the benefits of ColorSim is negligible in comparison to its
computational cost. Thus, we need to develop strategies to detect conditions
that benefit the computation of the implicit relationships and their respective
justifications. The study of these computational issues and the development of
a graph mining framework that exploit the benefits of ColorSim, are part of our
future work.
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9. Katić, D., Wekerle, A.-L., Gärtner, F., Kenngott, H., Müller-Stich, B.P., Dill-
mann, R., Speidel, S.: Knowledge-driven formalization of laparoscopic surgeries
for rule-based intraoperative context-aware assistance. In: Stoyanov, D., Collins,
D.L., Sakuma, I., Abolmaesumi, P., Jannin, P. (eds.) IPCAI 2014. LNCS, vol. 8498,
pp. 158–167. Springer, Heidelberg (2014)

10. Kazakov, Y.: SRIQ and SROIQ are harder than SHOIQ. In: DL 2008 (2008)
11. Lin, D.: An information-theoretic definition of similarity. In: ICML, vol. 98 (1998)
12. Page, L., Brin, S., Motwani, R., Winograd, T.: The PageRank citation ranking:

Bringing order to the web (1999)
13. Palma, G., Vidal, M.-E., Haag, E., Raschid, L., Thor, A.: Measuring relatedness

between scientific entities in annotation datasets. In: Proceedings of the Inter-
national Conference on Bioinformatics, Computational Biology and Biomedical
Informatics (2013)

14. Palma, G., Vidal, M.-E., Raschid, L.: Drug-target interaction prediction using
semantic similarity and edge partitioning. In: Mika, P., Tudorache, T., Bernstein,
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Abstract. Ontology matching is the process of finding correspondence
between heterogeneous ontologies and consequently support semantic
interoperability between different information systems. Using contextual
information relative to the ontologies being matched is referred to as
context-based ontology matching and is considered one promising direc-
tion of improving the matching performance. This PhD investigates how
such contextual information, often residing in disparate sources and rep-
resented by different formats, can be optimally represented to ontology
matching systems and how these systems best can employ this context to
produce accurate and correct correspondences. Currently we are inves-
tigating how the international e-Document standard Universal Business
Language from the transport logistics domain can provide useful context
when matching domain ontologies for this particular domain. Early eval-
uation tests and analysis of the results suggest that the current version
of the Universal Business Language ontology does not impact on the
matching results and that further reconfiguration and enhancements are
needed.

1 Introduction

The use of external context as input to identifying correspondence between het-
erogenous ontologies is seen as a promising approach within ontology matching
[1,2] and is referred to as context-based ontology matching. When two ontologies
are to be matched, they often lack a common ground on which comparisons can
be based. In context-based ontology matching the intention is to establish such
a common ground using the relations between the ontologies being matched and
their environment represented by external resources [3].

Often the external resources are represented by formal or less formal ontolo-
gies [4,5] or other sources of context. However, the quality of the external sources
varies [6], something which threatens the validity of the identified alignments.
Moreover, even if the application of semantic technologies is mature in some
domains the use of semantic technologies is still limited in many other domains
and formalized context is difficult to come by. A survey among ontology match-
ing practitioners [2] states that integration of domain knowledge into alignment
techniques is a significant challenge. Hence, investigation of other and reliable
sources of context as well as improved techniques for exploiting such context is
required.
c© Springer International Publishing Switzerland 2015
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e-Documents standards specify through message specifications (including
XSD schemas), business process descriptions, narratives, instance data and other
material how information should be exchanged electronically.

Our approach is to identify appropriate methods for transforming such con-
textual information into a more formal representation, investigate how it can be
optimally employed by ontology matchers, and evaluate its impact on the ontology
matching process. e-Document standards is selected as a case based on their inher-
ent qualities (presumably quality assured and sustainable information, mixture of
domain-specific and more generic information elements, a combination of struc-
tured and unstructured formats, and the availability of proper instance data).

2 State of the Art

2.1 Context-Based Ontology Matching

Ontology matching is the process of identifying correspondences (alignments)
between heterogeneous ontologies that enable the information systems applying
the ontologies to interpret data being communicated among them. Euzenat and
Shvaiko [3] distinguishes between element-level techniques and structure-level tech-
niques. Element-level techniques focuses on the ontology entities (or instances of
them) themselveswhile disregarding their relationswith other entities (or instances
of them). Examples of such techniques are string-based similarity measures (which
might identify correspondences based on name similarity), language-based tech-
niques (e.g. using NLP and lexical resources to capture conceptual similarity and
hence correspondence between entities not necessarily having the same name) and
informal- or formal resource-based techniques which employs external sources,
either formal ones such as ontologies or informal sources such as web sites or docu-
ments, to improve the matching operation. Structure-level techniques on the other
hand analyze how entities (or their instances) appear together in a structure. Some
examples of structure-level techniques are graph-based techniques (such as the
use of graph algorithms to identify similar neighboring entities and relations and
thereby calculate correspondence),model-based techniques (e.g. the use of descrip-
tion logic reasoning in order to identify correspondence on the basis of semantic
interpretation) and instance-based techniques (for example using statistical meth-
ods to compare sets of class instances to identify correspondence between these
classes).

Context-based ontology matching uses external resources in order to help
establish a common ground (contextualization) between the ontologies to be
matched and is considered a promising approach [1,2]. These external resources
can be formal or informal. Formal resources are typically ontological structures
using a formal language such as OWL or RDF. Different levels of ontologi-
cal structures have previously been applied to aid the ontology matching task,
including the use of upper-level ontologies [4], a combination of many ontolo-
gies [5], use of less formal resources such as WordNet [7], and use of informal
resources such as web sites to identify correspondences [8].
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According to [9] the use of external context can be categorized into three use
cases: (i) using the external context as a reference (e.g. using linguistic resources
to find synonyms that can help establish similarity among entities), (ii) as an
oracle (i.e. replacing the human expert when validating suggested alignments
from the matching operation by querying external background knowledge) or
(iii) as a mediator (i.e. mapping entities from the source and target ontologies
to an intermediate ontology and thereby identify correspondence).

2.2 e-Document Standards

Useful contextual information resides in e-Document standards (a.k.a. business
document standards or e-business standards) and associated material. Although
this work initially focuses on standards related to the transport logistics domain
similar standards developed using similar processes and in close cooperation
between standards developing organizations and domain experts exist in other
domains. Some examples are general trade [10,11], public and private procure-
ment [12], food and agriculture [13], manufacturing, and consumer electronics.
So even though the focus initially is on a specific domain, the approach should
be generalizable to other domains also.

In the work so far we have focused on OASIS UBL (Universal Business Lan-
guage). UBL is an OASIS standard providing a library of e-Documents and
information elements for the procurement and transport logistics domains. In
the most recent version of the standard (version 2.1) the library consists of 698
classes (elements) with attributes and associations, encompassing both domain
specific and more generic elements. The entire library is represented in XSD
schemas.

Figure 1, which represents an excerpt from the UBL library, exemplifies some
of the possible context data available in the XSD schemas. In this particular
example, which have been compressed for the sake of brevity, we see the Trans-
portMeans complex type, the element JourneyID, which represents a property
of TransportMeans (denoted by the cbc prefix) and the element OwnerParty,
which represents an association from TransportMeans (denoted by the cac pre-
fix). In addition to the hierarchical structure the schema also includes element
definitions, alternative business terms, cardinalities, and data type definition.

Besides the data represented by the XSD schemas, the standard provides
XML instances for all e-Documents included in the standards, offering an oppor-
tunity to apply instance-based matching techniques.

3 Problem Statement and Contributions

The use of contextual information is claimed to improve ontology matching opera-
tions and many state of the art ontology matchers utilize different types of external
sources as support in their matching operations. A preliminary literature review
suggests that few research endeavors have focused on identifying exactly which
features are attractive w.r.t. expressing context and how these features should
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Fig. 1. Relevant information from the UBL XSD schema

be optimally represented or modeled in order to support the matching process.
Furthermore, the ontology matching systems are apparently very often targeting
the (bio) medical domain, and although some of them also performs well in other
tracks of the OAEI benchmark campaign, preliminary analysis suggest that their
performance, and the underlying matching strategies, are to some degree domain
dependent (see preliminary evaluation results in Sect. 6.2).

On this basis we have devised the following research questions:

RQ1: Which external sources of context can positively impact on the ontology
matching performance?

RQ2: How should this external context be modeled in order to maximize its
exploitation potential in ontology matching?

RQ3: Which ontology matching strategies are best suited for exploiting such
context?

4 Research Approach

The approach in this PhD can be best characterized as a mixed-strategy design
[14]. On the one hand we follow a fixed design introducing an experimental strat-
egy where we measure the effect of manipulating the variables involved, evaluate
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the effect of this manipulation, and analyze why the result became as it did. On
the other hand we use a flexible design in the sense that the overall process is
highly exploratory and that we in the end seek to establish some theories describ-
ing why this happened given the available data and the processing performed on
them. The e-Document standards represents a case study, and presumingly these
standards possess context that can positively contribute to improved ontology
matching results. But this is also influenced by how the context data is processed
by the ontology matchers (and the choice of algorithms employed).

The experimental strategy followed is illustrated in Fig. 2. The contextual
information source is transformed to a formal representation. Using this formal
representation as background knowledge, the experiment takes two ontologies
as input and identifies correspondences among them using an ontology matcher.
The resulting alignment from the matching operation is compared against a ref-
erence alignment holding the “true” set of correspondences among the ontologies
and evaluated on the basis of commonly accepted metrics (precision, recall and
F-measure). The evaluation results are then analyzed and if required the external
context and/or the ontology matcher is reconfigured before the next iteration in
the experiment cycle.

Transform contextual 
information to formal 

representation

Match ontologies using 
formal representation as 
background knowledge

Evaluate matching 
performance

Analyse results w.r.t. 
contextual information and 

matching strategy

information representation

strategy

Fig. 2. Overall process

5 Preliminary Results

An initial development following the approach described in the previous chapter
has been performed. The following developments are basically prerequisites for
further investigation of the research questions defined in Sect. 3.

1. Transform contextual information to formal representation: XSLT
(eXtensible Stylesheet Language Transformation) was used to transform data
from UBL XSD schemas to an OWL ontology. This work extends the generic
xsd2owl method [15] to fit with the characteristics of the UBL standard as
well as other relevant e-Document standards in order to be generalizable to
other settings.
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2. Match ontologies using formal representation (background know-
ledge): The resulting OWL ontology from the previous step was used as
background knowledge to support the ontology matching using an existing
ontology matching system. In this initial setup we used the AgreementMak-
erLight (AML) ontology matcher [16,17].

3. Evaluate matching performance and analyse results: We manually
developed a reference alignment holding the correct set of correspondences
between the ontologies to be matched. This reference alignment was used as
a baseline to compare the alignment from the ontology matching operation
against. Currently this reference alignment is developed by the author and must
be validated by domain experts. The evaluation measures used were precision,
recall and F-measure (see Sect. 6 for more details about the evaluation).

Before reaching the next steps in the experiment cycle (Reconfigure contex-
tual information representation and Reconfigure matching strategy) described
in Sect. 4 a careful analysis of the evaluation scores must be conducted. This
analysis must encompass an examination of the AML (and possibly other can-
didate ontology matchers) and how this matcher treats contextual information,
the suitability (heterogeneity) of the to-be-matched ontologies, a verification of
the correctness of the reference alignment, and an analysis of the UBL ontology
and how this potentially could be enriched with additional semantics as well as
data from supplementary material associated with the UBL 2.1 standard.

The generated UBL ontology is quite large, counting 1338 classes, 821 object
properties and 1314 data properties. In addition to these declarations the ontology
contains the following axioms: Sub Class, Object Property Domain, Object Prop-
erty Range, Data Property Domain, Data Property Range, Functional Object
Properties, and Functional Data Properties.

Figures 3, 4 and 5 shows the structures used by the three involved ontologies
for describing the means of transport used in a transport logistics operation. As
can be seen the structures are quite similar (as perceived by humans), but the
naming conventions differ.

A difference between the generated UBL ontology and the other two is that
while the Common Framework and LogiCO ontologies use sub class relations
between classes, the relations between these entities in the UBL ontology are
represented as object properties (as indicated by the dotted associations). As
the UBL XSD schemas do not differentiate between associations representing
what conceptually could be interpreted as sub classes (e.g. that MaritimeTrans-
portMeans could be a sub class of TransportMeans) and other associations (e.g.
that there is an association from TransportMeans to the MeasurementDimension
element that enable a specification of the dimensions of the TransportMeans) we
have treated these associations as object properties rather than identified those
that are true sub class relations.

6 Preliminary Evaluation

Two ontologies from the transport logistics domain is being matched using an
open source ontology matching system. The matching is performed both on
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Fig. 3. Vehicle structure in the Com-
mon Framework ontology

Fig. 4. Means of transport structure
in the LogiCO ontology

Fig. 5. Transport means structure in the UBL ontology

classes and properties, but only equivalence correspondences are identified. The
ontologies to be matched are the LogiCO ontology [18] and the Common Frame-
work ontology. The LogiCO ontology contains 153 classes, 96 properties and 14
individuals. The Common Framework ontology contains 331 classes, 283 proper-
ties and 1384 individuals. The Common Framework ontology imports the PRO-
TON upper-layer ontology [19] for modeling generic concepts while LogiCO relies
on DOLCE+DNS Ultralite [20].

In this first evaluation we are using the AgreementMakerLight ontology
matching system. Although AML is primarily focused on matching ontologies
for the biomedical domain it was chosen as an evaluation testbed since it spe-
cializes in the use of background knowledge, it is easy to reconfigure and extend,
and has received top scores in the latest OAEI benchmarks which also includes
matching ontologies outside of the biomedical domain [21].

6.1 Evaluation Scenarios

The following evaluation scenarios are run:

1. A comparative evaluation of one ontology matching operation including
the two ontologies where one run is using the constructed ontology from
e-Document standards and the other run is performed without any context
information

2. A comparative evaluation of one ontology matching operation including the
two evaluation ontologies using other sources of contextual information (e.g.
WordNet)

The evaluation measures applied are precision, recall and F-measure. Precision
measures the ratio of correctly found correspondences over the total number of
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found correspondences. Recall measures the ratio of correctly found correspon-
dences over the total number of expected correspondences. F-measure represents
the harmonic mean of precision and recall and balances the importance of the
other two evaluation measures [3].

6.2 Preliminary Evaluation Results

With a very limited verification of the UBL ontology and the reference alignment,
the first evaluation run showed, as illustrated in Fig. 6, that when matching
the two ontologies with no background knowledge using the default confidence
level of 0.6 the precision was 77.1 %, the recall 57 % and the F-measure 66 %.
The confidence level basically states that the ontology matcher trusts with 60 %
certainty or above that the identified correspondence is correct.

When matching also the properties, this significantly decreased the scores
with a precision of only 6.2 %, a recall of 57.1 % and an F-measure of 11.2 %.
The highest scores were achieved when tuning the confidence degree from the
default .6 to .9. When matching classes only this yielded a precision of 100 %, a
recall of 52.4 % and an F-measure of 68.8 %.

When using the current version of the UBL ontology as background knowl-
edge this did not influence the results at all, leaving the precision, recall and
F-measure measures as they were when no background knowledge was employed.
This was the case regardless of confidence level setting.

We also made an attempt using WordNet as contextual support in order to
see how this compared to using the UBL ontology as background knowledge.
When matching only the classes this produced the same scores as with the UBL
ontology. When including the properties this actually lowered the scores resulting
in a precision of 10.7 %, a recall of 33.9 % and an F-measure of 16.3 %.

These results indicatively show that the classes of the two ontologies are to
some extent homogeneous, but that the properties of the two ontologies are very
differently structured and named. Examining the resulting alignment from the
matching operation manually we see that all identified correspondences are all
exact string matches (e.g. ‘Train’ = ‘Train’), while other (humanly) intuitive cor-
respondences (e.g. ‘CoordinateSystemName’ vs. ‘GeoCoordinateSystem’) have

Fig. 6. Preliminary evaluation scores
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not been captured by the matching system. Another observation is that the
entities imported from the upper-layer ontologies being used (DOLCE+DNS
Ultralite in the LogiCO ontology and PROTON in Common Framework ontol-
ogy) are correctly matched. These entities are typically generic elements such as
‘object’ and ’event’.

When examining the three ontologies more in-depth we observe that if the
ontology matching had utilized the object properties of the UBL ontology as
anchors and from this derived that two classes using the same object property
as anchors corresponds to each other the results could improve. An example of
this is the ‘TransportMeans’ entity in the LogiCO ontology vs the ‘Vehicle’ entity
in the Common Framework ontology (see Figs. 3, 4 and 5). The UBL ontology,
similar to the LogiCO ontology, specifies the ‘TransportMeans’ class. In the UBL
ontology this class has an object property ‘hasAirTransport’. The range of this
object property is the class ‘AirTransport’. Further this ‘AirTransport’ class has
an object property called ‘hasAircraftID’. In the Common Framework ontology
there is a class ‘Aircraft’ which is a sub class to ‘Vehicle’. It should be possible
to derive a correspondence between the ‘Aircraft’ class in the Common Frame-
work ontology and the ‘hasAircraftID’ object property in the UBL ontology
and hence that ‘Vehicle’ corresponds to ‘TransportMeans’ in the UBL ontology.
Following this trail a correspondence between ‘Vehicle’ in the Common Frame-
work ontology and ‘TransportMeans’ in the LogiCO ontology could be deduced.

Being preliminary work there are some obvious threats to both validity and
reliability. We need to investigate more in-depth the matching techniques used by
the matching system and possibly investigate how different techniques perform
with the current setup. Further, the reference alignment should be more thor-
oughly assessed by domain expertise from the transport logistics domain. Such
an assessment is planned, but not performed yet. Last but not least, the UBL
ontology requires further validation and enrichment in order to make sure that
the domain knowledge possessed by the standard is appropriately maintained in
full scale. Primary candidate enhancements are to include the element definitions
from the UBL XSD schemas (see Fig. 1 depicting among other things the element
definitions) and instance data to see how this affects the evaluation scores.

7 Conclusions and Future Work

This PhD investigates how contextual information, often residing in disparate
sources and represented by different formats, can be optimally represented to
ontology matching systems and how these systems best can exploit this con-
text to produce accurate and correct alignments. Using the Universal Business
Language as a case, we have investigated how international e-Document stan-
dards in the transport logistics domain can provide background knowledge to
support the matching of domain ontologies for this particular domain. The cur-
rent developments include prerequisite artifacts required for performing the rest
of the study. Early evaluation tests involving two ontologies from the transport
logistics domain suggest that using the current version of the generated UBL
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ontology as background knowledge does not influence the matching performance
and that several reconfigurations and enhancements are required. However, man-
ual analysis of the two ontologies being matched and the developed UBL ontology
suggest that the UBL standard can provide useful context to support a match-
ing between the two transport logistics ontologies. Further work include a deeper
analysis of the evaluation results, domain expertise assessment of the UBL ontol-
ogy developed and the reference alignment, a more in-depth investigation of the
ontology matcher being used in the evaluation and enriching the UBL ontology
using additional contextual information from the UBL standard.
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Abstract. Microblogging services such as Twitter allow users to express their
feelings and views in real-time through microposts. This provides a wealth of
information both collectively and individually that can be effectively mined
so as to facilitate personalization, recommendation and customized search.
A fundamental task with this respect would be to extract users’ interests. This
has been mainly done using probabilistic models that rely on measures such as
frequency of co-occurrence of important phrases, which forgoes the underlying
semantics of the phrases in favor of highlighting the role of syntactical repetition
of content. Some recent works have considered the role of semantics by using
knowledge bases such as DBPedia and Freebase. However, they limit the topics
of interest to be a set of individual concepts extracted from the microposts in
isolation, i.e. without considering the relationships of the microposts to each
other or to other users. This proposal seeks to further build on these works by
introducing a definition of topical interest, which enables the identification of
more specific and semantically complex topics involving multiple interrelated
concepts. Based on this definition, methods will be introduced for the detection
of both explicitly observed and implicitly implied user interests, in addition to
the identification of user interest shifts based on the temporal clues.

Keywords: #eswcphd2015zarrinkalam � User interest detection � Microblog-
ging service � Semantics-enabled

1 Introduction

With the emergence and the growing popularity of microblogging services like Twitter,
many users extensively use microposts to express their feelings and views about dif-
ferent topics. This has made microblogging services a source of implicit and explicit
information for user interest identification [1, 2]. This has the potential to contribute to
different application areas such as filtering twitter streams [3, 4], news recommendation
[5] and user community identification [6], among others.

When processing microposts for the identification and extraction of user interests,
traditional keyword-based methods, which are often proposed for processing formal
and large documents, are less effective on microposts, due to the short length, noisiness
and informality of the content [7, 8]. A potential approach for addressing these issues is
to consider the underlying semantics of microposts. To this end, recent works have
proposed to utilize external knowledge bases (such as DBpedia) to link the terms in
the microposts to the relevant concepts described in those knowledge bases. Since these
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knowledge bases represent the concepts and their relationships, these links provide a
way of inferring underlying semantics of the microposts [8–10]. We intend to further
build on this approach. The following example provides the basis for this proposal as it
distinguishes its contributions from the state of the art.

Motivating Example. Each February, Tim Hortons, a well-known Canadian chain
restaurant holds a campaign called Roll Up the Rim to Win. A customer can try his luck
by buying a paper cup of coffee and unrolling the rim of the cup after finishing his
drink, to determine whether he has won a prize, where the greatest one is a Toyota
Camry. During the time when the campaign is being held, many users tweet about this
event. These tweets contain terms for which a related DBpedia concept, e.g. Tim
Hortons, Toyota Camry, Roll Up and Coffee, can be identified. These DBpedia con-
cepts can be used to provide semantic information for the corresponding tweets. It is
easy to see that a meaningful topic of interest for this example needs to be constructed
using a collection of concepts. However, existing works usually represent each interest
using one single concept. Therefore, two DBpedia concepts Tim Hortons and Toyota
Camry are considered as two distinct interests. In other words, these approaches cannot
infer that a user is interested in a more specific topic, which is actually a combination of
multiple related concepts. Further, they often confine users’ interests to a set of pre-
defined concepts (e.g. a subset of DBpedia concepts) and therefore interests to recent
events such as Tim Hortons campaign that are not among that set cannot be discovered
on the fly.

This proposal will address these shortcomings by proposing a framework that
considers the semantics of microposts with due consideration given to social network
structure and the temporal aspects of social content. Our framework is composed of
three main components: (1) The extraction of the so-called topics in a given time
interval, which are built through conjunction of multiple semantic concepts. For
instance, during the February, conjunction of DBpedia concepts Tim Hortons, Toyota
Camry, Roll Up and Coffee might be considered to be a topic of interest. (2) Interest
detection for each individual user as it pertains to the extracted topics, whether it be
explicitly observed or implicitly implied; (3) The temporal modeling of each user’s
interest shifts with regards to extracted topics.

The rest of the proposal is organized as follows. Section 2 briefly reviews the
related work. The problem statement and contributions are presented in Sect. 3, and the
proposed approach is introduced in Sect. 4. Section 5 outlines an evaluation plan, and
finally, Sect. 6 concludes the proposal.

2 Background Literature

There are three different types of information available on social networks, which have
been used in the literature for extracting user interests: (1) User-generated textual
contents, such as Twitter posts (content-based), (2) Social network structure that shows
the relationships between users (network structure-based), and (3) Temporal factors
that represent the dynamic nature of user interests (temporal).
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2.1 Content-Based Approaches

There are different approaches for extracting users’ interest through the analysis of the
user generated textual content. In the Bag of Words approach, users’ interests are
represented as a set of terms extracted from the users’ contents [2, 11, 12]. For example,
Yang et al. [11] have used a weighted term vector for modeling user interests, and
applied cosine similarity for measuring the similarity of users.

Topic Modeling approach provides a probabilistic model for the term frequency
occurrences in documents of a given corpus. As a matter of fact this approach forms
topics by extracting groups of co-occurring terms and views each document as a
mixture of various topics [13]. Latent Dirichlet Allocation (LDA), as a well-known
topic modeling method, is frequently used for interest detection [14–16]. For example,
Weng et al. [16] have created a single document from the collection of a user’s tweets,
and then have discovered the topics by running LDA over this document.

Since the Bag of Words and Topic Model approaches focus on terms without con-
sidering their semantic and the relationship between them, they cannot utilize underlying
semantics of textual content. Furthermore, these approaches assume that a single doc-
ument contains rich information, as a result they may not perform so well on short, noisy
and informal texts like twitter posts [7–9]. To address these issues, there is another line
of work for extracting user interests from microposts through representing user interests
as a Bag of Concepts. Usually, external knowledge bases such as DBpedia/Wikipedia,
Freebase and Yago are used as a source for extracting the candidate concepts. Since
these knowledge bases represent the concepts and their relationships, they provide a way
of inferring underlying semantics of the content [8–10]. For example, Michelson and
Macskassy [8] have proposed Twopics which first extracts a set of Wikipedia entities
from a user’s tweets and then identifies the high-level interests of the user by traversing
and analyzing the Wikipedia categories of the extracted entities. Kapanipathi et al. [3]
have modeled users’ interests by annotating their tweets with DBPedia concepts, and
have used these annotations to filter tweets based on the users’ interests. Abel et al. [17]
have proposed to enrich twitter messages by linking them to related news articles and
then extracting the entities mentioned in the enriched messages as the users’ interests.
Kapanipathi et al. [9] have introduced two kinds of interests for a user: (1) weighted
primitive interests, which is bag of concepts extracted from the entities mentioned in the
user’s tweets and (2) implicit interests extracted by mapping primitive interests to
Wikipedia category hierarchy using a spreading activation algorithm.

2.2 Network Structure-Based Approaches

The social connections of the users are another kind of information that can be used for
user interest extraction from social networks [4, 14, 19, 20]. The social connections are
usually modeled as a graph in which nodes are users and edges represent their con-
nections. Theory of Homophily [18] is followed by most of the works in this category
and it refers to the tendency of users to connect to users with common interests or
preferences. For example, Mislove et al. [19] have used this theory to infer missing
information and interests of a user based on the information provided by her neighbors.
Pennacchiotti et al. [4] have extracted the interests of a user by using tweets of the
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neighboring users in addition to her own tweets. Wang et al. [14] have extended the
Homophily theory by proposing a specific link structure assumption under which local
link structures between two nodes are consi-dered to be an indicator of node similarity.
For example, if two users share many followers, they are likely to be similar in terms of
topical interests.

2.3 Temporal Approaches

Temporal aspects are also considered in some works to infer user interests from social
networks [1, 5, 21]. For example Abel et al. [5, 21] have shown that a user’s interests
change over time and are influenced by public trends. They have modeled user inter-
ests in a given timestamp as a set of weighted concepts which are entities or hashtags
extracted from the user’s tweets in that timestamp. For calculating the weight of each
concept, the tweets with shorter temporal distance to the given timestamp are assigned
greater weight since they are considered to be more important. The authors have also
shown that considering temporal dynamics of the user interests can improve the per-
formance of a personalized news recommender system.

2.4 Discussion

Several interesting works have been performed on extracting users’ topical interests
from microbloging services. However, the current works struggle with at least one of
the following limitations:

• In most studies [1–3, 5, 8–10, 14, 17], each topic of interest is considered to be
represented by a single concept. Therefore, it is not possible to infer more specific
topics which are only expressible by combining multiple related concepts. Using
these approaches, for instance, given a tweet “Tim Hortons RRRoll Up Replay
Game: Tim Hortons RRRoll Up Replay Game Prizes: (1): 2015 Toyota Camry
XSE”, may identify Tim Hortons and Toyota Camry as two distinct topics. The user
might not be too interested in Toyota Camry as a general topic, but is rather
interested in a campaign which includes Toyota Camry and Tim Hortons together.

• In most studies [1, 3, 5, 8–10, 14, 17], semantic topics of interest are confined to a
set of predefined concepts, e.g. only Wikipedia categories, and it is not possible to
identify emerging topical interests which are not yet in this predefined initial set.
For instance, when an event like Tim Hortons campaign appears for the first time, it
might rapidly show itself as a topic in the tweets just after a few minutes, but can
take much longer to have a Wikipedia page created for it.

• Most of the current works [1, 3, 8–10, 14] do not consider the context of the
microposts to extract users’ interests. In other words, these works overlook the fact
that users usually make an implicit assumption that the readers are aware of the
context in which the post is being made. So, understanding the underlying
semantics of a post may require consideration of the relationships of posts to each
other or to other users. For example, a user might have replied to many tweets
related to Tim Hortons campaign, without mentioning any of the buzzwords.
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• There are some works that consider the temporal aspects for identification of the
users’ interests [1, 5, 21]. However, they generally do not take into account
identification of the user’s interest shifts during time, while this is valuable and it
can provide valuable insight about the evolution of the users’ behavior and
distinguishing between his short-term and long-term interests. For instance,
knowledge about the interest shifts makes it possible to distinguish between a
community of users who show interest in Tim Hortons only each February
during the campaign and a community of users who follow this topic throughout
the year.

3 Problem Statement and Contributions

This proposal seeks to address the limitations discussed in the previous section by
proposing a framework that views the content of a social network as a temporal graph.
This graph is composed of three heterogeneous vertice types representing (i) individual
users, (ii) social contents such as microposts, and (iii) semantic concepts. More spe-
cifically, this proposal pursues the following three main contributions:

• We propose to model user interests through a collection of topical interest. We
consider each topical interest a conjunction of several coherent semantic concepts.
To globally identify so-called topics in a given time interval from the social
network graph as defined in Sect. 4.1, a concept graph is built in which the
vertices represent the semantic concepts extracted from the microposts published
in that interval, and the edges indicate semantic relatedness between each two
concepts (Sect. 4.2). Each topic is considered to be a cluster in this graph which
includes a set of sufficiently related concepts in that time interval. This has the
added benefit that each detected interest does not necessarily need to be from
amongst a set of predefined concepts, and also, it makes it possible to define
semantically complex topics which involve multiple concepts as opposed to single
terms or concepts;

• We view a specific user’s interests as a set of topics identified from the social
network. This set includes explicitly observed interests of the user and also the
implicitly implied interests. For a user, the explicit interests are identified from the
concepts he has explicitly mentioned in his microposts, with due consideration
given to the relationships of microposts to each other or to other users. The implicit
interests are the topics that the user is expected to be interested in, and these topics
are identified based on the interests of the communities the user is a member of. The
proposed framework includes a component for identifying these communities, and
based on the identified communities, the implicit interests of the users are
determined.

• We further postulate that a user’s topical interests can differ and/or evolve based on
different time intervals, which refer to as user interest shift. We will propose
methods that will be able to accurately model and predict user interest shifts.
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4 Proposed Approach

This section describes the underlying representation model of the proposed framework,
along with its technical contributions.

4.1 Representation Model

The proposed framework is designed around viewing the data of a microbloging ser-
vice as a heterogeneous graph with three types of vertices: (1) User vertices repre-
senting the individual users. (2) Content vertices representing the contents published by
the users. (3) Concept vertices representing the underlying semantics of social contents.
Further, the edges of the graph include instances of the different types of relationships
between the users, social contents and concepts. It is important to note that in the model
not only vertices of the same type can be interconnected, but also different vertices
types can be connected to each other.

For instance, in the case of Twitter, as shown in Fig. 1, content vertices include the
tweets and the Web pages mentioned in each tweet. Concept vertices can be DBpedia
concepts that can be derived directly from the tweets or indirectly from the content of
the Web pages mentioned in the tweets. Furthermore, some relationships that can be
used include: Follow relation between two users, relation between a user and the tweets
she has made or retweeted or marked as ‘Favorite’, relation between a tweet and the
Web pages linked in the tweet, relation between a tweet and the concepts associated
with that tweet and others.

The amount of information shown in the network graph of Fig. 1 is readily
available in Microblogging services, except for the concept vertices and their asso-
ciated relationships. These concepts can be extracted using existing systems such as
TAGME [22] and DBpedia Spotlight [23] which can be used to annotate a textual
content with the resources in Wikipedia/DBpedia. For example, for a given tweet
“Tim Hortons roll up the rim abuses my love for coffee AND gambling”, DBpedia
Spotlight identifies three links to DBpedia: Tim Hortons is linked to the DBpedia
concept represented in “http://dbpedia.org/resource/Tim_Hortons”; Coffee is linked to
“http://dbpedia.org/page/Coffee” and Gambling is linked to “http://dbpedia.org/page/
Gambling”. The weighted edges between any two concept vertices represent the
semantic relatedness of those concepts. This relatedness value generally, not in a
specific time interval, can be computed using a Wikipedia-based measure, which for
instance computes the relatedness by link structure analysis techniques over wiki-
pedia pages.

To consider the fact that the user interests are not static and they change over time,
it is required to represent the network graph as a temporal graph. We will use one of the
existing techniques [24, 25] which enable efficient storage and retrieval of temporal
graphs and allow retrieving specific snapshots of the network graph. In our proposed
approach, time is divided into fixed length intervals and a snapshot of the network
graph is retrieved for each time interval [tk-1, tk]. This snapshot includes the users of the
social network at time tk, the contents added to the network during the corresponding
time interval, and the concepts associated with these contents.
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4.2 Concrete Contributions

The proposed framework includes three main contributions which rely on the foun-
dations of the representation model described above. Next, these contributions are
described.

Complex Semantic Topic Extraction. The goal of this component is to identify the
so-called topics, which are modeled by clusters of concepts that are interrelated on the
network graph (shown in Fig. 2). To identify these topics for each time interval, it is
required to measure the semantic relatedness of the identified concepts in that time
interval. Since the semantic relatedness between two concepts changes over time [26],
by relying only on the static nature of knowledge bases like DBpedia it is not possible
to consider the temporal issues effectively. For instance, computing the relatedness of
Tim Hortons and Toyota Camry based on DBpedia link structure analysis results in the
same small value both in February and August. But these concepts may appear so
frequently in the users’ microposts in February, due to the Tim Hortones campaign.

There are some works that seek to address temporal issues by utilizing the
dynamics of the social network for computing relatedness of the concepts in a timely
manner [26, 27]. However, they compute the relatedness of two concepts in a specific
time interval only based on the co-occurrence of those concepts in the microposts
published in that time interval. In contrast, we are seeking to provide improvement over
these works by considering valuable information reflected in the 3-layer representation
model of the network graph. A potential method is discussed as follows.

The relatedness of two concepts C1 and C2 at a given time interval can be cal-
culated based on how similar are the content vertices associated with C1 to the content
vertices associated with C2. Following the idea of SimRank measure [28], similarity of
two content vertices C1’ and C2’ can then be computed based on the similarity of the
content (user) vertices associated with C1’ to the content (user) vertices associated with
C2’. Likewise, similarity of the user vertices can be computed based on the similarity
of their associated users and contents.

The overall relatedness of two concepts in a time interval can therefore be com-
puted as a weighted sum of two relatedness values, i.e. the temporal relatedness
computed by the method described in the previous paragraph, and the static DBpe-
dia-based relatedness. The weight values are expected to be obtained experimentally.

Fig. 1. Representation model
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The computed relatedness values of the concepts are added to the network graph
corresponding to a given time interval, in terms of weighted edges between the con-
cepts. Finally, as illustrated in Fig. 2, the topics are determined by applying a graph-
based clustering method on the resulting weighted graph.

User Interest Detection. After the topics are identified and modeled from the network
graph, individual user’s interests are modeled as a function of the identified topics. Our
goal is to identify both explicitly expressed interests and also implicitly inferred
interests of each user. To identify explicitly observed interests, we would need to
measure the interest of each user against each topic of interest based on the content
vertices associated with that user. The basic idea is that the more frequently the con-
cepts of a topic are mentioned in the contents of a user, the more interested the user
may be in that topic. We are going to augment this idea with using context information
of the user contents. For instance, it is possible that a user has replied to a tweet which
is much related to Tim Hortons campaign, but the reply itself does not mention any of
the concepts associated with this topic. The simple idea mentioned above is unable to
see the fact that the reply tweet is also related to that topic, and therefore does not
notice the user’s interest in the topic.

In order to identify implicitly inferred relations of users to identified topics, it is
interesting to extract user-topic communities. As illustrated in Fig. 3, each of these
communities include the largest set of mutually similar-enough topics along with the
users interested in those topics. To identify these communities, we would need to
measure the similarity between each pair of topics. This can be performed by measuring
similarity of each topic to a set of predefined high-level topics that can be extracted
from existing knowledge bases (e.g. the high-level DBPedia categories). Having the
user-topic communities created, the implicitly implied interests of a user can be
determined as the topics belonging to the communities in which the user resides in.

Interest Shift Detection. In order to address the interest shift aspect of user interest
detection, the identified interests of a user in several consecutive time intervals are
monitored. This helps in differentiating between the short-term and the long-term
interests of the user. Further, by considering similarity and relatedness of the topic of
interests of a user in different intervals, it is possible to model the evolution of the
user’s behaviour over different topics, i.e. how his interests are attenuated against some
topics and focused on some other ones.

Fig. 2. Topic extraction Fig. 3. User-topic communities
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One possible way of analyzing interest shift of a user, is port his topics of interest
for different time intervals to a set of points in the 2D space. Knowing that a user is
interested in a set of m topics Tk at time interval k, and a set of n topics Tk+1 at time
interval k+1, it is possible to build a matrix m×n representing distances between each
pair of topics (Ti, Tj) where Ti ∈ Tk and Tj ∈ Tk+1. This matrix can be computed based
on using our topic similarity measure introduced in the previous section. The distance
matrix can then be transformed to a set of points in the 2D space, using Multidi-
mensional Scaling (MDS) methods. Having the topics of interests ported to the 2D
space, it is possible to devise algorithms for identifying user interest shifts by com-
paring the position of the user’s topics of interest in different time intervals.

5 Evaluation Plan

In order to evaluate the proposed methods, we need to first collect a dataset of real-
world social network users. Due to widespread use of Twitter and accessibility of its
data, a dataset will be created using Twitter data. Since our method is designed to
provide improvement over Bag of Concepts approach, we are going to compare it with
the state of the art works like [5, 8, 9]. Our evaluation plan includes two main
approaches: a user study, and an application-based study.

User Study. As it is acknowledged in different works [1, 9], the most reliable and
precise way of evaluating the results of interest detection for a user is to ask the same
user to verify the results. Then, the user’s feedback can be used for measuring quality
of the proposed interest detection method. However, User study is costly and its
validity is subject to different types of threats which are hard to address in reality. As a
result, we will conduct an application-based study to complement the user study.

Application-based. It is possible to evaluate the proposed method by investigating
how it affects the performance of an application which works on the basis of the user
interests. Similar to [5], we are going to use news recommender application for this
purpose. First, a ground truth is built by collecting, for each user, the news articles from
BBC or CNN to which the user has explicitly linked in his tweets (or retweets) in a
given time interval. Then, a news recommendation algorithm will be used that is able to
recommend news articles based on the user’s interests identified by our method. By
comparing the recommended news with the ones in the ground truth, it is possible to
evaluate quality of the recommendations, and therefore determine how successfully the
interests have been identified. Traditional Information Retrieval (IR) metrics like P@K
and Mean Reciprocal Rank (MRR) can be used for this step.

It must be noted that since our main goal is not to propose a news recommender
system, a simple recommender algorithm, like the one used in [5], will be used for this
application based evaluation scenario. An additional point is that, instead of using the
prepared ground truth, it is also possible to ask the users to judge the recommendations.

The plan described above, evaluates the quality of the proposed interest detection
method. However, in order to investigate the importance of the proposed interest
shift detection method, a possible approach is to use it for measuring user similarity.
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The idea is that considering similarity of the interest shifts of two users is a more accurate
way of measuring those users’ similarity, compared to simply considering the users’
interests at one time interval. If this idea turns out to be valid, then the results of the interest
shift detection can contribute to applications that require measuring similarity of the users,
for instance content recommenders that employ the collaborative filtering method and
hence need to compare users for finding the neighboring users of a specific user.

6 Conclusions

User interest modeling is the basis and core of many services such as recommendation
and customization. Due to the popularity of microblogging services like Twitter and the
fact that they are considered as a source of implicit and explicit information about the
users’ interests, recently, user interest detection from microblogging services has been
the subject of many researches. We would like to propose a new framework to extract
user interests as semantically complex topics composed of multiple interrelated con-
cepts. This framework views data of a microblogging service as a temporal graph with
three types of vertices: (i) individual users connections; (ii) social contents like mi-
croposts; and (iii) semantic concepts that represent the underlying semantics of the
contents. This framework supports the identification of both the observed interests and
implicitly implied interests of the user, with due consideration given to the fact that a
user’s topics of interest may change with time. It is expected that the proposed
framework can address shortcomings of the current interest detection approaches that
are based on a more limited notion of topical interest. Further, the proposed approach is
expected to be able to improve quality of the applications which work on the basis of
user interests.
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