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Preface

We are living in exciting times, where the developments and achievements of infor-
mation communication are not only shaking up some of the ways we are living and
working, but they already became a key pillar of any competitive economy and
inclusive society and we are just at the beginning of a revolution of the sector which
will continue to change the way citizens, companies, governments, and public insti-
tutions operate and interact.

The 8th International Wireless Internet Conference - Symposium on Wireless and
Vehicular Communication was held last year in the stimulating city of Lisbon. The
committee had organized exciting programs for The 8th International Wireless Internet
Conference with conference themes of “Wireless and Vehicular Communication.”
These themes cover the latest topics such as 5G mobile communications, Internet of
Things (IoT), super Wi-Fi, and V2V/V2I. Moreover, on a technical note, following the
gradual roll-out of the Third-generation Partnership Project’s Long-Term Evolution
(3GPP LTE) initiative, research is now well under way toward the definition of next-
generation standards. The 3G High Speed Packet Access (HSPA) system also con-
tinues to evolve further toward increased-rate multi-carrier solutions using carrier
aggregation, with the goal of maintaining the current momentum of increasing the
achievable bitrate. In the past, each consecutive decade brought about a factor of ten
bitrate improvement, as observed for the second-, third-, and fourth-generation wireless
systems. Naturally, the associated three orders of magnitude throughput improvement
were achieved at the cost of a substantially increased power consumption. In the light
of the escalating energy prices, this motivated the design of “green radios,” aiming for
more power-efficient designs - all in all, an exciting era for our community.

The technical program consists of 12 tracks. The conference track chairs have
selected 60 outstanding papers for the oral sessions. In addition to the oral sessions, we
present one workshop and two keynote presentations. The creation of this impressive
program would not have been possible without the voluntary support from an out-
standing team of colleagues that we thank sincerely.

Special thanks go to the conference track chairs who have organized a very efficient
and smooth review and session organization process, as well as the workshop. We also
thank all the Technical Program Committee members and reviewers for their profes-
sional and timely review of technical contributions. Of course, making a successful
technical conference would not have been possible without the participation from
authors, to whom we express our gratitude for presenting and sharing their ideas and
contributions with our community. We also thank the EAI Organizing Committee for
their support. We express sincere appreciation to all of our colleagues for their



concerted efforts, to all of the authors who submitted their valuable research contri-
butions that will lead to very fruitful discussions, and to all of the participant’s efforts to
make this conference a success.

November 2014 Shahid Mumtaz
Jonathan Rodriguez

Marcos Katz
Chonggang Wang

Alberto Nascimento
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A Fast Handover Procedure
Based on Smart Association Decision for Mobile IEEE

802.15.4 Wireless Sensor Networks

Zayneb Trabelsi Ayoub(✉) and Sofiane Ouni

RAMSIS, CRISTAL Laboratory, Ecole Nationale des Sciences de l’Informatique,
Manouba, Tunisia

trabelsizayneb@yahoo.fr, Sofiane.ouni@insat.rnu.tn

Abstract. Recent technological progress in microelectronics has allowed a
considerable development of Wireless Sensor Networks. These networks are
deployed in several relevant applications such as healthcare and wildlife which
require the support of sensor nodes mobility. However, this mobility is a real
threat in breaking communications and packet loss accordingly. This paper
proposes a fast handover procedure based on a smart association decision to
handle mobility and to ensure continuous communication in IEEE 802.15.4
WSNs. In our proposed procedure, the mobile node can anticipate the coordinator
change upon detecting the degradation of the link quality indicator. Then, it
performs a fast re-association based on our smart criterion and it resumes the
forwarding of stored packets. Simulations show that our fast handover procedure
ensures better network performances than a similar approach.

Keywords: Mobility · Fast handover · Smart association · Wireless Sensor
Networks · IEEE 802.15.4 · Energy · Reliability · Delay

1 Introduction

Wireless Sensor Network (WSN) consists of a set of small and low-power devices called
sensor nodes which interact with the environment to sense physical phenomena. In fact,
these sensor nodes collect environmental information and work together to transmit data
to one or more collection points (called sinks) in an autonomous way.

The IEEE 802.15.4 standard [4] is a good candidate for WSNs application devel‐
opment since it allows the interconnection of wireless devices with low autonomy and
not requiring a high bit rate. In such networks, the network topology is created by
association procedure initiated by the PAN coordinator followed by other sensor nodes.
Indeed, the PAN coordinator broadcasts beacon frames to allow the association of
neighbor nodes. Similarly, the new associated nodes send beacon frames to allow the
association of child nodes and so on, thus forming a tree topology. Recently, WSNs
find their interests in various and innovative applications. However, some applications
such as monitoring patients in hospitals and medical centers require the mobility of
sensor nodes. This mobility can lead to the performance degradation. Given that,

© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
S. Mumtaz et al. (Eds.): WICON 2014, LNICST 146, pp. 1–7, 2015.
DOI: 10.1007/978-3-319-18802-7_1



mobile nodes should be able to change their locations while ensuring continuous
communication. Actually, the IEEE 802.15.4 standard lacks of effective procedure to
handle mobility. In fact, if a mobile node moves away from the coverage area of its
coordinator, it loses synchronization with this latter and becomes orphaned device. This
orphaned device should try to find its current coordinator by performing the orphaned
realignment procedure [4]. Otherwise, if it fails to reassociate to its current coordinator,
the orphaned device should reset its MAC sub-layer and then perform a new association
procedure to the network [4]. During the orphaned device realignment and/or re-asso‐
ciation procedure, all received data packets will be discarded. This inaccessibility
period cannot be tolerated especially in the case of critical and real-time applications.
Several works investigated mobility management in WSNs. The authors of [7] show
that the performance of IEEE 802.15.4/ZigBee networks degrades when the number
of mobile nodes increases or when the node is moving fast. Thus, the association
procedure is costly in terms of time and energy consumption because of the scan
channels phase and CSMA/CA mechanism [7]. The authors of [2] propose an approach
to handle mobility in IEEE 802.15.4/ZigBee networks with tree topology. This
approach aims to anticipate the change of coordinators without losing connection based
on a link quality threshold. Furthermore, the authors in [3] propose a handover mech‐
anism for mobile healthcare WSNs based on detecting the need for changing the access
point according to a link quality indicator comparison. In the same context, the authors
in [5] propose a model introducing a new entity called 6LoWPAN proxy agent respon‐
sible to handle the mobility-related messages based on received signal strength indi‐
cator (RSSI) value of the link with the mobile node. We can notice that most of
presented approaches are based on a frequent exchange of control messages. In WSNs,
this frequent exchange is costly and energy consuming which can shorten the network
lifetime. We can also note that none of them proposes a solution in order to reduce the
packet loss during the handover procedure. So, in order to handle mobility, we propose
a fast handover procedure to anticipate the coordinator change upon detecting a link
quality degradation. Besides, our procedure is based on smart association decision
without extra messages exchange to conserve energy and to reduce average delay.

The remainder of the paper is organized as follows. Section 2 describes our contri‐
bution, where we propose our fast handover procedure based on smart association
decision. The performance evaluation is given in Sect. 3. Finally, Sect. 4 concludes the
paper.

2 Proposed Fast Handover Procedure Based on Smart
Association Decision

In the case of mobile WSNs, sensor nodes can often change their locations which can
lead to synchronization loss and packet loss accordingly. In order to ensure a continuous
communication in a mobile context, we propose a fast handover procedure. This proce‐
dure is triggered by a mobile node when it detects that the link quality with its current
coordinator degraded under a predefined threshold. So, this mobile node should perform
a fast re-association procedure in order to avoid breaking connection and the resulting
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packet loss. Actually, our proposed handover aims to conserve energy, to reduce end-
to-end delay and to minimize packet loss. To do this, we focus on three major points:

– Anticipate the coordinator change based on link quality indicator values;
– Select the new suitable coordinator based on a smart association criterion allowing

to optimize energy consumption and end-to-end delay;
– Inform child nodes so that they store all outgoing packets temporarily until the end

of the handover procedure triggered by their parent coordinators.

We note that in our proposals, we take advantage from periodic beacons to exchange
necessary information for fast handover and smart association decision, so that we avoid
the exchange of extra messages. So, we extend the IEEE 802.15.4 standard [4] to get
smart association relationships and to optimize the dynamic network topology according
to nodes mobility.

2.1 Smart Association Decision

In order to optimize energy consumption and average communication delay, the mobile
node should select the new coordinator based on a smart association criterion. Our
proposed smart association criterion is the sum of the inverses of coordinators’
remaining energy composing paths towards the sink (noted: InvE), investigated in our
previous work [1]. This criterion allows to select the shortest path having the maximum
remaining energy which can optimize energy consumption and latency [1].

2.2 Fast Handover Procedure

The fast handover mechanism is triggered when a mobile node moves away from the
coverage area of its parent coordinator and detects that the link quality indicator degrades
under the predefined threshold. Figure 1 describes the activity diagram of a mobile node
during the fast handover procedure. In fact, it periodically receives beacons from its parent
coordinator (Fig. 1, Activity 1). Upon receipt of each beacon, the node measures the LQI
(Link Quality Indicator) with which it was received. Indeed, if the measured value of the
LQI is below the predefined threshold (noted: LQI_thresh), the mobile node realizes that
it should associate to another coordinator with better link quality. Therefore, it sends four
informing beacons to its child nodes asking them to store all outgoing packets (Fig. 1,
Activity 2). This ensures that packets will not be lost during the handover procedure. If
the beacon was sent four times successfully, the mobile node must wait a random time to
avoid simultaneous re-associations with its neighbors (Fig. 1, Activity 3). Then it disas‐
sociates from its old coordinator (Fig. 1, Activity 4). Then, it performs the re-association
procedure. If it ever discovers several candidate coordinators in its coverage area, it
associates to the one that meets our smart association criterion (Fig. 1, Activity 5). Then
it updates its routing table in order to consider the new route resulting from the new parent-
child relationship (Fig. 1, Activity 6). Finally, it sends four re-informing beacons to its
child nodes asking them to transfer queued packets (Fig. 1, Activity 7).
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Received_LQI<LQI_thresh ?

1: Receive beacons from 
parent coordinator

2: Send 4 informing beacons to child nodes 
asking them to store all outgoing packets

5: Re-associate to a new 
coordinator according to our 
smart association criterion

6: Update routing table according to 
the new parent-child relationship

4: Disassociate 
from old parent

7: Send 4 re-informing beacons to child nodes 
asking them to transfer queued packets

3: Wait a random time

[No]

[Yes]

Fig. 1. Activity diagram of a mobile node during the fast handover procedure.

3 Performance Evaluation

In this section, we focus on performance analyses conducted from extensive simulations
in order to investigate the efficiency of our fast handover procedure.

Our proposed procedure is validated by using NS-2. In fact, we modified its original
version provided by Zheng and Lee in [9] in order to simulate our fast handover procedure
based on smart association decision. In our simulation scenarios, we used a network
composed of 49 nodes randomly deployed in the simulation area. We considered that all
of sensors are mobile nodes except the sink (PAN coordinator) representing the root of
the tree. We considered a CBR (Constant Bit Rate) traffic with a traffic rate varying from
1 pps to 6 pps. We set the transmitting and receiving power respectively to 31.32 mW and
35.28 mW (according to the study results of Chipcon CC2420 [6, 8]). In our scenarios,
all of sensor nodes move randomly according to the Random Waypoint model with a
random speed up to 2 m/s. This model is a widely used mobility model [10]. To investigate
the efficiency of our fast handover procedure, we evaluate the packet delivery ratio, the
communication average delay and the network throughput in our simulations. We
compared our proposed procedure to a similar approach proposed by [2]. This approach
[2] (that we denote LQI_Approach) aims to anticipate the coordinator change according
to a link quality threshold.
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Figure 2 shows the variation of packet delivery ratio by increasing the packet gener‐
ation rate for our fast handover procedure compared to LQI_Approach proposed by [2].
We can notice (Fig. 2) that our fast handover procedure offers a relatively high ratio
even by increasing the packet generation rate up to 4 pps, compared to LQI_Approach
whose delivery ratio degrades under 30 %. This fact is due to storing all outgoing packets
by child nodes during the coordinators handover process and resuming them upon their
successful re-association.

Fig. 2. Packet delivery ratio by packet generation rate for LQI_Approach and Proposed Fast
Handover.

Figure 2 also shows that the network reached the congestion point with a packet
generation rate of 6 pps, which explains the relatively low value of the packet delivery
ratio under these conditions. Figure 3 shows the variation of the average delay by
increasing the packet generation rate for our fast handover procedure compared to
LQI_Approach proposed by [2]. We can see that our proposed procedure offers the
lowest average delay. This result is obtained due to integrating our smart association
criterion (InvE) that permits to select paths with reduced number of nodes which lead
to reduce the average delay [1]. In addition, Fig. 3 shows that the average delay
increases sharply with a generation rate of 6 pps because of collisions and resulting
retransmissions. Figures 4a and b illustrate the variation of the network throughput
over time for our fast handover and LQI_Approach respectively. We can notice that
our proposed procedure provides a relatively high throughput compared to
LQI_Approach, particularly by increasing the packet generation rate. Indeed, during
the time interval [85 s, 165 s], our protocol allows to reach a steady throughput of
18000 b/s (Fig. 4a) whereas LQI_Approach can hardly provide 15000 b/s, with no
mobility and a packet generation rate of 4 pps (Fig. 4b). Once the sensor nodes start
moving (after the instant 165 s), our protocol keeps a quite high throughput (between
14000 b/s and 10000 b/s) according to Fig. 4a while throughput obtained by the
LQI_Approach fluctuates frequently and can hardly reach 10000 b/s (Fig. 4b).
However, by observing the Fig. 4a, we note some instantaneous throughput degrada‐
tions that match the instants of coordinators’ re-associations and storing outgoing
packets by child nodes. Upon successful re-associations, all stored packets are
forwarded and network throughput reaches a high level consequently.
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Fig. 3. Average Delay by packet generation rate for LQI_Approach and Proposed Fast Handover.

Fig. 4a. Network throughput by packet
generation rate for Proposed Fast Handover.

Fig. 4b. Network throughput by packet
generation rate for LQI_Approach.

4 Conclusion

In this paper, we have proposed a fast handover procedure based on a smart association
decision for mobile IEEE 802.15.4 WSNs. In order to avoid the inaccessibility period
caused by mobility and breaking communication, our fast handover procedure allows
to anticipate the coordinator change upon detecting a link quality degradation. Besides,
our procedure is based on a smart association decision in order to conserve energy and
to reduce average delay. Furthermore, our proposed procedure permits to minimize
packet loss by storing data packets during the handover process and forwarding them
upon a successful handover. Simulations show that our fast handover procedure outper‐
forms a similar approach in terms of packet delivery ratio, average delay and network
throughput.
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Abstract. Wireless sensor networks will be responsible for the majority of the
growth in smart building systems over the next decade. In resource constrained
wireless sensor networks, it is very important to design the protocols with
energy efficiency to prolong the lifetime of the sensor networks. Node clustering
and data aggregation become popular since cluster-based sensor network can
enhance the whole network throughput by aggregating the collected sensory
information in each cluster. In such a network, the cluster head nodes play an
important role in forwarding data originated from other common nodes to the
sink. As a consequence, the cluster head nodes will have the problem of quick
energy depletion upon multiple packets forwarding in high data load sensor
networks. In this paper, we proposed a simple cluster-based linear network
coding protocol in which random linear network coding is applied at cluster
head nodes in order to minimize the number of forward packets to the sink.
Simulation results are provided to show the efficacy of the proposed method in
terms of the throughput and end-to-end delay.

Keywords: Wireless sensor network � Building � Clustering

1 Introduction

Availability of low-cost sensing and processing modules as well as recently developed
efficient wireless communication protocols for building automation applications pro-
vide the basic enabling tools for the application domain of smart buildings. Smart
building systems are becoming more and more vital due to the improvement they
provide to the quality of life. One of the key components of a smart building system is a
wireless sensor network (WSN), which provides the necessary information to the smart
building system, allowing it to control and monitor the physical environment.

A WSN is formed by a large number of sensor nodes to monitor the objects of
interest or environmental conditions such as sound, temperature, light intensity,
humidity, pressure, motion and so on through wireless communications [1]. As the
technology of WSNs matures, the scope of their applications has become more
extensive, e.g., environmental monitoring, home automation, intelligent office, energy
saving, intelligent transportation, health care, and security monitoring [2]. A major
limitation of untethered nodes is finite battery capacity and memory and thus power
efficient configuration of WSN has become a major design goal to improve the
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performance of the network. Due to the limited resources of sensor nodes, it is very
important to design a routing protocol with energy efficiency to extend the lifetime of
the WSN. Several solution techniques have been proposed to maximize the lifetime of
battery-powered sensor nodes. Among the various techniques, it is well-known that
cluster architecture enables better resource allocation and helps to improve power
control.

In the clustered environment, the data gathered by the sensors are communicated to
the base station (BS) through a hierarchy of cluster-head (CH) nodes [3]. With clus-
tering in WSN, the randomly distributed sensor nodes are formed as many clusters and
each sensor node has to transmit the collected data to its CH. After deployment, the CH
is responsible for collecting data from its cluster member sensors, and those collected
sensor data are aggregated and then forwarded to the BS via the sink. Thus, the CH
plays an important role in aggregating and forwarding data sensed by other common
nodes and as a consequence CH consumes more energy than the other member sensors.
In addition, another limitation of the sensor node is the buffer size and it is also very
important to efficiently utilize the limited buffer of the sensors. In this paper, we
propose architecture of cluster-based WSN with the use of linear network coding at CH
nodes to optimize the throughput and delay of high data load sensor networks.

The remaining of this paper is organized as follows. We first discuss the related
works in Sect. 2. We then briefly present our proposed network architecture in Sect. 3.
Simulation results and discussions are presented in Sect. 4. Finally, we conclude our
paper and present our future work in Sect. 5.

2 Related Works

WSNs are event-based systems based on the collaboration of several micro-sensor
nodes [4]. The high density of sensor nodes is vital for sensing, intrusion detection, and
tracking applications. When an event is detected in the network, the aggregated
collaborative report of the detecting nodes is delivered to the sink. Clustering mech-
anisms enable the sensor nodes to collect and aggregate data at nodes called CHs in
each cluster. However, due to the high data load nature of monitoring sensor networks,
the cluster head nodes will suffer from the problem of packet overwhelming over the
time [5].

Since the packet transmission is the most power consuming action for sensor nodes
and the network coding technique reduces the number of packet transmissions, network
coding becomes useful to reduce the energy consumption in WSN. Network coding
technique [6] allows cluster head node to produce the linear combination of the
received packets from its cluster member nodes before sending the data to the sink. The
operations are computed in the finite field and thus the result of the operation is also of
the same length. The original packets can be recovered at the sink by solving the set of
linear equations just after receiving the required number of linearly independent
packets [7, 8].

The AODV Routing Protocol [9] uses an on-demand approach for finding routes,
that is, a route is established only when it is required by a source node for transmitting
data packets. AODV is suitable for dynamic wireless networks where nodes can enter
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and leave the network at will. To find a route to a particular destination node, the source
node broadcasts a RREQ to its immediate neighbors. If one of these neighbors has a
route to the destination, then it replies back with a RREP. Otherwise the neighbors in
turn rebroadcast the request. This continues until the RREQ hits the final destination or
a node with a route to the destination. At that point a chain of RREP messages is sent
back and the original source node finally has a route to the destination.

3 Proposed Method

In this section, we will illustrate the network model of our study. We consider a simple
cluster-based monitoring WSN where hundreds of sensor nodes generate the readings
on every unit time and those sensory data are sent to the sink via CH. The network
architecture of our proposed cluster-based linear network coding for WSN is illustrated
in Fig. 1(a). As it can be seen in the figure, we logically consider the network as 2-level
network. In level-1, the whole network is broken into set of clusters and member nodes
send data to associated CH. In level-2, data communication is carrying out only among
CHs in order to forward data to BS.

Our proposed system can be mainly classified into two phases: (1) Cluster forming
phase and (2) Data collection phase.

(1) Cluster Forming Phase: After all nodes are deployed, clusters are formed according
to the algorithm shown in Fig. 1(b). In our algorithm, CH nodes are chosen based on
the highest node ID (HID) and the received signal strength (RSSI). We assume that
each sensor node has its own ID. In the beginning of the clustering phase, the nodes
broadcast the message which contains its own ID. Due to the broadcast nature of the
sensor networks, all the nodes in its communication range will receive that message.
For each received message, the node will compare the embedded ID with its own ID.

Base Station

Cluster

Level 2

Level 1

Sensor Node
Cluster Head 

Fig. 1. (a) Architecture of proposed protocol (b) Algorithm for cluster forming.
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If a node found that its own ID is greater than the entire received ID, it will broadcast
the cluster head advertisement message (MCH_advertise). Entire nodes in the network will
listen to the cluster head advertisement for the unit time Tw. After time Tw, if a node
receives only one cluster head advertisement message, it means no.(MCH_advertise) = 1,
it joins in that cluster and sends cluster head associate message (MCH_associate) back to
that CH node then it updates its associate cluster head node. For the nodes who
received more than one cluster head advertisement message, it means no.(MCH_adver-

tise) > 1, sensor node decides which cluster to join based on the received signals
strength. After choosing the cluster head, it sends cluster head associate message
(MCH_associate) back to that CH node then it updates its associate cluster head node. For
the nodes who did not receive any cluster head advertisement message in Tw, it means
no.(MCH_advertise) = 0, it advertises itself as cluster head and form an isolated cluster.
After joining cluster, sensor nodes send their data only to the associated CH node. In
our cluster forming phase, we ensure that every node in the same cluster is in one-hop
distance.

(2) Data Collection Phase: In the data collection phase, each node in the cluster sends
its own packet to the associated CH. Only CH node performs network coding upon the
packets in its own cluster. In here, we adopt the simple random liner network coding
where CH node encodes N-packets in its buffer as one encoded packet and broadcasts
the encoded packets only. The use of network coding has several benefits: reduce the
transmission energy and enhance the network throughput.

Upon receiving n originated packets (M1,M2,…, Mn) from its member nodes, the
sequence of coefficients (g1, g2,…, gn) are chosen uniformly at random over the finite
field f2s. Then the associated CH node generates the encoded packet P by this equation:

P ¼
Xn

i¼0
giM

i

Intermediate CH node acts as a relay in order to help the packets successfully arrive
to the sink. Upon receiving the n-linearly independent encoded packets, the original
packets can be decoded by the linear equation at the sink.

4 Simulation Results

4.1 Simulation Setting

We perform computer simulation using NS-2, a standard tool in sensor network sim-
ulation. The detail parameter setting for the simulations is shown in Table 1. In our
simulation, we assume sensor nodes are stationary after deployment. All nodes in the
network are homogeneous and energy constrained. The location of the sink node fix
and far from the sensor network and the data sensed by the sensors can be reached to
the sink node via CH nodes. We use CBR (constant bit rate) as traffic source and
numbers of sources are 20, 40, 60, 80 and 100 separately.
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4.2 Simulation Results

In order to evaluate the performance of our proposed protocol, we computed the packet
delivery ratio and end-to-end delay with a period of 500 s under the proposed protocol
and compared our proposed scheme with the standard routing protocol, AODV [9].

In Fig. 2, the first row shows the simulation results of packet delivery rate on
different number of source nodes. This measurement was done assuming each sensor
node in the network has fixed buffer size of 10. As we can see from the figures, the
packet delivery ratio of our proposed method is higher than AODV in various number
of source nodes. Although the performance is not very significant in low packet rate
(1 Pkt/s), we can see the significant results in packet rate of 5 Pkt/s and 10 Pkt/s.

We then plot the end-to-end delay as a function of the number of source nodes.
We compare the average delay between our proposed protocol and AODV during the
simulation time. With low packet rate which is 1 Pkt/s, our proposed protocol has
more delay than AODV for the number of sources less than 60. This is because the CH
node keeps the data packet until it receives enough packets to encode. However, when
load becomes heavy which is greater than 60 sources, the performance of our proposed
protocol becomes better.

Table 1. Simulation parameters

Parameters description Values

Simulation area (m) 100 × 100
Network size (nodes) 100
Data packet size 512 Bytes
Transmission range (Sensors) 15 m
Transmission range (CH) 30 m
Simulation time (s) 500

Pkt Rate= 1 Pkt/s Pkt Rate= 10 Pkt/sPkt Rate= 5 Pkt/s

Pkt Rate= 10 Pkt/sPkt Rate= 5 Pkt/sPkt Rate= 1 Pkt/s

Fig. 2. Simulation results for PDR and end-to-end delay with various no. of source nodes.
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In last two figures, even though the performance of our proposed protocol and
AODV is not much different for sources less than 40, it is obvious to see that our
proposed protocol outperform AODV for the heavy load which is sources greater than
60. From the results, we conclude that our proposed protocol is able to optimize the
packet delivery ratio and end-to-end delay for the heavy load sensor networks.

5 Conclusion and Future Work

In this paper, a cluster-based network coding architecture for WSN was introduced and
discussed. The basis of our protocol is using linear network coding only at the CH
nodes in order to increase the throughput of the whole sensor network. Since only CH
nodes perform data encoding and take responsibility to send the data to the sink node, it
causes energy saving of member sensor nodes. Simulation results show that our pro-
posed scheme outperform AODV in terms of PDR and end-to-end delay. In the future,
we will research on the energy consumption and lifetime of the network.
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Abstract. Real-time monitoring applications may generate delay sensi-
tive traffic that is expected to be delivered within a firm delay boundary
in order to be useful. In this context, a previous work proposed an End-
to-End Delay (EED) estimation mechanism for Wireless Sensor Networks
(WSNs) to preview potential useless packets, and to early discard them
in order to save processing and energy resources. Such estimation mech-
anism accounts delays using timers that make use of an Exponentially
Weighted Moving Average (EWMA) function where the smoothing fac-
tor is a constant defined prior to the WSN deployment. Later experiments
showed that, in order to enhance the estimation results, such smoothing
factor should be defined as a function of the network load.

The current work proposes an optimization of the previous estimation
mechanism that works by evaluating the network load and by adapting
the smoothing factor of the EWMA function accordingly. Results show
that this optimization leads to a more accurate EED estimation for dif-
ferent network loads.

Keywords: End-to-End Delay · Delay Estimation · EWMA · Smooth-
ing factor

1 Introduction

Real-time applications may generate packet flows requiring specific service levels
from the network. Applications that use delay sensitive flows can assume that
such flows are only useful if received within a strict delay limit and useless other-
wise. The deployment of these applications on top of Wireless Sensor Networks
(WSNs) with scarce energy and processing resources, requires additional efforts
in order to preview and avoid the transmission of potential useless data pack-
ets. Our previous work [1] presents an End-to-End Delay Estimation Mechanism
(EEDEM) for delay sensitive applications deployed on a WSN that tries to accu-
rately classify the usefulness of data packets in real-time. EEDEM estimates the
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End-to-End Delay (EED) based on the internal delays experienced by previously
sent packets, and delay information from other nodes through the use of Rout-
ing Protocol for Low-power and Lossy Networks (RPL). All internal delays are
accounted using an Exponentially Weighted Moving Average (EWMA) function,
which defines the weight of the last value in relation to the history value, using
a constant smoothing factor (β) defined a priori. In order to enhance the EED
estimation, the β factor should be defined as a function of the network load.

This paper presents a Delay Accounting Optimization Procedure (DAOP)
which dynamically applies, at each node, the best β as function of the network
load. Thus, DAOP enables the lowest estimation error for multiple network loads.

The structure of this paper is as follows. Section 2 presents the related work.
Section 3 details the preliminary experiments conducted. Section 4 describes the
current proposal. Section 5 shows the results obtained. Section 6 concludes paper.

2 Related Work

EEDEM [1] assumes that a set of generator/forwarder nodes generate and for-
ward data to a sink node, and that the sink node is the ultimate destination of
all data. Each node accounts for the time elapsed while the packet is processed
within the stack of the generator node, the time elapsed while in the MAC
layer queuing, and the time elapsed in packet transmissions. Delay accounting
is accomplished by using timers that register delays between labels inserted into
parts of the code where the data passes through, ranging from the application
in the generator node to the application in the sink node (see Fig. 1).
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Fig. 1. EEDEM overview

The internal delays used are: 1) Generation Internal Delay (GenIntDelay)
registered when packets are generated; 2) Forward Internal Delay (FwdIntDe-
lay) registered when packets are being forwarded; 3) Receiving Internal Delay
(RecIntDelay) registered when packets reach the destination. The GenIntDelay
obtained at a node i with a parent p is calculated as follows:

GenIntDelayip = L5L3Di + L3L2Di + QueueDi + TransDip (1)

The FwdIntDelay obtained at a node p with a parent s is calculated as
follows:
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FwdIntDelayps = FwdL2L3Dp + L3L2Dp + QueueDp + TransDps (2)

The RecIntDelay obtained at the sink s node is calculated as follows:

RecIntDelays = L2L3Ds + L3L5Ds (3)

where LxLyD is the delay between layer x and layer y, QueueD is the MAC
queuing delay, and TransD is the transmission delay.

Each node calculates the delay of all the path up to the sink node by using a
feedback mechanism that announces back the cumulative delays to other nodes
using RPL [2] with delay-based metrics (RPLMetrics). Each node provides a
real-time EED estimation up to the sink, per generated packet, by combining
the internal delays with the RPLMetrics. In [3] a set of RPL modifications was
proposed to improve EEDEM work. Regarding the internal delay, each compo-
nent (GenIntDelay, FwdIntDelay and RecIntDelay) is obtained by using EWMA.
The last delay and the all delay history values, for a packet n, are calculated
using a β as follows:

Delayn = β.Delaylast + (1 − β).Delayn−1 (4)

Our previous EEDEM work estimates delays using a constant value for the β,
defined a priori. Better estimation results are achieved when using different
β values, adapted depending on the network load. Other research efforts use
or adapt EWMA for estimation purposes. In [4] authors present an adaptive
forecast method based on EWMA. In [5] authors propose the use of routing
metrics that are obtained using EWMA.

3 Preliminary Experiments

Preliminary experiments were performed in order to better understand how the
EED estimation error (EED Error) changes in relation to different β values. The
Cooja simulator [6] was used to setup a WSN of 16 nodes plus a sink node, all
nodes were simulated as Tmote Sky [7] and configured with a transmission range
of 30 m using the Unit Disk Graph Medium as physical channel model. The nodes
ran the Contiki OS 2.5 and were deployed in a grid topology within an area of
100 m2. The application layer used UDP and it generated packets of 100 Bytes in
a constant rate here defined as Inter-packet Generation Intervals (IGI). Simula-
tions were configured to stop whenever the sink node received 100 packets from
each node, and were repeated 10 times using random seeds. The simulator was
configured to output the instant of time when a packet was generated and when
a packet reached the destination application. For each generated packet, the
estimated EED (estEED) was collected and later compared with the real EED
(realEED). Finally, when the simulation ended, the EED Error for N samples
was obtained using the difference between estEED and realEED calculated using
the Symmetric Mean Absolute Percentage Error (SMAPE) according to Eq. 5,
expressed in a value between 0 % and 200 %. SMAPE compares the difference
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between estEED and realEED with the mean of these two values, thus treating
over and under estimations equally, avoiding distortion on the average value.

EED Error(SMAPE)(%) =
1
N

N∑

n=1

|estEEDn − realEEDn|
(estEEDn + realEEDn)/2

(5)

The results obtained for the EED Error and its confidence interval are shown
in Fig. 2. Different β values were used for IGIs of 1, 2.5, 5, and 10 s. The results
show that for high network loads (lower IGIs) a high β provided the lowest
EED Error, while for low network loads (IGI above 2.5 s) a lower β should be
used. Whenever a node is experiencing a high network load, the EED values will
vary with a higher amplitude, thus, in order to enhance EED estimation, the
last EED sample must have a higher weight than the EED history. In short, a
high β value should be used in high network loads.

Fig. 2. EED Error using β varying from 10 % to 90 %

4 Delay Accounting Optimization Procedure

The preliminary experiments demonstrated that, in order to minimize the EED
Error, each node must be aware of its network load. Our proposal Delay Account-
ing Optimization Procedure (DAOP) infers the network load by monitoring the
real-time usage of the MAC queue and then, based on the size of the queue,
selects the best β value and applies it in all internal timers. Figure 3 shows how
the DAOP is integrated within the EEDEM. The DAOP assumes 4 intervals
within the MAC-queueing block: i1, i2, i3, and i4. In interval i1 (from 0 up to 2
packets in the MAC queue) the DAOP assumes a low network load, in interval
i2 (3 or 4 packets) and i3 (5 or 6 packets) the DAOP assumes a medium network
load, and in interval i4 (from 7 up to the queue limit, i.e. 8 packets) it assumes
a high network load. When a node sends a packet the queue usage is monitored
and for intervals i1, i2, i3, or i4, a β value of 10 %, 30 %, 50 % or 70 % is applied,
respectively, in all internal timers (β of 90 % was not used since it introduces
higher EED Error using DAOP). Since β values are calculated when packets are
sent, the computational cost of DAOP will grow linearly with the sent packets,
i.e., the procedure complexity is O(n).
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5 Results

The proposed solution monitors the MAC queue usage to infer the network
load in real-time. Figure 4 shows the usage of the MAC queue for two cases:
when the IGI is equal to 1, and when the IGI is equal to 5. The values were
obtained in a node one hop away from to the sink, whenever a packet is to be
sent. The results show that, for lower IGIs, the MAC queue has roughly 6 or
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more packets, on average, and for an IGI equal to 5, the MAC queue has roughly
1 packet during all the simulated time.

Figure 5 compares the EED Error obtained using the proposed solution with
those obtained with constant β values of 10 %, 30 %, 50 %, 70 % and 90 %, for
different IGI values. The results show that, by monitoring the MAC queue usage,
the proposed DAOP dynamically infers network load and applies a β value that
matches the best ones for each IGI in the preliminary experiments. Thus, DAOP
presents the lowest EED Error for all the different network loads.

6 Conclusions

Our previous proposal to estimate EED accounts for internal delays and uses
RPL to feedback delays to the remaining nodes. The internal delays are
accounted using an EWMA function, where the smoothing factor β is constant
and defined a priori. Experimentation showed that the best EED estimation
error results are obtained by varying the β value as a function of the network load.

This paper proposes a delay accounting procedure that dynamically adapts
the β value inferring the network load by actively monitoring the node’s MAC
queue size. The results obtained show that the current solution provides a more
accurate EED estimation for different network loads than our previous solution.
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Abstract. Unfairness in wireless ad hoc networks is often due to the
different ways the single nodes decide to participate in relay operations.
We propose to introduce a dedicated ad hoc routing protocol based on
results of game theory to force the cooperation of less operative nodes and
mitigate the effort of overwhelmed ones. Simulations on an experimental
testbed show a better distribution of the energy consumption and an
increased fairness in the average delivery ratio achieved by nodes, as well
as a prolonged network lifetime.

Keywords: Game theory in wireless networks · Cooperation · Energy
efficiency

1 Introduction

Ad hoc networks are composed of several wireless nodes with limited power
resources usually provided by accumulators. In these networks each node is an
end system and a router at the same time. The limited energy is then not only
used to deliver one’s own packets to the destinations but also to serve other nodes
as message relayer [1,2]. Current routing protocols do not implement any mech-
anism to verify if other nodes are participating in relay operations, so certain
nodes have the chance not to cooperate.

This situation can affect the final performance achieved by single nodes
as well as that of the entire network. For instance, the presence of malicious
nodes in the network can have a negative impact on the final delivery ratio
achieved by well behaving nodes compared to that achieved by uncooperative
ones. At the opposite, too much cooperation can lead to an unfair energy con-
sumption because certain nodes, usually the inner nodes of a topology, are more
involved than others in relay operations and this causes a greater drain of their
energy compared to that spent by border nodes.

In the presence of a behavior detection system, well behaving nodes can deal
with uncooperative ones, for instance by refusing to relay packets coming from
them. In this way, the malicious nodes experience a delivery ratio reduction and
are in fact rather pushed towards a more cooperative attitude. We also aim
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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at minimizing the residual energy variance, that means to improve the fairness
among nodes and avoid an irregular shut down of single nodes. To this purpose,
overloaded nodes can periodically switch to a defection state to preserve their
own energy, hence inducing a better energy balance among the nodes.

Rather than introducing new energy aware features into the routing proto-
cols, we rely on a decentralized algorithm to track down the behavior of network
nodes in order to quickly find alternative paths. We demonstrate that the pro-
posed approach allows for a better balance of energy among the nodes. The
algorithm takes inspiration from the results of game theory and enhances an
existing ad hoc routing protocol.

2 Related Work

Most of the proposals to mitigate the unfair consumption of energy rely on energy
aware routing mechanisms [3]. Similarly to our proposal, [4] proposes to control
the energy consumption in each discovered route, and then monitor their state
in the following manteinance process. Rather than considering an adaptation at
MAC or network layer, the work in [5] formulates the fair energy distribution
problem with the same objective functions as our proposal: minimizing the resid-
ual energy variance at the same time maximizing the minimum residual node
energy.

To address the fair energy consumption issue, in [6] a fair cooperative protocol
(FAP) is proposed to improve the overall performance of the whole network. Each
node calculates a power reward to evaluate the power contributed to and by the
others. The work done in [7] still relies on cooperation among nodes. However, it
makes the assumption that only a subset of nodes belonging to the same group
can be interested in a mutual cooperation instead of a full cooperation involving
all nodes.

3 Game Theory Applied to Track Nodes Behaviour

Although game theory is a branch of applied mathematics, it witnessed a great
success thanks to the application of its results to a wide selection of fields,
including social sciences, biology, engineering and economics, as welll as the study
of ad hoc networks [8]. Games can be classified according to various properties.
Here we are mainly interested in the difference between cooperative and non-
cooperative games as well as the difference between strategic games (played once)
and extensive games (played many times). A well known non-cooperative game
is the prisoner’s dilemma. In its basic form the prisoner’s dilemma is played
only once and has been applied to many real life situations of conflict, even
comprising thorny issues of state diplomacy. A different version of the prisoner’s
dilemma is played repeatedly rather than just once and is known as iterated
prisoner’s dilemma (IPD), which turned out to be a cooperative game under
certain circumstances [9]. One of the main result of IPD game is that it stimulates
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cooperation. We base our algorithm to mitigate the node selfishness on the results
of this version of the game.

In an ad hoc network, the number of nodes and links can change during
time, so we consider the number of nodes N(t) as a function of time t. We also
define a dynamic array C(t) of N(t) elements for each node of the network.
The generic element ci(t) of C(t) assumes the values (UNKNOWN, COOPERATE,
DEFECT) meaning that the behavior of node i at time t is respectively unknown,
cooperative or non cooperative. At time t = 0 all the values are set to UNKNOWN,
since at the beginning each node is not aware of the behavior of the other nodes.

Suppose the generic node s of the network needs to send some traffic to
the destination d. The first task is to discover an available path, if it exists,
to reach the destination. To this purpose, we consider a source based routing
protocol capable of discovering a list A(t)(s,d)i ∀i : 0 < i < P of P multiple
paths. All the nodes in the list A(t)(s,d)i are considered under observation and
marked as probably defecting in the array C(t) unless a positive feedback is
received before a timeout expires. The sender s starts sending his traffic along
all the discovered paths. If the destination node generates D acknowledgement
messages containing the list of all the nodes L(s,d)i 0 < i < D traversed, as
it happens in some source based routing protocols, the sender s is informed
about the behavior of intermediate nodes. For each acknowledgement message
received, the sender s can make a final update of the array C(t) by setting the
matching elements between the list L(s,d)i and list A(t)(s,d)i as cooperative. The
mismatches are instead set to defective Notice that the last update overwrites
the previous stored values and represents the most recent information concerning
the behavior of a node.

At the same time, intermediate nodes (those not generating or receiving
traffic but still involved in a path) can keep trace of other nodes’ behaviors.
As soon as a packet to be forwarded (and containing the complete routing list)
is received, all the nodes on the path preceding the current node are marked
as cooperative. Similarly, when an acknowledgement packet is received, all the
nodes on the path following the current node are marked as cooperative. Missing
acknowledgements cause instead a defective mark in the list. Given this algo-
rithm, each node is aware of the behavior of other nodes and can react in the
most appropriate way.

The algorithm has been implemented in an existing source based routing pro-
tocol for ad hoc networks, the AH-CPN (Ad Hoc Cognitive Packet Network) [10].
AH-CPN is designed to support QoS (Quality of Service) and make an intense
use of acknowledgement messages independently from the transport protocol in
use. We first modified this protocol to support the search of multiple paths, and
then included the new algorithm for the identification of non cooperative nodes
[11]. Implementation details are omitted due to limited space.

4 Testbed and Experiments

We tested the proposed routing protocol on a simulated testbed in the ns-2 sim-
ulator under different working conditions. The testbed is composed of 25 nodes
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arranged in a 5 × 5 grid topology labeled from 0 to 24. At the end of each of the
experiments run on the testbed, we measure the delivery ratio dri, the average
residual energy of all the nodes μ, their variance ν, as well as the energy ei spent
by node i to successfully deliver one single byte to the destination, which is com-
puted as: ei = Eci

(si+rli)
∗ si

ri
, being Eci the energy consumed by node i, si the total

number of bytes sent to the destination, rli the number of bytes relayed from
node i, and ri the bytes correctly received at destination. ei has a dimension of
[Joule/bytes].

In the first series of experiments we consider the presence of malicious nodes,
which clearly have a negative impact on the final performance of cooperative
nodes. In the 25 nodes testbed, nodes 1, 3, 6, 8, 12, 16, 18, 21, 23 decide to either
cooperate or defect for the entire duration of the experiment. The remaining
nodes are instead always cooperative. We consider six cases: (i) all nodes coop-
erate; (ii) node 12 does not cooperate; (iii) nodes 6, 12, 18 do not cooperate;
(iv) nodes 6, 8, 12, 16, 18 defect; (v) nodes 1, 3, 6, 8, 12, 16, 18 defect; (vi) all nodes
1, 3, 6, 8, 12, 16, 18, 21, 23 do not cooperate. A total number of 10 CBR (Constant
Bit Rate) UDP traffic sessions are generated between each pair of nodes (0, 24),
(24, 0), (4, 20), (20, 4), (6, 9), (8, 5), (13, 10), (11, 14), (16, 19), and (18, 15). Each
experiment lasts 720 s.

By looking at the first histogram in Fig. 1(a), we can observe how the pres-
ence of malicious nodes affects the final performance. Also, in lack of a tracing
algorithm, the delivery ratio of defective nodes (marked as def ) outperforms
that achieved by the cooperative ones (coop), whatever the number of defective
nodes is. At the opposite, the introduction of the tracing algorithm always favors
cooperative nodes (coopT ), whose delivery ratio is constantly kept higher than
that of defective ones (defT ).

We then evaluate the energy ei spent to successfully deliver a single byte to the
destination in the second row of histograms in Fig. 1(b). Again, the behavior track-
ing algorithmmPath-T is able to reverse the values achieved with the plain version
of the AH-CPN protocol. While in the basic protocol version the value ei of coop-
erative nodes increases at a pace which closely mirrors the increase in the num-
ber of defecting nodes, when the tracing algorithm is enabled such a value is kept
low as the number of defecting nodes increases. Also, the energy ei of defecting
nodes shows a raising exponential slope.To balance the unfair energy consumption
among the nodes we propose to deliberately push overwhelmed nodes in defection
mode for short time intervals. During this second series of experiments the per-
centage of cooperation of the inner nodes 6, 7, 8 − 11, 12, 13 − 16, 17, 18 changes
over time. In the first experiment, all nodes cooperate. In the second experiment
nodes, inner nodes cooperate for a total time of 75% out of the total experiment
duration. In the third and last experiment, the defection intervals are extended,
so the percentage time interval of cooperation is of about 60% with respect to
the overall duration of the experiment. This time, defective nodes do not send
traffic during the above mentioned intervals since their action aims at preserving
the energy rather than cheating the other nodes.
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Fig. 1. Experimental results

The average residual energy and their variance is significantly reduced when
the defection interval of inner nodes increases. The introduction of the proposed
tracking algorithm do not show significant improvement with respect to the
basic protocol. Notice however that if we look at the comparison of delivery
ratio achieved by the two versions of the protocol in Fig. 1(c) (labeled as basic
(AH-CPN), and mPath-T the version with the proposed tracking algorithm),
the behavior tracking algorithm clearly outperforms the counterpart when the
percentage of cooperation of inner nodes goes down.

We arranged a further experiment to analyze network nodes lifetime. To this
purpose we make the testbed start from a situation of low energy and we count
the number of nodes that shut down before the natural end of the experiment.
As witnessed by the comparative results presented in Fig. 1(d), the introduction
of the behavior tracking system again helps reduce the number of node shutdowns
as long as the initial energy level is higher than 54Joule. Notice also how the
slope of basic protocol is linear, while that of the tracing algorithm looks like
an impulse, which again indicates a fairer distribution of residual energy among
nodes and then a longer lifetime for the whole network.

5 Conclusions

Current ad hoc routing protocols do not take into account the amount of work
done to relay other nodes’ traffic, which impacts the residual energy available
for a node’s own transmissions. This inevitably brings to a situation of unfair
energy consumption for certain nodes in favor of other, less involved, ones. In this
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paper we propose to introduce some modifications in ad hoc routing protocols to
support the identification of nodes’ behaviors. Behavioral information gives the
busiest nodes a chance to temporarily stop serving the others, while the rout-
ing protocol helps discover alternative paths allowing to keep both the residual
energy and the overall network performance at fair levels. The improved dis-
tribution of energy consumption also prevents the irregular shut down of over-
loaded nodes, thus increasing the overall network lifetime. Among some possible
enhancements we envision the introduction of a self-regulated system to switch
the status of each node according to the received behavioral information.
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Abstract. In this paper, we propose a more accurate model, than many existing
models, to evaluate the throughput performance of the IEEE 802.11 distributed
coordination function. The proposed model is based on a novel approach to
modeling the backoff process where the average backoff window size is
measured through information entropy estimation. Our approach provides a
better description of the backoff process as compared to some of the models
available in the literature. The behavior of the proposed model is validated via
simulations and compared against that of some known models across a wide
range of settings.
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1 Introduction

In recent years, the world has witnessed tremendous growth and popularity of the IEEE
802.11-based wireless local area networks (WLANs). Capable of delivering “all-time-
on” seamless wireless connectivity to local area networks, these systems have been
massively deployed in business, residential, and public areas.

The IEEE 802.11 standard [1] is an adaptation of the Ethernet protocol for wireless
networks. It inherits many advantages of the Ethernet protocol in terms of design,
simplicity, and higher performance. In the original IEEE 802.11 standard [2], two
medium access control (MAC) mechanisms were defined: distributed coordination
function (DCF) and point coordination function (PCF). The DCF mechanism is the
fundamental MAC procedure of the IEEE 802.11 standard. In the DCF, WLAN sta-
tions (STAs) contend for the channel access by using carrier sense multiple access with
collision avoidance (CSMA/CA). THE CSMA/CA protocol uses slotted binary expo-
nential backoff (BEB) algorithm [3]. Whenever a backoff process is initially invoked,
each STA randomly and uniformly chooses a backoff from the range ½0;CW �, where
CW is equal to CWmin, where the default value of CWmin is 31. After each unsuccessful
transmission attempt, the value of the CW doubles until the maximum backoff window
size CWmax, is reached. If there are a maximum of m backoff stages than
CWmax ¼ 2mCW . CW will reset to CWmin after a successful transmission or remain at
CWmax until it is reset to CWmin. The retry limit defines when the frame is dropped after
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which CW resets to CWmin. On the other hand, the PCF method provides polling-based
contention free access to the channel. Although the PCF was originally designed to
support real time services, it has never been widely implemented due to more complex
quality of service (QoS) management. In the IEEE 802.11 standard, the PCF mecha-
nism is thus optional. As such, the standard does not enforce vendors to provide
support for the PCF mechanism in their devices.

The DCF scheme is therefore the fundamental channel access mechanism. Con-
sequently, it has received significant research attention. Several analytical models have
been proposed in the literature to evaluate its performance. At the heart of these studies
is the classical decoupling assumption [3, 4] for saturated load conditions. Funda-
mentally, this assumption means decoupling interactions between saturated sources.
That is the re-transmission processes at the sources are mutually exclusive and can be
analyzed independently. Through this property, a fixed-point formulation can be
reached and thus allowing one to relate per station transmission attempt rate with
constant and independent collision probability of a packet. Different approaches in the
literature have been followed to reach this fixed-point formulation. Bianchi [4] used a
bi-dimensional Markov chain technique for modeling the backoff process. Tay and
Chua [5] used an average value analysis. Alternatively, a p-persistent CSMA/CA
model was used by Cali, Conti, and Gregori in [6]. The model initially proposed by
Bianchi [4] for saturated load conditions and later extended by Tickoo and Sikdar in [7]
to analyze the DCF performance under unsaturated load conditions are most commonly
cited. This is due to their simple design and relatively high accuracy.

However, according to some recent studies [8–11], several details of the DCF
protocol were not modeled properly in the earlier works [4, 7, 12–15]. Details that were
addressed later include the concept of freezing counters [16, 17], backoff decrement
probabilities [16], and frame error probability considerations under error-prone channel
conditions [18]. Although these shortcomings were addressed, the improved models
have lower accuracy as compared to the results of the original approach in [4]. These
inaccuracies were subsequently indicated in [18, 19]. Later, an enhanced model was
also proposed in [10] to provide a possible solution.

It transpires from the above discussion that despite the fact that the necessary details
of the DCF protocol were considered, modeling accuracy was not improved. Appar-
ently, the focus of existing studies in literature [4, 7] has been limited to modeling the
backoff process under the assumption that the probabilities assigned to the different
outcomes of CW are equal under arbitrary load conditions. Due to complete lack of
knowledge on outcomes and in accordance with the principle of indifference [20], such
an assumption may be valid. However, as discussed later in this paper, there are situ-
ations where definite knowledge about the outcomes of the backoff process exists and
thus the principle of indifference may not be applicable. Thus, in a case when an
outcome is definitely known, measuring the outcome has no intrinsic value. Rather, the
situations which represent incomplete information are of interest. These conditions need
to be analyzed to accurately estimate the probability for accuracy.

In an attempt to address the these issues and provide a possible solution, in this
paper we describe situations in saturated and unsaturated load conditions which are
predictable. Then by measuring the disorder through information entropy for other
situations, which represent a great deal of information, we provide an augmentation to
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the model proposed by Tickoo in [7]. In this paper the analysis has been limited to
studying the throughput performance under saturation. In [14], we have shown that by
revisiting the assumptions in [4, 7] a more accurate model for unsaturated load con-
dition can be developed. With our general approach, we have taken both saturated and
unsaturated load conditions into consideration while proposing a new modeling
approach. The results obtained within this framework have been validated through
extensive simulations using ns-2 [21] and compared to the results from the existing
models in [4, 7].

The rest of the paper is organized as follows. In Sect. 2, the analytical framework is
presented. In Sect. 3, the analytical results are verified through simulations and com-
pared with the related work. Finally, in Sect. 4, we give the concluding remarks.

2 Analytical Framework

To model the MAC layer with respect to packet delays or throughput performance, it is
essential to describe the exponential backoff procedure of the IEEE 802.11 MAC. The
IEEE 802.11 DCF is based on CSMA/CA access method for frame transmission and
random backoff mechanism to resolve collisions. Each STA that has a frame to transmit
first senses the channel for possible activity. If the channel is idle for a period of
distributed inter-frame space (DIFS), the STA starts decrementing its backoff counter.
The STA whose backoff counter has had decremented to zero begins transmission
while all other STAs freeze their backoff counters and defer communication. The
backoff counter decrement is reactivated whenever the channel is sensed idle. The
events that follow a successful frame transmission are of great importance when
modeling the IEEE 802.11 DCF. After the successful frame transmission, the trans-
mission queue at each STA might be empty or full depending on the current offered
load conditions. In saturated load conditions, the transmission queue at each STA
always has backlogged frames. With multiple STAs contending for the channel access,
the frames are more susceptible to collisions as the chances are higher that two or more
STAs will pick up the same backoff counter. To avoid such conditions, after each
unsuccessful transmission attempt the contention window doubles CW until the
maximum backoff window size CWmax is reached. This way, the probability of
selecting exactly the same backoff value by two or more STAs reduces further with
successive collisions. Thus, collisions are resolved. However, the downside of this
process is that now STAs on average have to suffer longer waiting times before a
transmission attempt. Hence, there is a tradeoff between waiting longer and colliding
more.

Modeling the backoff process for saturated load conditions is comparatively easier
than modeling the unsaturated load scenarios, as queueing dynamics can be ruled out.
Since the queue is always assumed to be non-empty, every frame collides with a
constant and independent probability p (decoupling assumption), regardless of the
number of (re)transmissions suffered. In [4], it was shown that once p is assumed
constant, a bidirectional discrete time Markov chain [22] can be developed to represent
user behavior. By deriving balance equations [23], a simple closed form solution can
also be obtained. Readers are referred to [3] for an in-depth study on the justification
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and the use of decoupling assumption to analyze the performance of random multi-
access algorithms.

In saturated load conditions, if collision probability p is assumed to be a constant
value, then the probability that the contention window CW a frame experiences at the
end of i unsuccessful attempts can be expressed as:

PCW¼2i�1CWmin
¼ pi�1 1� pð Þ

PCW¼CWmax ¼ pm
ð1Þ

where 1� i�m. Similarly, the probability of a backoff counter event PBC¼j is given by

PBC¼j ¼

1�pð Þ
CWmin

; 1� j�CWminPm�1

i¼0

pi 1�pð Þ
2iCWmin

þ pm

CWmax
; 2i�1CWmin � j� 2i�1CWmin

pm

CWmax
j�CWmax

8>>><
>>>:

ð2Þ

With no limit on the number of retransmissions suffered, in arbitrary load condi-
tions the average backoff window seen by the frames when the STA experiences a
collision rate of p is given by

CW ¼ ð1� pÞ þ 1� p� pð2pÞm
1� 2p

:E½CWmin� þ 2mþ1:
CWmin

2
ð3Þ

Where E CWmin½ � ¼ CWmin=2 is the uniformly distributed contention window.
Under extremely low load conditions, the average backoff window size is exactly
1� p. Whereas in extremely heavy load conditions, the average backoff window size is
2mþ1:ðCWmin=2Þ; the maximum contention window.

In arbitrary load conditions, every frame starts out with a minimum window of size of
CWmin, since there is always a frame in the transmission queue, the average backoff
window E CWmin½ � is invoked for every transmission attempt. Upon a successful trans-
mission, the frame starts out with an average backoff window of CWmin=2 and the
probability 1� p. If the frame is successfully transmitted in the second attempt, it is
transmitted with pð1� pÞ probability with a window size of 2� CWmin=2. Similarly,
other cases can be worked out and the Eq. (3) can be driven. The average backoff window
analysis presented above relates the collision probability to the average window size.

2.1 Analysis of the Backoff Process Through Measures
of Information Entropy

In order to demonstrate our proposed amendment, we draw the reader’s attention to the
backoff process and try to explain its behavior in terms of measure of disorder asso-
ciated with assigning probabilities to different outcomes of CWmin under variable
offered load conditions.

Revisiting IEEE 802.11 Backoff Process Modeling 29



The network can be analyzed under two different conditions: saturated load and
unsaturated load. As per the standard, regardless of the current offered load situation,
the backoff process should be invoked even for the first attempt of transmitting a
packet. Therefore, after a successful transmission, the corresponding STA must choose
a value from the uniformly distributed range ½0;CWmin� and then wait for the respective
interval before transmitting. The STA transmits when the backoff counter decrements
to zero. Now if a collision occurs the backoff interval is doubled and a value from the
larger range is randomly picked up to avoid subsequent collision. Thus, it seems from
the ongoing discussion that regardless of the offered load conditions on the network,
every packet has to undergo a backoff process before being transmitted. Under such
rules and in accordance to the principle of indifference [20], it would be appropriate to
assign a probability of 1=CWmin to each outcome of CWmin. This rule for assigning
probabilities is only applicable to situations where there is complete lack of knowledge
on the outcome of CWmin. However, if some definite knowledge about the backoff
process exists, there is no reason to include these in measurements. Rather, only the
outcomes which represent a good deal of information need to be measured for
obtaining higher accuracy.

Working on these lines, we identify two situations where the outcomes are almost
always predictable. In unsaturated load conditions, after each successful transmission,
the transmitting STA initiates a “post-backoff” procedure. In a post-backoff state, the
backoff timer continues to decrement even when the queue is empty [24]. If a packet
from higher layers arrives at the station and finds the queue empty, with the latest post-
backoff has already finished and the medium is idle, the frame may be transmitted
immediately [25]. Under such circumstances, the STA does not have to wait for any
backoff time. On the other hand, if the offered load on the network is extremely high,
each packet will always have to suffer longer waiting times due to backoff process.
These scenarios are highly predictable and represent no information. Hence, there is no
need to include them in measurements.

By eliminating the highly predictable cases, which would yield virtually no addi-
tional information on the outcome, we can then focus on the situations that represent a
great deal of information. As such, by measuring the disorder in the information, the
precision of measurements can be improved. In information theory, the entropy of a
system is a measure of its degree of disorganization [26]. Shannon quantified the
expected value of the information content using a logarithmic measure [27]. In this
paper, we refer to the disorder in information as to information entropy. Therefore, the
conditions where packets may experience an on /off backoff process represent signif-
icant information, i.e. macroscopic1 description of the situation. However, to specify
the microstate2 given the macroscopic description, additional information is needed. To
measure the disorder in the information given the macrostate, we use the following
measure of information entropy [28]:

1 In statistical mechanics, the macrostate refers to the macroscopic properties of the system.
2 A specific microscopic configuration given for a given macrostate.
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IðE½CWmin�Þ ¼ log10
CWmin

2

� �
ð4Þ

Equation (4) gives us a measure of disorder in the information in base 10 Hartleys
[29]. We believe that information entropy would provide a better estimate than the
equal probability assumption.

Therefore, substituting IðE½CWmin�Þ in Eq. (3), the average backoff window can be
computed more accurately and expressed as follows:

CW ¼ Ið1� pÞj¼0þ
1� p� pð2pÞm

1� 2p
:IðE½CWmin�Þ þ Ið2mþ1:

CWmin

2
Þ
����
¼0

ð5Þ

To compute the average throughput performance under saturated load condition,
the remaining equations are provided below. A summary of notations is given in
Table 1 below:

From the law of total probability, the transmission probability PrðTSÞ is the pair
wise union of the transmission probability given that the station finds the queue empty
QE, and when the queue is non empty QNE

Pr TSð Þ ¼ Pr TSjQEð Þ Pr QEð Þ þ Pr TSjQNEð Þ Pr QNEð Þ ð6Þ

Table 1. Summary of notations

Notations Descriptions

TS and TC Denote successful transmission (T) and collision (C) outcomes when computing
the transmission time of a frame

STA WLAN station
N Number of transmitting stations/nodes
PKT Packet
K Transmitting station buffer size of a STA in PKTs
d Propagation delay – IEEE 802.11 PHY layer parameter (IEEE 802.11-1999

2003)
CWmin Minimum contention window – IEEE 802.11 MAC layer parameter (IEEE

802.11-1999 2003)
m Maximum number of contention stages (also backoff stages)
r Slot time (secs) – IEEE 802.11 MAC layer parameter (IEEE 802.11-1999 2003)
�r Average time between successive backoff counter decrements in the units of

time (secs)
p Packet collision probability
PrðTSÞ Probability that a station successfully transmits, ðTSÞ in a slot time r

k Arrival rate (number of packets arriving at each STA) in units of (packets/sec)
PrðXÞ Probability of an event ‘X’ e.g. X could be Idle Slot, Successful Slot, Collision

Slot, transmission and etc.
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In saturated load conditions, the possibility of having an empty queue is typically
very low. Therefore, the probability of transmitting a packet under saturated load
conditions while the queue is empty is highly unlikely. Whereas if the queue is not
empty which is highly probable under saturated conditions, the STA will transmit with
a probability of q

�
CW

Pr TSð Þ ¼ Pr TSjQEð Þ Pr QEð Þ þ Pr TSjQNEð Þ Pr QNEð Þ

Pr TSð Þ ¼ 0: 1� qð Þ þ 1:
q

CW

� �
¼ q

CW

� �

Pr TSð Þ ¼ 1� 2p
1� p� pð2pÞm :

q

CW

ð7Þ

Once the transmission scenarios have been modeled, the collisions can also be
expressed in terms of Pr TSð Þ. If there are N stations in the network, then a collision will
occur when any one or more of the remaining N–1 stations also transmits in the same
slot. Therefore, the collision probability p can be expressed as follows:

p ¼ 1� ð1� Pr TSð ÞÞN�1 ð8Þ

Combining the Eqs. (7) and (8), p can be expressed as

p ¼ 1� 1� 1� 2p
1� p� pð2pÞm :

q

CW

� �N�1

The total normalized offered load on the network, q, can be computed when the
average service rate, �l, is known. A station transmits a frame successfully in a slot r,
when the remaining N–1 stations do not transmit in the same slot.

As such, on a discrete time scale, once the steady state has been achieved, �l can be
expressed as:

�l ¼ PrðTSÞð1� PrðTSÞÞN�1

�r
ð9Þ

Since q is the total normalized offered load on the network, the packet arrival rate
per station, k, can be computed as follows:

k ¼ q: TPKTð Þ
N

ð10Þ

where TPKT ¼ 8�Packet Size
Data Rate .

In IEEE 802.11, the time is slotted in basic constant time units, r, which are needed
to detect the transmission of a frame from any other station. A slot can be in one of the
three possible states: idle, successful transmission, or collision. Since these states are
independent and mutually exclusive, the average time between the successive counter
decrements, �r, can be given as:
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�r ¼ ½Pr Idle Slotð Þ þ Pr Successful Slotð Þ þ Pr Collision Slotð Þ� ð11Þ

Where

Pr Idle Slotð Þ ¼ 1� Pr TSð Þð ÞN�1 ð12Þ

Pr Successful Slotð Þ ¼ N � 1ð Þ: Pr TSð Þ: 1� Pr TSð Þð ÞN�1: TS þ r
� � ð13Þ

Pr Collision Slotð Þ ¼ p� ½ N � 1ð Þ: Pr TSð Þ: 1� Pr TSð Þð ÞN�1: TC þ r
� �� ð14Þ

The successful and collision transmission times of a single frame transmission are
given in Eqs. (15) and (16) below:

TS ¼ TRTS þ SIFSþ dþ TCTS þ SIFSþ d þ T ðHþPLÞ þ SIFSþ dþ TACK þ DIFSþ d

ð15Þ

TC ¼ TRTS þ DIFSþ d ð16Þ

Finally, p can be obtained by substituting the remaining parameters given above in
Eq. (11). The expression for computing the average saturation throughput given by [3]
has been reformulated as follows:

c ¼X=Y

X ¼ Pr Successful Slotð Þ: Pr Transmissionð Þ:TPKT

Y ¼ðð1� Pr Transmissionð ÞÞ:rÞ þ ðPr Transmissionð Þ: Pr Successful Slotð Þ:TSÞ
þ ðPr Transmissionð Þ:ð1� Pr Successful Slotð Þ:TCÞ

ð17Þ

Pr Transmissionð Þ ¼ ð1� ð1� PrðTSÞÞNÞ ð18Þ

3 Model Verification

To verify the outcomes of the proposed model in comparison with the results from
existing models [4, 7], extensive simulations were carried out in ns-2 [21]. The values
for the default parameters are given in Table 2, which have been set in accordance with
[4, 7, 12, 14, 30] and IEEE 802.11b [2]. The legacy technology is addressed here for
the sake of fairness when comparing with the known models:

The model assumes:

1. For channel reservations, all the STAs exchange RTS and CTS frames.
2. Ideal channel conditions.
3. Packets are only lost due to collisions
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4. Collision probability experienced by each STA is constant and independent under
saturated load conditions

5. All the STAs are within the sensing range of each other.
6. No mobility is assumed.
7. Each STA is modeled as a finite M/M/1/K queue with Poisson arrivals, exponential

service time, and the queue length of size K packets.

The typical network layout is shown in Fig. 1 below. Each simulation is conducted for
200 s with 3 repetitions. All simulation results have been obtained with 95 % confi-
dence level.

The saturation conditions are assumed. Figures 2 and 3 plot the throughput versus
packet sizes of contending stations exchanging packets at the data rate of 11 Mbps. The
simulation results are compared with three different analytical models: Tickoo’s model
in [7], Bianchi’s model in [4], and the proposed model. From the figures, with the use
of minimum measure of information, we can see that the results of the proposed model
are more accurate as compared to the results of models proposed by Tickoo and
Bianchi and are closer to simulation results.

Table 2. Default values of parameters used in [4, 7, 12, 14, 30] and also in this paper

Parameter Value Unit

TRTS
¼ ðRTSPKT Size � 8Þ

Data Rate
þ PHY Header

Basic Rate

� �

¼ ð20 � 8Þ
Data Rate

þ ð24 � 8Þ
Basic Rate

µsecs

TCTS=ACK
¼ ðCTS=ACKPKT Size � 8Þ

Data Rate
þ PHY Header

Basic Rate

� �

¼ ð14 � 8Þ
Data Rate

þ ð24 � 8Þ
Basic Rate

µsecs

TPKT

¼ ðPKT Size � 8Þ þMACHeader
Data Rate

þ PHY Header
Basic Rate

� �

¼ðPKT Size � 8Þ þ ð28 � 8Þ
Data Rate

þ ð24 � 8Þ
Basic Rate

(µsecs)

IEEE 802.11b Data
Rates

11 (Mbps)

IEEE 802.11b Basic
Rate

1 (Mbps)

DIFS 50 (µsecs)
SIFS 10 (µsecs)
d 2 (µsecs)
r 20 (µsecs)
m 5
CWmin 31
K 50 (packets)
R 5
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In Fig. 4, the saturation throughput versus the number of contending stations
exchanging packets is plotted for the data rate of 11 Mbps. The results of the proposed
model approach closer to the simulation curve as the number of stations keeps
increasing. However, one thing is quite interesting to observe. The deviations can be
observed at very low number of stations and high number of stations. We suspect that
this may be due to longer waiting times where fewer packets are transmitted and thus
the throughput drops.

Fig. 1. Network scenario for 11 WLAN stations

Fig. 2. Normalized (maximum) throughput versus packet size (data rate = 11 Mbps)
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Given all the above figures, we can conclude that information entropy might
provide a better alternative to equal probability assumption. Moreover, since the
measure always gives a lower bound, we suspect that the proposed model may also
provide accurate results for unsaturated load scenarios. However, a detailed investi-
gation will further justify the applicability of the proposed approach.

4 Conclusion

The analytical modeling of the IEEE 802.11 DCF mechanism is a fairly established
research area. Several models in the literature have been proposed for modeling the
backoff process under saturated load conditions. However, how closely a model

Fig. 3. Normalized (maximum) throughput versus packet size (data rate = 11 Mbps)

Fig. 4. Saturation throughput (data rate = 11 Mbps)
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follows the actual backoff process of the IEEE 802.11 DCF mechanism still remains an
open issue.

In this paper, we indicate that by assigning equal probability to the outcomes of
CWmin when a station randomly requests for backoff value may result in inaccuracies.
In past and existing models, this assumption is generally made on the basis of complete
lack of knowledge. In such situations, with accordance to the principle of indifference,
each outcome is assigned equal probability. In this paper, we have shown that there are
situations when a definite knowledge about the backoff process exists. Hence, there is
no reason to include these in measurements. Rather, only the outcomes which represent
a great deal of information need to be considered for obtaining higher accuracy. By
measuring the disorder in the information through information entropy estimates, we
provide a better approximation for estimating the average window size. The results in
this paper are validated through simulations. They are found to be more accurate in
comparison with some of the widely-used existing models.
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Abstract. Traditional transport protocols have been designed to per-
form end-to-end transmission and retransmission. In terms of choosing
the optimal transmission window, previous works suggest a value based
on the bandwidth-delay product (BDP). For wireless networks, the BDP
value is related to the round-trip hop length. However, there exists a
new class of transport protocols that use intermediate caching which can
drastically improve the performance even in the presence of high packet
error rates. In this paper, we show that using a window size related to the
BDP could lead to sub-optimal performance for caching-based protocols.
Furthermore, we present a heuristic for choosing the optimal transmis-
sion window such that the optimal value is related to the average cache
size in the intermediate nodes.

Keywords: Wireless sensor networks · DTSN · Transmission window ·
Intermediate caching · Optimization

1 Introduction

Previous studies have shown that the transmission capacity of wireless ad hoc net-
works is related to the network size. Specifically, in [1] it was shown that the ideal
capacity of a long chain of nodes is 1/4 of the raw channel capacity of the radio. In
another work [2], the authors have shown that an upper bound on the bandwidth-
delay product (BDP-UB) exists and is a function of the number of hops in the
path. Furthermore, their study indicates that applying this BDP value to TCP’s
congestion window limit effectively improves the performance of TCP.

Datagram Transport Protocol for Ad Hoc Networks (DTPA), a reliable pro-
tocol designed for ad hoc networks, uses a fixed transmission window based on
the bandwidth delay product for wireless networks (BDP-UB). However, such
choice could lead to sub-optimal performance when applied to a caching-based
protocols since intermediate caching improves packet delivery in the presence of
packet loss compared with non-caching protocols [3].
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
S. Mumtaz et al. (Eds.): WICON 2014, LNICST 146, pp. 39–46, 2015.
DOI: 10.1007/978-3-319-18802-7 6
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Reliable transport protocols require packets transmitted from the source to
be acknowledged by the destination. Unacknowledged packets are deemed lost
and are retransmitted by the source. The source may transmit multiple packets
into the network before expecting any acknowledgment depending on its trans-
mission window size. This value also corresponds to the maximum number of
in-flight packets. The window size can be set dynamically (e.g., TCP [7]) or set
to a fixed value (e.g., DTPA [5]). The window size must be optimized properly
because it directly affects the end-to-end throughput, such that setting it too
high can lead to congestion while setting it too low can result in low throughput.

With TCP, the transmission window is controlled by the congestion control
algorithm (i.e., AIMD). End-to-end performance depends not upon the transfer
rate itself, but rather upon the product of the transfer rate and the round-trip
delay. This bandwidth-delay product (BDP) measures the amount of data that
would fill the network pipe. This BDP also dictates the buffer space required
at sender and receiver to obtain maximum throughput on the TCP connection
over the path.

The traditional TCP has a maximum transmission window of 64 K bytes. For
wired networks, this value works well in medium-sized pipes. For long fat pipes,
the BDP exceeds this value and the 64 KB limit in the TCP header needs to be
increased. However, for small-sized pipes where the BDP is well below 64 KB,
such as in wireless networks, the BDP normally comprises a few packets only.

Distributed Transport for Sensor Networks (DTSN) [6] belongs to a class of
transport protocols that leverage intermediate caching. DTSN supports both full
and differentiated reliability and employs selective repeat ARQ using ACK and
NACK semantics. When the DTSN receiver detects a lost packet, it creates a
NACK packet indicating missing packet numbers in the current DTSN window.
As the NACK traverses the network, the intermediate nodes will examine the
NACK to see if there are any copy of missing packets in their cache. If copy
is found, that packet is sent to the DTSN receiver and the NACK packet is
modified (removing that packet number) and forwarded on towards the DTSN
sender. In this way, end-to-end retransmission is reduced.

Paper contributions: This paper makes the following contributions: (1) We
show that using a transmission window value based on the bandwidth-delay
product leads to sub-optimal performance of caching-based transport protocols
and (2) we develop a heuristic for choosing the optimal value for DTSN. To the
best of our knowledge, this work is the first to consider the problem of choosing
the optimal transmission window for caching-based protocols such as DTSN.

The rest of the paper is structured as follows. Section 2 presents the related
work. Section 3 explains the simulation environment and protocol parameters
used in this work. Section 4 presents our results. Finally, Sect. 5 concludes the
paper.

2 Related Work

The work of [2] has established that the upper bound on the BDP for 802.11-
based MANETs cannot exceed kN , where N is the round-trip hop length and
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1/8 < k < 1/4 is the reduction factor due to transmission interference at the
MAC layer. A larger k would suggest that the interference is smaller and that
the chain network can accommodate for in-flight packets. In the said work, the
authors obtained the value of k empirically to be equal to 1/5. DTPA [5] pro-
poses a fixed optimal transmission window size equal to BDP-UB + 3. In our
study, we have established that using a BDP-based value leads to sub-optimal
performance and that the optimal transmission window size is equal to the cache
size allocated to the flow. While this is most evident in high packet error rates,
this is also true even in lower packet error rates where packet collisions can
occur. Table 1 summarizes the protocols we considered in this thesis. For the
9-hop linear chain topology we considered, the value of the transmission window
were set to 3 for DTPA-BDP and 6 for DTPA.

Table 1. Approaches to optimal transmission window.

Approach Protocol used Caching Strategy

Chen, et al. [4] TCP N Set congestion window limit to BDP-UB
where BDP-UB=1/5 * round-trip hop
length

Li, et al. [5] DTPA N Set fixed window size to BDP-UB+3

Our Work DTSN Y Set fixed window size to the cache size
assigned to the flow

3 Simulation Environment

We implemented the DTSN protocol in ns-2 [8] and conducted extensive sim-
ulations. We consider a linear network topology consisting of 10 nodes with a
single source (node 0) and destination (node 9). All the intermediate nodes have
the same cache size. The source sends 500 packets of 500 bytes each in a realible
stream-type transfer similar to TCP. We consider a network scenario consid-
ering uniform Frame Error Rate (FER) and we vary the FER from 0 to 0.70.
The MAC retry limit is set to 3 (default value) unless specified otherwise. The
DTSN EAR interval is set to 200 msec which is equal to the default minimum
RTO setting in ns-2.

In order to conduct a comparison and analysis of the effect of our mechanisms
on protocol performance, we fix the FER and network topology for each case.
For each experiment, we conducted 20 simulation runs and obtained the 95 %
confidence intervals. Table 2 provides a summary of the simulation parameters.

4 Results

We performed a comparative analysis of the following protocols to determine
the effect of the transmission window:
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Table 2. Simulation parameters

Parameter Value

Network topology Linear chain

Packet size 500 bytes

DTSN ACK window size 20 packets

DTSN cache size 20 packets

DTSN EAR interval 1 sec

Routing protocol Static

MAC protocol 802.11 b

MAC retry limit (default) 3

PHY bandwidth 50Kbps

PHY error model Binary Symmetric Channel

– DTPA – The DTPA protocol as described in [5].
– DTPA-BDP – The DTPA protocol with the transmission window set to the

value of the wireless bandwidth-delay product (BDP) [2].
– DTSN+ – The DTSN protocol with the enhanced NACK repair and adaptive

MAC retry limit mechanisms [9].
– TCP− – The TCP protocol without the RTO exponential backoff.

The goodput performance results (Fig. 1) show that the transmission window has
a significant impact on the overall performance. Note that DTPA and DTPA-
BDP only differs in the size of the transmission window (6 and 2, respectively).
Both of these protocols use a fixed window size while TCP uses a dynamic
window. However, all them perform end-to-end loss recovery. On the other hand,
DTSN leverages on intermediate caching.

Furthermore, we studied the effect of the transmission window on DTSN by
varying the acknowledgment window (AW) size. In order to simplify our network
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configuration, we assume that all intermediate nodes have the same cache size
(CS) and we vary the AW. We obtained both goodput and transmission cost as
performance metrics. The transmission cost is the average number of link-wise
packet transmissions including control and MAC layer packets and computed as
follows:

tx cost =
Ndata + Nack + Nnack + Nmack

pktno
(1)

where Ndata is the total number of data packets transmitted, Nack is the total
number of transport-layer ACKs, Nnack is the total number of transport-layer
NACKs, Nmack is the total number of MAC-layer ACKs, and pktno is the total
number of packets that need to be delivered end-to-end.

Figure 2 compares the goodput for CS=10 and CS=20. For CS=10, the opti-
mal (i.e., maximum) goodput is achieved at AWopt=[10,20] while for CS=20
optimal goodput is achieved at AWopt=[20,30] as shown in Figs. 2(a) and (b),
respectively.

In terms of energy efficiency, we see that the transmission cost is minimized
in the same corresponding range of AWs as shown in Figs. 3(a) and (b). It can
be seen that each figure shows a minimum value that corresponds to the optimal
value of the transmission window.

Figure 3 shows that for high framer error rates (i.e., FER ≥ 0.5), the trans-
mission cost at AW=5 is higher than at AW=1. This can be explained by the
fact that at such high error rates, the cache hits are so low resulting in fewer
RNACKs. Another factor is that with only one in-flight packet, contention is
greatly reduced.

To quantify the optimality of the transmission window size, we calculate the
overall gain of the goodput and transmission cost at a given AW relative to the
worst case value (i.e., minimum goodput or maximum cost, respectively) using
the following equations:

GainGoodput =
GoodputAW − min(Goodput)

min(Goodput)
(2)
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where GainGoodput = goodput gain,
GoodputAW = goodput at a specific AW,
min(Goodput) = overall minimum goodput.

GainCost =
max(Cost) − CostAW

CostAW
(3)

where GainCost = transmission cost gain,
CostAW = transmission cost at a specific AW,
max(Cost) = overall maximum transmission cost.

Figure 4 shows the gain for CS=10. The goodput gain for AW=10 is lower
than for AW=20 but the transmission cost gain of the former is higher than the
latter. This can be explained by the fact the energy efficiency is achieved when
the intermediate caching mechanism is maximized (i.e., maximum cache hits).
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This occurs when the transmission window is equal to the cache size. However,
in terms of goodput, a higher number of in-flight packets will tend to increase
goodput since more packets can be delivered within the same period. This same
pattern is observed for CS=20 as displayed in Fig. 5.

In our study, we assume uniform allocation for cache size on all nodes in the
path. We have seen that for a given cache size (CS), the optimal energy efficiency
(minimum transmission cost) is obtained when the transmission window (AW )
when AW = CS while the optimal goodput (maximum goodput) is obtained
when AW = CS + 10. Thus, in general, the optimal transmission window is in
the range AWopt = [CS,CS + 10].

5 Conclusion and Future Work

Recent works have highlighted the tremendous benefit of caching-based trans-
port protocols in improving network performance in the presence of high packet
error rates such as in Wireless Sensor Network. These necessitates a study in
the optimal transmission window for these new class of protocols. Basing it on
wireless bandwidth-delay product values leads to sub-optimal performance. In
this paper, we have determined a heuristic in choosing the optimal transmis-
sion window for DTSN which is a function of the cache size in the intermediate
nodes. Our future work shall include testing this heuristic on more complex and
dynamic network scenarios as well implementing a suitable congestion control
mechanism.
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Abstract. The classical energy detection (CED) system is a well-known
technique for spectrum sensing in cognitive radio application. Gener-
alized p-norm detector for spectrum sensing has been shown to pro-
vide improved performance over CED under certain conditions. Further,
improved algorithm exists which works better than the classical energy
detection algorithm. The present paper highlights the combined benefit
of the p-norm detector and an improved algorithm for spectrum sensing
in achieving a higher performance gain.

Keywords: p-norm detector · Improved algorithm · Energy detection ·
Spectrum sensing · Cognitive radio

1 Introduction

In cognitive radio, spectrum sensing is the key technology that enables the sec-
ondary users (SUs) to access the licensed frequency bands without affecting the
quality-of-service (QoS) of the primary users (PUs). Various spectrum sensing
techniques have been suggested in the past [1], among which the classical energy
detector (CED) is the simplest and well accepted technique for its low implemen-
tation cost and less complexity. However, the performance of the energy detector
is limited by high susceptibility of the detection threshold to noise uncertainty
and interference level. An improved energy detector (IED) has been proposed
[2] which outperforms the CED with almost same algorithmic complexity and
applicability without the need for a-priori information about the PU’s signal
format.

Another interesting improvement strategy for energy detection based on
p-norm detector was first proposed by Chen [3], where the conventional energy
detector is modified by replacing the squaring operation of the signal amplitude
by arbitrary positive power p. The application of p-norm detector in fading chan-
nel and for diversity reception has been very well investigated recently [4]. In the
present work, we have evaluated the performance benefit of spectrum sensing in
AWGN channel by considering both the p-norm detector and the IED algorithm
combinedly for efficient spectrum sensing.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
S. Mumtaz et al. (Eds.): WICON 2014, LNICST 146, pp. 47–52, 2015.
DOI: 10.1007/978-3-319-18802-7 7
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2 Spectrum Sensing

The spectrum sensing may be modeled as a binary hypothesis testing problem as:

H0 : y[n] = w[n]
H1 : y[n] = s[n] + w[n]

(1)

where, y[n] is the signal sample detected by the SU, s[n] is the signal transmitted
by the PU, and w[n] is the zero-mean additive white Gaussian noise (AWGN)
with variance σ2

w.
The hypotheses H0 and H1 correspond to the binary space, representing

the absence and the presence of the PU respectively. In order to analyze the
performance of the sensing scheme, the probability of false alarm, Pfa, and the
probability of detection, Pd, need to be evaluated. The parameters are defined
as follows:

Pfa = P (H1|H0)
Pd = P (H1|H1)

(2)

where, P (·|·) denotes the conditional probability. The expression for these prob-
abilities are obtained in the next section.

2.1 Classical Energy Detector (CED)

In CED, the decision variable Ti(yi) at the ith sensing event can be represented as:

Ti(yi) =
1
N

N∑

n=1

∣∣∣∣
yi(n)
σw

∣∣∣∣
2

(3)

where, N is the number of samples per sensing event. The decision rule can be
modelled as:

H0 : Ti(yi) < λ

H1 : Ti(yi) ≥ λ
(4)

where, λ is the decision threshold. For the number of samples N � 1, the decision
variable can be well approximated as a Gaussian distribution [2], i.e.,

Ti(yi) =

{
N (

1, 2
N

)
: H0

N (
(1 + γ), 2

N (1 + γ)2
)

: H1

(5)

where, γ = σ2
s

σ2
w

is the signal-to-noise ratio (SNR) of the received signal, σ2
s is the

signal power. For the AWGN channel, PCED
fa and PCED

d can be expressed as [2]:

PCED
fa = Q

(
λ − 1√

2/N

)
(6)
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PCED
d = Q

(
λ − (1 + γ)√
(2/N)(1 + γ)2

)
(7)

where, Q(x) =
∫ ∞

x
e−t2dt, is the Gaussian tail probability function. From (6),

the expression for λ can easily be obtained as:

λ =
√

2/NQ−1
(
PCED

fa

)
+ 1 (8)

2.2 Improved Energy Detector (IED)

In IED, the decision for the presence of the primary user is done based on the
average of last L test statistics T avg

i at the ith interval Ti, which is defined as:

T avg
i (Ti) =

1
L

L∑

l=1

Ti−L+l(yi−L+l) (9)

Out of the last L sensing events, M ∈ [0, L] is the total number of events in
which the primary signal was actually present. In IED algorithm, two additional
checks are aimed to improve the detection probability as well as the probability
of false alarm [2]. Since T avg

i (Ti) is the average of independent and identically
distributed Gaussian random variables, it is also normally distributed:

T avg
i (Ti) ∼ N (μavg, σ

2
avg) (10)

where, μavg and σ2
avg are obtained as:

μavg =
M

L
(1 + γ) +

L − M

L

σ2
avg =

M

L2

(
2
N

(1 + γ)2
)

+
L − M

L2

(
2
N

) (11)

Based on the above assumptions, P IED
fa and P IED

d can be easily derived as [2]:

P IED
fa = PCED

fa + PCED
fa (1 − PCED

fa )Q
(

λ − μavg

σavg

)

P IED
d = PCED

d + PCED
d (1 − PCED

d )Q
(

λ − μavg

σavg

) (12)

2.3 p-norm Detector

The decision variable for the p-norm detector (p > 0) is obtained by modifying
(3) as:

T p
i (yi) =

1
N

N∑

n=1

∣∣∣∣
yi(n)
σw

∣∣∣∣
p

(13)
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It may be noted that p = 2 in (13) leads to the CED case. The decision statistics
may be well approximated by Gaussian distribution for N � 1 as follows [3]:

T p
i (yi) =

{
N (

μ0,p, σ
2
0,p

)
: H0

N (
μ1,p, σ

2
1,p

)
: H1

(14)

where,

μ0,p =
2p/2

√
π

Γ
(

p + 1
2

)
, σ2

0,p =
2pΓ

(
2p+1

2

)

N
√

π
− 2p

Nπ

{
Γ

(
p + 1

2

)}2

μ1,p =
2p/2

√
π

Γ
(

p + 1
2

)
γp/2

p , σ2
1,p =

[
2pΓ

(
2p+1

2

)

N
√

π
− 2p

Nπ

{
Γ

(
p + 1

2

)}2
]

γp
p

(15)

where, γp = 1 + γ and Γ(·) is the Gamma function. The probability of false
alarm, P p

fa and the probability of detection, P p
d in the case of p-norm detector

may be readily obtained as:

P p
fa = Q

(
λp − μ0,p

σ0,p

)
, P p

d = Q

(
λp − μ1,p

σ1,p

)
(16)

where, λp is the threshold for the p-norm detector to ensure a target P p
fa.

2.4 Improved p-norm Energy Detector

By replacing the squaring operation of the signal amplitude in IED by an arbi-
trary positive power p, T avg

i (T p
i ) may be well approximated by a Gaussian dis-

tribution as:
T avg

i (T p
i ) = N (

μavg,p, σ
2
avg,p

)
(17)

where, μavg,p and σ2
avg,p are the mean and the variance of T avg

i (T p
i ) defined as

follows [2]:

μavg,p =
M

L
μ1,p +

L − M

L
μ0,p

σ2
avg,p =

M

L2
σ2
1,p +

L − M

L2
σ2
0,p

(18)

Hence, according to the above assumptions, the probability of false alarm,
P IED,p

fa , and the probability of detection, P IED,p
d , may be expressed as:

P IED,p
fa = P p

fa + P p
fa

(
1 − P p

fa

)
Q

(
λIED,p − μavg,p

σavg,p

)

P IED,p
d = P p

d + P p
d (1 − P p

d ) Q

(
λIED,p − μavg,p

σavg,p

) (19)

where λIED,p is the threshold for the improved p-norm energy detector.
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3 Results and Discussion

In this section, the results for the combined benefit of the improved energy detec-
tor algorithm as well as the p-norm detector are highlighted for spectrum sensing
in AWGN channel. For a given target false alarm probability, the threshold value
of λ is chosen; and for a given SNR γ, the optimal value of p is determined which
yields the highest value of the probability of detection. In Fig. 1, the comparison
of the receiver operating characteristics (ROCs) for CED (p = 2), IED (p = 2),
CED with optimal p, and IED with optimal p has been depicted. It is clearly
evident that the IED with optimal p outperforms all other schemes considered
here for a low probability of false alarm. In Fig. 2, the variation of the proba-
bility of detection against SNR at a fixed target false alarm probability of 0.01

0 0.02 0.04 0.06 0.08 0.1
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Probability of false alarm

P
ro

b
a

b
ili

ty
  

o
f 

d
e

te
ct

io
n

 

 

CED (p = 2)
IED (p = 2)
CED optimal p
IED optimal p

Fig. 1. Comparison of receiver oper-
ating characteristic for CED and IED
with p = 2 and optimal p for N = 100
and γ = −10 dB.

−15 −10 −5 0
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SNR in dB

P
ro

b
a

b
ili

ty
 o

f 
d

e
te

ct
io

n

 

 

CED
IED
CED with optimal p
IED with optimal p

N = 500

N = 100

Fig. 2. Probability of detection versus
SNR for CED and IED with p = 2 and
optimal p for N = 100 and 500, γ =
−10 dB, Pfa,target = 0.01.

0

0.05

0.1

1

2

3

4

5
0

0.1

0.2

0.3

0.4

 

Probability of false alarmp
 

P
ro

ba
bi

lit
y 

of
 d

et
ec

tio
n

0

0.05

0.1

0.15

0.2

0.25

0.3

Fig. 3. Surface plot for probability of
detection using CED in AWGN channel
with N = 100 and γ = −10 dB.

0

0.05

0.1

1

2

3

4

5
0

0.1

0.2

0.3

0.4

 

Probability of false alarmp
 

P
ro

b
a

b
ili

ty
 o

f 
d

e
te

ct
io

n

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Fig. 4. Surface plot for probability of
detection using IED in AWGN channel
with N = 100 and γ = −10 dB.



52 V. Kumar et al.

has been shown with the number of samples per sensing event, N = 100 and
N = 500 as a parameter. It is interesting to note that the performance of both
IED and CED remains optimal at p = 2, for a large value of N as well as for
high value of SNR, as observed in [3].

To provide practical design guideline for a spectrum sensing system with
p-norm detector with either CED/IED algorithms, Fig. 3 and Fig. 4 provide the
surface plots for the probability of detection with variation of p and the prob-
ability of false alarm for CED and IED schemes respectively, each obtained for
N = 100 and γ = −10 dB.

4 Conclusion

We have analyzed the sensing performance of an improved energy detector algo-
rithm with the optimal p-norm value. The performance gain depends upon the
various system design parameters, e.g., SNR, the probability of false alarm and
the number of samples per sensing event, N . The theoretical results confirm that
there exists an optimal p value other than 2, for which the detector gives the best
performance under low SNR condition and with low probability of false alarm.
The performance gain is not much significant, if the number of samples per sens-
ing event, N is considerably high. But for the low value of N , a p-norm detector
works well for IED as compared to CED. By combining both, the IED and the
optimal p-norm detector, one can achieve a considerable performance gain.
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Abstract. Advances in Internet of Things (IoT) technologies present enormous
potential for the intensified healthcare support of senior or disabled citizens.
Everyday objects will have the capability of directly interacting with each other
and with humans. In this context we propose NCeH – a middleware solution that
hides heterogeneity and offers a single common configuration and processing
component for all nodes of IoT applications developed on top of it. The middleware
is intended for the caring of people with special needs, such as video-vigilance,
monitoring and so on, with multi-function, and is currently applied as a prototype
in collaboration with cerebral palsy, blind and seniors caring institutions.

Keywords: Internet of things · Senior or disabled citizens · Middleware ·
Heterogeneity · Interoperability

1 Introduction

The Internet of Things (IoT) is one of the recent technological and social trends that will
have a significant impact in the delivery of healthcare. IoT represents a vision in which
Internet extends to the real world, everything is interconnected and has a digital entity.
The impact of IoT will not be the same in all sectors, healthcare being the one to play a
leadership role. IoT will enable the patient to stay longer and safer at home, since smart
devices can alarm the hospital in case of critical conditions. Furthermore, due to constant
monitoring, the patient can be relieved from the hassle of routine checks, replacing costly
travel and reducing patient stress. Using implantable wireless devices to store health
records could save a patient’s life in emergency situations.

Currently, the services and technologies for accessing real world information are
typically closed, leading to vertically integrated solutions for niches of applications. This
approach leads to inefficient and expensive service infrastructures that lack interopera‐
bility. In this context we propose a middleware solution based on a single node compo‐
nent and a remote configuration/code loading component. The proposed solution ensures
that all nodes will have at least a uniform configuration interface, important remote
management and processing capabilities without any further programming or gluing
together.

The proposed approach advances the current state-of-the-art, by providing a model
whereby a single but powerful component is deployed in any node, regardless of its
underlying differences, and the system is able to remotely manage and process data in
a flexible way.
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In the literature, there are some middleware solutions for IoT and sensor networks.
Most of the middleware are built on top of specific Operating Systems (mainly tinyOS)
and almost all of them assumed it as a requirement and were not designed for abstracting
away heterogeneous contexts. TinyDB [1], Agilla [2], Impala [3] are examples of
middleware approaches designed to operate within sensor networks. On the other hand,
Borealis [4], GSN [5] and IrisNet [6] are examples of middleware approaches that do
not operate within sensor networks. Our approach can be deployed in any device,
including embedded devices of any type.

For more information on sensor networks middleware, internet–of–things, and the
relation between IoT and WSN, please consult [12].

Our work focuses on providing a device-independent middleware for operating with
any IoT nodes, targeted at healthcare applications.

2 IoT HealthCare Application Scenarios and Requirements

IoT technologies and architectures could potentially impact a number of healthcare
applications, such as medical treatment, pre- and post-hospital patient monitoring [7],
people rescue [8–10], and early disease warning systems [11].

The healthcare application scenario is a very special scenario, since nodes store the
data until some instant in time. All sensors are connected to one node, which is an
embedded device. The node is placed on the body (human or animal body). Store and
processing capabilities are the most important aspect in this scenario, because the node
must collect and process data until a decision support system requests it. For instance,
if a patient goes to the hospital and uses body sensors to monitor the heartbeat during a
day [8], the node must be able to store the data it collects during a day and unload the
data only when the patient returns to the hospital. Another application scenario [9]
referring node processing and actuation is when a diabetic patient is monitored for
insulin injection.

Several middleware requirements can be extracted from the previous scenarios. We
consider data acquisition and processing, system configuration as functional require‐
ments, while heterogeneity, interoperability and adaptability are considered as non-
functional requirements.

Data Acquisition and Processing: Data have to be acquired and stored, processed (e.g.,
format adaptation, filtering), transferred, further processed or merged and delivered to
users.

Heterogeneity: The middleware should be modular and based on drivers and interfaces,
which allow it to run over different hardware and software platforms.

Interoperability: All nodes have to be provided with standard interfaces to access the
data (different nodes have to be abstracted and accessed in the same way using a
common API).

54 J. Cecílio and P. Furtado



Flexibility: The middleware must be flexible and adaptive. Each application context
(e.g. measurements of blood pressure, glycemic levels) will demand a slightly different
mix of operations, sample rates and response times.

System Configuration and Adaptability: It should be necessary to deploy the system,
configure it and it should be up and running. In other scenarios, it may be necessary to
program part of the applications, using a common dialect and calling standard API
functions.

To end this section, we describe a simple example scenario. A glucometer sends
readings to a smartphone using a Zigbee communication. The smartphone uses GSM to
exchange data and commands with a server. Each of these devices has exactly the same
node component software, although developed for different platforms. Additionally, it
was not necessary to code, since data sensing, storage and sending is configurable in the
middleware.

3 Architectural Design

In this section we propose the IoT architecture. It provides remote access for configu‐
ration and processing capabilities to any device. The proposed architecture builds an
intermediate computing layer which will serve as an abstraction hiding different hard‐
ware implementations.

Figure 1 shows the proposed architecture. It defines a node component (NCeH) that
must be included in all node devices, including computers and data servers.

(a) General architecture – Application context

(b) General Overview of the architecture

(c) Node Component architecture

Fig. 1. NCeH architecture.
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The architecture works on top of a network communication infrastructure that is used
to exchange data messages between nodes, send configuration commands to nodes and
send acknowledgements from them.

The NCeH (represented in Fig. 1 c) runs at application level and has a set of modules
that provide: communication capabilities (Comm processor and API), whereby the
node will be able to exchange messages with any other node in the system; data and
command processing capabilities (Data and Command Processor), whereby the
node will be able to configure itself based on remote commands, look and compute on
data it collects from either sensors or other nodes, to take decisions and to route data;
acquisition/actuation capabilities (HW Adapter), whereby sensor nodes will be able
to periodically acquire sensing values or issue actuation commands.

The NCeH was designed to provide mechanisms to handle node referencing, heter‐
ogeneity and platform and communication protocol independency.

Platform and Communication Protocol Independency: In order for NCeH to run over
different hardware and communication protocols, it needs drivers to manage files, handle
different communication protocols and sensors, as well as drivers to handle timer events
and memory requirements. When developing NCeH for a not-yet-supported operating
system, the programmer needs to develop a set of drivers that offer a common architec‐
ture defined API, translating the corresponding calls to operating system calls.

Node Referencing and Heterogeneity: In order to handle communication protocol
heterogeneity, NCeH defines a gateway component. This provides support for commu‐
nication with non-IP embedded devices. Each gateway implements two communication
protocols and translates data packets between them.

Each gateway has a Translator module, which is an application level protocol trans‐
lator. It receives the message at application level, looks up the destination address, and
resubmits the message using the communication function on the other side.

Publish/Subscribe External Interface: The NCeH architecture includes publish/
subscribe mechanisms to publish data stream content to external applications. Users can
subscribe to the data stream where each subscription is represented by a “subscribe”
request, which includes the subscriber address, port, a connection timeout, and the
stream source.

Data and Processing Model: NCeH implements a query processor. Based on queries
formulated by users, NCeH parses and transforms them into logical configuration
commands. These commands consist of high-level representations of the operations that
need to be executed to obtain answers to the query.

The glucometer from the previous example is instrumented with the node component
NCeH binaries for the device that has the glucometer. Similarly, the smartphone running
android is instrumented with NCeH for android, and the server runs NCeH for Linux.
The user sends configuration commands (read glucose every second; send to smart‐
phone; store for 1 day; send to sever). Each of the keywords - glucose, smartphone,
server - are defined using a simple mechanism (we do not explain further for lack of
space).
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4 Experimental Evaluation

As NCeH can be deployed for embedded devices or more powerful nodes, such as
computers, in this section we will evaluate the NCeH when implemented in computer,
Raspberry PI, TelosB and Arduino platforms.

We have developed NCeH for the devices listed above. Next, we configured the
devices remotely using the remote configurator with an application that samples temper‐
ature sensors periodically, stores them and sends the data to a central server. This was
a straightforward Java application that called the APIs of the middleware for interacting
with the resources. In the rest of the experimental section, we focus on the issues related
to development and porting of the middleware.

4.1 Development and Porting Between Platforms

The middleware must be developed once only for each type of platform/operating
system. We have developed the middleware for the above listed platforms. Our expe‐
rience from the development was that the first implementation that was done (the TelosB/
Contiki one) required us to design all the structures and mechanisms of the middleware.
However, the resulting code was used as a template for th remaining developments. This
way, porting to other devices was quite easy. In agreement with the definition of NCeH,
all functionalities were isolated from the operating system and hardware by using
drivers. Additionally, some of the devices, such as the computer and Raspberry PI are
less constrained, therefore we could make use of more memory and other resources.

From these implementations and porting we concluded that the reference architecture
of NceH is quite helpful, since it specifies which modules to implement and how should
work. Porting to new platforms is also simple.

4.2 Memory and Performance

In this sub-section we will detail the amount of memory needed to implement NCeH in
chosen platforms. Figure 2 shows the amount of memory needed by each component of
NCeH in the different platforms. From Fig. 2 we can conclude that NCeH implemen‐
tation was significantly small to fit all devices that were tested. Implementations for
either computer or Raspberry nodes need less than 60 KB (without operating systems).
These consume more space than implementations for other platforms because they are
java-based, but both computers and Raspberry PI resources do not pose any constraints
on such code sizes. The Arduino implementation is smaller than the other ones, because
it is written in C++ and it is not loaded with a full Operating System.

Another important issue for some embedded devices with constrained resources is
the quantity of RAM memory needed to run each implementation. Figure 2 also shows
the amount of memory needed by each component and in total for each platform.

From Fig. 2 we conclude that the Contiki-C version is the implementation that needs
less RAM. However, this is not accounting for the RAM used by the Contiki Operating
System. In general, the amount of RAM needed is small and fits nicely into each
platform.
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5 Conclusions

In this paper we proposed an IoT architecture for healthcare applications. It offers easy
and uniform configuration and operation for embedded devices and nodes such as
computers or data servers. The model advances the state-of-the-art since it views the
whole system as a distributed system and any computing device as a node, regardless
of hardware or operating system. We have described main mechanisms and details of
the architecture. Then we develop the architecture to show that the system is ease to
implement and port for different classes of devices.

Acknowledgments. This work was supported by the iCIS project (CENTRO-07-ST24-
FEDER-002003).
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Abstract. In this paper we present a survey of recent trends on short-
term electricity-price prediction models. We classify the proposed price
prediction methods based on the forecasting horizon into short- medium-
and long-term approaches. We provide the key features of the medium-
and long- solutions, while we emphasize on short-term prediction models,
by providing their classification into statistical, computational intelli-
gent and hybrid methods. We also highlight the key characteristics of
the available prediction methods, while the strengths and weaknesses of
these solutions are also discussed and analyzed. These important aspects
should be considered by researchers that target on the derivation of more
efficient and accurate electricity-price prediction models, especially for
smart grid applications.

Keywords: Electricity pricing · Prediction method · Price forecasting ·
Computational intelligence · Smart grid

1 Introduction

The emergence of the smart grid has expanded the capabilities of the power grid’s
generation, transmission and distribution systems, in order to provide better
control of energy supply and demand. This intelligent power grid is based on the
continuous observation of power generation and consumption patterns, which
enables the efficient management of the energy sources, while it also enhances
the effectiveness of the electricity pricing strategies [1]. In this new environment,
the transition from flat pricing into a variable electricity pricing procedure is
inevitable and has triggered the design of pricing strategies with the aim of
matching supply with demand [2].

The design of an efficient electricity pricing scheme is a crucial component of
the future power grid. It is therefore necessary to develop methods and mech-
anisms that can provide the means for the application of a pricing procedure
that not only motivates consumers to participate into Demand Side Manage-
ment (DSM) programs, but also maximizes the social welfare [3]. To this end,
electricity price prediction methods are resourceful tools that can be used by
power utilities in order to enhance their decision making mechanisms. By pre-
dicting the electricity prices, utilities are able to strengthen their investments,
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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to prevent the passing of unpredictable costs to the consumers and to provide
competitive and attractive contracts to the consumers [4].

In general, electricity-price prediction methods can be classified according to
the forecasting horizon into long-, medium- and short-price forecasting. Long-
and medium-price forecasting methods consider prediction times from weeks
up to even years and are mainly used for risk management, analysis of prof-
itability of investments and long-term planning. As reported in [5], medium-
and long-term predictions are usually performed by simulations, game theoretic
approaches, production cost models or fundamental methods. On the other hand,
a variety of methods have been used for short-term price forecasts, mainly due to
their importance on the design of the future smart grid. The research efforts on
short-term forecasting until 2006 have been extensively surveyed in [5]. To this
end, in this paper we present the key characteristics of recent research efforts
on electricity-price prediction models with a forecasting horizon of up to a few
days. These methods are classified into statistical, computational intelligence and
hybrid methods. We present the key characteristics of these prediction methods,
while we highlight the strengths and weaknesses of each method, mainly in terms
of prediction accuracy.

The rest of the paper is organized as follows. Section 2 provides the main
features of the methodology that is used in electricity price prediction. Section 3
presents the three main categories of price prediction models, where recent
research efforts are presented and analyzed. Finally, we conclude in Sect. 4.

2 Electricity Price Prediction Methodology

The main target of an electricity price prediction model is to provide the impor-
tant inputs to the decision making mechanism of a utility company or a large
commercial/industrial consumer. Both power utilities and large consumers can
benefit from an accurate prediction of the volatile wholesale prices, in order to
adjust their bidding strategies or their electricity production/consumption, so
that any risks are reduced, while their profit is maximized. However, a number
of challenges and constraints may affect the accuracy of the predicted electricity
price, since electricity market does not allow for continuous trading, due to its
“day-ahead market” nature. Furthermore, forecasting models should consider
that in most cases electricity prices are determined for the next day by taking
into account the same information, in order to match supply with demand.

It should be noted that although a large number of forecasting methods
target the determination of electricity prices for the following day, there are a
number of models that consider different forecasting horizons. In general, based
on the forecasting horizon, models may provide predictions for short, medium or
long periods. Short-term price forecasting models provide predictions from a few
minutes up to a few days; a typical example is the day-ahead market. Medium-
term models consider time periods from a few days up to a few months and
are used for risk-management cases. Finally, long-term forecasting models refer
to periods up to a few years and are mainly used for analyzing the investment
profitability on new power plants and/or new fuel sources.
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The accuracy of each electricity-price prediction model is determined by con-
sidering various accuracy metrics. The most widely-used accuracy metric refers
to the absolute error AEt for a time horizon t, which is equal to:

AEt = |P real
t − P pred

t | (1)

where P real
t and P pred

t are the actual and predicted prices, respectively. However,
absolute errors may not provide efficient information when different datasets are
considered. Other accuracy metrics that are considered to mitigate this problem
include the absolute percentage error, which is the normalized absolute error by
the real data, and the Mean Absolute Percentage Error (MAPE), which is the
mean of a number of N of APEt. The latter accuracy metric has been widely
used, although it may provide misleading results when prices are close to zero [6].
Furthermore, the Mean Absolute Scaled Error (MASE) is defined as [7]:
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where c is the cycle length. Another normalization metric is the Daily (or
Weekly)-weighted Mean Absolute Error (DMAE, WMAE), which is defined as:
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Finally, the Root Mean Square Error (RMSE) is defined as the square root of
the mean square differences between real and predicted electricity prices [8]:

RMSEN=24 or 168 =

√√√√ 1
N

N∑

n=1

(
P real
t − P pred

t

)2

(4)

3 Classification of Price Prediction Methods

Various methods have been proposed for short-term electricity pricing forecast-
ing. These methods can be classified into three general categories, according to
their complexity, to statistical (or time-series) methods, computational intelli-
gence methods and hybrid methods. The following subsection present the main
characteristics and the research efforts on these three general prediction meth-
ods. The methods that are presented in the following sections are summarized
in Fig. 1.

3.1 Statistical Methods

Statistical electricity-price prediction models target on the derivation of the price
forecast based on a number of equations that include all the features of the
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Fig. 1. Classification of electricity price prediction models.

problem. Therefore, the main challenge is the incorporation of all the problem’s
features into a linear model; this task significantly increases the complexity of
the solution method. Statistical methods (or time series methods) include regres-
sion methods, such as Auto-Regressive Integrated Moving Average (ARIMA),
Moving Average (MA), Autoregressive Moving Average (ARMA), ARMA with
exogenous variables (ARMAX) models and Kalman filtering. It should be noted
that these methods are also used for medium- and long-term forecasts and their
main disadvantage is the fact that they are mainly based on linear equations,
while in general, electricity price is a non-linear function of its input features.
Furthermore, the MAPE of the following proposed methods of has been reported
to be from 4 % to 22 %.

The ARMA method has been used in [9] for the day-ahead prediction of elec-
tricity prices. This model was combined with Generalized AutoRegressive Con-
ditional Heteroskedacity (GARCH). The latter method has also been used in [10]
to model and forecast hourly ahead electricity prices. On the other hand, ARIMA
has been applied in [11] for day-ahead prediction, by using 10 years of obser-
vations, while some extensions of ARIMA based on EGARCH and GIGARCH
models have been proposed in [12,13], respectively, in order to provide more
accurate predictions. However, most of the ARIMA models cannot capture the
characteristics of high volatility. Furthermore, ARMAX, has been used in [14]
for providing day-ahead price predictions for the UK Power Exchange, together
with Linear Regression (LR), Time-Varying parameter Regression (TVR) and
Markov regime Switching model (MS) methods. ARMAX has also been used
in [15] for hourly electricity pricing predictions for five MISO pricing hubs (Cin-
ergy, First Energy, Illinois, Michigan, and Minnesota). Finally, the authors in
[16,17] use the Kalman filtering method for day-ahead and seasonal price pre-
dictions, respectively. In the former case, real data taken from the Italian energy
market have been used, while the resulted predictions were very close to those
obtained with the empirical approaches.
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3.2 Computational Intelligence Methods

Computational intelligence methods have been used for electricity price predic-
tions in order to capture the non-linear feature of electricity prices more accu-
rately. In general, variations of the Artificial Neural Network (ANN) model have
been widely used in order to provide price predictions, due to their low computa-
tional complexity and relatively high accuracy, while also due to their capability
of learning non-linear and complex relationships that are quite difficult to model
with statistical methods.

An ANN model is proposed in [18] for the day-ahead price prediction, while
in [19] a similar model is presented for delivering m-day ahead price predictions
for the European Energy Exchange market. In [20] three variations of ANN have
been deployed: Feed Forward ANN (FFANN), Cascade Forward ANN (CFANN)
and Generalized Regression ANN (GRANN) for day ahead price forecasting.
These methods were applied on Spanish market during 2002 and New York elec-
tricity market during 2010, providing high accuracy price predictions. Another
variation of the ANN is the Recursive Neural Network (RNN) technique, which
has been used in [21,22] for providing efficient and accurate day-ahead electric-
ity price predictions for the PJN electricity market. The PNN model is based
on the Similar Days (SD) method, which adopts the information of days similar
to that of the forecast day. Furthermore, the discrete cosine transforms (DCTs)
based Neural Network approach (DCT-NN) is used in [23] for providing elec-
tricity price predictions for the electricity markets of Spain and New York. The
neural network that is proposed in [24] to forecast the market-clearing prices for
day-ahead energy markets has a three-layer back propagation network structure.
The results of this method indicate its high efficiency for predicting pricing in
days with normal prices, but also the inability to provide accurate predictions
for days with price spikes.

Another computational intelligence method is the Support Vector Machine
(SVM). This method has been used in [25] for providing both short- and long-
term predictions. For the short-term case, the proposed method has been tested
on the experimental stage of 3 different electricity markets: the Spanish market,
the New York market and the New England market. Furthermore, in [26] a SVM
approach is used in order to forecast next day hourly electricity prices, which
is based on a two-stage hybrid network. In the first stage a self organized map
is used for clustering the input data into a number of clusters, while the SVM is
applied to each cluster and an overall price is derived. A multiple SVM method is
proposed in [27], where data classification and the price prediction modules are
designed to first pre-process the input data into corresponding price zones, and
then forecast the electricity price. Based on the presented results, this multiple
SVM approach shows higher accuracy compared to a single SVM method.

An interesting study on the performance of statistical methods and ANN
methods has been presented in [28]. The authors have compared these methods
based on the forecasting horizon, the input and output variables, and the data
points used for the evaluation. The result of this study is that although ANN
methods are better in many cases in terms of accuracy, a general conclusion on
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the superiority of one method or another could not be deduced. Another com-
parison between models of these two categories has been conducted in [29]. More
specifically, the authors in [29] perform day-ahead predictions for the Spanish
energy market by using ANN and ARIMA methods. Their results indicate the
superiority of ANN in terms of lower MAPE values. Another interesting con-
clusion of their work is that the predicting results for working days are more
accurate than the predicting results for weekends or holidays.

3.3 Hybrid Prediction Models

Hybrid prediction models target on providing more accurate electricity-price
predictions by combining either statistical or computational prediction meth-
ods. The main objective for the combination of different prediction methods
is the derivation of electricity price predictions through the utilization of the
unique features of each method for capturing the different data sets. To this
end, various combinations of statistical and computational prediction methods
appear in the literature. A well investigated combination refers to prediction
models based on the ARIMA and neural networks. This combination is used
in [30] for providing day-ahead price predictions for the Australian electricity
market. However, the results showed that the combined ARIMA-ANN method
is significantly more accurate than the ARIMA method but slightly more accu-
rate than the ANN method. A similar combination is presented in [31], where
the ARIMA is used together with the Radial Basis Function Neural Network
(RBFN) approach, for the prediction of electricity prices of the Spanish electric-
ity market. In addition, ARIMA together with Empirical Mode Decomposition
(EMD) method, First Definite Season Index method is used in [32] to provide
half-hourly prices; EMD is used to detach high volatilities, the First Definite
Season Index method to detach periodicity, and the ARIMA model to predict
the electricity prices. A variation of ARIMA, the Auto-Regressive Fractionally
Integrated Moving Average (ARFIMA) model is combined with a neural net-
work model in [33]. This model is examined by using data from the Nordpool
electricity market and its accuracy found to be better compared to either the
ARFIMA or the ANN results.

The ARIMA method has been combined not only with ANN models, but
also with other solutions. In [34], the authors present a price prediction model
based on the combination of ARIMA, GARCH and wavelet transform. The latter
method is used in order to decompose the historical data, which are then recon-
structed into a single approximation series and a number of detailed series. Then,
ARIMA and GARCH are used for the extraction of the price forecast by compos-
ing the forecasts of each subseries. The performance of this combined method is
evaluated by considering data from the Spanish market, and compared to results
from various neural network approaches; the comparison of the price-prediction
results showed the superiority of the proposed solution over the other ANN-based
approaches, in terms of MAPE and error variance. Similarly, in [35] the authors
combine ARIMA and a wavelet transform to provide price predictions. However,
in this approach the least squares support vector machine (LSSVM) optimized
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by Particle Swarm Optimization (PSO) is also applied together with ARIMA, in
order to predict electricity prices. The proposed method has been compared with
various other prediction solutions (ARIMA, LSSVM, PSO LSSVM, ARIMA +
LSSVM and ARIMA + PSO LSSVM) in terms of MAPE and found to be highly
accurate with a significantly lower MAPE than that of all other methods.

ANN methods have been combined with various techniques, other than the
ARIMA method. In [36] a recurrent neural network model is combined with
time scales of the Fitz-Hugh Nagumo (FHN) method. The former model is used
for regulating the related parameters, while the FHN method is used to accu-
rately predict the electricity prices. On the other hand, the Enhanced Probabil-
ity Neural Network (EPNN) is a combination of the probability neural network
method and the Orthogonal Experimental Design (OED) and has been used
in [37] to provide electricity price predictions. The use of the OED method
improves the traditional probability neural network method by smoothing the
related parameters and reducing the accuracy errors. Furthermore, in [38] ANN
is combined with evolutionary algorithms. A Discrete Wavelet Transform (DWT)
is used to decompose the data, ANN and evolutionary algorithms are used as
forecasters. The authors compared their method with the method in [22] and
showed the higher accuracy of their method over the RNN technique of [22].

A two stage electricity price prediction method is proposed in [39], where in
the first stage a feature selection technique is applied, while in the second stage
a cascaded neural network is used, and features of the two stages are selected for
the 24 forecasters prediction engine. The performance of this combined method
is evaluated by using data from the Spanish and Australia’s electricity markets.
Another two-stage prediction methodology is proposed in [40], where in the first
stage a composite neural network is used, while in the second stage a few auxil-
iary predictors have been applied. This two-stage feature selection technique has
also two filtering stages in order to remove non-relevant and redundant inputs,
respectively, while its performance is evaluated by using data from Spain, PJM
and California’s electricity markets. In the same way, the authors in [41] propose
a combined method of the Self-Organizing Map neural network (SOM) and SVM
models in order to provide 24 hourly predicted prices. In this work the parame-
ters of the SVM have been automatically selected by the PSO algorithm; this
procedure is used in order to avoid the tester’s arbitrary parameters decisions.

Apart from ANN- or ARIMA-based solutions and their combinations, other
hybrid models appear in the literature for providing electricity price predic-
tions. In [42], the proposed approach is based on particle swarm optimiza-
tion and adaptive-network based fuzzy inference system, in order to perform
electricity price predictions with forecasting horizon of one week. The authors
compare their approach with ARIMA, mixed-model, ANN, wavelet-ARIMA,
WNN, FNN, HIS, AWNN, NNWT, and CNEA techniques and showed that
their model provides lower MAPE and error variance results, compared to the
aforementioned approaches. On the other hand, the authors in [43] present a
price prediction model that considers both a preprocessor and a Hybrid Neuro-
Evolutionary System (HNES). The input features of the HNES are selected
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by the preprocessor based on the Maximum Relevance Minimum Redundancy
(MRMR) principal. The HNES, which comprises of three neural networks and
an evolutionary algorithm, is used to perform the price predictions. The authors
also perform comparisons of the results from their proposed method and cor-
responding results from ARIMA, Wavelet-ARIMA, and FNN; this comparison
showed that MAPE and error variance results of the proposed hybrid solution are
significantly lower than of the other solutions. Finally, in [44] the authors use
the combination of wavelet transform, Chaotic Least Squares Support Vector
Machine (CLSSVM) and Exponential Generalized Autoregressive Conditional
Heteroskedastic (EGARCH) models, for conducting day-ahead price predictions.
As in the previous cases, the results of this approach were derived by using data
from the Spanish electricity market, while they were compared with results from
other approaches, showing the superiority of the model of [44], in terms of MAPE
and error variance.

4 Conclusion

In this paper we presented the background and key characteristics of electricity-
price prediction models. We provided an overview of the proposed forecasting
methods by considering the general classification of statistical, computational
intelligence and hybrid methods. We highlighted various factors of the prediction
models, such as the forecasting horizon, the accuracy and the error evaluation
procedure. This survey will provide the means to develop more accurate predic-
tion models, by identifying the weaknesses of the current research efforts, and
develop models that can be applied to a wider range of electricity markets.

Acknowledgment. This work has been funded by the E2SG project, an ENIAC Joint
Undertaking under grant agreement No. 296131.

References

1. Fang, X., Misra, S., Xue, G., Yang, D.: Smart grid-The new and improved power
grid: a survey. IEEE Commun. Surv. Tutor. 14(4), 944–980 (2012)

2. Warrington, J., Mariethoz, S., Jones, C.N., Morari, M.: Predictive power dispatch
through negotiated locational pricing. In: Proceedings of IEEE PES ISGT Europe
(2010)

3. Dong, Q., Yu, L., Song, W. Z., Tong, L., Tang, S.: Distributed demand and response
algorithm for optimizing social-welfare in smart grid. In: Proceedings of 26th IEEE
IPDPS, pp. 1228–1239 (2012)

4. Bunn, D.W. (ed.): Modelling Prices in Competitive Electricity Markets. Wiley,
New York (2004)

5. Weron, R.: Modeling and Forecasting Electricity Loads and Prices. Wiley,
Chichester (2006)

6. Hyndman, R., Koehler, A.B.: Another look at measures of forecast accuracy. Int.
J. Forecast. 22, 679–688 (2006)



68 J.S. Vardakas and I. Zenginis

7. Garcia-Ascanio, C., Mate, C.: Electric power demand forecasting using interval
time series: a comparison between VAR and iMLP. Energy Policy 38(2), 715–725
(2010)

8. Cuaresma, J.C., Hlouskova, J., Kossmeier, S., Obersteiner, M.: Forecasting elec-
tricity spot-prices using linear univariate time-series models. Appl. Energy 77(1),
87–106 (2004)

9. Swider, D., Weber, C.: Extended ARMA models for estimating price developments
on day-ahead electricity markets. Electr. Power Syst. Res. 77, 583–593 (2007)

10. Liu, H., Shi, J.: Applying ARMA-GARCH approaches to forecasting short-term
electricity prices. Energy Econ. 37, 152–166 (2013)

11. Jakasa, T., Androcec, I., Sprcic, P.: Electricity price forecasting- ARIMA model
approach. In: Proceedings of 8th International Conference on the European Energy
Market, pp. 222–225 (2011)

12. Nicholas, B., James, E.: Short term forecasting of electricity prices for MISO hubs:
evidence from ARIMA-EGARCH models. Energy Econ. 30(6), 3186–3197 (2008)

13. Abdou, K., Dominique, G., Bertrand, V.: Forecasting electricity spot market prices
with a k-factor GIGARCH process. Appl. Energy 86(4), 505–510 (2009)

14. Bordignon, S., Bunn, D.W., Lisi, F., Nan, F.: Combining day-ahead forecasts for
British electricity prices. Energy Econ. 35, 88–103 (2013)

15. Hickey, E., Loomis, D.G., Mohammadi, H.: Forecasting hourly electricity prices
using ARMAX-GARCH models: an application to MISO hubs. Energy Econ. 34,
307–315 (2012)

16. Crisostomi, E., Tucci, M., Raugi, M.: Methods for energy price prediction in the
Smart Grid. In proceedings of IEEE ISGT Europe (2012)

17. Sherman, P.J., Jonsson, T., Madsen, H.: A Kalman filter based DSP method for
prediction of seasonal financial time series with application to energy spot price
prediction. In: proceedings of IEEE SSP, pp. 33–36 (2011)

18. Neupane, B., Perera, K., Aung, Z., Woon, W.: Artificial neural network-based elec-
tricity price forecasting for smart grid deployment. In: proceedings IEEE ICCSII
(2012)

19. Pao, H.-T.: A neural network approach to m-daily-ahead electricity price predic-
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Abstract. In this paper, the influence and improvement of the local-
ization accuracy achieved using a fingerprint database with information
coming from different channels and radio signal strength levels is evalu-
ated. This study uses IEEE 802.15.4 networks with different power levels
and carrier frequency channels in the 2.4 GHz band. Experimental results
show that selecting part of this information with a cleverer data process-
ing can provide similar or better localization accuracy than using the
whole database.

Keywords: Indoor location · Fingerprinting · IEEE 802.15.4

1 Introduction

The location information promises attractive services on future applications where
determining the location of a target in a given environment triggers a set of actions
related to it. For outdoor environments, Global Positioning System (GPS),
complemented with the use of Cell-ID for cell phones, provides a precise location
system for applications of mobile devices around the world. Neither of these tech-
nologies can be used in the case of indoor environments (there is not a GPS for
indoors). In this case, radio frequency (RF) technologies as Wi–Fi and cellular
signals, and RF signals from Wireless Sensor Networks (WSN) like ZigBee can be
used for location and tracking purposes.

In outdoor applications, several analytic location systems can be used to cal-
culate the distance between every beacon and the transmitter using the original
signal strength and the propagation coefficient in the medium. However, in indoor
environments the behavior of the RSSI (Received Signal Strength Indicator) can
be harshly altered by the interactions with other electromagnetic waves and the
obstacles around. To improve the analytic methods accuracy, fingerprinting tech-
niques are used [2,8]. These methods start measuring the signal strengths in the
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chosen indoor area to create a database that will be used in the location phase
to estimate the transmitter’s real position. The main drawback of these methods
is the time and effort needed to build the database. Additionally, the computing
processes involved in the location need a large amount of memory and computa-
tional resources to carry out the location in real time.

This paper analyzes the information provided by network beacons using dif-
ferent channels and power levels, and how it can be taken into account to improve
the location method. In the next section, some existing RF location and tracking
techniques proposed until now for indoor applications are described. Section 3
describes the base RF location methodology using multiple channels and sig-
nal strengths. Experimental results showing the advantages of our approach are
presented in Sect. 4. Finally, concluding remarks are given in Sect. 5.

2 Related Work

Many RF-based strategies have been proposed in the last decade for indoor
location and tracking combining radio signal strength (RSS) and fingerprinting.
This methodology is based on a first stage of training or preliminary exploration,
in which the signal strength from all the beacons or base stations deployed in
the localization scenario is obtained for a set of reference points. In the location
stage, a metric to compare the signal strength of the test points with the collected
information is applied. Around this idea, improvements to increase the location
accuracy based on probabilistic techniques, pattern recognition, spatial filters,
different number of beacons, etc. have been introduced.

One of the first approaches using RF signals was RADAR [3], which uses
available WLAN based on Wi-Fi, and MoteTrack [4], which uses WSN based
on IEEE 802.15.4. Some algorithms estimate the spatial position exploring the
received signal strength information [1] improving the results presented in [3].
Statistical estimation methodologies for increasing the location accuracy have
also been proposed [6].

The use of only one channel in RF-based location has been the norm in pre-
vious works. However, a very large number of carriers (500 channels) have been
used in [7] for indoor location based on cellular telephony, where classification
data has been carried out using Support Vector Machine techniques. This tech-
nique involves long training and higher computational complexity over previous
methods, but good quality location results have been obtained. A recent pro-
posal [5] uses the flexibility of current WSN with reconfigurable channels and
RSS values to increase the amount of information available per location point
in the fingerprint. Thus, by adding more information of channels and signal
strengths more accurate locations may be achieved.

3 RF-based Localization Analysis

The location method presented in [5] relies on the flexibility of current WSN
devices to configure the frequency channel and the signal strength involved in a
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packet transmission. Using several transmissions at different frequency channels
and signal strengths, the total amount of information that is available during the
location estimation is increased. The method consists of two phases: Training
and Location estimation.

In the training stage, a mobile node is placed at a set of reference points
with coordinates (i, j) forming a grid that covers the location scenario. The
mobile node takes RSSI samples exchanging packets with every network beacon
(b) at different signal strengths (p) and frequency channels (c). Thereby, at every
reference point a vector of p × c × b components is conformed and stored in a
centralized database. It should be noticed that each component contains two
RSSI values taken at the two different elements involved in the packets exchange.
One RSSI value is taken at the beacon, after the first packet transmission from
the mobile sensor, and a second RSSI sample is acquired at the mobile sensor,
when the beacon replies in the opposite direction. In order to avoid sampling
errors, 5 five consecutive packets exchanges are performed providing a group of
10 RSSI values (5 RSSI values in each direction) that can be averaged later on.

In the location estimation stage, a variation of the K-Nearest Neighbor
(KNN) method [5] is applied. This algorithm (named Proposal Method or PM)
has better average location accuracy, 2.09 m (meters), for the scenario described
in the next section, in comparison with other alternative methods, such as:
(a) Location Engine (system integrated in the CC2431 from Texas Instruments),
8.72 m, (b) the standard KNN algorithm, 2.59 m, and (c) a neural network based
algorithm [5] implemented using a multilayer feed-forward network, 3 m.

The use of more channels increases the amount of information provided at
each reference point. It is supposed that this increase allows more accurate loca-
tions, but some information may be redundant or it could even add more noise
and degrade the location precision. The spacing of frequency channels used in
WSN is small and there should be no significant differences between them. How-
ever, some channels can be affected by interferences from other RF waves present
in the medium. As a consequence, the RSSI value can be altered and some chan-
nels can introduce an undesirable noise in the location process.

On the other hand, several studies show that the location accuracy for points
that are too distant or too close to a beacon depends on the signal strength. Weak
signals have problems for distant points due to packet losses, although they
provide more information for nearby points. In contrast, strong signals are little
discriminant for close points, but they are very useful for distant points. Thus,
the combination of different signal strengths can provide more information and
increase the accuracy. However, this behavior may vary for different scenarios.

4 Experimental Results

In this section, experimental results using the case study shown in Fig. 1 are
presented. The experimental setup includes a Zigbee subsystem implemented
using Texas Instruments CC2431 circuits.

The beacons are placed at positions B1, B2, B3, and B4 (see Fig. 1) and the
mobile sensor is moved and placed sequentially at each position in the set of
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Fig. 1. Photograph and map of the testing scenario.

Fig. 2. Location accuracy for every channel and each one of the power levels.

122 reference points (with a distance of one meter between them) marked in
Fig. 1. During the training stage, six channels: CH11, CH13, CH16, CH19, CH22,
CH26 (frequencies (MHz): 2405, 2415, 2430, 2445, 2460, and 2480, respectively),
and four power levels: P3, P19, P95, P255 (gains (dBm): -25.2, -5.7, -0.4, and
0.6, respectively) were chosen. So, at each reference point the mobile sensor
exchanges packets with the 4 beacons, using 6 different channels and 4 power
levels. Thus, the system takes 192 RSSI samples at each reference point, since
it saves the two RSSI values received at both sides (the mobile sensor and the
beacon). All the information is saved in a database that contains 111,360 RSSI
values.

Next, a study about the location accuracy for different channels and RSSI
strengths is presented. Results are obtained using the algorithm from [5]. These
results point out which channels and strengths provide better information. The
location error at every testing point of the grid in Fig. 1 is calculated comparing
the location result with the real testing point position. Figure 2 shows the average
error when the location algorithm uses a combination of only one channel and
one power level. As it can be noticed, lower channels (e.g., 11 and 16) present
a lower average error that is quasi constant independently of the power level. It
can be also drawn that power level P3 provides a more stable behavior.
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Fig. 3. Location accuracy for: (left) one power and a different number of channels;
(right) one channel and an increasing number of power levels.

Table 1. Average localization accuracy for different algorithms.

PM(11) PM(11,13) PM(11,13,16) PM(all) NM(11,13,16)

3.16 2.75 2.71 2.09 2.05

Figure 3 (left) shows the average error for each power level and different
combinations of channels. Notice that, as the number of channels increases, the
error decreases. This is because of the number of points in the database to
compare is higher and this aggregation decreases the average error. Figure 3
(right) depicts the average error for individual channels when more power levels
are combined. Now, the average error usually decreases as the number of power
levels is increased, but this effect is less significant than in the case of adding
channels.

Thus, it can be concluded that it is not necessary to include all the channels
and power levels for improving the location accuracy. Table 1 shows the average
error for the algorithm PM considering only power level P3 with three different
combinations of channels: (a) CH11, b) CH11-CH13, and (c) CH11-CH13-CH16.
These values are compared to PM with all the database, PM(all), and a new
variation of the PM algorithm, named NM (New PM), with only channels CH11-
CH13-CH16 and the power level P3.

The NM algorithm starts with the 8 candidates that the PM algorithm pro-
vides for channels CH11-CH13-CH16. Then, NM applies the following conditions:

– if the first two candidates for CH11 are inside a radium (rp ≤ 2d) and the
difference with the first candidates of CH13 and CH16 are inside a distance
radium (rg ≤ 2rp), the average between the two first candidates is taken.

– if the first three candidates for CH11 are inside a radium (rm ≤ 1.5rp), the
average among the three first candidates is taken.

– otherwise, the average of the eight candidates from the three channels is taken.
If the average provides a location outside the fingerprint area, the most fre-
quent coordinate among the candidates is taken.
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5 Concluding Remarks

In this paper we conclude that, although the use of more channels increases
location accuracy, a previous analysis and a clever selection of them can provide
a similar location accuracy but with less computational requirements. The use of
more power levels has a minor effect in the location accuracy. Additionally, lower
levels of signal strength provide more significant information, but this effect may
vary for different scenarios. Finally, a selected subset of all the available channels
can provide the same or better location accuracy using an improved location
algorithm, but this is a subject that requires further studies.
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Abstract. Clustering has been recently suggested in VANETs to sup-
port privacy preserving systems and to provide LTE scalability. First,
cluster formation has been suggested to share traffic using short range
communication links, aggregate this traffic in one vehicle, and to relay
this aggregated traffic hiding the transmitters identities. Second, teaming
up vehicles into groups to aggregate traffic can also reduce the number
of LTE uplink connections. In this framework, mobility-aware clustering
techniques are fundamental to increase the lifetime of mobile clusters.
In this paper we provide an insight on what is the achievable cluster
lifetime when applying mobility-aware clustering to fast moving objects,
and the penalties in terms of control overhead and convergence time.
We provide simulation results in ns2 and compare these results with
analytical results.

1 Introduction

Clustering is considered the core of ad hoc networks technology, and it has been
highly researched in the past two decades. Emergency and military applications
were the first scenarios that fostered research on this topic. Clustering is ori-
ented to cover the lack of network infrastructure by supporting on demand node
coordination. Nodes form virtual groups that cooperate to achieve contention
free intra-cluster communications and scalable routing protocols for inter-cluster
communications. This approach however has not driven more research efforts
lately in these scenarios, that have moved to other alternatives such as heteroge-
neous infrastructure-based networks [1]. Recently clustering has been suggested
for a different kind of scenarios and for different purposes. Vehicular networks
VANETs is one of these cases, where clustering is applied apart of the network
infrastructure to provide scalability [2] or to support privacy preserving services
[3]. Vehicles form virtual groups in order to share traffic through Dedicated Short
Range Communication (DSRC) 802.11p links and to relay this traffic to base
stations through LTE links. This approach reduces the number of LTE uplink
connections and hides the 802.11p communications from network eavesdroppers.

In this framework, mobility-aware clustering techniques play an important
role. These algorithms use mobility information to form virtual groups in order to
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
S. Mumtaz et al. (Eds.): WICON 2014, LNICST 146, pp. 76–84, 2015.
DOI: 10.1007/978-3-319-18802-7 11



Can We Apply Clustering in Fast Moving Objects? 77

maximize the time of contact between nodes. However, cluster lifetime (average
time of availability of these virtual groups) can be severely affected by nodes
mobility. Moreover, clustering requires a periodic control message exchange.
Hence, solutions for VANETs that involve clustering must consider the overhead
required and the achieved clustering lifetime. In this paper we undertake sim-
ulations in ns2 to investigate what is the achieved clustering stability and the
required overhead. We implement a well-known mobility-aware algorithm and
compare the results with an analytical model we proposed in [4]. The results
show that cluster lifetime is severely affected by nodes speed. Moreover, at high
speeds the periodicity of the control message exchange must be increased to
maintain a connected topology. When the periodicity of control information is
not sufficient, some nodes (the most unstable) are excluded from clusters. This
fact has a negative and positive effect, first some nodes are out of clusters,
hence they cannot communicate through 802.11p links with cluster-members,
but the remaining nodes form clusters that are more stable (higher cluster life-
time). We explore this trade-off, and find that the efficiency in terms of achieved
cluster-lifetime per transmitted overhead can be highly increased when some
nodes are excluded from the topology.

The rest of the paper is structured as follows: Sect. 2 describes the sys-
tem model; Sect. 3 provides the analytical model; Sect. 4 describes the simula-
tion framework; Sect. 5 describes simulation results; Sect. 6 provides the energy
efficiency evaluation; Sect. 7 evaluates clustering convergence time; and finally
Sect. 8 concludes this paper.

2 System Model

The scenario considered is a vehicular network where vehicles team up in clusters.
Short range communication between members of the same cluster is achieved
through 802.11p whereas LTE is used to connect clusterheads to the network
infrastructure. Figure 1 depicts the system model.

Fig. 1. System model of a hierarchical mobile network. CH refers to clusterhead and
CM to cluster-member.

Clusters are formed with a mobility-aware clustering algorithm. The major-
ity of clustering algorithms follow the same strategy for cluster formation and
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maintenance. Nodes transmit the same packet (which receives the name of Hello
message) periodically including mobility information. Upon reception of control
messages from neighboring nodes, nodes evaluate the neighborhood according
the clustering algorithm predefined rules (which vary depending on the algo-
rithm selected) to select clusterheads, leaders of the virtual group, and join
clusters. After the completion of the clustering topology the nodes keep broad-
casting hello messages for maintenance purposes. Maintenance is event-driven
in most of the algorithms, affecting only the clusters where the event happens.
Hence, for cluster formation and maintenance, nodes repeat continuously the
same actions depicted in Fig. 2.

DATA INITIALIZATION
SHARE INFORMATION

 (TRANSMIT &  
RECEIVE)

MAKE DECISIONS 

(CH ELECTION,
JOINING CLUSTERS,

MERGING/ SPLITTING) 

UPDATE STATUS AND 
TOPOLOGICAL 
INFORMATION

Fig. 2. Behavior of a node when performing clustering related operations with one
control message per broadcast period.

Although the actions performed by the nodes are always the same, the deci-
sions taken by nodes are different depending on the clustering phase. As depicted
in Fig. 3: Nodes first select the most stable nodes as clusterheads (nodes to
lead the groups according to the metric defined by the clustering algorithm);
Then nodes join the most suitable nearby clusterhead according their mobility
characteristics; Finally cluster inter-connectivity is achieved by selecting gate-
ways between clusters; After cluster formation, the nodes keep control message
exchange to maintain the topology. This can involve cluster breakage and new
cluster formation. It is worth mentioning that in the scenario described in this
paper, cluster inter-connectivity is not required since clusterheads are directly
connected to LTE base stations.

MOBIC is the algorithm implemented in ns2 for our study. In MOBIC nodes
obtain the mobility of the neighboring nodes by evaluating the variability of the
signal strength in two consecutive Hello messages. This evaluation, called rela-
tive mobility (RM) is then used to compute the so called Mobility Prediction
(MP). Nodes with the lowest mobility prediction are selected as clusterheads.
Equation (1) defines the RMi of a node i w.r.t. a neighbor j and the MPi of
i where {j1, . . . , jn} is the set of neighbors of node i. This algorithm has been
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(1) (2)

(3) (4)

Fig. 3. The three-step division of the cluster formation process: election of cluster-
heads (picture 2); cluster-members join clusters (picture 3); establishment of inter-
connectivity (picture 4).

criticized due to its inaccuracy in scenarios with strong fading and multipath
effects, since it affects the mobility metrics. In our simulation framework how-
ever, we do not simulate fading or multipath since we are only interested in the
achievable cluster lifetime in comparison with the periodicity of control message
exchange and the speed of the nodes.

RMi,j = 10log10(
RSSnew

RSSold
)

MPi = var0(RMi,j1 , . . . , RMi,jn) (1)

3 Analytical Model for Cluster Lifetime

In order to compare the simulation results with analytical results we adopt the
model proposed in [5]. This model uses an adaptation of the Gambler’s Ruin
problem with windfalls and catastrophes described in [6], Fig. 4. This Markov
chain models a cluster that has an initial number of members, Nm, and gets and
loses members till reaching the zero members state. The zero members state rep-
resents cluster breakage. The duration of this game, the cluster lifetime, depends
on the probability of gaining or losing members (p and q respectively) that for
this simplified model is p = q = 0.5, since λ and μ are equivalent ([5] proposes
different probabilities p and q since the model considers cluster merging events).
The parameters λ and μ depend on the time of contact between nodes E[tc].
And this time of contact depends on the relative velocity between nodes vr. The
pdf of vr only depends on the mobility model and the average velocity of nodes,
v, and for the random direction model is well known [7], Eq. 4. The analytical
model for random direction is well known and accurate, thus in our simulation
scenario we consider random mobility although we are targeting vehicular net-
works. It is worth mentioning that for a clustering algorithm, vehicular mobility
models only differ from random mobility in that relative mobility between nodes
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is lower for the same nodes speed. Hence, with random mobility we are covering
the same scenario than with vehicular mobility for a higher speed range.

p =
λ

λ + μ
; q =

μ

λ + μ
;μ = λ = Nm/E[tc] (2)

E[tc] =
4r

πE[vr]
(3)

where the probability density function of vr is:

vr = 2v sin(
α

2
)

fvr
(vr) =

2√
4v2 − v2

r

1
π

where vr ∈ [0, 2v] (4)

The average cluster lifetime, E[CL], has a closed form expression, Eq. 5. The
first parameter 1/(λ + μ) models the average time per transient state in the
Markov Chain while the rest of the expression evaluates the average number
of transient states before reaching the state of zero members. In this equation
H = 3Nm is the maximum cluster-members considered and k = Nm is the
average number of members per cluster. Both values were obtained through
simulations.
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1
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) ·
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Fig. 4. Adaptation of the Markov model for Gambler’s Ruin. Every transient state
represents the number of members in the cluster.

4 Simulation Framework

The simulation parameters are summarized in Table 1. The clustering algorithm
was implemented in ns-2 and the scenarios were generated with bonnmotion-
2.0 [8].

We provide results for a fixed broadcast period, 2 s, that is always the same
for all speeds. Then we repeat the same simulations for a variable broadcast
period, decreasing the period according to the increase in the speed. Table 2
shows the broadcast periods (in seconds) used for each speed configuration.
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Table 1. Simulation parameters

Simulation framework ns-2.34

Number of nodes 100

Mobility model Random Direction 500× 500 m

Wireless interface 802.11

Speed 1,2,4,8,12,16,24,32 and 40 m/s

Transmission range 50, 100 m

Simulation time 2000 s

Broadcast interval Variable

Propagation model Free Space

Table 2. Broadcast period

Speed (m/s) 1 2 4 8 12 16 24 32 40

Fixed BP (s) 2 2 2 2 2 2 2 2 2

Variable BP (s) 2.5 1.9 0.9 0.45 0.3 0.24 0.15 0.09 0.07

5 Simulation Results

We first obtain the simulation results for cluster lifetime for both fixed and vari-
able broadcast period that are presented in Figs. 5 and 6 respectively. We com-
pare this results with analytical results to validate our simulations. It is worth
noting that only the variable broadcast period achieves the analytical results.
Cluster lifetime for fixed broadcast period has a higher cluster lifetime since the
unstable nodes are excluded from clusters.

This effect can be appreciated in Fig. 7, that shows the percentage of nodes
inside clusters for variable and fixed broadcast periods obtained through simula-
tions. It can be appreciated that only a variable broadcast period can maintain
the topology highly connected. Figure 8 also shows this effect, it represents the
average number of clusters and members per cluster in the topology.

It can be concluded that a highly connected network can only be achieved
with a high frequent control message exchange. With a low frequent message
exchange (2 s) the hierarchical network cannot cover all nodes, but the clusters
formed are more stable.

6 Clustering Efficiency

In this section we provide the efficiency of both strategies, reducing the broadcast
period with the increase in the speed of nodes or maintaining a high broadcast
period. We evaluated efficiency in terms of the achieved cluster lifetime and
energy consumed by control overhead, EE = Clifetime (sec)/Overhead (μJ).
The energy model is taken from [9]. We weight the EE with the percentage of
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Fig. 5. Ananlytical and simulation results for cluster lifetime with a fixed broadcast
period.

Fig. 6. Ananlytical and simulation results for cluster lifetime with a variable broadcast
period.

Fig. 7. Simulations results for the percentage of nodes inside the clustering topology.

Fig. 8. Simulations results for the average number of cluster and members per cluster
for fixed and variable broadcast periods.
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Fig. 9. Simulations results for the clustering efficiency (Cluster lifetime/energy in over-
head) for fixed and variable broadcast periods.

nodes covered by the hierarchical topology, EE’ = (%coverednodes)EE. Figure 9
shows this efficiency for both strategies. It is appreciable that a fixed broadcast
period is amply more efficient. The only advantage of a variable period is a more
connected topology, since more nodes belong to clusters. This result suggest that
it can be profitable to leave some nodes uncovered and connected directly with
LTE links to the base station, the clustered nodes can still form stable groups
and use 802.11p to reduce uplink connections.

7 Convergence

As described in previous sections, the advantage of reducing the broadcast period
is a more connected topology. There is more energy consumption and less cluster
lifetime, but the network can be highly connected. This connectivity however is
achieved after a long period of cluster formation. We measured the time required
to get 80 % of nodes covered by the clustering topology starting from a flat net-
work, shown in Fig. 10. It can be appreciate that when the nodes speed increases
this time is considerable, reaching the order of minutes.

Fig. 10. Simulations results for the convergence time from a flat network to a 80 %
of nodes included in clusters. Measured for a variable broadcast period for 100 m and
50 m transmission range.
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8 Conclusion

We can conclude that applying clustering techniques to fast moving vehicles is
possible, but it presents a trade-off between overhead required and connectivity.
To cover all nodes under the clustering topology the frequency of control infor-
mation exchange must be increased in concordance with the speed of nodes.
In such a case the convergence time also increases with the speed of nodes.
On the other hand it is possible to simplify the clustering process by excluding
the most unstable nodes. This can be achieved by keeping a low frequency con-
trol message exchange, the outcome is a less connected clustering topology with
a higher cluster lifetime. In such a scenario the unconnected nodes can establish
directly LTE links while the clusterized nodes can share and aggregate data over
802.11p links. The strategy of leaving unstable nodes unconnected can be valid
to reduce the number of LTE uplink connections. For privacy preserving sys-
tems however, all nodes should be covered by clusters, hence it requires a higher
frequency of control information exchange.
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Abstract. In wireless networks, mobile users connect either with other
devices or with base stations. They can experience high errors caused
by losses, low levels of signals or disconnections. Due to these aspects, it
is important to find ways to make the communication reliable. Product
network codes represent a way to improve error-correction capability.
The main idea is to use a powerful error correction code in time with
random linear network coding in space domain. This paper analyses the
error-correcting capabilities of product network codes composed by either
Luby transform (LT) codes or Reed-Solomon (RS) codes, and RLNC.
The kind of errors are burst errors. The results quantify how product
network codes improve reliability in case of high burst error probability.

Keywords: Random linear network coding · Reed-Solomon codes · LT
codes · Burst errors

1 Introduction

In current mobile networks, wireless connections can experience high errors.
These errors can be caused by losses, low levels of signals or disconnections:
these events generate errors in a burst. Burst errors are significantly responsible
for low quality of the communications and high energy consumption because of
retransmissions. Due to these aspects, it is important to find efficient ways to
reduce the impact of these errors on the communication.

During last years, network coding [1] represented a novel way to achieve
higher capacity and higher error correction. In 2011, product network codes were
proposed by [2]. The main idea is to encode source messages by adding redundant
symbols with a systematic error-correcting code with powerful error-detection
capability. The systematic code is applied to protect the link layer transmissions.

The research leading to these results has received funding from the European Com-
munity’s Seventh Framework Programme (FP7/2007–2013) under grant agreement
264759 (GREENET).
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Firthermore, the encoded information is also given to random linear network
coding (RLNC) encoder which is used to protect the whole multicast (network
layer transmission).

This work analyses the error-correcting capabilities of product network codes
composed by either Luby transform (LT) codes or Reed-Solomon (RS) codes,
and RLNC. In this paper we proposed a different approach: the encoding and
decoding operations of the link-layer codes are only performed at source and
destination. The intermediate nodes can only re-code the messages with RLNC.
The kind of errors considered are burst errors: in particular, the source faces very
high error probability. This allows the evaluation of the codes in very unreliable
scenarios as well.

The paper is organized as follow. Section 2 briefly presents product network
codes. Section 3 provides some preliminaries to clarify the achieved results, desc-
ribes the model used in the rest of the work and how the system is implemented
for the simulations. Finally, Sect. 4 shows the simulation results of the product
network coding schemes.

2 Product Network Codes

Product codes are codes that use NEC in the space domain, and the classical
error correction code in the time domain. In this paper we implement a method
slightly different from the one used by the unpublished work mentioned in [2].

Here, the source message is protected by encoding it with an error-correcting
code and then is mapped into source packets. Next, the packets are given to
RLNC encoder and then linearly combined. These product codes can guaran-
tee higher error-correcting capabilities than only a ‘classical’ erasure code or a
random linear network code in case of burst erasures.

The product codes investigated in this work are the ones constituted by
either LT or RS codes in time domain, and RLNC in space domain. The encoder
and decoder of both error-correcting code and RLNC are placed end-to-end,
respectively at source and destination. The intermediate nodes are only able to
re-code packets by using RLNC. The time-domain code has a rate R = k/n. After
time-domain encoding, RLNC encoder linearly combines the packets constituted
by the n encoded symbols. The sink receives the messages and decodes them first
with Gaussian elimination and then with BP decoding.

3 System Model

Figure 1 represents the diamond scenario studied in this work. The outgoing
links of the source are very unreliable and their packets are subject to high burst
errors. The intermediate nodes (Node 1 and 2) re-code the messages received via
RLNC. The investigated product network codes are constituted by either RS
codes or LT codes and RLNC.
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Fig. 1. Diamond scenario, in which a source communicates with a sink via two inter-
mediate nodes. The source transmits encoded packets on both outgoing links: these
links are the ones that experience burst errors.

RS codes [3] are non-binary erasure codes with symbols belonging to a Galois
field GF (q), with q = 2m. RS codes are very powerful codes for burst error cor-
rection. The complexity of RS codes increases with the redundancy: so it is
important to pay attention to the trade-off between error-correcting capability
and complexity of operations. Because of that, the most interesting RS codes
are the ones with high code rates and with small m.

LT codes [4] are a practical implementation of fountain codes. The encoder
can generate a variable quantity of encoded symbols according to the needs. The
encoder receives a stream of L source bits which are partitioned into k = L/m
input symbols over GF (q). The encoder creates symbols according to the so
called Robust Soliton distribution. In particular, this probability distribution is
the sum between the distribution

τ(i) =

⎧
⎪⎨

⎪⎩

S/ik for i = 1, . . . , k/S − 1
S log(S/δ)/k for i = k/s

0 for i = k/S + 1, . . . , k

(1)

and the ideal Soliton distribution

ρ(1) = 1/k

ρ(i) = 1/i (i − 1) for i = 2, . . . , k. (2)

Hence, after normalising, it results to be

β =
∑k

i=1
ρ(i) + τ(i)

μ(i) = (ρ(i) + τ(i))/β for i = 1, . . . , k. (3)

The parameter δ represents the upper bound on the failure probability at the
decoder, given a set of n encoded symbols. Next, the variable S is defined as
c
√

k log(k/δ), where c > 0 is a constant. The decoder that is used in this paper
is a belief propagation (BP) decoder.



88 R. Bassoli et al.

Next, RLNC is a network code that generates random linear combinations
of the input packets. The output is a matrix Y of nRLNC encoded rows. The
structure of Y is

Y =
[
C Ỹ

]
(4)

where C is the matrix of random coefficients of the linear combinations and Ỹ
is the matrix of the codewords. Since the RLNC randomly and independently
chooses the coefficients of C over a finite field, the decoding matrix is random.
This matrix may not be full rank with at least a probability

Pe ∝ 1
q
. (5)

The burst erasure probability is defined as be. Each outgoing link of the source
has its be that is grater than or equal to 0.1.

4 Analysis and Simulation Results

The first simulated scenario uses a product code of LT codes and RLNC. The
source has blocks of information of 1.5 kb. The LT encoder has δ = 0.02. It maps
binary data in a finite field with mLT = 8. Next, it encodes the k source symbols
in GF (q) into nLT symbols according to rate R = k/nLT . The packets which con-
tain these nLT symbols are passed to RLNC encoder that linearly combines them.

Fig. 2. Decoding error probability for product network codes in diamond scenario. The
codes are constituted by LT codes and RLNC. The burst error probability be of the
horizontal axis is the one of each one of the outgoing links.
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The coefficients of the linear combinations and the coded packets are sent on both
outgoing links with fixed burst erasure probabilities. The intermediate nodes
re-encode the ingoing packets and transmit their linear combinations on the
outgoing links. Finally, the sink collects k linearly independent encoded packets
from the two ingoing links and decodes them first with Gaussian elimination and
then with BP decoder. Figure 2 depicts the results of the simulations: in partic-
ular, the simulations consider high burst error probabilities (> 0.1). The errors
are only at the outgoing links of the source.

The second scenario uses RS codes and RLNC. The size of source information
is as above. The size of RS finite field is mRS = 8. After RS encoding operations,
RLNC encodes the packets and sends them on the outgoing links.

By comparing Figs. 2 and 3 it is possible to see the behaviour of the two
schemes. The performances of the codes are evaluated in terms of error decoding
probability (Pe). Product codes that use RS codes have higher error-correcting
capabilities than the ones that use LT codes. On the other hand, the complexity
of LT codes is lower than the one of RS codes. Furthermore, the performance
of product network codes is not very influenced by the increase of burst error
probability in both cases.

Fig. 3. Decoding error probability for product network codes in diamond scenario. This
codes are constituted by RS codes and RLNC. The burst error probability be of the
horizontal axis is the one of each one of the outgoing links.
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5 Conclusion

This paper quantified the good performance of product network codes in pres-
ence of high burst error probability. The error decoding probability of product
codes is slightly influenced by the increase of errors. Next, it was presented
that the use of RS codes allows to achieve lower Pe with higher coding rates
(i.e. lower redundancy). However, if low complexity is required instead of very
high reliability, the use of product codes that combine LT codes and RLNC is
suggested.
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Abstract. The increasing threat of Denial of Service (DoS) attacks targeting
Smart City systems impose unprecedented challenges in terms of service avail‐
ability, especially against centralized control platforms due to their single point
of failure issue. The European ARTEMIS co-funded project ACCUS (Adaptive
Cooperative Control in Urban (sub) Systems) is focused on a centralized Inte‐
gration and Coordination Platform (ICP) for urban subsystems to enable real-time
collaborative applications across them and optimize their combined performance
in Smart Cities. Hence, any outage of the ACCUS ICP, due to DoS attacks, can
severely affect not only the interconnected subsystems but also the citizens.
Consequently, it is of utmost importance for ACCUS ICP to be protected with
the appropriate defense mechanisms against these attacks. Towards this direction,
the measurement of the performance degradation of the attacked ICP server can
be used for the selection of the most appropriate defense mechanisms. However,
the suitable metrics are required to be defined. Therefore, this paper models and
analyzes the impact of DoS attacks on the queue management temporal perform‐
ance of the ACCUS ICP server in terms of system delay by using queueing theory.

Keywords: Smart city security · Denial of service attacks · Security modeling ·
Queueing theory

1 Introduction

Denial of Service (DoS) attacks are one of the oldest and most serious threats on the
Internet. The main objective of DoS attacks is to prevent legitimate access to services
of a target machine by overwhelming its resources (e.g., CPU, memory, network band‐
width). Essentially, DoS attacks are a type of attacks against availability of the targeted
machine, which is an important security property for modern Internet-based systems.
There are two main categories of DoS attacks: network layer DoS attacks and application
layer DoS attacks [1, 2]. Network layer DoS attacks are carried out at the network layer
and they attempt to overwhelm the network resources of the targeted victim with band‐
width-consuming assaults such as TCP SYN, ICMP or UDP flooding attacks. On the
other hand, application layer DoS attacks are more sophisticated attacks that exploit
specific characteristics and vulnerabilities of application layer protocols (e.g., HTTP,
DNS, VoIP or SMTP) and applications running on the victim system in order to deplete
its resources [1].
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Specifically in the case of Smart Cities, the effect of both categories of DoS attacks on
any platform providing centralized control in these environments can be catastrophic
since any unavailability of the platform (single point of failure) would plunge the cities
into chaos. For example, the ongoing European research project ACCUS (Adaptive
Cooperative Control in Urban (sub) Systems) [3] aims to provide a centralized Integration
and Coordination Platform (ICP) for urban systems to leverage real-time collaborative
applications across them. Furthermore, ACCUS is defining an adaptive and cooperative
control architecture and the corresponding algorithms for urban subsystems in order to
optimize their combined performance in Smart Cities. Thus, it becomes clear that DoS
attacks on the ACCUS ICP server can jeopardize the safety and well-being of the ACCUS
citizens. Additionally, there are huge incentives for cyber-criminals to launch DoS attacks
against Smart Cities, like ACCUS City, ranging from financial gain to cyberwarfare.

Taking into consideration all the above mentioned, it is of utmost importance for
ACCUS ICP to be protected with the appropriate defense mechanisms against these
types of attacks in order to provide reliable and secure services to citizens. Towards this
direction, the study and analysis of the impact of DoS attacks on the performance of the
ICP server can play a critical role. Due to the fact that the impact of DoS attacks on the
victim’s performance is a key characteristic of them, the measurement of the perform‐
ance degradation of the ACCUS ICP server imposed by these attacks can be used by the
ACCUS ICP city planners to evaluate existing defense mechanisms. Then, it will enable
them to select the most appropriate ones. However, the appropriate metrics are required
to be defined firstly. Therefore, in this paper, as an initial step towards the definition of
the appropriate metrics, we model and analyze the impact of DoS attacks on the queue
management temporal performance within the ACCUS ICP server in terms of system
delay by using queueing theory.

The rest of this paper is organized as follows. Section 2 demonstrates a scenario of
ACCUS ICP server under a DoS attack. In Sect. 3, the model for analyzing the impact
of DoS attacks on the ACCUS ICP server is presented. In Sect. 4 the performance eval‐
uation takes place in order to assess the impact of DoS attacks on the ACCUS ICP server.
Finally, Sect. 5 concludes the paper.

2 DoS Attack Threat Against ACCUS Smart City

The ACCUS ICP targets at interconnecting many communicating entities geographi‐
cally distributed over a heterogeneous communication network and handling different
types of data derived from many different sources. These entities include urban subsys‐
tems (e.g., traffic and energy subsystems) and end-users’ devices (e.g., smartphones)
supporting appropriate applications in the ACCUS Smart City, as in Fig. 1. As every‐
thing is interconnected through the ICP, any damage of it, due to DoS attacks, can
severely affect not only the subsystems but also the end-users.

Especially, the level of their severity can grow dramatically as attackers take
advantage of the botnet technology. A botnet is a network of compromised machines
(e.g., legitimate PCs, laptops), commonly referred to as bots, which are under the control
of an attacker through central Command & Control (C&C) servers.
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Hence, the attacker is able to access and manage the botnet remotely via the central
C&C servers. A depiction of a typical botnet architecture is included in Fig. 1. Botnets
usually consist of several thousand bots and enable the attacker to launch Distributed
Denial of Service (DDoS) attacks causing serious performance degradation on the
victim’s side (e.g., web server). DDoS attacks are a variation of the typical DoS attacks,
where a single attacking host targets a single victim. Particularly, in contrast to DoS
attacks, DDoS attacks deploy multiple attacking entities (e.g., bots), often located in
disparate locations, in order to achieve their goal. The multiple attacking entities and
the fact that they can be located in different locations are two factors that make the
detection and mitigation of these attacks more challenging. Besides, it is worthwhile to
mention that the legitimate user of a bot has no knowledge that his/her machine has been
compromised and is taking part in a DDoS attack [4, 5]. It turns out that the ACCUS
ICP server’s protection is of paramount importance to guarantee reliability and security
for ACCUS users.

Due to the fact that the impact of DoS attacks on the victim’s performance is a key
characteristic of them, it can be used as a feature for evaluation and accurate selection
of existing defense mechanisms by the ACCUS ICP city planners. In this sense, the
following section provides our analysis of the impact of this threat on the ACCUS ICP
server.

3 A Model for Analyzing DoS Attack Impact on ACCUS ICP

The main objective of this section is to provide a model for analyzing the impact of
DoS attacks on the queue management temporal performance of the ACCUS ICP
server in terms of the system response time. To facilitate the understanding of the
description of this work, we use queueing theory and emulate the ACCUS ICP server
depicted in Fig. 1. For simplicity, we assume that the ACCUS ICP server is made up
of k Central Processing Units (CPUs), a corresponding queue of size Q, and the Input/

Fig. 1. ACCUS ICP server under DDoS attack.
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Output interfaces. This means that the ACCUS ICP server can accommodate a total
number of N = Q + k queries, where k, N and Q are integers. In addition, λi denotes
a Poisson process-based request arrival rate for an incoming traffic i, which may
originate from ACCUS subsystems (e.g., traffic monitoring subsystem), legitimate
users (e.g. Smart Home) and a botnet commanded by an attacker (see Fig. 1). Hence,
the sum of λi, denoted λ (see Fig. 1), is also a Poisson process. Besides, we assume
that each CPU has the same service rate μ.

Basically, in this ACCUS ICP server model, a request arriving at the system is
submitted to a CPU for processing. In case all the CPUs are busy, the request is placed
in the queue and waits for its turn to be processed. When a higher priority request arrives
in the ICP server, then a lower priority request currently getting service is pre-empted
and the higher priority request gets service from the CPU. In the same way, an incoming
lower priority request waits in the queue for service. Such birth-death processes of the
ACCUS ICP server’s operations described herein above can be studied by using the M/
M/k/N queueing model [6]. Hence, let Pn be the probability that exactly n requests are
in the ACCUS ICP server. Thus, as described in [7], we express the steady-state distri‐
bution of requests into the ICP server as:

(1)

To obtain the mean response time denoted E[D], we first deduce the mean queue
length denoted E[Q] by using the Eq. (1) and the work in [7] as follows:

(2)

where,  and .
In addition, let’s simplify the Eq. (2) further by considering the two cases of ρ = 1

and ρ ≠ 1 as follows:

(3)

From the Eqs. (2) and (3), we have:

(4)
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By applying the Eq. (4) to Little’s formula, we obtain the mean response time E[D]
imposed by the ICP server on incoming requests as:

(5)

4 Performance Evaluation

In order to assess the impact of DoS attacks on the ACCUS ICP server we implemented
the ICP model described earlier in this work (M/M/k/N model) in Matlab by configuring
each CPU service rate μ = 30 requests/(time unit) and the ICP server’s queue size
Q = 400 requests. We simulated a DoS attack scenario (i.e., Distributed DoS attack) by
increasing the overall request arrival rate, λ, from light traffic load perspective until the
ICP is completely overloaded. The overloading occurs when λ = μ * k. In addition, we
run the simulation for different number of CPUs (for k = 2, 3 and 4) so as to evaluate
how increasing the processing capacity of the ICP server could alleviate the impact of
DDoS attacks on the ACCUS service delivery performance. In this way, we are able to
study the degradation of the ACCUS queue management temporal performance under
DoS attacks.

Thus, Fig. 2(a) shows that the mean response time increases with the increase of
the request arrival rate, as we expected. Also, one can observe in Fig. 2(a) that, the
response time improves with the increase of the number of CPUs in the ACCUS ICP.
However, Fig. 2(b) warns that the queue utilization increases rapidly and reaches full
utilization of 100 %, regardless of the number of CPUs running in the ACCUS ICP
server. This effectively demonstrates the negative impact that DoS attacks can impose
on the ICP server even if one can keep increasing its capacity in an attempt to improve
its performance.

(a) (b)

Fig. 2. Mean response time (a) and mean queue utilization (b).
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5 Conclusion and Future Work

In this paper, we have focused our attention on the measurement of the performance
degradation of the ACCUS ICP server imposed by DoS attacks, since it can be used by
the ACCUS ICP city planners to evaluate existing defense mechanisms and select the
most appropriate ones. Therefore, we modeled and analyzed the impact of DoS attacks
on the queue management temporal performance of the ACCUS ICP server in terms of
system delay by using queueing theory. As a result of this work, the mean response time
and the mean queue utilization can be used as metrics for measuring the negative impact
that DoS attacks can impose on the ACCUS ICP server’s performance.

As future work, we plan to evaluate further, through a series of experiments, the
mean response time and the mean queue utilization as metrics for accurate measurement
of the performance degradation of the ACCUS ICP server due to DoS attacks. We also
plan to use these metrics as parameters for the evaluation of existing defense mechanisms
against DoS attacks.
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Abstract. Demand-Side Management (DSM) is an effective means to
optimize resource utilization in the electricity grid. It makes the elec-
tricity consumption pattern of users more even, reducing the Peak-to-
Average demand Ratio (PAR) in the power system. The utility company
can monitor and shape the hourly electricity consumption of the users
by adopting an appropriate pricing strategy and advertising it online
exploiting the underlying Smart Grid infrastructure. On the other hand,
the users can monitor the hourly price of electricity in the market and
based on the price variation, they can schedule their appliances to min-
imize their electricity payment, without compromising their daily need.
In this paper, we consider a DSM problem where the company adopts
a quadratic pricing strategy to encourage the users to have a flat con-
sumption pattern. We formulate the problem incorporating Quadratic
Programming (QP). The simulation results show that the QP approach
reduces the PAR drastically.

Keywords: Smart grid · Demand-Side Management · Par shaving ·
Pricing strategy · Quadratic programming · Appliance scheduling

1 Introduction

Improving the social welfare, Demand-Side Management (DSM) can benefit both
the utility company and the users [1–9]. Reducing the Peak-to-Average demand
Ratio (PAR) helps the company (i) to shut down the inefficient power plants
used only during peak hours and (ii) to avoid overdesigned thick transmission
lines that operate in full capacity only few hours in a day, or even few days in a
year. On the other hand, a price-aware user may shift its price elastic demand
such as washing machine and Plug-in Hybrid Electric Vehicle (PHEV) from peak
hours, when electricity is expensive, to off-peak hours, when it becomes more
affordable.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
S. Mumtaz et al. (Eds.): WICON 2014, LNICST 146, pp. 97–104, 2015.
DOI: 10.1007/978-3-319-18802-7 14
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Adopting an effective pricing strategy by the company and an efficient schedul-
ing strategy by a user are the main challenges for a successful DSM program.
Inclining Block Pricing (IBP) has traditionally been practiced for many years to
make electricity affordable for low-income people while charging higher rates for
users who consume more to fulfill their non-basic needs such as air conditioning.
Several other pricing strategies also exist for DSM, including Critical-Peak Pricing
(CPP), Time-of-Use Pricing (TUP), Real-Time Pricing (RTP), and Day-Ahead
Pricing (DAP) [2]. For example, in DAP strategy, the utility company sets the
price of energy for the next 24 hours and advertises it to the users. However, in
RTP strategy, the company does not determine the price in advance, rather it sets
the price instantaneously based on the instantaneous demand.

A taxonomy for different DSM techniques is provided in [3], and [4] classi-
fies DSM techniques to price-based and incentive-based techniques, highlighting
the benefits and costs of a DSM program in a deregulated market. Li et al. [5]
address pricing strategies that can align individual optimality to social optimal-
ity, so even if the users act selfishly and optimize their own utility, they auto-
matically optimize the social welfare too. In [6], the authors address real-time
pricing strategy and model users’ preferences as a utility function, providing
distributed algorithms for the company and the users to maximize the social
welfare. A Vickery-Clarke-Grove (VCG) mechanism, which aims at maximiz-
ing the aggregate utility of all users while minimizing the total cost of power
generation, is proposed in [7]. In [2], the authors propose an optimal scheduling
technique which attempts to achieve a trade-off between minimizing the electric-
ity expenditure of the user and minimizing the waiting time for operation of each
appliance in presence of a RTP combined with IBP. In [8], the authors present
a distributed game-theoretic algorithm for DSM when the users have full mesh
network connectivity, elaborating efficient energy cost models and formulating
optimization problems for minimizing either the PAR or energy cost. Finally, [9]
addresses game-theoretic approach for distributed demand response optimiza-
tion and formulates a Mixed Integer Linear Programming (MILP) problem for
optimally scheduling users’ appliances when the company adheres to the DAP
strategy.

In this paper, we consider a DSM problem including a utility company serv-
ing several residential users. The company adopts a quadratic price function
to charge the users. Every user has two sets of appliances (shiftable and non-
shiftable) and uses Quadratic Programming (QP) to schedule its shiftable appli-
ances to minimize its daily energy expense. However, it simultaneously minimizes
the PAR due to the convexity of the price function. The constraints include power
consumption rates of appliances and the user’s preferences for their operating
intervals. Last but not least, we assume that the power consumption of each
shiftable appliance can be controlled between 0 and its power consumption rate.

The rest of this paper is organized as follows. Section 2 describes the system
model. Section 3 formulates the QP scheduling problem. Section 4 depicts the
simulation setup, and Sect. 5 provides the simulation results. Finally, Sect. 6
concludes the paper.
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Fig. 1. Considered Demand-Side Management (DSM) scenario

2 System Model

We assume a DSM problem consisting of a utility company and multiple resi-
dential users, illustrated by Fig. 1.

To formulate the problem, let N = {1, ..., N} denote the set of users. For
each user n ∈ N , let lhn denote the load at hour h ∈ H = {1, ...,H}, where
H = 24. The daily load for user n is denoted by ln = [l1n, ..., lHn ]. The aggregate
load of all users at hour h ∈ H can be calculated as follows.

Lh =
∑

n∈N
lhn (1)

The daily peak and average load levels are calculated as

Lpeak = max
h∈H

Lh (2)

and
Lavg =

1
H

∑

h∈H
Lh, (3)

respectively. Therefore, the PAR is calculated as

PAR =
Lpeak

Lavg
=

H maxh∈H Lh∑
h∈H Lh

. (4)

For each user n ∈ N , let An denote the set of household appliances such
as refrigerator. For each appliance a ∈ An, we define an energy consumption
scheduling vector

xn,a = [x1
n,a, ..., xH

n,a] (5)

where scalar xh
n,a denotes the corresponding one-hour energy consumption that

is scheduled for appliance a ∈ An by user n ∈ N at hour h ∈ H. The total load
of user n ∈ N at hour h ∈ H is obtained as

lhn =
∑

a∈An

xh
n,a, h ∈ H. (6)
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As illustrated by Fig. 2, the scheduler embedded in each user’s smart meter
controls only the user’s shiftable appliances without interfering its non-shiftable
appliances. The task of user n’s scheduler is to determine the optimal energy
consumption scheduling vector xn,a for each appliance a ∈ An.

Fig. 2. Scheduler embedded in each user’s Smart Meter to schedule its shiftable appli-
ances

Now, we identify the feasible set of the energy consumption scheduling vector
based on a user’s demand and its preferences. For each user n ∈ N and each
appliance a ∈ An, we denote the predetermined total daily energy consumption
as En,a. Note that the scheduler does not aim to change the amount of energy
consumption, but instead to systematically manage and shift it, e.g., in order to
reduce the PAR or minimize the energy cost. The user needs to determine the
beginning αn,a ∈ H and the end βn,a ∈ H of a time interval that appliance a can
be scheduled. Clearly, αn,a ≤ βn,a. For example, a user may select αn,a = 6:00
PM and βn,a = 8:00 AM for its PHEV to have it ready before going to work. This
imposes certain constraint on scheduling vector xn,a. Furthermore, we denote
that

βn,a∑

h=αn,a

xh
n,a = En,a (7)

and
xh

n,a = 0, ∀h ∈ H\Hn,a (8)

where Hn,a = {αn,a, ..., βn,a}. For each appliance, the time interval provided by
the user needs to be larger than or equal to the time interval needed to finish the
task. The daily load of the system is equal to the total energy consumed by all
appliances over the 24 hours. That is, we always have the following relationship.

∑

h∈H
Lh =

∑

n∈N

∑

a∈An

En,a. (9)
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In general, some appliances may not be shiftable and may have strict energy
consumption scheduling constraints. For example, a refrigerator may have to be
on all the time. In that case, αn,a = 1 and βn,a = 24.

We define the minimum standby power level γmin
n,a and the maximum power

level γmax
n,a for each appliance a ∈ An and for each user n ∈ N . We assume that

γmin
a,n ≤ xh

n,a ≤ γmax
n,a , ∀h ∈ Hn,a. (10)

We introduce vector xn for each user n ∈ N , which is formed by summing
up energy consumption scheduling vectors xn,a for all appliances a ∈ An. In this
regard, we can define a feasible set for energy consumption scheduling vector for
user n ∈ N as follows.

Xn = {xn|
βn,a∑

h=αn,a

xh
n,a = En,a, xh

n,a = 0 ∀h ∈ H\Hn,a,

γmin
n,a ≤ xh

n,a ≤ γmax
n,a ∀h ∈ Hn,a}.

(11)

An energy consumption scheduling vector calculated by user n’s smart meter
is valid if and only if xn ∈ Xn.

3 Quadratic Programming Problem

We assume that the company uses a quadratic price function as follows to cal-
culate the cost of electricity at hour h ∈ H

p(h) = αL2
h, (12)

where α ∈ R is a real constant and Lh is the aggregate load at hour h ∈ H.
Hence, to minimize the energy cost, every user independently composes and

solves the following QP optimization problem to schedules its own appliances.

min
xn∈Xn

h=24∑

h=1

(
∑

a∈An

xh
n,a

)2

(13)

Recall Xn is the feasible set for xn, defined by (11). Obviously, the objective
function is the sum of squares of hourly energy consumption of all appliances
of user n, including both shiftable and non-shiftable ones. Note that although
there is no freedom for scheduling non-shiftable appliances, they are included in
the optimization problem since their consumption affects the price.

4 Simulation Setup

We assume a scenario where a utility company serves 10 residential users. Each
user has a mixture of shiftable and non-shiftable appliances. Tables 1 and 2
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Table 1. Non-shiftable appliances

Appliance Power (W) Start End

Light 200 19:00 24:00

Refrigerator 30 00:00 24:00

Stove 1200 12:00 13:00

18:00 19:00

TV 200 11:00 24:00

Kettle 2000 08:30 08:35

16:00 16:05

20:00 20:05

Table 2. Shiftable appliances

Appliance Power (W) Start Deadline Duration (h)

PHEV 1100 19:00 08:00 9

Space Heater 1200 01:00 24:00 2

Ventilation 250 01:00 24:00 1

Washing Machine 200 10:00 20:00 2

Tumble Dryer 2100 12:00 22:00 2

present respectively the list of assumed non-shiftable and shiftable appliances
along with their power consumption and the users’ preferences, including start
and end times as well as durations and deadlines for shiftable appliances. Each
table has two parts, separated by a double horizontal line. The upper part
includes 3 basic appliances that every user has, while the lower part includes
2 more optional appliances that every user may have. For each user, we gen-
erate a random integer between 0 and 2 to determine the number of optional
non-shiftable appliances. Then, we generate another similar random integer to
determine the number of shiftable appliances.

We use quadprog function of MATLAB to solve the QP problem formulated in
the previous section. We assume that the SM can control the power consumption
of every shiftable appliance between 0 and the power consumption rate. For
example, the power consumption of the PHEV can be controlled between 0
and 1100 W. For the purpose of comparison, we conduct two experiments. In
the first experiment, we do not utilize the QP scheduler and simply schedule the
shiftable appliances at the most convenient time for the user (i.e., the start time).
However, in the second experiment, we activate the QP scheduler to schedule
the shiftable appliances at the best time possible that meets the deadlines.

5 Simulation Results

Figure 3 shows the hourly aggregate demand for 24 hours without and with QP
scheduling. As seen from the figure, the QP scheduler successfully shaves the
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Fig. 3. Aggregate demand with and without QP scheduling

PAR, and results in a quite even demand pattern. The proposed QP approach
reduces the PAR from 4.08 to 1.38, reducing the PAR by almost three times.
Recall that the case “without scheduling” means that the shiftable appliances
are scheduled at the user’s most convenient time which is their start time as
listed in Table 2.

In conclusion, QP is an efficient approach, for it alleviates the shortcomings
of DAP strategy and the MILP approach proposed in [9]. The crucial weakness of
DAP strategy is that when demand is highly elastic (i.e., the portion of shiftable
demand is high), increasing the price during the peak-hours while decreasing
it during off-peak hours simply shifts the peak-demand to other hours without
reducing the PAR considerably. However, the QP approach not only shaves the
existing peak-demand, but also avoids creating a new peak-demand in other
hours.

6 Conclusion

We addressed DSM problem in the Smart Grid. We assumed multiple residential
users connected to a utility company through a two-way digital communication
infrastructure. The company adopted a quadratic price model to encourage users
to reduce their PAR. Responding to this strategy, the users employed QP to
schedule their appliances to minimize their electricity bills while meeting their
daily need and preferences for the operating intervals of the appliances. We
simulated a scenario with 10 users where each user had a set of shiftable and
non-shiftable appliances. Specifically, each user had 3–5 shiftable appliances and
another 3–5 non-shiftable appliances. The simulation results showed that adopt-
ing a quadratic pricing strategy by the utility company and activating the QP
scheduler at the users’ SM successfully shaves the PAR.
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For future research, binary quadratic programming scheduler that can switch
the appliances only on or off, without any power control mechanism, deserves
further investigation.
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Abstract. The electronic passport, introduced not long ago, in 2005, is
continuing to evolve in order to provide higher levels of authentication for citizens
crossing international borders, while respecting their privacy. A brief overview
of the whole e-passport architecture is presented, as well as the key aspects and
changes that this document has been going through in its evolution. In this paper
we present a promising novel PKI-based security solution that could be integrated
in the next generation (4G) of electronic passports, namely in its supporting
overall architecture, in the ambit of the NewP@ss project.

Keywords: Electronic passport · ICAO · LDS · PKI · BAC · EAC · SAC ·
Authorization · Authentication · Verification · CSCA · CVCA · DVCA · NewP@ss

1 Introduction

The electronic passport (e-passport) is a machine-readable travel document (MRTD)
enhanced with its holder biometric information, based on specifications defined by
ICAO (International Civil Aviation Organization) [1, 2]. This kind of document and its
inherent technology has been introduced with the main purpose of strengthening security
at international borders, preventing illegal immigration, reducing threats of identity
theft, as well as any sort of related international trans-border crime.

Not long after the dramatic incidents occurred on September 11th 2001, the USA
decided to strengthen the requirements for entering the country. In that way, all countries
participating in USA’s Visa Waiver Program (no entry visa needed for citizens from
such countries) were obligated to start issuing electronic passports from late October
2006 onwards, for their citizens to be allowed to enter USA, according with ICAO’s
specifications. Additionally, in December 2004, the European Commission (EC)
approved specific regulations for the establishment of common technical specifications
to allow and support the usage of biometric information, or markers, in MRTDs such as
e-passports [3].

In October 2005, Sweden and Norway became the first countries to start issuing
e-passports fully compliant with ICAO’s and EC’s criteria and specifications, using
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facial biometric markers. By late August 2006, there were 25 countries from USA’s
Visa Waiver Program issuing e-passports to their citizens.

In the remaining sections of this paper, a general overview of the e-passport general
architecture, as well as its evolution, is made in Sect. 2, while the proposed PKI (Public
Key Infrastructure) based security solution for next generation e-passport is described
in Sect. 3. Finally, Sect. 4 concludes the paper.

2 Electronic Passport Architecture and its Evolution

The technology of e-passports, as MRTDs to be read by machines, involves a whole
architecture, which includes, e.g., contactless reading devices, also known as PCD
(Proximity Coupling Device), in this case integrated in inspection systems (IS). Such
architecture is composed of specific hardware and software to allow, establish and assure
secured short range contactless communications with a personalised electronic chip
embedded in the e-passport, also known as PICC (Proximity Integrated Circuit Card),
securely containing the holder’s required identification data, stored at e-passport issu‐
ance, and non-modifiable [4]. The architecture is also responsible for providing authen‐
tication of both chip and contactless reader/IS as well.

The e-passport holder’s information is included in the chip memory in a specific
format, known as Logical Data Structure (LDS) [2]. This data structure duplicates most
of the printed data in the e-passport’s Machine Readable Zone (MRZ), in an OCR
(Optical Character Recognition) prone font, but most importantly it also includes addi‐
tional sensitive data, such as holder’s biometrics [5]. The latter data is securely encoded
inside the chip due to its sensitive nature and it is only disclosed outside once the reader/
IS, and the chip itself, are successfully authenticated, namely complying with privacy
aspects, for all necessary biometric matching [6]. A very succinct illustration of the
general e-passport architecture is shown in Fig. 1.

Fig. 1. Overall e-passport architecture.
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The e-passport holder’s biometric data released by the chip and read by the IS after
mutual authentication, is then compared, using biometric matching/recognition algo‐
rithms, against the holder’s biometrics scanned at the time of actual inspection, e.g., at
an airport border control, immediately preceding the respective person to be allowed (or
not) to enter a particular country [7]. Since its debut, the e-passport, as a MRTD, but
also the whole architecture and systems supporting it, have been evolving in terms of
security in order to be always a few steps ahead of malicious actors once potential
security threats are identified, and any eventual consequential attacks are made [8, 9].
In that evolution most of the involved technology adds improved security mechanisms,
which overlay on the preceding ones, also allowing backward compatibility, including
with the conventional passport without chip, with printed booklet only.

The European project NewP@ss focuses on the technical development of advanced
secured platforms, namely of nanoelectronics hardware, software and overall supporting
architecture, appropriate for the upcoming 3rd, and future 4th, generations of e-passports
complying with the requirements and specifications established by ICAO [10]. Those
requisites concern mostly the involved security aspects, but also possible features and
functionality to provide additional electronic services to dedicated applications, both in
public and private domains, such as electronic visas or electronic travel stamps
(e-government), and electronic boarding tickets or frequent flyer services from airline
companies, respectively.

In the following subsections are introduced the main key aspects, and distinctions,
between the several e-passport generations as outcome of its evolution, which nonethe‐
less continue to also comply with the specifications of the conventional passport. The
latter, namely include the holder’s face photo and further detailed identification infor‐
mation printed in a booklet with a MRZ, providing conventional document security by
implementing appropriate printing technologies, and with several blank pages for adding
border control travel stamps and visas when necessary.

2.1 1st Generation (ICAO BAC) e-Passport, 2005

The first issued e-passports essentially include a contactless smartcard chip embedded
in a booklet that complies with the conventional passport specifications, namely
concerning security assurance through specific printing technologies. The chip,
composed by a microprocessor/controller and 32 kB memory, stores a copy of the
e-passport holder’s identification information, as also printed in the MRZ, including the
holder’s photo as facial biometrics.

The holder’s data stored in the e-passport chip is digitally signed by the issuing
country, which allows for its authentication when read by an inspection system. For this,
it is necessary to have a basic PKI (Public Key Infrastructure) implementation for the
e-passport personalisation (issuance) and verification, at the issuing country adminis‐
tration and at inspection systems, respectively.

The access to the data contained in the chip, to be read by the IS, follows BAC (Basic
Access Control) security mechanism, in which all communications between chip and
IS are encrypted using a symmetric key derived from MRZ data [2, 3]. This data is
available to both parties, in electronic and printed format, to chip and IS (through OCR),
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respectively. This basic security mechanism offers already some level of security,
namely against eavesdropping, but it lacks in a few aspects, e.g., it does not secure the
chip against cloning.

The communication between IS and chip is made through NFC (Near Field Commu‐
nication) technology, according with ISO/IEC 14443 standard to be more precise, and
can achieve a throughput of 424 kbps [4].

2.2 2nd Generation (EU EACv1) e-Passport, 2009

In the second generation of e-passport, the main addition in terms of data stored on the
chip refers to the holder’s fingerprints as additional biometric information, adding up to
facial biometric markers. For that, chip’s memory is also increased to 64 kB. The same
technology continues to be used for communications, at similar speed.

Since the new biometric information is of very sensitive nature, namely concerning
holder’s privacy, the access to that specific information, by the IS, follows more
advanced security mechanisms implemented as EAC (Extended Access Control), on top
of the already existing security mechanisms in the first generation, such as BAC, not
replacing it. EAC is simply the mechanism for securing the sensitive biometric data.
The holder’s facial image, as well as any other regular identification data, can still be
read via BAC, also encrypted. The EAC mechanism includes both chip authentication
and terminal (IS) authentication [2, 7].

Pairs of public and private keys are used in EAC to allow the required mutual authen‐
tication of chip and IS, increasing significantly the level of involved security, namely in
the communications related with the sensitive biometric data. For this, it is necessary to
have a much more complex PKI implementation in the overall e-passport architecture,
which is responsible for signing and verifying certificates, as well as managing public and
private keys, that are used in the referred mutual authentication process. Figure 2 briefly
illustrates the overall involved parties and security flows in such PKI.

Fig. 2. EAC e-passport two-layer PKI.
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The main entities in this two-layer PKI scheme are the CSCA (Country Signer
Certificate Authority), which provides certificates to the DS (Document Signer) that
forwards them to a smartcard writer, which in turn will write the necessary information
on the e-passport chip. On the other hand, the CVCA (Country Verifier Certificate
Authority) provides certificates to the DV (Document Verifier), which are used at the
IS, in a host computer/PC, for authentication and verification procedures during e-pass‐
port inspection.

2.3 3rd Generation (ICAO/EU EACv2.10/SAC) e-Passport, 2014/2015

In order to accommodate more holder’s biometric information, such as iris markers, the
chip should have a further increased memory, close to 100 kB. It should also be as
harmonised as possible, namely in terms of security, with other electronic documents,
such as eID or eResidence. The same technology continues to be used for contactless
(NFC) communications, but throughput should now be up to 848 kbps in order to, at
least, maintain low global transaction time at inspection, taking into account the bigger
payload to be transmitted.

An evolution of EAC, EACv2.10, is now the enhanced security mechanism to
control access to the highly sensitive biometric information [11]. On the other hand,
to overcome the limitations of BAC, SAC (Supplemental Access Control) is now
introduced [12]. SAC is based on PACE (Password Authenticated Connection Estab‐
lishment) protocol [13].

Just as BAC, SAC assures the e-passport can only be read when there is physical
access to the document itself, and generates session keys used for the communication
between the chip and IS. What makes SAC significantly more secure than BAC is that
it uses asymmetric cryptography (Diffie-Hellman key agreement) to generate the
required symmetric session keys. Using BAC, the session key is derived straight from
the MRZ of the e-passport, with low entropy, while SAC uses a six-digit password, CAN
(Card Access Number), with eventually low entropy as well, to generate the necessary
session keys. Nevertheless, the quality of the session key resultant from SAC is inde‐
pendent from CAN’s entropy, while BAC is dependent on MRZ’s entropy.

This e-passport generation also includes further advanced cryptography technolo‐
gies, such as more robust/long RSA cryptosystem, AES (Advanced Encryption
Standard) and ECC (Elliptic curve cryptography) [12, 13]. On the other hand, it is not
required to make any significant changes in the mandatory PKI already used in the
second-generation e-passport.

2.4 4th Generation e-Passport, Before 2020

Standardisation bodies, ICAO and industry are already actively discussing the fourth
generation e-passport. Its main innovation will be directly linked with the intended
additional information to be stored in the chip, which this time will be, for the first time,
possible to add after the e-passport personalisation by the authorised entities. Such
information includes additional biometrics, border control travel stamps and electronic
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visa records. Obviously, this will require larger memory capacity in the chip, typically
around 600 kB is to be expected, and data throughput in communications should also
grow at similar ratio, being expected to reach 6.8 Mbps using NFC/VHBR (Very High
Bit Rate), in order to allow reasonable global transaction time during inspection.

All information stored in the chip will be structured according with the second
version of LDS (LDS2), at least, which includes new DGs (Data Groups) to accommo‐
date the additional readable/writable (non-erasable, though) information.

There should be no significant changes concerning security and access mechanisms,
such as SAC, EAC, etc., in relation to the previous generation. On the other hand there
should be very significant updates on the required multi-layer PKI, which must also
assure appropriately secured functionality with regard to the new post-personalisation
writing operations, and eventual associated applications. In the next section, a PKI solu‐
tion is proposed for the forth-generation (4G) e-passport.

3 The Proposed PKI-Based Security Solution

We present here a PKI-based security solution to support 4G e-passports applications
in a reliable and secure way. In the design phase of the proposed security solution, we
took into consideration the following three factors: (a) due to the adoption of LDS2, the
4G e-passports will not only support the legacy applications based on the data provided
by the Logical Data Structure version 1.0 (LDS1), but also applications based on the
travel stamps, visa records and additional biometrics provided by the LDS2, (b) the
upcoming 4G e-passports will allow States to write data related to travel stamps and visa
records on them after their personalization through ISs, and (c) the future 4G e-passports
will allow States to read the LDS2 additional biometrics data stored on them through
ISs. The proposed solution extends the legacy PKI-based security solution integrating
the ICAO e-Passport PKI or Personalization PKI and the EAC e-Passport PKI or
Authorization PKI by adding an additional PKI and enhancing the authorization func‐
tionality of the EAC e-Passport PKI.

The new PKI of our proposed security solution is used by States to write LDS2 data
(i.e., travel stamps, visa records and additional biometrics) on 4G e-Passports and is
responsible to ensure data integrity and authenticity for these data by using digital
signatures. In the rest of the paper, the new PKI is referred to as LDS2 Data Signing
PKI. The key elements of the LDS2 Data Signing PKI are the CSCA and the LDS2 Data
Signer. The CSCA is the same entity that we have met in the ICAO e-Passport PKI and
it plays the role of the root CA for the new PKI as well. However, in the context of the
proposed PKI-based security solution, it does not only issue a self-signed certificate (i.e.,
CSCA Cert) and certificates for the DS (i.e., DS Cert), but also certificates for the LDS2
Data Signer (i.e., Signer Cert) within its own State. The Signer Cert contains an indi‐
cation about the type of the LDS2 data that will have to be signed. To check the validity
status of the Signer Cert, the CRL of the ICAO e-Passport PKI, which is issued by the
CSCA and located at the Public Key Directory (PKD), is extended in order to include
also revocation notices for the Signer Cert. On the other hand, the LDS2 Data Signer is
the new entity that is responsible to digitally sign the LDS2 data, which are going to be
written on the e-passport.
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The enhanced Authorization PKI is based on the EAC e-Passport PKI and extends
its functionality in order to provide mutual authentication between the IS and the e-
Passport as well as enable a State issuing e-Passports to authorize the writing/reading
of LDS2 data to/from its e-Passports. Specifically, the e-Passport issuing State is able
to control domestic ISs (i.e., ISs belong to the issuing State) and foreign ISs (i.e., ISs
belong to foreign States) to write data related to travel stamps, visa records and additional
biometrics to its e-Passports after their personalization. Moreover, the issuing State is
able to control the domestic and foreign ISs to read additional biometrics stored on its
e-Passports. Thus, each IS which has to prove that is authorized to write/read LDS2 data
to/from any future e-Passport should store three different certificates; (a) CVCA certif‐
icate (i.e., CVCA Cert), (b) DVCA certificate (i.e., DVCA Cert), and (c) IS certificate
(i.e., IS Cert).

The CVCA is the root CA for the enhanced Authorization PKI of the State that allows
the writing/reading of LDS2 data to/from its e-Passports. Each CVCA determines the
access rights to its e-Passports for all DVCAs (i.e., domestic and foreign) and issues
certificates (i.e., DVCA Certs) for these DVCAs including their corresponding access
rights for the LDS2 data. The communication between a given CVCA with foreign
DVCAs (i.e., DVCAs that belong to another State) is realized through an additional
entity that plays the intermediary role of a contact point. Thus, each State should set up
a contact point for authentication and authorization purposes. In addition, each CVCA
of an issuing State issues a self-signed certificate (i.e., CVCA Cert), which is distributed
to all ISs that belong to the domestic and foreign DVCAs of the given CVCA. This
certificate is stored on ISs and is used to update the stored CVCA Cert on e-Passports
issued by the State of the given CVCA in case that it has been expired.

Furthermore, each DVCA is responsible to manage a group of ISs, which belong to
its domain, and issues certificates (i.e., IS Certs) for them including their granted access

Fig. 3. Overview of the proposed PKI-based security solution architecture for 4G e-passports
and associated applications.
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rights related to the LDS2 data. Only after a DVCA has received its own certificate (i.e.,
DVCA Cert) from the root CVCA does it issue the IS Certs for the ISs within its domain.
It is allowed the IS Certs issued by a DVCA to inherit all the access rights from the
DVCA Cert or a subset of them. An overview of the architecture of the proposed PKI-
based security solution is given in Fig. 3 depicting its key elements and the interaction
among them.

4 Conclusion

The overall architecture of e-passport must be ready to support evolving standards for
security, as well as new kinds of data, including biometrics and additional post-person‐
alisation writable information, and new applications.

In this paper a PKI-based security solution is proposed for the 4th e-passport gener‐
ation, which takes into account the intended additional holder’s data and records to be
written after e-passport personalisation. Upcoming implementation is envisaged and
further security analysis and optimisation should also eventually be carried out.
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Abstract. The paper presents the advantage of the Ultra-thin body and buried-
oxide (BOX) (UTTB) fully depleted silicon-on-insulator (FDSOI) as an enabling
transistor technology through effective back-gate biasing schemes to overcome the
challenges that arises from downscaling bulk CMOS technology for low power
and high-speed design tradeoff. The effects of the back-gate bias methodologies
that can vary or modulate the substrate bias to adapt the transistor’s threshold
voltage are detailed. The design schemes that can be used with this technology are
described to illustrate their applications with UTTB FDSOI transistor.

Keywords: Back-gate biasing · Low power and high-speed design · Threshold
voltage modulation · UTTB FDSOI

1 Introduction

The reduction of the power/energy consumption while maintaining high-speed in
system-on-chip (SoC) performance has become the most important design concerns due
to the increased use of handheld portable and wireless devices [1]. In facts, the transistor
geometry shrinking and the downscaling of applied voltages have increased the tran‐
sistor’s short channel effects (SCE) and therefore the leakage power dissipation at nano‐
scale bulk CMOS technology which has made the end of its downscaling process [2].
Moreover, leakage power dissipation not only affects the battery life performance but
also has a large impact on packaging, reliability, and heat removal costs. For instance,
a modest leakage current around 100 nA per transistor, can cause a smartphone chip
containing one hundred million transistors to consume a standby current of 10 A, thus,
the battery would be drained in minutes without receiving or transmitting any signals.
Therefore, new transistor architectures along with novel design methodologies that
manage the low power circuits are required to boost green communication by taking
advantage of the new energy-harvesting technology which recharge batteries by scav‐
enging power from motion, wireless power transfer, and solar cells [3].

Even though handled devices designed based on nanometer scale transistor tech‐
nology dissipate minimal dynamic energy, the leakage power becomes a significant
contributor in their power equation [4–6]. Therefore, the leakage power reduction tech‐
niques play an important role for handheld devices such as cell phones, which are “on”,
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but not active most of the time or in the sleep mode when the cellphone state is held in
RAM, then cuts power to unneeded subsystems and places the RAM into a minimum
power state, just sufficient to retain its data.

Since, the leakage current strongly depends on the threshold voltage , different
 transistors can be used for speed and power tradeoff. Therefore, high speed and low

leakage current device could be optimized through fixing or modulating the  [6].
This work presents low static power design techniques through back-gate biasing design
methodologies enabled by the UTTB FDSOI technology at the sub-28 nm node without
sacrificing chip’s speed. The remaining of this paper is organized as follows. Section 2
describes the bulk technology downscaling challenges. Section 3 details the back-gate
biasing mechanisms and effects. Section 4 presents the fundamental techniques to reduce
leakage power. Finally, conclusions are drawn in Sect. 5.

2 Downscaling Challenges in Bulk Technology

Transistor dimensions have been scaled to design higher density chips with improved
performance. This is achieved by reducing cost per transistor, minimizing the capaci‐
tance, and the power supply voltage, . Moreover, the  and  voltages tend to
scale by same factor to limit drive-current degradation. Nevertheless, the SCE such as
gate-induced drain leakage, gate oxide tunneling, drain-induced barrier lowering have
a direct impact on the  which has resulted in an exponential increase of the off-state
leakage current [1–3]. Therefore, the most significant trend in bulk CMOS technology
is the increasing contribution of leakage power in the total power dissipation of a bulk
electronic designed system as shown in Fig. 1(a) [1] where is it illustrated how the total
power has increased due to the standby leakage power. This downscaling consequences
have moved the bulk CMOS technology to a power constrained condition and to balance
the trading off between speed and standby power. This has led to the development of
different circuit design techniques to optimize the delay and leakage which are becoming
the key enabler for further CMOS downscaling.

(a) (b) 

Fig. 1. (a) Ratio of active, leakage powers, and the gate delay over the CMOS technology [1].
(b) The dynamic and static (leakage) currents associated with a CMOS device.
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The CMOS power consumption can be divided into three components. The dynamic
and short-circuit power are consumed while the input logic state switches. The static
leakage power is consumed due to the transistor’s sub-threshold, gate and diode junc‐
tion’s currents while the input is kept at high or low logic state of a CMOS inverter as
shown in Fig. 1(b). The main current of concern in limiting leakage power consumption
is the sub-threshold flow.

(1)

The first and second terms in (1) refer to the dynamic power which represents the
switching and short circuit power, , , respectively.  is determined by the
activity factor,  which is the the fraction of the circuit that is switching under the supply
voltage , the clock speed, , and the equivalent switching capacitance, .  is
consumed when both the pull up and pull down network of the logic gate circuit partially
conduct as illustrated in Fig. 1(b).

3 Body Biasing

3.1 Threshold Voltage and Current

The  is a fundamental parameter in circuit design and testing, as well as in technology
characterization, and modeling. In fact, the  represents the minimum voltage needed
to invert the channel between the source and drain terminals which leads to a current
flow IDS as it goes from weak to strong inversion. Since this transition is very gradual,
the  can be directly identified from the IDS vs. VGS characteristic. Based on the inver‐
sion condition of the channel, these regimes are called weak inversion, moderate inver‐
sion, and strong inversion as shown in Fig. 2 for an n-channel MOSFET.

Fig. 2. Different regimes of operation identified from the IDS vs. VGS NMOSFET characteristics.

The transistor sub-threshold output current is the undesirable leakage current, IDS,
which is observed at  (i.e. off-state (IOFF)) of an n-channel transistor. This is
the main contributor to the MOSFET, IOFF which is the IDS measured at  and 

. It is important to keep it very small in order to minimize the static power
that a circuit consumes even when it is in the standby (i.e. sleep) mode. The leakage
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current gradually became a limiting factor for down-scaling the  since it determines
the power consumption of a chip in its idle state that describes the device behavior in
the so-called sub-threshold (e.g. weak-inversion) regime. Moreover, the drain current
increases exponentially on the VGS in this regime [7].

(2)

where  is the Boltzmann constant,  is the absolute temperature,  is the elec‐
tron charge, and the sub-threshold slope factor n depends on the capacitance of the
CMOS technology (i.e. Bulk, FDSOI, FinFET). It is worth to note that the 
influences the  and ION (i.e. saturation) currents. For instance, a higher ION

maximizes the circuit speed because it reduces the charging time of the pad output
capacitances of the logic cells. This higher ION can be achieved by a lower .
However, lowering  increases exponentially the leakage current. This is the
compromise between speed and power that the designer should balance.

3.2 UTTB FDSOI Body Biasing Effect

The transistor  can be controlled by the potential of the body terminal contact [3].

(3)

where  is the body effect coefficient,  is the Fermi potential, and VTH0 is the zero
threshold voltage while source-bulk bias is equal to 0 (VSB = 0). The body effect describes
the changes (e.g. shifting) in the  by modulating or varying the  voltage. It can
be consider as a second gate and is sometimes referred to as the “back gate” that helps
to determine how fast the transistor turns on and off.

Strong body effect enables a variety of effective body biasing techniques that were
effectively used in older process generations. However, body effect has diminished with
Bulk transistor scaling, and conventional deep-nanometer transistors have very little
body effect. For this reason body bias is not widely used for 65 nm and smaller process
Bulk technologies. Thus, the strength of the body effect,  is crucial in the effectiveness
of this dynamic body-biasing approach [8]. For this reason, there is need of a reasonable
body effect for post silicon tuning techniques which is essential for compromising the
low power and high performance.

Consequently, an enabler process technology to the innovative low-power design
techniques is required for a better  control. From transistor architecture and materials
(e.g. metal, oxide, and semiconductors) perspectives, breakthroughs were needed to
reduce the SCE and the leakage currents in sub-28 nm bulk CMOS technology process
and to decrease the capacitance factor.

The Fin-type field-effect transistors (FinFET) and fully depleted silicon-on-insulator
(FDSOI) technology provides the promising new transistor technology to do back-gate
biasing effects. The FDSOI MOSFET structure has been proposed for scaling CMOS
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technology to sub-28 nm nodes. This is because leakage currents are well suppressed in
a FD-SOI MOSFET when the body thickness (TSi) is less than or equal to one-fourth of
the gate length (LG) [5, 6].

In addition, the SCE in an ultra-thin body FDSOI MOSFET can be suppressed by
thinning down the silicon body and buried oxide (BOX) thickness. Furthermore, scaling
down the BOX thickness of a FDSOI MOSFET below 5 nm can lead to a double-gate
device structure on SOI substrate. This Ultra-thin body and BOX (UTBB) FDSOI tran‐
sistor architecture has a stronger body effect than conventional transistors and therefore
enables effective  management through body biasing. This strong body effect is a
key enabler of low-power and high-speed circuit operation for deep submicron CMOS
technologies by fixing or modulating the  voltage. It is worth to note also that double-
gate transistor structures such as the vertical (3D) FinFET are more challenging to
manufacture than the planar (2D) FD-SOI MOSFET structure as shown in Fig. 3. The
range of back-gate biasing in UTBB FDSOI is quite wider (i.e. - ) by a
factor of 10 compared to the bulk technology (i.e. - ) due to
the transistor structure as shown in Fig. 4.

Fig. 3. Structure of different transistor technology: (a) Conventional planar bulk transistor,
(b) Planar single-or double gate FDSOI, (c) Vertical multiple-gate FinFET SOI [4].

Fig. 4. Shifting effects on the  introduced by the back-gate biasing n-channel UTTB FDSOI.

Back-biasing consists of applying a voltage just under the BOX target of the UTTB
FDSOI transistors. This changes the electrostatic control of the transistors and shifts
their , as shown in Fig. 4, to either get more drive current (hence higher speed) at
the expense of increased leakage current or reduce it at the expense of speed degradation.
While back-bias in planar FD is somewhat similar to body-bias implemented in bulk
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CMOS technology, it offers a number of key advantages in terms of level and efficiency
of the bias that can be applied. Back-biasing can be utilized in a dynamic way, on a
block-by-block basis. It can be used to boost performance during the limited periods of
time when maximum peak performance is required from that block. It can also be used
to cut leakage during the periods of time when limited performance is not an issue. In
other words, back-bias offers a new and efficient trade-off on the speed/power [6].

4 Static Low Power Design

Leakage power minimization has prompted various chip manufacturers to employ dual-/
multi-  and adaptive and dynamic body biasing processes [3]. All of these body bias
methodologies, circuits and design techniques take advantage of the increased body
effect provided by the UTBB FDSOI transistors to reduce power consumption by
managing  more effectively than the conventional bulk transistors.

The  can be adjusted by applying forward body biasing (FBB) or reverse body
biasing (RBB). Back-gate bias involves connecting the transistor bodies to a bias
network. It can be supplied from an external (off-chip) source or an internal (on-chip)
source. In the on-chip approach, the design usually includes a charge pump circuit to
generate a RBB voltage and/or a voltage divider to generate a FBB [8]. RBB involves
applying a negative  to an n-channel transistor, raises the  and thereby makes
the transistor both slower and less leaky. FBB, on the other hand, reduces the  by
applying a positive  which increases the leakage current exponentially and
decrease the gate delay and thereby makes the transistor both faster and leakier. The
polarities of the applied bias described above are the opposite for a p-channel transistor.

4.1 Dual  Partitioning

Many design kit process technologies provide dual-  transistors. The dual 
 partitioning uses high-  for transistors in the non-critical paths to reduce the
static power (minimizing overall leakage power) while low-  transistors are
used in the performance-critical paths to meet performance requirements. Thus,
an adjustable  is highly advantageous for process control. As shown in
Fig. 5(a), high speed circuit paths are designed using low-  devices, while the
high-  devices are applied to gates in other paths in order to reduce leakage
current. This enables timing-critical paths to be swapped by low-  cells easily.
For instance, FBB applied to a slow chip, lowers the transistor  and speeds
up the chip. Conversely, RBB applied to a fast chip, increases the transistor 
and reduces the excess leakage current of the chip. This enables the chip designer
to balance the tradeoff between the speed and power [8].

4.2 Multiple Threshold Biasing

The multiple threshold biasing technique employs the low-  transistors to design the
logic gates for which the switching speed is essential, and the high-  transistors (also
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called sleep transistors) to effectively isolate the logic gates in the standby state and
reduce the leakage dissipation. The generic circuit structure of the multiple threshold
design circuit is offered in Fig. 5(b).

The sleep transistors are controlled by the sleep signal. During the active mode, the
sleep signal is enabled, causing both high-  transistors to turn on and provide a virtual
power and ground to the low-  logic. When the circuit is inactive, sleep signal is
disabled which forces both high-  transistors to cut-off and disconnect the power
lines from the low-  logic. This results in a very low sub-threshold leakage current
from power to ground when the circuit is in standby mode.

4.3 Adaptive and Dynamic Back-Gate Biasing

Rather than employ multiple threshold voltage process options, a more advanced body
bias methodology is to apply an adaptive body bias, where for each chip a different fixed
body bias value is calibrated at production test. Adaptive body bias is a valuable tool
for overcoming systematic manufacturing variation, which is usually manifested in the
handled devices as leakage or timing variation between chips. This undesirable current
can be controlled adaptively through a body-bias circuit generator that is connected to
the back-gate of the low-  SOI nMOS and pMOS transistors as shown in Fig. 6. This
dynamic control enable to continuously shift device  during its operation, rather
than setting the body bias just once either during design or at production test, in order
to either lower the  when needing more speed, or raise it when running at lower
speeds to optimize the leakage power. Consequently, dynamic body bias can be used to
compensate the process variation related to the temperature and aging effects as well as
to efficiently manage power modes [8].

During the active mode the transistors circuit of Fig. 6 work as conventional CMOS
transistors without back-gate biasing. As the circuit enters to the standby state, the back-
gate bias control circuit generates a lower  for the SOI nMOS transistor and a higher

 for the SOI pMOS transistor. As a result, the magnitudes of the respective threshold
voltages  and  both increase in the standby mode due to the back-gate effect.
Therefore, the leakage power dissipation in the standby state can be significantly reduced
with this circuit design technique.

Fig. 5. (a) Dual-  partitioning and (b) Multiple threshold design scheme [9].
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5 Conclusion

This paper has analyzed the mechanisms behind the back-gate biasing effects and the
friendly design methodologies in order to achieve low power and high-speed logic cells
performances. Moreover, the back-gate biasing challenges faced with the conventional
bulk at nanometers scale has been described along with the breakthrough of the UTBB
FD-SOI technology.

The UTBB FDSOI revives the ability of higher back-gate bias effect by enabling
wider range of back voltage to adjust the  according to the circuit specifications.
Also, it brings a significant improvement in terms of speed, dynamic power saving and
flexibility to static leakage power management design techniques for energy efficiency
optimization during early silicon stage design or at the post-silicon stage by tuning the
chip’s bias for process compensation.
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Abstract. This paper proposes a scenario of service-oriented architecture based
on OSGi technology, in combination with multi agents systems developed using
JADE environment. A key part of the scenario is the new architecture for SIP
application server as part of the IMS Core network. As a proof of concept, a
simulated environment for a televoting service was implemented. The major
contributions of this work are the identification and analysis of jitter, variation of
jitter, packet loss, load capacity and CPU utilization of the JADE/OSGi SIP-AS.
Test results validate the approach and show good overall performance.

Keywords: IMS · SIP-AS · JADE · OSGi · Multimedia services · Televoting

1 Introduction

The world of digital communications is quickly moving away from a dependence on
access methods to service-oriented providers. This paper introduces a service-oriented
architecture combined with multi-agents systems as a hosting platform for telecommu‐
nication supplementary services on IP Multimedia Subsystem (IMS).

The JADE platform, integrated with the OSGi framework, is the proposed agent-
based development environment [1, 2]. This approach allows for a more flexible and
dynamic form of service provisioning over the IMS architecture, allowing services to
be negotiated on demand according to the current environment requirements (services
rules, QoS requirements, interaction parameters, etc.).

This article presents the implementation of a SIP Application Server (SIP-AS) on
OSGi service-oriented architecture, integrated with JADE framework for the creation
and provision of multimedia services on IMS. In Sect. 2, the related works are described.
The technology is presented in Sect. 3. Section 4 describes the design and implemen‐
tation of the televoting service, and the result analysis. Conclusions are described in
Sect. 5.
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2 Related Works

This section analyzes exclusively SIP approaches that have correlation with customized
telecommunications services (for example, additional services, toll free phone services,
Televoting, local number portability) or with the framework presented in this work.
Oliveira et al. [8] propose two approaches for implementing number portability service
in IMS networks, tested on an AS (Application Server) according to the standards of the
General Regulations of Portability. In the first approach, the AS performs the function
of local number portability without call states control, routing every call originated by
IMS to AS, or those based on a numeric phone context through an Initial Filter Criteria
(IFC). In the second approach, the number portability service acts as a back-to-back user
agent (B2BUA), i.e. in a leg termination call aimed to a ported user, configures an IFC
to conduct the call routing for an AS, which acts on behalf of the user ported and initiates
a new call to the correct destination. For the implementation of AS, SIP Servlet tech‐
nology was created by the authors.

Munadi et al. [9] propose the design and implementation of VoIP services with
OpenIMS and ASTERISK, interconnected by an ENUM server which develops numer‐
ical mapping function between the two servers. The authors observed the proposed
environment according to: (a) performance measures for each server; (b) the Post Dial
Delay (PDD) and (c) of the same CPU consumption. The values measured and analyzed
in (a) identify the service time consumption on the part of the SIP signaling system. In
(b), three scenarios were tested where the Traffic Analyzer WIRESHARK was used in
order to capture and analyze traffic from the User Agent Caller from its application until
its acceptance by the counterparty in the call, which allowed the analysis of the PDD in
each test performed. For (c), were used the TOP utility from the operating system itself
in order to obtain the maximum CPU value throughout the experiments.

Li et al. [10] implement two IMS services – a chat room (SIP-IM) and Presence
services, in a SIP-AS. SIP-AS architecture used is based on Mobicents SIP Servlet
component (MSS). In addition, we used the OpenIMS Core to IMS Core Network
implementation. The authors have developed a use case diagram and class diagram for
the services analyzed. For the test scenarios, XML templates were made to present the
requirements and the design of both services.

3 Technology Base: IMS and JADE/OSGi Integration

IMS is an evolving definition of an architecture that addresses the continuing demands
and frustrations of users and enterprises. The ultimate goal of the architecture is to define
a model that separates the services offered by fixed-line, mobile, and converged service
providers from access networks used to carry those services [3].

The layered approach proposed by IMS increases the importance of the application
layer as services are designed to work independently of the access network. IMS is
designed to bridge the gap between them [4]. It offers more flexibility for telecom
operators to manage different services with distinct requisites (e.g.: bandwidth, latency,
jitter, etc).
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JADE is a middleware for the development and execution of peer-to-peer applica‐
tions based on the agent paradigm that can easily work and interoperate on traditional
or wireless network environments. JADE internal architecture is currently the only
architecture entirely compliant with FIPA standards [5]. According to [6] and [1], the
JADE platform can offer the following: Graphical interface which allows monitoring,
debugging and logging; Components which can be distributed over the network; Mobi‐
lity and cloning of agents as well as multi-tasking scheduling; Lifecycle management,
name and yellow pages services, point-to-point message transport service, speech-act
message structure and ontology service; Interoperability with other platforms that offer
support to FIPA standards.

The development of applications using OSGi can be accomplished through the
combination of collaborative, reusable modules associated with descriptive information
on their metafiles which include service-related input that must be instantiated/imported
to achieve a consistent execution of the modules [7]. Also, the services provided by
OSGi implement a JAVA interface for registering on local service registries. Through
this centralized control model, the modules (or bundles) can verify their service depend‐
encies.

Furthermore, the OSGi services platform offers developers the means to maximize
the use of platform independent resources and dynamic updating of JAVA modules,
allowing development of services for devices with limited computing resources, widely
used in corporate environments. New services registration as well as research and main‐
tenance of pre-existing services (including their uninstallation from the system), services
status notifications and follow-ups on bundles lifecycle can be carried out in a simple
and efficient way.

4 Design and Implementation

Figure 1 introduces the scenario for implementation Televoting service (or another
multimedia service) through the utilization of the JADE platform along with the OSGi
framework, running on SIP-AS.

Fig. 1. Network Topology.
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4.1 Televoting Service Lifecycle

Upon start, the OSGi Televoting service bundle loads its configuration parameters from
a file named televoto.conf and automatically creates a number of attendant agents on
the JADE platform. Each agent registers itself on IP PBX as an extension and become
operational. All registered agents are grouped in a unique number. When a call arrives
at that unique number, the IP PBX redirects it to one of the registered agents and the
call is then processed. The rules for redirection (first available, ring all, last called, etc.)
depend on the IP PBX distribution. In the proposed scenario the programmed rule is
first available. As described above, televoting agent register along IP PBX and became
ready to work. Once created, they turn visible on JADE GUI (inside MAIN container)
and your control is now managed by JADE framework.

4.2 Validation Tests

We have developed a sequence of tests to validate integration of JADE/OSGi as a SIP-
AS. The parameters observed in the experiment are: jitter, variation of jitter, packet
loss and CPU load of the SIP-AS. To support this scenario, the equipment presented
in Fig. 2 and detailed in Table 1 below, were used.

Table 1. Test equipment’s specification.

ITEM EQUIPMENT

SIP-AS, Client
Simulator

Dual Intel Xeon with 4 core/processor, 20 GB RAM, Intel Gigabit
Ethernet, OS Linux Server 12.04 x64

IP PBX Single Intel Xeon with 4 core, 8 GB RAM, Intel Gigabit Ethernet,
ELASTIX Custom Distro

Switch H3C-2928 24 ports Gigabit Ethernet

Network Anal‐
izer

Intel Core2 Duo, 4 GB RAM, Atheros Gigabit Ethernert, OS
Microsoft Windows XP SP3

In each test, the client simulator performed a load of calls to its counterpart in the
televoting service (a client for each service agent). This load of calls was parameterized
in the configuration file of client simulator such that it is executed one or more times,
depending on the amount of redials parameter set.

With this approach, we identified the capacity of the SIP-AS in handling calls faster
without the need of integration with the IMS Core. During testing, all network traffic
was captured by the Analyzer for subsequent analysis.

The methodology used in the tests was developed according to the following profile:
(a) the whole SIP-AS infrastructure is initialized; (b) the packet capture is initialized in
the WIRESHARK; (c) the client Simulator is initialized, running 100 concurrent calls
to the Televoting service and (d) at the end, the entire environment is shutdown. In each
test, the client Simulator is reconfigured to generate additional concurrent calls as shown
in Table 2, up to a total of 1000 calls, in order to identify its impact with respect to jitter
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and jitter variation. Note that the average value of jitter, as well as your variation
(MAXDELTA), increases as the load of concurrent calls grows.

Table 2. Mean values of Jitter and its MAXDELTA.

Concurrent Calls Jitter (ms) MAXDELTA (ms)

100     0,72 111,80

200     1,74 213,07

300     3,03 354,79

400     3,96 401,76

500     4,94 485,36

600     5,93 522,16

700     7,29 629,50

800     9,71 784,57

900     9,91 716,44

1000 11,98 853,66

In the jitter column, we observe that even with a high load of concurrent calls, the
values remain at an acceptable threshold. However, the same does not occur with the
MAXDELTA values, because the higher the value presented more occurrences of gaps
in the audio message from the televoting were perceived on the Wireshark RTP-analysis.

Fig. 2. Time interval for handling n calls.
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About CPU usage analysis, the minimum and maximum load values were between
60 and 80 percent. When added more processing resources to SIP-AS, the average value
was reduced by half, leaving around 30 to 35 percent.

The values of packet loss measured were insignificant in all tests and did not influence
the communication on media plan of televoting service. As noted in Fig. 2, the time
spent to attend the n concurrent calls in Televoting service presented a behavior near
the linearity, while the average of call handled (per second) showed practically stable
after the amount of 400 concurrent calls.

5 Conclusions

We present the design and the development of a service oriented architectural frame‐
work to support the provisioning of IP Multimedia Services (IMS). Specifically, we
follow a totally different approach from the already existing approaches, presented in
the literature, which are about the design and the development of functional solutions
based on the combination of the OSGi and JADE technologies, by focusing in the same
time to the deployment of innovative techniques/solutions that enable the multimedia
sharing over IP between IP enabled devices that are able to participate a televoting
service.

The tests performed indicate good performance results in concurrent call handling.
In addition, the system response time in the processing of televoting calls is close to
those found in the same service offered in PSTN Intelligent Network (IN). Server CPU
consumption is high and can be attenuated with the vertical scaling (provisioning of
more hardware resources, already tested as shown in subsection 4.2) or horizontal
(distribution of the service on a clustered JADE/OSGi). In a future work, we are
programming the system for automatic scaling calls (load balancing, etc.) as well as the
mobility of service agents and model integration with OpenIMS Core.
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Abstract. This work intends to provide an assistive technology that helps blind
persons to independently navigate inside public spaces. Blind persons often travel
through known routes as they already know some features of it. Our technology
helps users to travel through unknown spaces and find products or services avail‐
able there. It is supported by personal smartphones running Android OS and
beacons deployed in the space.
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1 Introduction

Blind people often have to learn to navigate through new routes, usually those that best
fit daily needs. As they have limited perception of what is happening, they are advised
to take known routes and to use points of reference (e.g. sounds, textures) to localize
their selves. Commonly, blind persons firstly rely on others to learn routes, and then
have to ask for help whenever they want to go through another way.

The assistive technology proposed in this paper intends to provide, for blind users,
the information and assistance needed to safely navigate inside public spaces, therefore
enabling them to navigate to unknown spaces/routes and providing an extra assurance
when navigating through known spaces. Besides providing assistance during navigation,
SmartNav also helps the user to get information about spaces, such as the services,
products or promotions that may be of interest for he/she.

One of the main objectives of SmartNav is to equalize the access to information from
everyone. As there is a strong amount of information accessed by visual means, there
is also a strong amount of information inaccessible to blind people. The technology
intends to replace the visual mean of receiving information with a voice channel robust
enough to smartly interact and be trusted by blind users. Smart interaction is achieved
by a keyword-based process that enables the blind user to promptly find the desired
information.

The document is structured as follows: the next section reviews the related work on
this field, the third section presents the SmartNav with more detail, the forth exposes
the testing process and its results and the fifth concludes the paper.
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2 Related Work

Some technologies were studied and developed concerning the issue of assisting the
navigation of blind persons. The literature review enables to identify RFID and GPS as
the technologies more often used.

BlindAid [5], is an RFID-based technology developed to assist blind people on
navigation, by guiding them to desired destinations. Other works based in RFID tech‐
nology are presented in [1, 3, 8]. This technologies use maps representations of the
environment and the RFID sensors to locate the person. System [9] uses RFID tech‐
nology for indoor navigation and GPS for outdoor. As known GPS has the problem of
being extremely inaccurate for pedestrian navigation.

Regarding the issue of finding specific products/services, ShopTalk [6], BlindShop‐
ping [4] and RoboCart [2], are technologies developed to assist blind persons using
blind-friendly mechanisms, such as the communication of information by voice or
vibration.

In what concerns the level of assistance provided to blind people, the study presented
in [7] concludes that the navigation skills acquired by blind persons should be included
in the navigation system. Therefore, technologies intended to assist the blind during
navigation does not require the utilization of complex sensors, as they are already aware
of detecting structures, danger and moving objects or persons. Our work is based in this
premise, SmartNav just instructs the user to navigate through the path, detecting objects
and other structures rely on user abilities.

3 SmartNav

Taking into account features of the technologies revised in the literature (e.g. localization
techniques, portable devices for blind persons), we defined the major features for the
SmartNav. First of all, it must perform user positioning with enough accuracy to
generate the correct instructions that can guide the user. The system must also comprise
the information needed to help users concerning navigation and space, such as the services
and products available. Additionally, the system intends to be a supplement of navigation
techniques already used by users (for example, white cans and dogs). At the same time,
the system must have low weight and size to be wearable by anyone.

Thus, we decided that the SmartNav must not force the user to carry another device,
therefore it would be entirely developed to a smartphone (yet only developed for
Android OS).

The SmartNav comprises four main functions: Interact, Inform, Guide and Position.
Positioning is performed by placing beacons on the environment. Those beacons must
be strategically placed in order to cover the entire space with radio signal. The tech‐
nology can accurately position the user as long as there is signal surrounding he/she.
The systems also uses GPS signal to guide the user in outdoor environments. Concerning
indoor location, the type of beacons that can be used rely on the capacity of the user’s
device to identify them. At this moment we developed the SmartNav based on Bluetooth
beacons, because a wide range of smartphones already have incorporated the Bluetooth
technology.
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Interactions and Information play a special role in this system, as the target users are
blind, there must be smart and efficient interaction methodologies. Similarly, in order
to access and deliver the desired information, the information is treated in an intelligent
and effective way. In the next two subsections we explained the interaction methodology
and information treatment mechanisms.

3.1 Interaction

The mechanisms of Interaction play a special role in technologies designed from blind
people. Once the SmartNav is intended to be used during navigation, it was developed
without requiring any touch interaction (buttons). All changes of information are made
by voice: both from the user and application.

Speech synthesis and speech recognition used are based on the Google API’s
available for Android programming. Voice instructions (speech synthesis) are
supported by the Android Text-To-Speech API, which enables to store or immediately
play the speech. Since storing ASCII information is easily to be searched, SmartNav
does not store information in voice format. Text-To-Speech API has several languages
available (e.g. English, French, German, Italian and Spanish), not all languages or
idioms are supported. The latest update on the API enables more a few languages, like
Portuguese (Brazilian accent). The SmartNav was designed to accommodate new
languages as soon as they are available.

The Text-To-Speech API uses a central queue to convert from text to voice instruc‐
tions. That queue acts like a waiting list. There are two main methods of enter messages
in the queue: place the text to convert on the last position of the queue and wait for its
time, or forcing to convert and deliver it at the moment. The first method is used to
deliver information about the environment surrounding the user, while the second
method is used to deliver navigation instructions (e.g. “Turn left.”), which require a tight
relation between generation of instructions and its deliver to user.

Speech recognition is performed by Google Speech Input API, which is factory
installed on most Android devices. This API supports some more languages than the
Text-To-Speech API, but once again, the SmartNav will be able to understand more
languages as soon as the API is updated.

3.2 Information

SmartNav is able to inform the user of the available spaces and/or services surrounding
he/she. This information contains the name of the points-of-interest available (e.g.
spaces or services), a brief description of each one, and the promotions available at the
moment (if he is navigating inside a shopping center).

Regarding the limitations of the target users, we designed a keyword-based approach
to assist the user in finding the wanted information. The user is asked to introduce a
keyword associated to the desired point-of-interest. This approach is used either to get
information about the point-of-interest (service/place), either to select it as destination
point and start assisted navigation (Fig. 1).
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Fig. 1. Designed information handling approach.

The above figure represents a diagram flow of the approach. Available points-of-
interest are categorized into categories, subcategories and sub-subcategories. For
example, the Fashion category can have the subcategories Clothing and Shoes, and
subcategory Clothing can have Woman, Man and Children sub-subcategories. Every
category, subcategory, sub-subcategory and point-of-interest is labeled with some
keywords.

The introduced keyword is used to search for associated categories, subcategories,
sub-subcategories or points-of-interest. Then a short list of associated categories (or
subcategories, or sub-subcategories) or points-of-interest is delivered to user, referring
first the points-of-interest. This list is labeled with numbers to easy selection of the
user’s choice. For example, considering the keyword “Tennis”, the returned list would
be “1 – Converse, 2 – Nike, 3 – Reebok, 4 - More choices”. The user is now able to
choose one of the options, by saying its number. We opt by using numbers because
they are easily understood by Recognizer part.

When a user chooses a point-of-interest, he/she can listening a short description of
the point-of-interest, its latest promotions or defining it as destination point. If the uses
chooses a category, the associated points-of-interest or subcategories are delivered the
same way. To assist the understanding of information storage, Fig. 2 schematizes struc‐
tures created and their relations. C1, C2, Cn are the categories available, SC1 to SCn
the subcategories, SSC the sub-subcategories and the K’s are the recognized keywords.
Each Category keeps its relation with associated subcategories and keywords. A similar
relation is established for subcategories and sub-subcategories.

Fig. 2. Organization of information in SmartNav.
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Similarly, points-of-interest have some particular keywords that are added to the
keywords’ structure. When the user introduces a keyword this structure is used to search
for what is the interest of the user and what is available in the information system. At
any time the user can introduce a new keyword and reset the informing process to the
beginning. For example, after select a category and a subcategory, and received a list of
the associated points-of-interest, the user can say a new keyword (instead of a number,
used to select options from the list).

Since a destination point is defined, this informing cycle gives place to the assisted
navigation.

4 Testing and Results

As referred before, the current version of SmartNav was developed for Android OS.
Since it was designed to help blind people, it shows a simple visual interface with two
big buttons: one at the top and other at the bottom of the screen (half size of the screen
is used by each button). The button at the top is used to ask for help: either during
navigation (to ask for navigation instructions to reach the defined destination) or just to
request information about the space nearby. The button at the bottom is used to explore
the information about the environment (this information is organized according to the
specification detailed in Sect. 3.2). This can lead to the assisted navigation (as long as
the user defines a destination point).

In order to evaluate the capabilities of SmartNav, a set of tests were performed. This
tests intends to evaluate each function of the application: positioning, guiding, inform
and interact. To test the positioning process, two scenarios were created. Fifty different
positions were tested and in all of them, the position was delivered correctly. The guiding
process was tested by defining 30 different routes and checking if the navigation instruc‐
tions were correctly generated (giving the correct instruction in the right moment).
Interaction was tested by extensively performing conversions from text to speech.
Portuguese sentences and Portuguese sentences with loanwords were tested. The
informing function was tested by navigating through the information process.

The testing phase showed the correct functioning of the positioning process,
presenting maximum error of 20 cm from the correct position, and therefore, the guiding
process is able to correctly generate navigation instructions in the right moment.
Concerning to interaction tests, both Text-To-Speech and speech synthesis API used are
robust enough to convert Portuguese words (form text to speech and versus), but some
loanwords cannot be recognized or correctly converted to speech. Tests performed to
the informing function showed its correct functioning, enabling the user to find any of
the points-of-interest available.

5 Conclusion and Future Work

Blind people are deprived from a great amount of information because it is commonly
delivered by visual marks. Usually locations, news and promotions are indicated with
visual signs, so the blind person is incapacitated of being aware of any change made to
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his/her already known environment. They usually rely on others to receive this infor‐
mation.

SmartNav is a system specially designed for blind users, whose main objective is to
assist on going and navigate inside public spaces. The system is supported by the user’s
smartphone, thus enhancing its ability to use it (SmartNav is just another installable
Android application). Interactions with the user are mostly performed by voice
exchanges. In order to use the SmartNav, spaces must be provided with beacons, which
allow determining user positioning based on radio signals.

The development of SmartNav’s prototype opened horizons to what it could be, as
future work. We have assigned, as future work, the utilization of some sensors of smart‐
phones, such as the gyroscope and accelerometer, and the creation of an online server
with information about several public spaces. It will enable the user to be informed of
available services and promotions without leaving the comfort of home.
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Abstract. The tremendous growth of the transportation systems during
the last decades has created a significant environmental impact. As a
result, in order to reduce the atmospheric pollution many attempts have
been employed, including eco-driving systems. However, the scope of
such systems is only to attempt to inform the user about his driving
behaviour. In the current paper, a novel system targeted for supporting
green daily commuting habits, with a particular focus on helping the
user save on fuel expenses and time on a regular daily basis is proposed
and its functional architecture is fully presented.

Keywords: Road transport services · Green routing · Energy efficiency

1 Introduction

During the last decades there has been a tremendous growth in the transporta-
tion systems. The technology advancements have allowed the penetration of cars
in our daily lives. However, this comes at a certain cost. Though cars are now
more environmentally friendly in contrast to previous years, the general envi-
ronmental impact of cars is considered significant. To this end, governments are
using fiscal policies in order to promote cars with low CO2.

However, it is noted that the most significant cause of the air pollution in
metropolitan areas is due to transportation sector. Specifically, the transporta-
tion problems in big metropolitan areas further deteriorate the impact of vehicles
on the environmental pollution. In general, the transportation sector is respon-
sible for the 14 % of the global Greenhouse gas emissions, and its impact is
expected to be 28 % by 2030 [1].

The increased demand in the transportation sector is considered one of the
main issues of the atmospheric pollution. In the last few years a new trend has
been introduced for the reduction of the emitting pollutants based on ecological
driving methods (eco-driving)1. Towards this direction, approaches such as [2]
have been proposed, which study the green vehicle routing problem. A more
general approach is proposed in [3], where the dynamic traffic routing is inves-
tigated. However, the scope of the proposed scheme is to maximise the network
utilisation and not the individual’s payoff.
1 The term eco-driving is used to describe energy efficient use of vehicles.
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In the current transportation landscape there are many eco-driving systems
either embedded in the vehicles or portable that provide feedback to the driver in
order to optimise his driving behaviour and reduce the fuel consumption. In the
former category, such systems are adopted by many companies such as SCANIA
[4] and Honda [5], while the latter category includes after market applications
such as GreenRoad [6] and GreenMeter [7]. However, the current driver assis-
tance systems lack the capability of allowing the combination of data sources in
order to provide the driver with accurate measurements and predictions of trip
parameters, such as fuel consumption and monetary cost.

In this paper, the authors propose an innovative system architecture targeted
to support and promote green daily commuting habits, with a particular focus on
helping the user save on fuel expenses, time, and greenhouse gas emissions, on a
regular and daily basis. The proposed system, called CARMA, provides reliable
feedback to the users on how much fuel, money, time, and CO2 they spend
when driving their way to their destinations. In order to achieve this, CARMA
employs a green decision support system, which helps users make the best road
commute choices both pre-trip and on-trip, by combining several traffic data
sources collected by heterogeneous sources, including anonymous bulk location
data provided by network operators, mobile end-user data, fleet data, and legacy
road traffic monitoring data. A visual representation of the proposed system
is depicted in Fig. 1. According to the authors’ best knowledge the proposed
functionality, described below in detail, is innovative and not yet integrated in
existing commercially available products.

2 System Architecture

The proposed system consists of a central platform that collects and processes
the heterogeneous data, and many advanced driver assistant systems (ADAS)
that are used by the drivers and they are responsible for the routing process.

2.1 Central Platform

An overview of the proposed architecture of the central platform is depicted in
Fig. 2 by means of the ArchiMate modelling [8]. Below, all the involved functional
entities are described in detail.

Message Exchange System. The Message Exchange System comprises the
main entity through which the central platform communicates with the ADAS
and collects all the necessary heterogeneous data in order to employ green rout-
ing. Specifically, the Message Exchange System is responsible for the reception
of road data, vehicle fleet data, mobile network data and data from the advanced
driver assistant system (ADAS). Furthermore, it informs the administrator when
an alert has been issued by the Emergency Situations Addressing System and
dispatches the routing graph and the road usage patterns to the individual users
and to the road operator, respectively.
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Fig. 1. The CARMA concept.

Fig. 2. Functional architecture of the central platform of CARMA.
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Emergency Situations Addressing System. The Emergency Situations
Addressing System is responsible for issuing alerts when a malfunction in the
central platform has been detected, e.g. a problem in the data acquisition process.

Smart and Efficient Computation of Usage Patterns System. This
entity is responsible for computing the road usage patterns. Specifically, it uses
the appropriate collected data and calculates the usage patterns in order to
inform the road operator.

Data Management System. The Data Management System is responsible for
the storage and the retrieval of all the data in the central platform. Specifically, it
stores the data that are received by the Message Exchange System and provides
the historical data to the Smart and Efficient Computation of Usage Patterns
System for the computation of the road usage patterns and the Intelligent and
Advanced Traffic Data Fusion System in order to appropriately compose the
traffic information.

Intelligent and Advanced Traffic Data Fusion System. This entity is
responsible to appropriately combine the heterogeneous traffic data sources iden-
tified above, in order to compose and provide comprehensive and dependable
traffic information. The system will intelligently process and combine not only
real-time (recent) but also historical (past) heterogeneous traffic data, employing
machine-learning techniques.

Advanced Green Routing Decision Support System. This entity is
responsible for predicting the routing graph, taking into account the dependable
fused traffic knowledge of the platform. The scope of this system is to enable the
end-users to be significantly assisted in choosing the greenest and most econom-
ical route. This support function, which helps users discover and identify green
routes, benefits all users, regardless of whether their vehicles engine is green or
not. Specifically, the system computes two different routing graphs, namely the
one with the shortest routes and the other with the normalised consumption
costs, and based on the individual users’ options it send the appropriate part of
the routing graph in order for the ADAS to calculate the optimal route (Fig. 3).

2.2 ADAS

The ADAS is used by the individual drivers and it is responsible for the routing
process. The functional architecture of ADAS is depicted in Fig. 4. Below, all the
involved functional entities are described in detail.

Communication System. The Communication System comprises the main
entity through which the ADAS communicates with the central platform and
the optional on-board device (OBD). It is responsible for requesting and receiv-
ing the routing graph from the central platform and dispatching the collected
data concerning the traversed route. Apart from that, the Communication Sys-
tem receives the information by the OBD regarding the data collected from the
vehicle through the driving process, e.g. fuel consumption.
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Fig. 3. Functional architecture of the advanced green routing decision support
system.

Fig. 4. Functional architecture of the advanced driver assistant system (ADAS).

User Interaction System. The User Interaction System is responsible for the
communication between the ADAS and the driver.

Route Monitoring System. The Route Monitoring System is responsible to
retrieve at real time the position of the vehicle from the GPS and associate its
position with the information collected by the OBD. At the end of the route,
the system informs the driver about the characteristics of the followed route
through the User Interaction System. Furthermore, the Route Monitoring Sys-
tem informs at real time the Optimal Routing System in order to calculate an
updated optimal route if the driver deviates from the optimal course.

Data Management System. This entity is responsible for the storage and the
retrieval of all the information in the ADAS. Specifically, the Data Management
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System stores the routing graph received by the central platform and the vehicle
information collected by the OBD, as well as the driver’s route options and
the characteristics of the traversed route. Furthermore, it informs the Optimal
Routing System about the driver’s options and the routing graph.

Optimal Routing System. This entity retrieves the routing graph that was
sent by the central platform and calculates the optimal route. It is noted that if
the driver selects the optimal route in terms of lowest consumption, the normalised
consumption graph is appropriately modified based on the characteristics of the
vehicle itself. Apart from that, the Optimal Routing System is responsible for the
recalculation of the optimal route when a deviation is detected.

3 Conclusion

In this paper the problem of green and efficient routing is studied. The authors
discuss and propose a novel approach that exploits heterogeneous data in order
to compose traffic information that focuses on helping the user save on fuel
expenses and time on a regular daily basis. The functional architecture of the
proposed system is presented in detail. Further research activities include the
implementation of the discussed approach and its evaluation through a series of
field trials.
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Abstract. The increasing proliferation of 4G mobile technologies is
expected to satisfy the constantly growing demand for wireless broad-
band services. However, the high data rates provided by 4G networks
at the air interface raise the need for more efficient management of the
backhaul resources especially if the backhaul network has been leased by
the mobile operator. In the present work, the authors investigate on the
backhaul resource allocation problem at the side of the base station (BS)
and a novel distributed scheme is proposed that can efficiently forecast
the aggregated traffic demand at the BS using artificial neural networks.
It is shown that the proposed scheme provides a mean absolute percent-
age error of about 10 % for the downlink traffic and about 19 % for the
uplink traffic.

Keywords: Resource management · Backhaul network · Prediction ·
Artificial neural networks

1 Introduction

During the last decade, the mobile communications scenery is characterized by
the proliferation of new bandwidth consuming applications leading to a growing
demand for higher end-user data rates [1]. The advent of 4G network access
technologies which offer low latency, seamless mobility and high capacity, aims to
meet this demand [2]. In this direction, the convergence of optical and wireless
networks has been proposed. Specifically, in [3] the authors propose a passive
optical network (xPON) as a backhaul solution for the next generation mobile
networks. The high data rates supported by the optical network can potentially
satisfy the end-users’ needs in the converged scheme.

Traditionally, mobile operators have used empirical methods for network
planning which resulted in a flat commitment of the backhaul resources so that
possible worst-case scenarios could be satisfied. Further reconsiderations about
the allocated resources were sparse and only arose at times of network expansion.
Although the results of such methods were acceptable in early networks (2G),
packet-based 4G networks require more efficient approaches, which are consistent
with the self-organisation [4] trend in communication networks.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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In the literature, many schemes concerning the forecasting of network traffic
are studied. These schemes can be classified into two major categories, namely
approaches that propose linear methods [5] and approaches that propose non-
linear methods [6,7]. Specifically, in [5], the authors combine wavelet multiresolu-
tion analysis with an autoregressive integrated moving average model to predict
the Internet backbone traffic. The proposed scheme results in an absolute rel-
ative forecasting error which is less than 15 % for a period of 6 months in the
future and 17 % across a year. In [6], the authors propose a back propagation
(BP) neural network based on artificial bee colony algorithm and particle swarm
optimisation in order to optimise the weight and threshold value of the BP neural
network. In [7], the predictability of network traffic using artificial neural net-
works (ANNs) is studied and the authors showed that a preprocessing of the
collected data improves the accuracy of the forecasting model.

In the current paper, the authors propose a new dynamic scheme for the
management of the backhaul resources in 4G networks. The proposed scheme
is based on the deployment of an Intelligent Agent at the BS, which is respon-
sible for monitoring and collecting the necessary data from its environment,
predicting the forthcoming bandwidth requirements and requesting the appro-
priate resources from the backhaul network in advance. In the current approach,
ANNs are employed for the forecasting process. The ability of ANNs to learn
a target function by means of a training set consisting of input and output
data constitutes them ideal for forecasting problems. Furthermore, the ANNs
can accurately capture the nonliniarities of the network traffic, providing them
with a comparative advantage over the widely used autoregressive models for the
forecasting process. In this direction, the authors investigate two types of ANNs
for the implementation of the proposed scheme and compare their performance
using real data collected by a BS in Greece.

The rest of the paper is organized as follows. In Sect. 2, the proposed scheme
is described in detail and an analysis of the collected data is presented. The
experimental results of the ANNs under investigation are provided in Sect. 3.
Finally, Sect. 4 concludes the paper.

2 Dynamic Backhaul Resource Allocation

2.1 Intelligent Agent

The proposed scheme is depicted in Fig. 1. The Intelligent Agent is able to mon-
itor the traffic between the BS and the backhaul network and store all the nec-
essary data that are, subsequently, used for the forecasting process. Specifically,
the agent monitors, using the Simple Network Management Protocol (SNMP),
and stores the aggregated demand of the BS each time period, and based on the
collected data, it is able to predict the forthcoming bandwidth demand using
ANNs and request the commitment of the necessary backhaul resources from
the resource management system of the PON in advance.
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Fig. 1. Graphical representation of the Intelligent Agent.

2.2 Collected Measurements

In order to validate the proposed scheme, a set of training data collected by a
fully operational BS located in Athens, capital of Greece that supports HSPA+
connectivity is used. The collected data consist of 3866 hourly averaged measure-
ments and refer to partly sparse data that correspond to the aggregated demand
experienced by the BS.

Intuitively, it is reasonable to expect that there are certain periodicities in the
traffic pattern, which correspond to the habitual behaviour of the subscribers.
Towards this direction, the Fourier transformation is employed. It is noted that
because the data were sparsely collected, only a consecutive portion of them is
used for the Fourier transformation. The results are depicted in Fig. 2 for the
downlink and the uplink traffic. It becomes clear that there is a dominant period
of twenty-four hours in the collected data for both the uplink and the downlink
case.
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Fig. 2. The downlink and the uplink traffic of the BS and the corresponding fast Fourier
transformation.
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3 Experimental Results

In this section, the authors study the performance of two types of ANNs, namely
a multilayer perceptron (MLP) [8] and a general regression neural network
(GRNN) [9], for the implementation of the prediction process. Because of the
periodicities in the traffic demand pattern, the input data x of the ANN is time
associated, while the output y is the averaged bandwidth demand. In order to
increase the efficiency of the prediction model, special days (e.g. holidays or
other special events) that can have an influence on the bandwidth demand are
also considered. Hence, the input variable x is expressed as

x = (D,DT,M,Y,H,SE) (1)

where D denotes the day (e.g. Sunday), DT is the sequence number of the day
(e.g. 20), M denotes the month, Y is the year, H denotes the hour and SE is a
binary variable that designates a special event.

Furthermore, in order to investigate on the impact of the training set size
on the performance of the ANNs, three different scenarios are studied. In the
first scenario, the training set contains the first 1288 measurements (Sample 1).
In the second scenario, the training set contains the first 2576 measurements
(Sample 2), while, in the third scenario, all the collected measurements are used
(Sample 3). Finally, the authors employ the 10-fold cross validation technique for
the validation of the model, whilst the mean absolute percentage error (MAPE)
is used to compare the performance of the ANNs.

3.1 Multilayer Perceptron Neural Network

MLP neural networks [8] are the most commonly used ANNs. In the current
approach, a 3-layered feedforward neural network is studied. The authors inves-
tigate the performance of the MLP with respect to the number of the neurons
in the hidden layer. From the results presented in Fig. 3, it becomes evident that
the number of neurons in the hidden layer does not have a significant impact on
the MAPE, which is about 10.8 %–11.6 % for the downlink case and 24 %–30 %
for the uplink case. Furthermore, it can be deduced that for the downlink traffic,
a smaller training set (Sample 1) yields better results, while for the uplink traffic
a larger training set (Sample 3) seems more appropriate. A discussion on this
result is provided in Sect. 3.3.

3.2 General Regression Neural Network

A GRNN [9] is also examined for the implementation of the Intelligent Agent.
The most crucial part in the construction of the GRNN is the optimal choice of
the smoothing parameter σ. The authors study the performance of the GRNN
with respect to the value of the σ parameter and the results are depicted in
Fig. 4 where the MAPE of the validation process is depicted with respect to
the value of the σ parameter for the cases of downlink and uplink traffic. It is
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Fig. 3. MAPE of an MLP neural network for the cases of downlink and uplink traffic
with respect to the number of the hidden layer neurons.

obvious that a choice of 0.05 < σ < 0.3 provides a MAPE of 9.5 %–10.5 % for
the case of downlink traffic. Similarly, for the case of uplink traffic, a choice of
0.05 < σ < 0.3 provides a MAPE of 18 %–26 %. Furthermore, like in the case of
the other two ANNs, a smaller training set (Sample 1) provides more accurate
results for the downlink traffic, while a larger training set (Sample 3) is required
for the uplink traffic.
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Fig. 4. MAPE of a GRNN for the cases of downlink and uplink traffic with respect to
parameter σ.

3.3 Discussion of the Results

According to the above results, it becomes apparent that the uplink traffic is
more difficult to be accurately predicted. The main reason for this inefficiency
lies in the peaks of the pattern in Fig. 2, which greatly vary from the mean value.
As a result, a larger training set is required in the uplink case, in order to improve
the forecasting process and make the prediction model more accurate. On the
other hand, for the downlink traffic a smaller training set that is characterised
by smaller variations around the mean value can provide more accurate results.

Finally, concerning the performance of the ANNs, it may be observed that the
GRNN outperforms the MLP, providing significantly better results for both the
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downlink and the uplink traffic, even for non-optimal selection of the smoothing
parameter σ in the range of 0.05 < σ < 0.3. Consequently, based on the above
results and the capability of GRNN networks to handle sparse data in real-time
environments [9], it can be concluded that they constitute the optimal and safest
choice for the implementation of the Intelligent Agent.

4 Conclusion

In the current paper, the problem of backhaul resource allocation at the BS side
is investigated. Due to the periodicities in the traffic demand pattern experienced
by BSs, the authors propose an ANN approach that can efficiently predict the
forthcoming demand. Real data collected from a BS were used and two types
of ANNs were investigated under different scenarios concerning the size of the
input data. It was found that a GRNN outperforms the MLP neural network
providing a mean absolute percentage error of about 10 % for the downlink traffic
and about 19 % for the uplink traffic. Finally, it has been observed that a smaller
size of input data can yield better results for the case of consistent traffic patterns
like the downlink traffic, while a larger size of input data is required for traffic
patterns that experience significant fluctuations like the uplink traffic.
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Abstract. The number of standards and recommendations in IT grows.
The requirements on applying them are of growing strength and fre-
quency. Application of the standards is felt as a good solution. We show
that if there are too many standards to apply or if they are too big,
they can be sources of issues. We also discuss some of such issues like
document size and error proneness.

Keywords: IT standards · Complexity of IT standards · Advantages
and issues of IT standards use

1 Introduction

Railroad is a technology existing for centuries. It must now and in the future
integrate information technologies (IT) existing for decades or even a few years
only. The development rates of the technologies and, what is more important,
their “cultures” are very different. The lifetime of a typical IT product is several
years whereas the lifetime of railway vehicles is often several decades.

Software engineering attitudes and tools develop very quickly. Main software
engineering paradigms change at least every ten years. Software development
practices, tool, techniques, and overall software engineering knowledge have half
lifetime from 3 to 5 years. The railway software system must therefore be able
to cooperate with (to integrate) subsystems of various age and philosophy. It is
an extremely difficult problem. We will discuss the following issues:

– obstacles of the adaptation and use of software standards in given context;
– consequences of the IT standards size;
– reasons and consequences of the quick changes of standards.

This paper is inspired by the experience of authors being active as software
engineers – they take part among others in the development of software for
trains.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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The paper is structured as follows: Sect. 2 discusses significant difference in
software and railroad vehicle products lifecycle. Section 3 focuses on differences
in the development of standards for various disciplines as well as modern and
traditional approach. Recommendations are collected in Sect. 4, conclusions in
Sect. 5.

2 Product Lifecycle

The lifecycle of most IT products is quite short. Commercial communication
devices (like mobile phones or tablets) are developed, produced, and sold dur-
ing a few months only. For such devices it is often expected that they will be
considered obsolete (or at least not fashionable) before their legal warranty end.
The products are manufactured in huge series. Their development costs can be
paid by millions of users. Their certification is usually quite fast and simple. It
makes the products relatively cheap.

What is substantially more important, is the fact that IT principles (para-
digms) do change more frequently – at least with the period of 10 years.

Maintenance of such products is rare (who will give lot of money for repair-
ing an out-of-mode device, if it is possible to get for a bit more money a new
fashionable one?), not well supported (vendors want to sell new products, not
to support the old ones). Their reliability need not be, from the view of other
industrial products, good enough.

The domain of business IT behaves similarly – with the difference that some
products are manufactured and supported for several years. But even there after
some 5–7 years most devices are obsolete. At least there is a big market push to
be so. Buying a product-specific spare part for a three years old device is often
a very hard task.

Railroad vehicles are expected to be used for decades. Their development and
certification takes sometime years, sometimes a decade. It is therefore reasonable
to expect that some spare parts can be reasonably used several decades after their
development.

One can say that it is possible to replace entire IT support after several
years (when there will be no spare parts). The issue is that the vehicle must
be recertified for the use of the new IT – especially if it is used for the vehicle
control or safety. The development of new IT support and its recertification can
again take years. It can happen that the used device can be retired before its
use is certified. It is known as a permanent obsolescence or reorg cycle [1]. The
problem with IT is that Reorg Cycle Antipattern is for the very complex software
systems unavoidable unless appropriate software architecture is used.

We therefore need either IT products with extremely long lifecycle (what is
hard to expect) or standards and protocols with long time support and with
quite fast and simple (but still safe and reliable) certification of the replaced
software and hardware. Such standards could positively influence interoperability
of the vehicles produced by different vendors or for use in different countries –
compare the case of the international standard WTB (Wire Train Bus, [2]) and



Pros and Cons of Software Standards Use 149

the Austrian vehicles that even “WTB compliant” are interoperable only with
other vehicles produced for Austria; most of the communication is running in a
specific national extension of the standard.

It generally holds that if something is large and complex then it is likely that
there is at least one error. It holds for standards too. As many of them have
hundreds of pages and as there are usually multiple standards handling some
(usually complex) situation, it is very likely that there is something important
stated improperly, or missing. It is, everyone, who wants to follow the standards,
must read and adopt hundreds or thousands of pages. There is therefore a lot of
space for misunderstanding:

– There can be errors in the standards.
– The standards can be improperly understood.
– The solution could be improperly implemented.

Moreover, there are two additional issues:

– The standards can omit something important necessary for their application.
A nice example is how web services should contact each other: using “a well-
known address” [3] As a full specification it is at least suboptimal.

– At least some of the standards are now built as good idea instead of as good
practice. It means that the standards are first coded and then only imple-
mented. It can lead to discovery that the standard is not implementable and
must be changed. If the issue is in design, it can lead to efficiency, security,
or safety issues. A chance that once accepted ill-designed standard will be
completely redesigned (and within reasonable time – most of the standards
are created when they appear to be necessary) is not very high.

Standards designed as a best practice usually describe practically usable solu-
tion. Standards designed from scratch are more likely to follow the antipattern
“Designed by Committee” [4]. It is, they can contain many good ideas but the
ideas may not fit together.

Such issues concern consumer or business IT standards as well as control
ones.

3 Consumer vs. Control IT Standards

Although IT can be felt as a single domain, there are three big subdomains
having their own technology, business models, and standards:

1. consumer IT,
2. business IT,
3. embedded/control IT.

The first two domains are developing quite quickly and make a lot of money.
The third domain must care more about quality, safety, and reliability of the
products. The first two domains are slightly more tolerant to failures, if they are
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not too frequent or too annoying: if the device is responding time to time too
slowly, people can usually wait; if the device responds time to time in a strange
way, it is possible to recognize it and to enter the request again. It is no good
behavior but it is still possible to use the device.

If an improper behavior occurs in a control, it can harm someone’s health or
even life. It can also cause big loss (e.g. a damage of a production line).

Such conditions cause longer development time and costs (for corresponding
functionality). It is moreover often required to handle multiple requests at the
same time what requires additional effort and design complexity. In control it is
common to use harder testing and often also code proving.

It results in longer development time (often longer than entire lifecycle in
the consumer electronic field). The use of control IT is often planned for many
years, sometimes even multiple decades. It is therefore reasonable to keep the
lifecycle of many control-specific products significantly longer.

There is still one issue: even if a producer is willing to support its products
for a long time, situation on the market may cause it to stop the support.

It is therefore reasonable to set up the testing and certification processes so
that they can be done within a reasonable time, if necessary. Otherwise there
can be many real-world issues.

Application of control and office standards together may lead to logical incon-
sistences: each group of standards is based on some experience and on some way
of thinking. In software development mixing multiple paradigms is a source of
many issues. It appears that standards that share many features with software
may behave the same way. It is therefore reasonable that any dependencies
between standards based on various paradigms should be checked very carefully.

4 Recommendations

Summarizing the above issues and recommendations we get to the following
hints:

– Full separation of operating and additional train services and communication.
– Separation of these two application groups allows reduction of the cer-

tification load. If additional services failures cannot influence operating
ones, it could be enough to certify just the operating ones. It can speed
up the refreshing of the additional services (typically on-board entertain-
ment) on to keep it up-to-date (i.e. compatible with the quickly changing
consumer electronics). This part can use business or consumer standards
with all its advantages and disadvantages.

– The control part can be standardized in the way to simplify certifica-
tion of its parts and to reduce the number of required standards. (The
standards that must be fulfilled are described on thousands of pages. It
alone makes from their fulfillment a very hard task.)

– Separation of control and application groups allows the use of different
standards and technologies in the mentioned parts. It is, we can use
cheaper and faster updated devices and software for the consumer part
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and more stable and hardly certified technology for the control part. It
will be no more necessary to support quickly developing constructs like
web services [5] requiring many quite complicated standards (at least
XML [6], WSDL [7], and SOAP [8]); but usually many others (XSchema
[9], WS-Addressing [10], WS-Discovery [3], WS-Eventing [11], . . . ).

– Properly defined connectivity standards (how the vehicles of various vendors
should cooperate).

We have introduced some ideas for improvement of the development in the rail-
way vehicular IT domain. We provided discussion of their advantages and dis-
advantages.

We suppose that it could be reasonable to return back to the use of stan-
dards developed as “best practice”. Sometimes the use some standards may be
contra-productive: using web technologies and browsers in vehicles may signifi-
cantly increase their complexity and vulnerability to attacks. Such opportunity
is strengthened by the fact that there is a trend to connect vehicles to internet
and its services. It could be therefore reasonable to let control physically sepa-
rated from information and entertainment services although current standards
allow providing all these kinds of services at one network at once.

5 Conclusions

The integration of software systems into Railway technologies is an extremely
complicated task. The standards to be used are so large that they are very diffi-
cult to be applied. The standards are moreover complicated by the fact that they
must coordinate the philosophies and processes of two very different domains:
computer science and railways ones. The standards are changed frequently.
A successful application of the standards in industrial railway projects will need
yet an enormous effort and a long time. The overgrown standards must con-
tain many ambiguous or simply erroneous places. It is therefore likely that the
first successful system implementing the standards will be used as a de facto
standard.
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Abstract. Erasure codes have been employed in a wide range of appli-
cations to increase content availability, improve channel reliability, or
to reduce downloading time. For several applications, such as P2P file
sharing, MDS erasure codes are more suitable as the network is typi-
cally the most constrained resource, not the CPU. Rateless MDS erasure
codes also enable to adjust encoding and decoding algorithms as function
of dynamic variables to maximize erasure coding gains. State-of-the-art
MDS erasure codes are either fixed-rate or have practical limitations.
We propose Storm erasure codes, a rateless MDS construction of Reed-
Solomon codes over the finite field Fp2 , where p is a Mersenne prime.
To the best of our knowledge, we are the first to propose a rateless con-
struction (n can be increased in steps of k) with Θ (n log k) encoding time
complexity and min

{
Θ (n log n) , Θ

(
k log2 k

)}
upper bound for decod-

ing time complexity. We provide the complexity analysis of encoding and
decoding algorithms and evaluate Storm’s performance.

1 Introduction

Erasure codes have been employed in a wide range of applications to increase
content availability, improve channel reliability, or to reduce downloading time.
An erasure code generates a set of n symbols, from a set of k symbols at a rate
given by k/n, so that any subset of k (1 + ε(k)) is enough to reconstruct the
original information, where ε(k) is the erasure coding overhead. Erasure codes
are usually classified according to three orthogonal properties: (1) systematicity,
(2) rate fixedness, and (3) coding overhead. An erasure code is systematic if the
input symbols are embed into output symbols, and non-systematic otherwise.
If n is static and need to be known before encoding, the erasure code is fixed-
rate. If n can be dynamically increased and the amount of symbols that can be
generated does not impose any practical limitation, the erasure code is rateless.
Finally, an erasure code is said MDS (Maximum Distance Separable) if any k
symbols out of n are enough to reconstruct the original information [ε(k) = 0], or
non-MDS if additional symbols are required [ε(k) > 0]. Non-MDS erasure codes
introduce coding overhead for reducing significantly the encoding and decoding
time complexities. LT codes [1] and Raptor codes [2] are the most prominent
examples of non-MDS erasure codes because they are rateless and asymptotically
optimal [ε (k) → 0 as k → ∞], and the latter is able to achieve linear coding and
decoding time complexities.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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For several applications, such as P2P file sharing, MDS erasure codes are
more suitable as the network is typically the most constrained resource, not
the CPU [3]. Rateless MDS erasure codes also enable to set n as a function of
dynamic variables, such as peer participation dynamics and content popularity,
to maximize erasure coding gains. Classic Reed-Solomon (RS) codes [4], the
most well-known class of MDS codes, are systematic, fixed-rate and have Θ (nk)
encoding, and Θ

(
k2

)
decoding time complexities, which limits their practical

application to 255 symbols. ROME [5] is a rateless MDS construction but one
with equivalent time complexity and practical limitations. To overcome these
limitations, Didier [6] proposed encoding and decoding algorithms for RS codes
over the binary finite field F2m with, respectively, Θ (n log n) and Θ

(
n log2 n

)

time complexities, where n = 2m and is fixed to the size of the binary finite
field. Soro [7] presented encoding and decoding algorithms with Θ (n log n) time
complexity over a finite field Fp, where p is a Fermat prime

(
p = 22

m

+ 1
)
. Lin [8]

extended the work of Didier [6] and proposed Θ (n log k) encoding and Θ (n log n)
decoding algorithms over F2m with n also fixed to the finite field size.

Despite their merits, [6–8] still create fixed-rate codes because all encoding
symbols must be generated at once for achieving such encoding time complex-
ities. Also, their practical use is limited to about 216 symbols: 216 + 1 is the
largest Fermat number prime up to 22048 + 1; multiplications over binary finite
fields are performed using a lookup table, as carry-less multiplication is not as
efficient on current CPUs, and large lookup tables severely degrade performance.

We propose a rateless MDS construction of Reed-Solomon codes over the
finite field Fp2 , where p is a Mersenne prime (p = 2m − 1), which we name
Storm. Although the construction of RS codes over such field has already been
proposed [9], to the best of our knowledge, we are the first to propose a rate-
less construction (n can be increased in steps of k) with Θ (n log k) encoding
time complexity and min

{
Θ (n log n) , Θ

(
k log2 k

)}
upper bound for decoding

time complexity. We provide the complexity analysis of encoding and decoding
algorithms and evaluate Storm’s performance.

The remaining of this paper is structured as follows. Storm erasure codes
are presented in Sect. 2. The performance assessment is conducted on Sect. 3.
Section 4 concludes this paper and presents the future work.

2 Storm Erasure Codes

Let s = (s0, s1, . . . , sk−1) be a source vector of size k, s(x) =
∑k−1

i=0 si · xi its
associated polynomial, and e = (e0, e1, . . . , en−1) an encode vector of size n. The
transformation (s0, . . . , sk−1)

F−→ (e0, . . . , en−1) over F
n
p , with ej =

∑k−1
i=0 si · xi

j ,
can be performed as a multipoint polynomial evaluation at the points (code loca-
tors) xj , i.e., ej = s(xj). The inverse transformation, F−1, given that a poly-
nomial of degree <k is uniquely determined by any k unique pairs (xi, ei), can
be performed as a polynomial interpolation. Let the Lagrange basis polynomial

be L(x) =
∏k−1

i=0 x − xi, the barycentric weights be wi =
(∏k−1

j=0,j �=i xi − xj

)−1

,



Storm: Rateless MDS Erasure Codes 155

and s(x) is defined by

s(x) =
k−1∑

i=0

ei ·
k−1∏

j=0, j �=i

x − xj

xi − xj
= L(x) ·

k−1∑

i=0

ei · wi

x − xi
. (1)

Let M(k) represent the time complexity of multiplying two polynomials of
degree <k over a finite field Fp. The encoding and decoding algorithms at arbi-
trary points takes M(k) log k time. We refer the reader to [10] for a description
of the multipoint evaluation and interpolation algorithms at arbitrary points.

Let r be an nth root of unity of a non-binary finite field Fp, i.e., n | p − 1
so that rn ≡ 1 mod p and ri �≡ 1 mod p, 0 < i < n. Let rzj be the power
representation of xj , it follows that ej = s(rzj ) =

∑k−1
i=0 si · ri·zj . As so, the fast

Fourier transform (FFT) is an efficient method for evaluating a polynomial of
degree <n at all of the n roots of unity in Θ (n log n) time. The FFT can also
be used to perform efficient multiplication of polynomials in Θ (k log k) time
[M(k) = Θ (k log k)]: multiplying two polynomials of degree <k takes two FFTs
of size 2k and one inverse FFT (IFFT) of size 2k.

2.1 Finite Field

The finite field Fp2 , where p is a Mersenne prime (p = 2m − 1), can be con-
structed as Fp2 = {a + bı̂ | a, b ∈ Fp}, where ı̂ =

√−1, given that every irre-
ducible quadratic polynomial over Fp must split over Fp2 [9]. Moreover, in Fp2

there is always a multiplicative group of size 2m+1, as 2m+1 | p2−1, whose root, r,
is 22

m−2
+(−3)2

m−2
[11], and the components of the 8th unity roots are fixed pow-

ers of two, only involving additions and circular shifts, enabling efficient radix-8
FFTs. Let c = 2

(m−1)/2, the set of 8th roots of unity is {1,−1, ı̂,−ı̂, c(1+ı̂), c(1−ı̂),
c(−1+ı̂), c(−1−ı̂)}. For improved performance, when performing FFT and IFFT,
the unity roots must be pre-calculated. Given that in Fp2 the inverse of a unity
root z is its complex conjugate

(
z · z−1 = z · z = 1

)
, the set of unity roots can

be shared by the FFT and the IFFT. Finally, there is no known file size limit
for Fp2 , being 257885161 − 1 the largest known Mersenne prime.

2.2 Mapping

Elements of Fp2 are pairs of Fp elements. Therefore, we map each m bits of
source data into an Fp element. Yet, 0 has to be distinguished from 2m − 1 as
2m − 1 ≡ 0 mod p. A transformation on F

p/2−1
p2 has, at most, p − 2 elements

of Fp [2 · (p/2 − 1)]. Thus, for the set of source elements, s, there is at least one
element of Fp, a, that is not in the set: ∀s ∈ F

p/2−1
p2 , ∃a ∈ Fp : a �∈ s. This

element can be used to replace 2m − 1 in the source data whenever it occurs,
before encoding, and do the reverse after decoding. A transformation on F

n
p2 ,

where n ≥ p/2, can be treated the same way by dividing it in several F
p/2−1
p2

transformations.
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2.3 Encoding

Let s = (s0, s1, . . . , sk−1) be a source vector of size k, and e = (e0, e1, . . . , en−1)
an encoded vector of size n. Extending s with n − k zeros to make it of size n,
s = (s0, s1, . . . , sk−1, 0, . . . , 0), enables n symbols to be generated, at once, using
a size n FFT (FFTn). However, this approach does not enable e to increase
as needed, at least not efficiently. To make Storm rateless, we developed an
encoding algorithm that enables e to increase in steps of k elements. Let rn be
the nth root of unity in Fp2 , i.e., rn = r

2m+1
n , ∀n : n | 2m+1. Considering that,

ej′=g+(n/k)j =
k−1∑

i=0

si · ri(g+(n/k)j)
n =

k−1∑

i=0

(
si · rign

) · rijk (2)

k innovative symbols can be generated using an FFTk by applying rign factors
to each si, 0 ≤ i < k, where 0 ≤ g < n/k. The generation of n symbols can
be performed in n/k independent steps, and has Θ (n log k) time complexity. Let
Rn =

{
r0n, . . . , rn−1

n

}
be the set of nth roots of unity. Given that Rn/2 ⊂ Rn,

increasing n has no impact on the previously encoded symbols. A transmission
data unit of d symbols, such as an IP packet or a P2P chunk, is composed by
the evaluation of d source vectors of size k at a given code locator xi.

2.4 Decoding

The decoding algorithm consists in five main steps: (1) calculate L(x); (2) com-
pute L′(x); (3) evaluate the barycentric weights as wi = L′(xi); (4) compute
all yi = ei · wi; (5) perform the interpolation. Given that any set of k points is
a subset of a set of n roots of unity, the interpolation can be performed either
at k arbitrary points or at n unity roots. Let Y (x) =

∑k−1
i=0 yi · xzi , and using

the Taylor series of 1/(x − rzi) = −∑
j rzi(−j−1) · xj , Lagrange’s interpolation

formula becomes [7]

s(x) = −L(x) ·
k−1∑

i=0

⎛

⎝
n−1∑

j=0

yi · (rzi)−j−1 · xj

⎞

⎠ = −L(x) ·
n−1∑

j=0

Y (r−j−1) · xj . (3)

Considering FFT2k ≈ 2FFTk, step 1) takes M(k) log k time: log k stages
each taking 3FFT2k ≈ 6FFTk. Step 2) takes Θ(k) time. Step 3) takes M(n)
time at n roots of unity – 1FFTn – or M(k) log k time at arbitrary points –
log k stages of 6FFTk. Step 4 has also linear time complexity. Step 5), using
Eq. 3, takes M(n) time at n unity roots because evaluating Y (x), evaluating∑n−1

j=0 Y (r−j−1)·xj , and multiplying the result by L(x) are all performed in M(n)
time: 1FFTn +3FFT2n ≈ 7FFTn. At arbitrary points, step 5) takes M(k) log k
time: log k stages of 6FFTk. Therefore, step 5) has min {M(n),M(k) log k} time
complexity. The overall time complexity is M(k) log k+min {M(n),M(k) log k}.
However, in practice, the overall time complexity is just min {M(n),M(k) log k}
because steps 1–3, since they only depend on xi, are only performed once, while
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steps 4 and 5 are performed several hundreds or thousands of times for an IP
packet or a P2P file sharing chunk. L(x) also depends only on xi and only needs
to be computed once per packet or chunk, thus step 5) can be performed in
5FFTn at n roots of unity. Therefore, the decoding has min {M(n),M(k) log k}
practical time complexity: min {5FFTn, log k · 6FFTk}.

3 Results

Complexity analysis is important to understand how an algorithm behaves as
the input grows; still, it hides constant factors that may alter significantly the
algorithms real performance. To assess Storm erasure codes performance, and to
compare them with Soro’s [7] – the only ones with Θ (n log n) time complexity
that admit any power of two for n and k, k ≤ n –, we implemented them in
C++, and ran them on an Intel Core i5-560M under Ubuntu 13.10 64 bits.
For evaluation, the Fermat field is F216+1 and the Mersenne extension field is
F(231−1)2 . The results shown are for a single thread.

Fig. 1. Encoding throughput for radix-2, radix-4, radix-8, and mixed radix over
Mersenne extension field, and for radix-2 over Fermat field [left]. Decoding throughput
using interpolation at arbitrary points (A suffix), and at roots of unity with n = 2k
and n = 4k over Mersenne and Fermat fields [right].

It can be seen in Fig. 1 the performance improvement provided by radix-
8 FFT in comparison to radix-2 FFT. The mixed radix FFT over Fp2 , which
uses higher radices whenever possible, nearly doubles the throughput provided
by radix-2 FFT over Fermat fields. When comparing only radix-2 FFTs, the
larger symbols of Fp2 (62 vs 16 bits) improve performance despite multiplications
being slightly more expensive (four integer multiplications and two additions).
Identical results were obtained for decoding: the throughput for n = 2k over
Mersenne extension field, which is about twice the throughput for n = 4k over
that field, is slightly greater than twice the throughput for n = 2k over F216+1.
The decoding algorithm at arbitrary points is more advantageous for small values
of k and, for k up to 8192 when n/k > 2.
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4 Conclusions

We presented Storm erasure codes, rateless MDS erasure codes based on RS
codes with Θ (n log k) encoding time complexity and min {M(n),M(k) log k}
upper bound for decoding time complexity, and assessed their practical perfor-
mance. These codes are able to saturate a Gigabit interface on a four years old
CPU, and are able to provide nearly twice the throughput of equivalent codes
defined over Fermat fields. Unlike Fermat fields, there is no known field size limit
for Fp2 . For evaluation, we only considered a single thread, so we intend to create
a parallel multi-core CPU and GPU implementation.
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Abstract. Object classification in videos is an important step in many
applications such as abnormal event detection in video surveillance, traf-
fic analysis is urban scenes and behavior control in crowded locations.
In this work, propose a framework for moving object classification in
farfield videos. Much works have been dedicated to accomplish this task.
We overview existing works and combine several techniques to implement
a real time object classifier with offline training phase. We follow three
main steps to classify objects in steady background videos : background
subtraction, object tracking and classification. We measure accuracy of
our classifier by experiments done using the PETS 2009 dataset.

Keywords: Background subtraction · Feature extraction · Object
tracking · Object classification · Video analysis

1 Introduction

Over the last decades, much work has been dedicated to object recognition in
images and videos. This research area is concerned with 3 main problems: Object
Categorization, object recognition and object detection [1]. Object classification
is more assimilated to the first problem gender i.e. Object categorization. Among
manifold conditions of classification robustness, three fundamental necessities for
an object classifier in videos must be verified: [2,3] (1) performing under real-
time constraints; (2) being robust to illumination changes and shadow effects
and efficient in both indoor and outdoor environments; and (3) solving a mul-
ticlass problem [4–6]. In performing under real-time constraints, the current
systems have significant limitations since classification may be a result of several
steps including movement segmentation, feature extraction and classification for
which, each step is time consuming. More limited systems in time saving per-
form classification after getting entire tracks of objects which leads to a non-real
time processing [3,7]. Current systems suffer also of condition changes which
affects both movement segmentation and classification. In this work, we aim to
solve several of concerns depicted bellow by developing a complete framework
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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for object classification. We contribute on developing a robust non-parametric
tracker which processes tracking in real time while using pairs of consecutive
frames to perform tracking. We conduct several experiments using our frame-
work and discuss results at each step. The remaining of the paper is organized
as follows: We first, overview in Sect. 2 state of the art on object classification.
Section 3 is concerned with describing our framework, Sect. 4 presents our results
and we conclude in Sect. 5 with our accomplishments and future works.

2 State of the Art

The prevalent research topics which have potential for improving object classifica-
tion in videos are: Background subtraction, feature extraction, feature selection,
classification and evaluation/benchmarking. The core problem of background
subtraction is to identify the set of pixels that are significantly different between
the last image of the sequence and the previous ones. Background subtraction
algorithms can be recursive and non-recursive techniques. Recursive techniques
use a unique value to account for background while non-recursive techniques
use an entire buffer to represent it [8]. Recursive techniques are most often used
because of their fast processing time and the non-need for defining a buffer size.
Feature extraction refers to the process of extracting meaningful features that
best represent the object. Because of low resolution of videos, perspective dis-
tortion and occlusion, feature selection is a tricky task. Features can be instance
features and temporal features [7]. They can be scene dependent and scene inde-
pendent [2]. Features are extracted to be used in tracking and/or classification.
Algorithms of tracking are processed in several steps; the prediction of the object
position with respect to its previous position and movement using a model; the
mapping of the predicted position to the actual one; and the update of the model
parameters. Tracking algorithms have two distinct components: the prediction
phase and the matching phase. The first component contains particularly algo-
rithms based on the prediction of the next position of the object based on its
motion parameters [9–12]. The second component focuses on mapping elements
by measuring minimum distance between them. Approaches aim to locate a 2D
or 3D model of the target [13,14] and/or match primitives such as color or edges
[15,16]. classification predicts the class membership of an unknown object based
on previous observations. In [17] authors use 3 classifiers SVDD (Support Vector
Data Descriptor) SVM (Support vector machine) with one vs. all strategy and
NN (Neural Network) based classifiers to classify human and vehicles, [3] use a
Maximum A posteriori problem of tracked objects to classify Human (including
groups of people) and Vehicles, [18] combines a discriminative Support vector
machine classifier with one vs. all strategy with an RBF (radial basis kernel)
with a generative Gaussian Mixture Distribution classifier. The classification
was improved since it combines strength of both classifiers, [2] used an SVM
with an RBF kernel and one vs. all strategy, a feed backpropagation, a Bayesian
network, a Decision tree, and a K Nearest Neighbor to compare classification
of each classifier. Authors classified 5 classes: human, body organs, bag, group
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of people and clutter, [19] used an SVM to classify bicycle, car, motorbike and
people, [20] used a novel Contextualized SVM with a Kernel function based on
χ2 distance for each feature, kernels are then combined to an average kernel
for kernelized Context-SVM. Authors classified over 15 classes but using a set
of images not videos, in [21] Adaboost was used to classify Vehicle and people.
State of the art on classification of objects in videos usually do not classify more
than 6 classes.

3 Our Framework

Our framework consists of three main modules: background subtraction mod-
ule, tracking module and classification module. We explain each module in the
following sub-sections.

3.1 Background Subtraction

We use Gaussian mixture model [22] for background subtraction where we model
each background pixel as a mixture of Gaussian. In the frame Ft at time t, the
probability of having the pixel Xt at time t + 1 (the background model of the
pixel) is given by:

p(Xt) =
Nk∑

i=1

wt
iη(Xt, μ

t
i, Σ

t
i ) (1)

where Xt = X1;X2..Xt is the history of the pixel X at time t, wt
i is the weight of

the gaussian at time t, μt
i and Σt

i are the mean and the covariance matrix of the
gaussian i at time t respectively and η is a Gaussian probability density function.
Initialization of the model occurs at some frames after the first frame of the
sequence. The pixel Xt belongs to one of the k background distributions if it falls
within 2.5 standard deviations of a distribution. If none of the K distributions
match the current pixel value, the least probable distribution is replaced with a
distribution with the current value as its mean value, an initially high variance,
and low prior weight and weights of other distributions are adjusted. If the pixel
X falls under 2.5 standard deviation of one of the k distributions then the latter
is updated as follows:

μt = (1 − ρ)μt−1 + ρXt (2)

σ2
t = (1 − ρ)σ2

t−1 + ρ(Xt − μt)T (Xt − μt) (3)

where ρ = αη(Xt | μk, σk) is the learning factor for adapting current distribu-
tions.

3.2 Object Tracking

We use only the second component defined defined in Sect. 2 to track objects in
the scene, i.e. we use primitive features to make correspondence between objects
in the different frames of the video. We thus avoid computing model parameters
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and gain time. Features used for tracking are: Centroid C, area A, gray level
histogram H and bounding box B. We use each feature separately and then
combine all features as follow: Combinations for the tracking are then: each
feature alone, each two features together, each three features together and all
four features grouped. Number of combinations is then:

Combinations = C1
4 + C2

4 + C3
4 + C4

4 (4)

where Cp
n is the number of possible combinations of p over n and

Cp
n =

n!
p!(n − p)!

(5)

To form the possible 12 combinations we use a probability tree for each combi-
nation, we give the example of C2

4 in what follows and process with the same
rational for all combinations:

C

A H B

A

H B

H

B

In this case, the tracking will be done using the couple: (C,A), (C,H), (C,B),
(A,H), (A,B), (H,B). To explain our tracker, let us take a tracking using only
the centroid of objects. The centroid is a two dimensional vector representing
the position of an object in the scene. Let O1: be Object 1 detected in frame 1,
O2 the Object 2 in frame 2 and O3 the Object 3 detected in the frame 2. O1 is
O2 (with a certain displacement) if the distance between C1 (centroid of O1) and
C2 (centroid of O2) is minimum. In this case, the distance between C1 and C2

is less than the distance between C1 and C3 (centroid of O3). Distance between
two centroids is computed using the Euclidean distance:

Dist(C1, C2) =
√

(x1 − x2)2 + (y1 − y2)2) (6)

where C1 is represented by its Euclidean vector
(
x1
y1

)
and C2 is represented by

its Euclidian vector
(
x2
y2

)
.

When the scene contains several objects, the correspondence is given to the
vector which gives the minimum distance. We use the tracking primarily to label
objects tracked in the video since the database is not already labeled. Once we
have all objects tracked, we label only one object of each class and the class label
is automatically propagated to the whole set of the same object. We do this by
putting tracks of each object in a separate folder. Tracking is also useful for having
movement features of objects such as velocity and time derivative moments [7].

3.3 Object Classification

We choose in our experiments a basic classifier based on modeling; the Quadratic
Bayes. Quadratic Bayes classifier makes an assumption that the data distribution
is normal, hence each class follows a multivariate normal distribution:

P (x|ωj) =
1

(2π)
d
2 | Σj | 12

exp
(
−1

2
(x − μj)TΣ−1

j (x − μj)
)

(7)
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where x is the feature vector, Σj and μj are the covariance matrix and the mean
vector of class data ωj and d is the feature vector dimension.

The learning phase then use the training data to estimate for each class, the
mean and covariance matrix. These parameters will then be used to classify test
examples using the Bayes rule by estimating the posterior probabilities:

P (ωj |x) =
P (x|ωj)P (ωj)

P (x)
(8)

where P (ωj) is the prior probability of class ωj and p(x) is probability of having
the feature x and is defined by:

p(x) =
C∑

j=1

P (x|ωj)P (ωj) (9)

where C is the number of classes of the problem.
The decision about class membership is taken by looking for the maximum

probability value among discriminant functions associated with each class.

4 Results and Discussions

This section provides experimental results and analysis for the classification
accuracy. Background subtraction was implemented in C++ and using the open
library OpenCv, tracking and classification were both implemented using matlab
2010. First, we divide features into groups and evaluate the classification accu-
racy achieved by each classifier for each group. Data are comprised of videos
from Pets 2009 dataset. The class variable can have one of 8 class values, which
are distributed as shown in Fig. 1.a.

Data are divided into two datasets, where the first dataset, comprising 50 %
of each class is used in the training phase, and the second dataset, is used for
evaluating the classification accuracies.

Accuracy of background subtraction is measured visually as the Pets 2009 do
not contain any ground truth. Best results of background subtraction are given

Fig. 1. Data for classification and classification results, (a): Classes used, (b): Confusion
matrix
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using the parameters:Number of Gaussians = 3, Background threshold = 0.2,
Standard deviation threshold = 0.75, Variance initialization = 30, Weight ini-
tialization = 1. As results of background subtraction are sometimes unsatisfying
where parts of an abject or several objects are sometimes split and/or merged,
we use some morphological operators to group split parts [8], merged objects
are detected in the classification phase to be either a group of people if the two
objects are human and the class other in all remaining cases. Operations used
are a closing described in [23] and filling holes.

In the tracking step, an object i j in a frame is the jth object of the frame i.
The following example explains better the tracking process:

Let an object 1 of frame 1 be represented by 1 1. Practically, the object 1 1
is a box of dimension n × m including the object where n is the height of the
bounding box which is smaller than the height of the frame, and m is the width
of the bounding box which is smaller than the width of the frame. If the object
1 1 corresponds to the object 2 1 (first object of the second frame) then both
objects (images) are stored in the same folder called 1 1 (the tracking of the
first object which appeared first in the frame 1). If the distance between 1 1
and all objects of a new frame is above a certain threshold, which means that
1 1 is probably not any of the objects detected in the new frame, then 1 1 is
considered disappearing from the scene and its tracking is stopped. If a new
object say 5 7 appears the first time in the frame 5 then a new folder with the
name 5 7 (tracking of the 7th object of image 5 which appeared for the first time
in the image 5) for that object is created and will contain all tracks of it.

In tracking features separately, best results were obtained by tracking the
centroid. Experiments showed also that the tracking fails for almost all features
when we depict a split or a merge. Tracking using histogram was the worst
tracking since no a priori knowledge about the position of objects is known.
Histogram combined to centroid gives better results than histogram alone how-
ever, accuracy is smaller than the one of tracking with only centroid because
histogram feature has the same weight as the centroid feature. Combinations of
features explained in Sect. 3.2 and using a majority vote did not improve the
results and in many cases downgraded them. In this case adding weight or a
regarding features would improve results.

Classification accuracy is measured using the confusion matrix. Figure 1.b
presents classification accuracy using confusion matrix. As shown therein, accu-
racy is not perfect, this is due to the fact that the Quadratic Bayes classifier is
not an exact classifier even in the since it adopts a probability model to model
classes and then based on this model classify observations. Also, since videos con-
tain much clutter and unnecessary objects like swaying cords, and resemblance
between classes and clutter is very present, classification is confused. Another
bad point is the unbalanced number of classes where the class “other” is the
predominant with a number of tracks of 2045.

5 Conclusion

We presented in this work our framework for object classification in farfield
videos. Videos used are considered farfield because they are put outdoor and in
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a certain distance from region of interest. Results are encouraging, and allow
us to better focus on improvements of our classifier. We also proposed a real
time non-parametric tracker which use simple feature to make correspondence
between objects in a scene. We aim in a further work to focus on the classification
phase by choosing more suitable features scene independent and scale invariant,
and integrating motion features and use more sophisticated classifiers such as
SVM and Neural Network classifiers.
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Abstract. Position-based cryptography has attracted many researchers’
attention. In mobile Internet, there are lots of position-based security applica-
tions. In the paper, one new conception, positioning-protocol-based digital
signature is proposed. Based on a secure positioning protocol, one model of
positioning-protocol-based digital signature is proposed. In the model, the
positioning protocol is bound to digital signature tightly, not loosely. Further,
we propose one concrete positioning-protocol-based digital signature scheme
and its correctness is proved.

Keywords: Positioning protocol � Digital signature � Model � Scheme

1 Introduction

In the setting of mobile Internet, position services and position-binding security
applications become one key requirement, especially the latter. Position services
include position inquiring, secure positioning and so forth. Position inquiring consists
of inquiring your own position and positioning of other entities. The technology of
inquiring your own position has Global Positioning System (GPS) and other satellite
service systems. The technology of positioning of other entities has radar and so on
[2–6]. As we all know, the positioning of other entities is a more challenging one.
Position-binding security applications such as position-based encryption and position-
based signature and authentication are increasingly necessary for us. For example,
when one mobile user sends messages to one specific position, which is one either
physical or logical address (such as Internet Protocol address), it is desirable for us that
only the user who is at that address can receive and decrypt messages encrypted. Even
if other mobile users at that position receive messages, but they can’t decrypt them. Or
the specified receiver at that position due to some reasons temporarily leaves his/her
address, it will be unable to receive or decrypt messages any more. In addition, if the

Q. Xue— The paper is supported by NSFC under Grant No. 61170227, Ministry of Education Fund
under Grant No. 14YJA880033, and Shanghai Projects under Grant No. 2013BTQ001, XZ201301
and 2013001.

© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
S. Mumtaz et al. (Eds.): WICON 2014, LNICST 146, pp. 167–172, 2015.
DOI: 10.1007/978-3-319-18802-7_24



original receiver at that place moves to another place, he/she maybe hope he/she can
receive and decrypt messages at the new place. Take one application about position-
based signature and authentication as an example. One mobile or fixed user signs mes-
sages at one place and sends them to another mobile user. The receiver can receive the
signed message and verify whether or not received messages are truly signed where
the signer signed on them. Even if the signer moves to another address, it will not affect the
receiving and verifying of signed messages.

Currently, the research on position-based cryptography focuses on secure posi-
tioning, about which some works had been proposed [1]. These positioning proto-
cols are based on one-dimension, two-dimension or three-dimension spaces,
including traditional wireless network settings [1], as well as the quantum setting
[7–9]. It seems to us that position-based cryptography should integrate secure
positioning with cryptographic primitives. If only or too much concentrating on
positioning protocols, perhaps we will be far away from position-based cryptogra-
phy. In other words, nowadays positioning is bound loosely with related security
applications, not tightly, as results in slow progresses of position-based cryptogra-
phy and applications. Relying on the thoughts, in the paper, our main contributions
are as follows.

(1) We propose one model of positioning-protocol-based digital signature. First,
positioning-protocol-based digital signature is one kind of digital signature, but a
novel one. The definition is given and its model is constructed.

(2) To realize the kind of digital signature, one positioning-protocol-based digital
signature scheme is proposed and its correctness is proved as well.

We will organize the rest of the paper as follows. In Sect. 2, we will introduce the
function of positioning and one secure positioning protocol. In Sect. 3, one model
and definition of positioning-protocol-based digital signature are constructed. We
will propose one positioning-protocol-based digital signature scheme in Sect. 4.
The correctness of the scheme is proved in Sect. 5. Finally, the conclusion is given.

2 Positioning Protocols

2.1 Function of Positioning Protocols

The goal of positioning protocols is to check whether one position claimer is really at
the position claimed by it. Generally speaking, in the positioning protocol, there are at
least two participants including position claimers (prover) and verifiers, where the
verifiers may be treated as position infrastructure. According to aims of the positioning,
there are two kinds of positioning protocols, i.e., your own position positioning pro-
tocols and others’ positions positioning protocols. As of now, lots of work on your own
position positioning protocols have been done [2–6]. Nevertheless, the research on
others’ position positioning protocols is much less and there are still many open
questions to solve. In our model and scheme, we will make use of the former posi-
tioning protocols.
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2.2 One Secure Positioning Protocol

In the section, we will review N. Chandran et al.’s secure positioning protocol in 3-
dimension spaces [1], which can be used in mobile Internet. In the protocol, 4 verifiers
denoted by V1;V2; . . .;V4, which can output string Xi, are used. The prover claims his/
her position which is enclosed in the tetrahedron defined by the 4 verifiers. Let
t1; . . .. . .; t4 be the time taken for radio waves to arrive at the point P from verifier
V1;V2; . . .;V4 respectively. When we say that V1;V2; . . .;V4 broadcast messages such
that they “meet” at P, we mean that they broadcast the messages at time T � t1; T �
t2; T � t3 and T � t4 respectively so that at time T all the messages are at position P in
space. The protocol uses a pseudorandom generator namely an e� secure
PRG : f0; 1gn � f0; 1gm ! f0; 1gm. They select the parameters such that eþ 2�m is
negligible in the security parameters. Xi denotes a string chosen randomly from a
reverse block entropy source. The protocol is stated as follows:

Step 1. V1; . . .;V3 and V4 pick keys K1; . . .;K3 and K4 selected randomly from f0; 1gm
and broadcast them through their private channels.
Step 2. For the sake of enabling the device at P to compute Ki for 1� i� 4, the verifiers
do as follows. V1 broadcasts K1 at time T � t1.V2 broadcasts X1 at time T � t2 and
meanwhile broadcasts K

0
2 ¼ PRGðX1;K1Þ � K2. Similarly, at time T � t3, V3 broad-

casts ðX2;K
0
3 ¼ PRGðX2;K2Þ � K3Þ, and V4 broadcasts ðX3;K

0
4 ¼ PRGðX3;K3Þ� K4Þ

at time T � t4.
Step 3. At time T, the prover at position P calculates messages Kiþ1 ¼ PRGðXi;KiÞ �
K

0
iþ1 for 1� i� 3. Then it sends K4 to all verifiers.

Step 4. All verifiers check that the string K4 is received at time ðT þ tiÞ and that it
equals K4 that they pre-picked. If the verifications hold, the position claim of the prover
is accepted and it is supposed to be indeed at position P. Otherwise, the position claim
is invalid.

3 The Model of Positioning-Protocol-Based Digital Signature

3.1 The Basic Idea

In the model, there are three parties including the sender, the receiver and position
infrastructure (PI). The sender takes responsibility of confirmation of position of his
own and generation of digital signature of messages; the receiver is responsible for the
verification of positioning-protocol-based digital signature. As far as the sender is
concerned, it is unnecessary for him/her to have the knowledge of the receiver’s
position. As for the receiver, he/she need check that the positioning-protocol-based
digital signature was generated by the sender at the sender’s valid position. It should be
noted that here we use “valid”, not “real”, since the receiver only cares the fact that the
sender or signer was at his/her claimed position when the sender signs the message.
That’s to say, if the sender finishes his/her signing and moves to another position, the
receiver doesn’t care it. PI which is one trusted third party, is used to verify or provide
services of positions.
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3.2 Definition

Positioning-Protocol-Based Digital Signature. Simply speaking, the kind of digital
signature combines traditional digital signature and positioning protocols as one single
scheme. It is mainly composed of two modules of sender signing and receiver veri-
fying. In the course of sender signing, the sender first confirms the position of his/her
own by running positioning protocols with PI and gets the corresponding signing
private key. By using the signing private key, the sender can sign one message only
once and then sends the signature to the receiver. At the side of the receiver, the
receiver uses the sender’s identity and position to verify the signature.

In the model, the positioning-protocol-based digital signature consists of three
primitives: Initialization, PropSign and PropVerify.

Initialization. PI takes as input secure parameter and outputs system master key and
public parameter, meanwhile, the system distributes users’ identities for users.

PropSign. When the sender wants to sign one message based on position, he/she first
sends his/her identity and claimed position to PI and runs the positioning protocol with
PI. If and only if PI can confirm the validity of the sender’s identity and claimed position,
as means the sender is really at the claimed position, the sender can obtain his/her signing
private key to sign one message for only once. The sender can sign the message by any
ID-based or attribute-based signing algorithm using the signing private key.

PropVerify. After receiving the signature from the sender, the receiver takes as input
the identity and position of the sender to run the signature verification algorithm. If the
signature passes the verification, as means that the message had been signed by the
sender at the position, it is valid; otherwise, the receiver will reject it.

3.3 Security Properties of Positioning-Protocol-Based Digital Signature

(1) Positioning Protocol Binding. In the course of PropSign, the sender is requested to
confirm the position of his/her own by communicating with PI. If and only if the sender
is indeed at his/her claimed position, he/she is able to acquire his/her signing private
key, which will be used to sign one message for only once. That’s to say, if the sender
wants to sign another message, he/she has to run the positioning protocol with PI once
again. During the course of PropVerify, the model’s goal is to guarantee that the
receiver can confirm the message received is signed by the sender at the claimed
position. If the sender finishes signing one message and moved to another place, the
receiver will not care it.

4 One Positioning-Protocol-Based Digital Signature Scheme

The scheme mainly has three kinds of participants: the sender, the receiver and PI. PI
will utilize the secure positioning protocol mentioned in Sect. 2.2 to provide services of
position authentication for the sender. In addition, PI serves as GPS for positioning
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users’ own positions. The scheme consists of three primitives of Initialization, Prop-
Sign and PropVerify.

4.1 Initialization

PI takes as input secure parameter 1k and outputs system master key mk and public
parameter pp. Meanwhile the system distributes user identity IDi for user i.

4.2 PropSign

The sender randomly chooses one nonce nsender and sends nsender , his/her identity
IDsender and position Possender to PI. PI runs the secure positioning protocol with the
sender and checks that the sender is at the claimed position Possender. If the sender is
really at the position, PI generates one signing private key sk corresponding to nsender ,
IDsender , and Possender . Meanwhile, PI stores the tuple ðsk; nsender; IDsender;PossenderÞ in
his database and sends sk to the sender by secure channel. Then the sender can use sk to
sign the message m for only once and generates the signature s. The sender sends
ðm; s; pp; IDsender;PossenderÞ to the receiver.

4.3 PropVerify

After receiving the signature ðm; s; pp; IDsender;PossenderÞ, the receiver uses IDsender and
Possender to check that s is one valid signature on message m. If yes, the receiver can be
certain that the message m is from the sender and is signed at the position Possender by
the sender; otherwise, the receiver rejects it.

5 Correctness of Above Scheme

Theorem 1. If the scheme runs according to the phases above, the receiver can
confirm that the message received is from the sender and is signed at the sender’s
claimed position.

Proof. In the course of PropSign, the sender first selects one nonce nsender at random
and sends nsender, his/her identity IDsender and position Possender to PI. After PI runs
secure positioning protocols with the sender, If the sender is really at the position
Possender , PI generates one signing private key corresponding to nsender , IDsender , and
Possender , and sends it to the sender by secure channel. The sender uses it to sign the
message m to generate the signature s. At the side of the receiver, the receiver can
verify the validity of ðm; s; pp; IDsender;PossenderÞ accordingly.
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6 Conclusions

In the paper, according to security requirements of mobile Internet, we construct a
model of positioning-protocol-based digital signature. Its definition, security properties
and construction are given. Meanwhile, we propose one positioning-protocol-based
digital signature scheme. We will further improve relevant models and schemes, as
well as positioning-protocol-based hybrid encryption. It is believed by us that the
research on positioning-protocol-based cryptographic models or schemes will become
one focus in the setting of mobile Internet.
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Abstract. Exploiting random fluctuations of radio channel for key agreement
has been investigated for several years; however, these methods of key reconci‐
liation in wireless LANs are vulnerable to attacks especially in case of Line-of-
Sight (LOS) channels. In the following paper we will verify whether applying
antenna arrays with reconfigurable antennas reduces the number of key bits
leaking to the eavesdropper by utilizing two types of attack: Nearest Neighbour
Excursion (NNE) and Average RSSI.

1 Introduction

Providing secure data transfer in wireless LANs has been a formidable task since 1990’s,
when IEEE 802.11 standard was established. Cryptographic protocols like WEP, WPA
and WPA2 applied in WiFi devices and E0 protocol applied in Bluetooth technology
were supposed to provide confidentiality, integrity and authenticity of the data sent over
radio channel based on the assumption that breaking the secret key is computationally
difficult problem. However, this assumption must be reviewed nowadays in the light of
rapidly increasing computational power and the appearance of quantum computers.
Therefore, information-theoretic approach must replace cryptographic approach to
provide security in modern radio systems. Exploiting random fluctuations of radio
channel can help to generate information-theoretically secret keys (i.e. Eve’s computa‐
tional resources are unlimited). Theoretical fundamentals of information-theoretic
security originate from the seminal papers by Shannon, Wyner and Maurer [1–3]. Based
on these assumptions several proposals of secret key agreement treating the channel
state information (CSI) as a source of common randomness were formulated in the
following 20 years. In [4] Wallace and Sharma showed the way of extracting secret bits
from reciprocal time-varying channel by applying low complexity quantization algo‐
rithms. In [5] a level-crossing algorithm of key extraction from fading wireless channels
was developed. Unfortunately, both methods have limited applicability in static and LOS
channels (typical for indoor environment). In such case the number of secret bits per
second tends to zero with increasing coherence time of the channel. Moreover, in LOS
and almost static channels the location of transmitter’s (i.e. Alice) and legitimate receiv‐
er’s (i.e. Bob) antennas brings additional side information for an intruder (i.e. Eve),
which can extract transmission parameters (e.g. direction of arrival) allowing him to
discover the key. Additionally, MIMO LOS channels are highly correlated when the
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spacing between antennas at one side does not exceed 2 , where  is the carrier’s
wavelength [6, 7].

Laboratory experiments proved that the extended Saleh-Valenzuela model with
spherical wave propagation describes the LOS channel with higher fidelity than other
models [6]. Recent studies by Wallace et al. have shown that introducing artificial vari‐
ability to a static or LOS radio channel by applying reconfigurable antenna arrays (the
so called RECAPs) increases Eve’s equivocation about the Alice-Bob channel [8].

In the following paper we try to verify whether applying RECAPs increases the
immunity to two types of attack in indoor LOS channels with different K-factors.

In Sect. 2 we present the model of the simulated system and describe the assumptions
we have made. In Sect. 3 simulation results are discussed. Section 4 summarizes the
results and brings conclusions for future research.

2 System Model

In Fig. 1 a typical wireless indoor environment is depicted (a large room of size 12 m ×
10 m × 4 m). The location of Alice, Bob and Eve is given in 3D coordinates.

Alice 

vA
vB

Bob 

vE
Eve 

Fig. 1. Access point (Alice) exchanges messages with a legitimate mobile terminal (Bob),
transmission is overheard by an eavesdropper (Eve)

Alice is a wireless access point hanging at the ceiling, whereas Bob and Eve are
mobile terminals lying at a desk. The location of transceivers are as follows:
Alice(0.13 m, 0.18 m, 3.7 m), Bob(3.6 m, 4.8 m, 1.1 m) and Eve(7.8 m, 2.1 m, 1.2 m).
Alice utilizes a 4 × 5 array of microstrip antennas, Bob utilizes a 3 × 4 antenna array
and Eve overhears the transmission with 2 fixed antennas (Fig. 2). Vectors perpendicular
to antenna arrays are: vA = [8;6;-3], vB = [−2;−0.5;−0.3] and vE = [−1;−0.5;−0.1]. The
parameters given above were chosen arbitrarily to reflect a typical real-life situation.
The distances between communicating nodes are: dAB = 5.85 m, dAE = 8.30 m and
dBE = 5.05 m.
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 dB=8cm

 dB

Fig. 2. Bob’s antenna array with microstrip antennas

2.1 Parameters of the System Under Consideration

The carrier frequency fc equals 5 GHz, hence the carrier’s wavelength,  is equal to
6 cm. The separation of antennas within a column or a row of the array equals dA = 8 cm
for Alice, dB = 6 cm for Bob and dE = 10 cm for Eve (Fig. 2). A TGn channel model,
type E with modified LOS terms according to spherical wave propagation is used. By
K factor we denote the ratio of two values: the power of LOS term to the total power of
Non-Line-of-Sight (NLOS) terms. The maximum speed of obstacles equals 0.5 m/s.
Physical layer parameters describing OFDM modulation are similar to those used in
IEEE 802.11n standard, i.e.: time of orthogonality tort = 3.2 s, cyclic prefix length
tCP = 0.8 s, IFFT/FFT size is 64; 52 QPSK data symbols and 4 pilot symbols are
assigned to the entries of IFFT for each OFDM symbol. One transmit frame consists of
100 OFDM symbols per antenna preceded by a preamble and the frames are exchanged
between Alice and Bob in Time Division Duplex (TDD) mode.

The antenna reconfiguration mechanism we emulate is similar to the one presented
in [8]. In each iteration two active antennas are selected at random from Alice’s and
Bob’s antenna array. The receiver estimates the value of CFR (channel frequency
response) between the m-th transmitting (m = 1 or 2) and the n-th (n = 1 or 2) receiving
antenna at 4 pilot subcarriers. The CFR values are estimated every two OFDM symbols
because we exploit a 2 × 2 MIMO scheme in space division multiplexing mode, which
is chosen on purpose. Capacity achieving codes like Turbo or LDPC codes should be
applied for error correction instead of space-time codes.

When reconfigurable aperture antennas are used the following operations are
performed in every iteration prior to key reconciliation:

• Alice selects two active antennas out of 20 and with the aid of these antennas she
sends Bob a frame, which consists of 100 OFDM symbols per transmit antenna;

• Eve receives the frame from Bob with her antennas and estimates the CFR values
for pilot subcarriers;

• Bob selects two active antennas out of 12 for reception and for transmission;
• upon receiving the frame Bob estimates the CFR for pilot subcarriers;
• Bob sends Alice a frame of 100 OFDM symbols with his active antennas;
• Alice receives the frame with her active antennas and estimates the CFR
• Eve receives the frame from Alice with her antennas and estimates the CFR
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In order to accumulate the estimated values of CFR for longer period and observe vari‐
ability of radio channel the steps above were repeated 7200 times, which lasted 5.9 s.
The accumulated values of CFR were later used for key-reconciliation with the level-
crossing algorithm developed in [5]. It is based on two assumptions:

• Channel fluctuations occur randomly
• Observations of wireless channels at different locations are uncorrelated.

2.2 Key Reconciliation with the Level-Crossing Algorithm and Attack Methods

We collected 360000 samples of estimated CFR values between the m-th active trans‐
mitting and the n-th active receiving antenna at the k-th subcarrier (k = −21, −7, + 7 or
+21) and calculated their magnitude for further processing. The spacing between two
consecutive samples was 8 μs. After subtracting a moving average with a window of
length 20000 samples the level-crossing algorithm was applied. An excursion is valid
if at least m consecutive samples of series X cross the threshold. In order to obtain
uncorrelated bits the latter parameter was fixed such that m = 1000. Hence, a secret bit
is extracted from an excursion if its duration is longer than 16 ms. The threshold levels
are given by the following formulae:

(1)

where σ is the standard deviation of the samples collected in the series X and α = 1 is a
modifiable parameter. Hence, if at least m consecutive terms of X are greater than q+

then the key bit value is assigned 1. Similarly, if at least m consecutive samples of X are
lower than q− the key bit value is assigned 0. The operation of key exchange is repeated
for every pilot subcarrier and for every pair of Tx-Rx antenna baseband units. Thus,
4 × 4 = 16 keys are merged to form one secret key of length L.

The authors of [9] noticed a strong correlation of signals observed by adversaries
located at much bigger distance from two communicating parties than /2. They gave
several proposals of compromising the key exchanged with a level-crossing algorithm.
Two of these proposals were implemented by us in Monte Carlo simulations, i.e. the
NNE algorithm and the Average RSSI method.

3 Simulation Results

We performed Monte Carlo simulations described in Sect. 2 for the following scenarios:

• Case 1 – antenna reconfiguration in each iteration, denoted as RECAP;
• Case 2 – no antenna reconfiguration; fixed antenna positions during the whole simu‐

lation period, denoted as no_reconf.

We consider two scenarios of Case 2: with low (i.e. Low Antenna Spacing) and with
large spacing (i.e. Large Antenna Spacing) between the antennas of one terminal. In the
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first scenario two neighbouring antennas are active and in the latter – two most distant
antennas for both Alice and Bob.

First and foremost we have taken into account such straightforward quality indicator
as key compliance between KAB (a valid key agreed between Alice and Bob), KAE and
KBE (key estimated by Eve based on channel observations from Alice and Bob, respec‐
tively), i.e. KAB(i) = KAE(i) = KBE(i),  Figure 3 illustrates the relationship
between these parameters for Low Antenna Spacing scenario. It is clearly visible that
irrespective of the K-factor value at most a quarter of bits captured by Eve match the
bits of KAB for both methods of attack.

Fig. 3. Key length versus the number of bits estimated by Eve that match “overall compliance”
criteria (Low Antenna Spacing scenario).

The results for Large Antenna Spacing scenario were comparable. Such alteration
does not invoke any major deviations from the behaviour shown in Fig. 3. A distinctive
tendency that can be noticed is the increase of key length with ascending K factor.
Furthermore, KAB has a slightly longer duration for K = 6 dB in Large Antenna Spacing
scenario (573 bits compared to 532 bits for Low Antenna Spacing). However, the
percentage of bits that have been correctly estimated on the basis of A-E and B-E channel
observations remain nearly equal (for Average RSSI: 161 bits, 155 bits and 181 for 6 dB,
8 dB and 10 dB, respectively).

The constraint that KAE bits must consent with KBE observations is quite severe,
resulting in just a quarter of bits fulfilling “overall compliance” requirements. Figure 4
presents less rigid outcome when just a single estimation (either KAE or KBE) was taken
into account. One can notice what is the ratio of correctly estimated bits in case Average
RSSI attack has been conducted.

The highest efficacy (reaching almost 60 %) is achieved for K = 6 dB, Low Antenna
Spacing with no reconfiguration scenario. Nevertheless, most calculations fluctuate
around 0.5 with the lowest number of evaluated bits for KAE in RECAP system. The
results put forward in Fig. 4 are comparable to those obtained for NNE. Those two
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methods of attack yield similar performance. The average ratio of correctly estimated
key bits is approximately 52 % for both Average RSSI and NNE attack.

4 Final Conclusions

In the following paper we have verified two techniques of attack against secret key
agreed between two legitimate parties. None of them prevails over the other. Approxi‐
mately 52 % of key bits were correctly estimated by Eve regardless of the spacing
between antennas at one side (Low Antenna Spacing vs Large Antenna Spacing) and of
the K-factor. This outcome is only slightly better than the result of guessing key bits in
a random way, (i.e. 50 %). Thus, immunity to more sophisticated methods of attack
should be seriously considered. Applying blind deconvolution methods (i.e. ESPRIT
algorithm) may help to verify whether reducing the K-factor or applying RECAP
antennas reduces the number of secret bits leaking to Eve for indoor LOS channels.
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Abstract. Localization methods enable location estimation accurately and
provide location information about mobile devices, people, cars, data and equip‐
ment. Accurate location detection is a vital process for most of location-based
applications such as emergency rescue, in-building guidance, security services,
and product tracking in hospitals. This paper addresses localization of student/
teacher tablets and school level proxy servers for educational data synchroniza‐
tion. For this purpose, locations of proxy servers and tablets are detected using
Android Location API. After localization, if tablets are outside of school, they
could access cloud server directly to get educational data and if tablets are in
school, they could access data via proxy server. Experimental results show that
the proposed technique increases the efficiency in data transfers between the end
users and cloud servers.

Keywords: Localization · Distributed file synchronization · Position estimation ·
Network traffic

1 Introduction

Location estimation based services require computing and detection the position of
mobile devices. These services enable the development of various applications such as
resource management, navigation and mapping [1, 2], people monitoring [3], instant
messaging [4], emergency rescue [5], buddy finder [6], travel and tourist guides [7],
localized advertising and shopping [8]. Recent location detection techniques can be
classified into two classes. The first type requires additional hardware connection such
as A-GPS (Assisted Global Positioning System). This type has two disadvantages. First,
GPS based localization needs at least clear sighted four satellites in order to work which
is not suitable for indoors and urban areas hindered geographically. The second disad‐
vantage is uncertainty of localization in case of closed nodes in small area. It results
imprecision of the localization. The second type, GPS-free, requires proprietary units
to wireless operators’ network.

We propose proxy server based solution approach to both decreasing network traffic
and increasing the efficiency in data transfers between the end users (tablets) and cloud
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servers [9, 10]. In concept of this system, location detection of tablet users and proxy
servers is very important process. So, we mainly focus on localization of these actors in
this paper.

This paper is structured as follows: In the second section, relevant works are given
for localization techniques. Third section clarifies proxy server based data management
synchronization architecture. Fourth section explains location detection of proxy servers
and student tablets using Android Location API. Conclusion and some future enhance‐
ments are given at the conclusion section.

2 Related Works

In the literature, a number of localization techniques have been proposed. Each of them
has advantages, as well as drawbacks. The best unambiguous can be obtained using
positioning systems based on signals emitted by satellites [11, 12]. It is not possible to
use this method of localization because lack of satellite signals and lack of required
signal receiver in the device. In this paper, we imply mobile localization with location
detection, because, we use Android Location API to find positions of proxy servers and
tablets. So, mobile location techniques can be categorized according to the measure‐
ments employed by algorithms.

There are number of positioning mechanisms: (i)Time of Arrival (TOA), (ii) Observed
Time Difference of Arrival (OTDOA), (iii) Timing Advance (TA), (iv) Angle of Arrival
(AOA), (v) Received Signal Strength (RSS)and (vi) General navigation system assisted.
TOA is a procedure in which the information is based on triangulating the propagation
time delay. This delay reclines between mobile terminal and minimum three Base Stations
(BSs) [13]. Similarly it measures signals transmitted by the mobile terminal. The prop‐
erties of BSs which are capable to receive signals from the mobile terminals, and
contribute to a suitable reference time. The arrival time of signal can be measure from the
mobile terminal. As a result these times-of-arrival may be used to calculate to the approx‐
imate distance of the mobile terminal and consequently derive a location estimate [14].
In Observed Time Difference of Arrival (OTDOA) technique, terminal calculates differ‐
ences between the downlink signals sent by the nearby BSs. The efficient accuracy of the
location estimates made by this procedure depends on the two main scenarios. Firstly the
precision of the timing measurements and secondly the comparative position of the BSs
involved [15]. TA method is based on the TA parameter for uplink transmissions. The TA
measurement describes a circle along which the mobile terminal may be located [16].
AOA information is measured at the BS using complicated antenna array, but generally
two BSs are sufficient to obtain unique location. This technique utilizes Line of Bearing
(LoB) of the terminal’s signal and determines terminal location by acquiring point of
intersection of these LoBs. As we approach for the best case this method produces efficient
results in rural areas, because in rural areas the line-of-sight (LoS) paths between the BSs
and mobile terminal are predominant. This method assists the handover process, as part
of its standard functionality the RSS measurements are gathered by mobile terminal. There
are two kinds of RSS which are proper propagation model and fingerprint technique. The
proper propagation model converts the RSS values to the distance from their nearby BSs
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and determines the position with the help of standard trilateration techniques [17]. The
other kind of RSS is fingerprint techniques which apply a fingerprint measured database
inside the area where the terminal is to be placed [18] Some GPS enabled Smartphones,
are able to navigate the location. Satellite transmission is used for this purpose.

Localization can be obtained from a cellular network or through algorithms provided
by operating system vendors.W3C Gelocalization API was [19] proposed by World
Wide Web Consortium (W3C) [20] as the uniform way to access mobile device location
from the Web browser. The API defines programmatically access to localization data.
Taking available information as input data, dedicated algorithms are able to calculate
position of the mobile device. The most commonly used data sources include: Wi-Fi
connection parameters, device’s IP address used for mobile communication, list of
sensed GSM/CDMA cells, radio communication signal strength.

Location providers continuously collect data from mobile devices being used world‐
wide and improve quality of localization accuracy. However, any major change in it
may cause drop in the quality of information obtained through the API, because they do
not control configuration of the infrastructure which is used for mobile communication.

Cell-Id based localization is one of the most common methods used by mobile
networks. Its popularity comes from the fact that it relies on the mechanisms already in
place which are required for basic voice and data communication [21]. In this study,
locations of proxy servers and tablets are detected using Android Location API. The
proposed architecture will be explained in the following sections in detail.

3 Data Management and Synchronization Architecture

According to the concept of most important educational projects in Turkey, Movement
of Enhancing Opportunities and Improving Technology, abbreviated as FATIH,
students and teachers can use their tablet PCs to get educational data (text, images,
media, etc.) stored in cloud services, but, the limited network bandwidth and highly
increased the number of users and the educational data sizes degrade the system
performance and even negatively affect the overall usability of the system. In order to
solve these problems, we propose to install a client-side proxy server in schools and an
extension framework for integrating it into the cloud system.

Overall structure of proxy server-based approach is showed in Fig. 1. Tablets are
connected with cloud from school or outside of the school. Tablets which are outside of
the school access cloud server directly to access educational data. Tablets which are in
school access data via proxy server. Educational data will be shared among tablets, will
be organized according to the following scenarios with proxy server:

• Getting the educational data that published via cloud server.
• Getting educational data from cloud server when the network traffic is low.
• Organizing the educational data that will be shared among student’s tablets.
• Organizing the data requests when the network traffic is high at school.
• Transmitting the educational data updates from proxy server to cloud server.
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Fig. 1. High level communication between inter-components

Proxy server-based approach has generally two types of communication: (i) tablet-cloud
server communication and (ii) tablet-proxy server communication.

3.1 Status of Tablet-Cloud Server Communication

This scenario includes situations when tablet is used outside of the school and inside of
the school without connected with proxy servers. If tablets are connected with the
internet will also be connected to cloud, it does not matter whether tablets are in school
or outside of the school. Cloud server always determines whether tablets will access
educational data from cloud server or proxy server by identifying from where the tablet
is connected. In other words, cloud server is decisive actor.

Figure 2 shows a flow diagram depicting that a tablet is connected to cloud server
from outside of the school and accessing educational data from cloud server. Commu‐
nication between tablet and cloud server will be provided via ARCSPXP (ARDIC Cloud
Service Platform Extension Protocol) [22] protocol in this scenario. If tablet has internet
connection, this communication would always be active. Downloading data from cloud
server would be active only during content transfer, and the system has a structure which
does not require continuous connection between cloud server and tablet.

3.2 Status of Tablet-Proxy Server Communication

The tablets which are connected with internet first time would be connected directly to
the cloud server. For each new connection, a control will be started via cloud server.
With this control, cloud server will decide whether tablet is an educational tablet or not.
The cloud server will also decide whether tablet needs any adjustment or not. If a tablet
wants to get any service from cloud server, it must be defined on cloud server with the
following information before connection:

• Tablet’s unique identity,
• User information assigned to the tablet,
• If the tablet assign a pre-defined group (e.g. group Istanbul), group assignment must

be done,
• School ID, class and so on, which the tablet belonged.

A Method For Localization Of Computational Node and Proxy Server in Educational 183



After definition of required information, cloud server controls the tablet whether tablet
is an educational tablet or not. If tablet is an educational tablet, cloud server will progress
predefined operations. These operations are shown in Fig. 3. Detecting the location of
the tablet (in school or outside of school) is one of these predefined operations. Later,
if the tablet is in school, cloud server sends signalling message, including information
about its proxy server to be able to upload and download data to this tablet.

Fig. 2. Flow diagram of cloud signalling and data transfer when tablet is outside of the school

Fig. 3. Flow diagram of cloud signalling and data transfer when tablet is in the school
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4 Location Detection of Tablet Users and Proxy Server

In our developed model, the locations of two different system devices should be deter‐
mined. These are proxy servers which are placed in schools and student’s tablets. In
these both systems, Android Location API is used to get the location information. Many
Android terminals are capable of detection of the recent location by using GPS module,
Cell Tower Triangulation or Wi-Fi Networks. To determine the recent position, Android
contains the android.location package.

Android API has a Location Manager class. This class provides access to location
services of Android, and these services allow to access location providers to register
location update listeners and proximity alerts and more. There are many sub-classes
under Location Provider class. Location Provider class reads location information from
these sub-classes. Android devices have too many Location Provider class in their own
structure. Device location can be found using one of these classes. In Table 1, location
provider types and their properties are listed. These three types are general types and
every Android device contains these types [23].

Table 1. Location provider properties [23]

Location provider Description

Network Mobile network or Wi-Fi is used to detect the best location.

GPS GPS receiver in the Android device is used to determine the
best location via satellites.

Passive Allows to participate in location of updates of other compo‐
nents to save energy

The method developed for both cases is explained in detail below.

4.1 Determination of the Proxy Servers’ Location

The proposed model is developed for schools to share educational data. We can connect
too many schools to the system and the network traffic could increase. The most impor‐
tant aim of the system is to reduce the network traffic. To reduce the load on the cloud
server, a proxy server is placed in every school. But we don’t have information about
these proxy servers, and we also don’t know which proxy server is placed in which
school. During initial setup we must found the proxy server’s location. For this purpose,
an admin tablet is used to detect server exact location. Location information of proxy
server identified by using admin tablet’s location application and this location informa‐
tion is sent to the proxy server. In this scenario, we suppose that admin tablet and proxy
server should be in the same network and also the information transfer between proxy
server and tablet is provided via UDP connection. Because IP address of proxy server
is unknown. Location detection application working on admin tablet uses Android
Location API to detect location. Figure 4 shows this process in detailed.
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As seen in Fig. 4, we suppose that admin tablet is near (or sufficiently close) to the
proxy server. Admin tablet broadcasts a message including its location information and
physical address to all nodes in the network. These are tablet’s MAC address, longitude
and latitude. Proxy server takes this information and sends cloud server via TCP connec‐
tion. Since proxy server must be sure that information is sent. Cloud server sends a
response message like “ACK” to proxy server. After proxy server receives “ACK”
message, it realizes that information was send and proxy server closes connection. This
process should be performed only once during the initial setup of each proxy server.
Thus position detection of proxy server would be automatic. Figure 5 depicts message
flow diagram while proxy server localization.

Fig. 4. Proxy server localization

Fig. 5. Message flow diagram of proxy server localization
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4.2 Determination of the Tablets’ Location

To detect the position of student tablet is a process that would be repeated each time
whenever application is open. The location of the student tablet could be (i) inside of
the school or (ii) outside of the school. In these both cases student tablet would commu‐
nicate with the cloud server. According to the cloud server decision, the student tablet
would connect with proxy server if it is inside of the school, otherwise the student tablet
would directly connect to cloud server through internet. This scenario is explained in
detailed in Fig. 6.

Fig. 6. Student tablet localization

As seen in Fig. 6, initially the tablet sends its location information (lat, long) and
MAC address to cloud server, the same approach is also used to find out the proxy server.
Cloud Server compares received student’s tablet location information with the data
already stored in cloud server database (see Table 2). The comparison process is done
according to Eq. (1). When tablet is opened, its distance with near proxy server is meas‐
ured. If the distance “d” is less than desired interval/meters, student tablet can commu‐
nicate with that proxy server (in case of tablet in school), otherwise it must communicate
with cloud server (in case of tablet is outside of school). After comparison process, cloud
server sends “1” message to tablet to connect proxy server or sends “0” message to tablet
to connect cloud server. Figure 7 depicts message flow diagram while tablet localization.

(1)
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Table 2. Location information about proxy servers and tablets in cloud server

Proxy servers Tablets Info about proxies and tablets

Server 1 Tablet 1 [MACS1 + latS1,longS1 + MACT1]

Server 1 Tablet 2 [MACS1 + latS1,longS1 + MACT2]

Server 2 Tablet 3 [MACS1 + latS2,longS2 + MACT3]

Server 2 Tablet 4 [MACS2 + latS2,longS2 + MACT4]

Server 2 Tablet 5 [MACS2 + latS2,longS2 + MACT5]

.. .. ..

Server n Tablet m [MACSn + latSn, longSn + MACTm]

Fig. 7. Flow diagram of tablet localization

Where  and  indicate latitude-longitude of Serverm and
Tabletn respectively.

In Table 2 it is shown that cloud server stored the information after localization of
proxy servers and tablets. In Table 2, MACSn, MACTm, and (latSn, longSn) indicate MAC
of Servern, MAC of Tabletm, and latitude-longitude of Servern respectively. As a result,
the number of devices connecting with cloud server would decrease and the network
traffic will be reduced.

5 Conclusion and Future Works

All local events and facts related to the area seem to be more important to find out the
location of remote devices. Localization data is used in all types of services. One of the
most important applications is detection of student tablets’ locations for educational data
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synchronization. In this paper, we utilize Android Location API to find location of proxy
servers and tablets. This proposed technique is not application specific, so it could be
used in various applications requiring location information.

In future, we plan to enhance the system with some other location techniques and
optimize results to obtain more accurate outcomes.

Acknowledgments. This work is supported by the TUBİTAK under grant EEEAG 113E033
within 1003 Fatih Project Call.
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Abstract. Two of the most promising paradigms for the next decade are the
Social Networks (SN) and Internet of Things (IoT). The challenge will be
enabling autonomous interaction among humans and devices when these two
paradigms converge. The ITEA2 SITAC project proposes to undertake the chal‐
lenge of creating a unifying architecture and ‘ecosystem’ comprising platforms,
tools and methodologies that enable the seamless connection and cooperation of
many types of network-connected entities, whether systems, machines, devices
or humans with personal devices. Beyond the state of the art challenges on big
data management, management of large number of number of entities and
advanced context management are specific role of the SITAC proposed unified
architecture. In this scope is also described in detail a project a use case, the
Intouch, which is an energy aware clustering application for social networking
applications, scope of the Portuguese partnership within the project.

Keywords: Iot · Clustering · Energy-aware

1 Introduction

Social Networks (SN) and Internet of Things (IoT) are two of the most promising
paradigms of the next decade. Enabling autonomous interaction among humans and
devices is the main objective when these two paradigms converge.

The Internet is expected to ultimately interconnect billions of people and trillions of
devices. For several years, “Web-of-Objects” and “Internet-of-Things” initiatives have
emerged primarily aimed at machine-to-machine or device-to-device interactions using
standard communications protocols. But, as of yet, their rate of adoption in commercial
products and services is fairly low.

The challenge undertaken by the SITAC project [1] is to create a unifying architec‐
ture and “ecosystem” – comprising platforms, tools and methodologies – that enables
seamless connection and cooperation of many types of network-connected entities,
whether systems, machines, devices or humans equipped with handheld devices. This
ecosystem must make business sense and therefore cover the needs of various types of
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industrial stakeholders: device manufacturers, telecom operators, service providers and
companies acting as users.

Thus, sensors and actuators will be seamlessly connected amongst each other and
with different types of smart spaces. Mobile devices will assist users in managing their
everyday tasks. New breeds of smart services will emerge, e.g., context sharing between
family members, adapting residential facilities to the needs of new tenants, interactions
with and between home devices optimizing home energy consumption, etc. Intelligent
buildings and smart grids will provide enabling technologies required for smart cities.

SITAC will exploit the appropriate related works done so far in the area of Internet-
of-Things (IoT): reference architectures and models [2], patterns, protocols and software
development methodologies and practices [3].

This paper is presented as follows: in the Sect. 2 is presented the IoT and SN joint
scenario where the SITAC will cover. In the Sect. 3 is presented the platform neutral
reference architecture proposed. In the Sect. 4 we present the role of the Portuguese
consortium, in the project and architecture and in the Sect. 5 the conclusions are taken.

2 The SITAC Scenario and Functional Architecture

For SITAC, IoT is an enabler for new and exciting social and crowd services. The big
data that is created by IoT enablers will have value for a new set of uses and users.

The Internet of Things is all about convergence, from connected computing using
RFID, NFC and sensor technology to digital content and context-aware services. The
success of the Internet of Things will not so much depend on the development of new
technologies, but more so on connecting and integrating existing resources, ranging from
small-scale objects, such as RFID tags, up to large-scale software systems that serve
thousands of clients at a time. The goal is to create a software architecture that enables
objects to exchange information through the Internet to achieve nonintrusive behavior
and customized services. Part of the architecture’s responsibility is to make sure that
relevant information arrives at the right place in a way that the recipient understands
what it receives.

SITAC aims to go beyond the state of the art devoting its effort to the next key
technology areas:

Management of “Big Data” for Enhanced Services and System Performance –
Currently, the amount of information on the Internet/Web is doubled every 8–12 months.
As IoT proliferates, a boom of continuous data generation can be expected. Due to the
pure volumes, redundancy and limited data actuality period, a state of the art advance
is required when it comes to “in-flow management of big data”.

Embracing Paradigms from Bio/Eco/Socio Systems for Robustness, Scalability and
Manageability – As the number of entities and system complexity grow, aspects such
as manageability, scalability and robustness become increasingly challenging. A
following approach is required addressed by “nature” in biological, ecological and
societal systems. In particular, a study and learn is required from the emerging Internet
based social media/communities.
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Advanced Context Management for Proactive and Supportive IoT Solutions – Most
of the approaches at “context awareness” do not very well address the need for proactive
system/service behaviour, e.g., instrumented by forecasting of context changes. An
approach is required not focus on context awareness per se, but as well keep track of,
and contribute to advancements when it comes to context awareness enablers. Advance‐
ments in context awareness are highly desired in order to enable best-effort automatic
(re)configuration of large scale IoT systems.

“Super-Generalised” Entity Types for Reuse and Simplicity – In most initiatives up
to now, families of actually very “similar” entities – e.g., “actors” like people, vehicles,
phones and computers or “address identifiers” like fixed phone number, mobile phone
number, URL, e-mail address, home address and work address – have been viewed and
treated as too much separate type of entities. It is necessary definition and construction
of a reference model on a carefully chosen set (vital few) of “super-generalized” entities.
SITAC approach attempt to propose super-generalised entity types (classes) which can
be; “actors”, “spaces”, “flows” and “data”.

3 SITAC Functional Architecture

General Description. The SITAC project aims to develop a reference architecture with
enabling technologies for creating a common platform for heterogeneous networks
capable of addressing the challenges of scalability, adaptability and security. This archi‐
tecture will support distributed and heterogeneous environments and address a spectrum
of network-based configurations spectrum of network-based configurations and-control
style of resource-constrained sensor-actuator networks. This architecture will also allow
for heterogeneous networks (and infrastructure) to be exposed to make it tangible for a
device owner to consciously select (or build) a relevant network infrastructure according
to specific needs. Furthermore, the use of semantic interoperability and context aware‐
ness techniques will facilitate the delivery of information at the right place and at the
right time. In this respect, SITAC will focus on dynamic and behavioural interoperability
and meeting quality requirements in dynamic situations, with design time support of
configuration, scalability and optimisation.

The Reference Architecture. A functional view of the proposed architecture is depicted
in the Fig. 1. In terms of functions the architecture can be represented by: - Core, where
the main and generic functions are required which consists mainly on the computing
and processing, storage, device and identity management, service layer and communi‐
cation management (these functions should be available in the format of API, in order
to allow inter-relation); - Front-end, where core services are placed together to provide
features to the users. These includes mainly the applications itself, a Marketplace where
the services can be accessed and capabilities for data analysis.

The actors in this architecture are the applications and functionalities designers, the
users and administrators which are the responsible of the management of the system.
All can be based in a Cloud based perspective. Moreover, the Data sources, Sinks and
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Actuators can include: a variety of inter-connected things, including sensors, devices; a
variety of collected data that can be used by the applications; and the Social networks,
where variable data from social networks can be used in order to create somehow add-
value.

The work that is proposed in the scope of the project can be placed in terms of SITAC
architecture, mainly on three aspects in the core part of the SITAC architecture:

• Communication Management;
• Device Management;
• Identity Management;

4 GS and IT Role in the Project

The role of the Portuguese partners GS and IT in the scope of this project is the devel‐
opment of the Intouch application which is basically an energy aware clustering for
social networking applications. The application should be able to allow terminal devices
to exchange common interest data both using direct communication without the need of
infrastructure when devices are in the range of others. If common interest devices are
not in the range of each other, an available infrastructure should be used. The idea is to
provide an energy aware solution, where several work have been published related to
the energy efficiency in ad hoc wireless networks [4, 5].

The mapping of the proposed work on the logical functional view of the SITAC
project presented in the Fig. 1, is in the SITAC core side and has both components of
Communication Management and Device Management.

The work is based the study and implementation of ad hoc and cellular networking
topologies that can provide energy savings and security based on the notion of cooper‐

Fig. 1. SITAC project functional view, including data and actors.
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ation. The case study is based on terminal devices aiming to exchange common interest
data, where communication is made optimally either through short range, saying device-
to-device direct communication or through the long range, where the communication is
made through using the infrastructure and cross the cloud. In this last case, a M2M based
architecture should be adopted.

As presented before, two modes of communication can be established in the multi-
mode terminal devices. When the devices are in the range of each other, common interest
social data can be exchanged through a direct communication. A cluster has to be estab‐
lished, and then communication is performed based on clustering paradigm. Cluster
based communication is normally based in cluster head which coordinates the data
exchange. This topology is presented in the left side of the Fig. 2. The method of selection
of the cluster head can be based in various principles. Our idea is to optimize the energy
consumption in the cluster.

When the terminals are not in the direct communication range, infrastructure based
communication is then selected, and the communication will cross the cloud. This is the
topology presented in the right side of the Fig. 2. In this case an architecture based in
M2M can be used for the common data exchange among the end-to-end terminals.

Fig. 2. Two approaches proposed for use case implementation for the Portuguese partners use-
case, when short-range is possible (left) and when long-range/infrastructure only is possible

The use case is implemented based on the WiFi-direct for the short-range, and the
cluster head, the main node that coordinates the communication, is selected in each
selection period, based on the overall cluster energy consumption primitives. For long-
range, although the long range access communication technology can be xDSL, HFC,
satellite, GERAN, UTRAN, eUTRAN, W-LAN or WiMAX in our implementation we
will consider the LTE (eUTRAN) and the M2M support architecture.

5 Conclusions and Future Work

In this work we presented the SITAC project where a unified architecture is proposed to
support the paradigm of both Social Networks and Internet of things. For this project a
platform neutral reference architecture capable of addressing the challenges of scalability,
adaptability and security required for an unifying architecture and ‘ecosystem’ that enable
the seamless connection and cooperation of many types of network-connected entities,
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whether systems, machines, devices. The logical view of the architecture, both in the core
part and in the front-end is presented with all identified components. It was also presented
the Intouch application, which is an energy aware clustering application for social
networking applications, scope of the Portuguese partnership within the project.

Future Work in the project include among other tasks, a full demonstration of the
crowd based and IoT paradigm with a Solar Energy Production Managed by Users and
a Crowd Based Building Management Expert System both including participation of
the international partners established both in the industry and in the academic world.
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boukerram@hotmail.com

3 Laboratory of Intelligent Systems, University of Setif 1, Sétif, Algeria
slimani y09@univ-setif.dz

Abstract. One of the most obvious features of ad hoc communication
is the analyze of the relationships between the ad hoc network users
and their need for communication. On that point, the determination of
topologies for efficient broadcast based on property of users of ad hoc
networks has attracted a growing interest. In the current work, we pro-
pose a method to build a virtual topology that exploits the property
of community structure in ad hoc network. The first phase of the pro-
posed method constructs a clustering tree based on structural weight of
nodes, while maintaining capacity-efficient links. In the second phase,
the algorithm determines a community backbone in order to ensure effi-
cient transmission coverage. Results confirm the generation of a good
topology.

Keywords: Graph algorithms · Structural equivalence · Topology
algorithm · Ad Hoc networks · Discovering communities

1 Introduction

A mobile ad hoc network is collection of autonomous wireless mobile units that
move freely using their wireless interfaces for communication without the aid of
an existing infrastructure [1]. This mobile network don’t require a centralized
administration entity to manage the operation of the different mobile nodes.
A very significant characteristic of ad hoc networks is the presence of com-
munity structure which can be represented by a group of mobile devices that
carried by humans that share common interest. The communication of such
devices is, then, necessarily based on socialisation behaviour, so a community
organization is paramount and a number of social and technical barriers must be
overcome in order for mobile ad hoc communities to self-organize cooperatively
[2]. Community structure proprieties, very current in recent years, appears to be
common to many real-world networks and allows us to understand the relation-
ship between a single node in microscopy and a groups in the macroscopic [3].

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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Communities (or clusters or modules) are groups of vertices that probably share
common properties and/or play similar roles within the graph [7]. The aim of
this work is to construct an efficient topology that realistically establishes com-
munication links according to the relevant communities for the users of the
ad hoc network. The efficient use of the scarce energy resources available to
ad hoc network nodes is one of the fundamental goals of constructing topology,
we note that there are two different types of topologies as is proposed in [8]:
topology of sets spanning nodes (MPR, k-CDS, DS/IS...) and that of structures
based links (DAGs, spanning tree, cliques...). Nodes covering set is based on
spanning subsets of nodes, usually independent, covering all other network nodes
that includes Multipoint relay (MPR sets), connected dominated set(Dominating
Sets), sets of independent nodes (Independent Sets),... etc. Independent sets
dominant CDS can be used for building clusters. CDSs have several advantages
in network applications such as ease of dissemination and construction of virtual
backbones [9], however, connected dominated set may generate an undesirable
number of clusterheads. Hence, several studies focus on the decision problem of
the minimum connected dominating set. Guha et al. [10] have proposed two algo-
rithms for centralized finding dominant sets connected sub optimal. To minimize
the number of cluster heads the WCDS can be used to construct clusters [11].
Several methods have been proposed to construct a Minimum independent set
of a graph. These methods extract a maximal set of nodes such Minimum inde-
pendent set noted that no two nodes of the Minimum independent set are found
adjacent in the graph, and no independent set of the graph contains it. The
work presented in [12] surveys a comprehensive review of the available to con-
struct MIS and CDS solutions in ad hoc networks. Structures based links are
based on the subgraph modeling the network. It includes the directed acyclic
graphs (DAG), spanning trees, rings, etc. Looking for solutions to better con-
struct virtual dynamic topology for ad hoc network allows their organization for
addressing problematic, routing, data aggregation, discovery community,... etc.
Thus, our work consists of creating a virtual topology that discovers commu-
nities. The remainder of this paper is organized as follows. The second section
describes the constructing topology phase in which the nodes in a cluster form
a tree with the root as the cluster-head. Section 3 presents the methodology of
discovering the backbone of users communities in ad hoc networks. In Sect. 4
the results of our method are presented. Finally, the last section concludes the
paper.

2 Constructing Topology Based on Structural
Equivalence

The proposed approach ensures that a mobile can reach all members of its com-
munity based on an efficient virtual backbone of community. In this fact, we
have proposed a distributed algorithm to construct a clustering tree topology
based on structural equivalence. In the first phase, the algorithm identifies a
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sets of nodes that cover all nodes of the graph, regardless of their belonging to
communities in order to build a set of privileged nodes and their clusters. In the
second phase, the algorithm connects only nodes in the clustering tree to nodes
that are either in the same community or they are covering at least one node
of this community by creating virtual backbone of community in order to ensure
the nodes community discovery and manage efficiently the routing requests.

2.1 Preliminary and Definitions

Let’s consider an ad hoc wireless network modeled by a graph G = (V,E), with
V is the set of nodes and E ⊆ V 2 is the set of communication edges, according
to the unit disk graph (UDG). We suppose that the nodes have the same range
transmission and the radio signal propagates according to the free space model.
We define

n: the number of nodes in the network, n = |V |
ku: the degree of node u.
Γ: the maximum degree of graph.
N(u): the set of neighbors of node u, N(u) = {v ∈ V/v �= u ∧ (u, v) ∈ E}
Au,v: is the adjacency matrix of the network. It is defined as 1 if nodes u and v
are connected, otherwise it is 0.

Each node u belongs to a community of interest which is denoted by Cu. The goal
of this work is to enable a node to reach all members of its community through
an optimal route of the graph of communication. So, the proposed algorithm
analysis similarity between nodes using the information contained in the network
structure in order to design an efficient backbone and ensure sufficient coverage
of nodes in one community. Similarity can be determined in many different ways.
Here, we focus on the topological structure measure [4]. Two nodes in a network
are structurally equivalent if they share many of the same network neighbors [6].
The idea of our contribution is to take advantage of the positional perspective
of the structural equivalence measure. In an intuitive way, the nodes that have
high structural weight maintain high nodes coverage in the constructed topology
and the nodes that are members in the same community have a high tendency
to have neighbors in common which offer an efficient backbone of all members
that belongs to same community. Thus, we define the structural equivalence.

Definition. Two nodes in a network are structurally equivalent if they are con-
nected and share many of the same network neighbors. Formally, the structurally
equivalent between two connected nodes u and v can be written

σvu =
∑

(Au, ∗ A,v) ∗ Auv√
kukv

Au,v (1)

We define the structural weight for each node. Thus



200 A. Drif et al.

Fig. 1. Initial network

Su =
∑

v

σuv (2)

Figure 1 shows an example of structural equivalence between two nodes 1 and 2.
They have a direct wireless link and share two same neighbors, but both also
have neighbors that are not shared. Noting that δ12 = 0.40, that means both
has a high tendency to being members in the same cluster.

2.2 Determination of Neighbors

We assume that the node u wants to send a message to node v, in case of direct
transmission, the minimum power required to send the message is written as
follows

Pt(u, v) = τdα
u,v (3)

Where τdα
u,v is the power transmission from node u to node v, α is the path

loss exponent, 2 ≤ α ≤ 4, it depends on the characteristics of communica-
tion medium [5]. We assume that all the nodes have the same maximum trans-
mit power and that the wireless medium is symmetric. The proposed algorithm
allows to identify the list of neighbor with minimum transmit power. Initially,
each node u send a control message at maximum power, upon receiving the
beacon from a certain neighbor v, the node can compute the transmit power
needed to reach v by comparing the received power of the beacon with the max-
imum transmit power. Our algorithm selects the neighbor of node u according
to the transmit power and eliminates the neighbor node which requires a trans-
mit power upper than a given threshold of transmit signal strength in order to
reduce the number of coordination and the energy consumption.

2.3 Constructing a Clustering Tree Algorithm

In this section, we propose a clustering mechanism, clustering tree algo-
rithm, exploiting the set of privileged nodes to ensure sufficient coverage and
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constructing a virtual topology able to support efficiently the messages exchange
for community discovery backbone construction. The algorithm is composed of
three steps like representing in algorithm 1: first, node u broadcasts a beacon
message containing its ID and position at maximum transmit power, then, when
beacon messages of other nodes are received, every node in the network checks
whether it has efficient power link Pt(u, v) between its neighbors. If so, it adds
them to the set of its neighbors, in the last step, every node updates the matrix
adjacency, computes and broadcasts its structural weight in local way, then, a
clusters construction phase is initiated to determine the clustering tree, which is
a subgraph of G.

In clusters formation phase, we define nodes state as follows:cluster member
(SN) and

stateu = CH, cluster head (CH).
stateu = SN , cluster member (Simple Node).
stateu = LN , cluster member (Leaf Node).

Several clustering approaches have been proposed. The Lowest-ID algorithm
[13] gives each node a separate ID “identification” and periodically broadcasts
a list of its neighbors. This algorithm has been improved in [14]. Basu et al. [15]
introduced a metric for mobility for ad hoc mobile networks witch is based on
the ratio of the received power levels of successive transmissions measured at any
node of all its neighboring nodes. The definition of a cluster should not be defined
a priori by some fixed criteria, but should reflect the density of the network [16].
In our work, the idea is that nodes have highest structural weight are the best
candidates for cluster head covering larger number of nodes and constructing
a clustering tree. Therefore, the proposed cluster head selection process is as
follows: each node u compares its structural weight with its 1-neighbors N(u),
let v ∈ N(u), if the node u has the highest structural weight (S(u) > S(v)), it is
selected as cluster head L(u) = u, otherwise the algorithm chooses as a parent
of node u the highest structural weight neighbor D(u) = z, so we have defined
three cases to allow the node u to join the cluster:

– If u’s parent is a cluster head, u will join it (D(u) = L(w) = w).
– If u’s parent is not a cluster head, the node compares its structural weight

with that of its neighbors except its parent w (this set is defined M(u) =
u∪N(u)∩w), in order to join the nearest cluster head, so the node u selects a
new parent, the process will be iterated until that u will join its cluster head.

– When node u has low degree (ku = 2) or is a leaf node it will join its parent
node w, then a branch of a tree extends in height until it joins its cluster head.

Note that the procedure for constructing the topology, Construct(T, u,w) builds
a clustering tree gradually in which every node belongs to a cluster and the
designed inter-clusters allow the nodes to exchange data.
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3 Construction of Community Discovery Backbone

We proposed a distributed algorithm to build a community discovery virtual
backbone which is presented in algorithm 2. Discovering this underlying struc-
ture allows us to understand how network topology and user communities are
related.

In the second phase of our method, a node s sends a search request (s, Cr) to
its members of cluster to discover in-demand community Cr. We assume that a
request sent by a node is received correctly in a finished time by all its members
of cluster. The cluster head nodes are coverage nodes, it serves as a relay, and
consequently they are part of the backbone. Upon receiving of such request by a
node u, it should respond by sending a request reply according to its state in the
cluster (NS,NF ). When the node u is a simple node, the steps of the algorithm
is as follows: if this node belongs to the in-demand community, it responds then
by sending a request reply RRep(u,M = 1,Mem = {(u,L(u))}, LB = {}) to
D(u), where u is the node identifier, the parameter M = 1 indicates that the
node belongs to the in-demand community, the set Mem = {(u,L(u))} con-
tain the cluster head of node u, and the set LB indicates all nodes identified
as a member of the backbone. Then, the node u is added to the local backbone
that is connected to the cluster head L(u) calling the construction function
LocalBackbone(L(u)). After, node u will broadcast the search request to the
list of node u ’s child NC = {v ∈ N(u)/D(v) = u} even if it does not belong
to the in-demand community in order to find the bakcbone members by send-
ing Req(u,Cr) to NC(u). Let v belongs to NC. Node u processes all received
requests RRep(v,M(v),Mem,LB) from a node v ∈ NC(u), so, the algorithm
adds node v to the local backbone if M(v) = 1. However, if the node u and
the list of node u’s child is not a member of the in-demand community, u and
its child will not be selected as a member of the virtual backbone. If a leaf
node u belongs to the in-demand community, it will send the responds to its
parent.

4 Discussion

The proposed approach discovers and describes an efficient backbone for com-
munication between the users of the ad hoc networks according to their com-
munities of interest. The first method is a clustering topology phase, where
all the nodes get its neighborhood information, update its own data structure
(adjacency matrix, structural equivalence, structural weight), and construct a
clustering tree topology which ensures connectivity and result of an efficient
coverage of community members.
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Data: G(E, V ), Pmax the maximum node transmit power.
1. Initialization
begin

N(u) = {}; D(u) = {}; L(u) = {}; M(u) = {};
end
2. Information exchange
begin

u sends beacon message at transmit power Pmax

end
3. Neighbors detection
begin

upon receiving message from node v
Compute the Pt(u, v)
if Pt(u, v) < Pthreshold(u,N(u)) then

N(u) = N(u) ∪ {v}
end

end
4. Clusters Construction
begin

u broadcasts locally the list of its neighbor
Wait for stabilization time
Update Auv

Compute structural equivalence neighbors list(u)
Node u broadcast its structural weight in beacon message
while L(u) = {} do

if (∀v ∈ N(u), S(v) < S(u)) then
L(u) = u
Statutu = CH
Construct(T, (u, N(u)))

end
else

(∃w ∈ N(u), (∀v ∈ {u} ∪ N(u), S(v) < S(w))
D(u) = {w}
L(u) = L(w)
if D(w) = L(w) = w then

Statutu = SN
if deg(u) = 1 then

Statutu = LN
end
Construct(T, u, w)

end
else

begin
if D(w) = L(w) = w and deg(u) >= 3 then

M(u) = u ∪ N(u) ∩ w
order(list(M(u)))
(∃z ∈ M(u), (z = first(list(M(u))
if u=z then

L(u) = u
Statutu = CH
Construct(T, u, M(u))

end
else

D(z) = x, x ∈ N(z)
L(u) = L(z) = L(x) Iterated until that u is joined to its
cluster head

end
end
else

if deg(u) < 3 then
D(w) = k, k ∈ N(w)
Statutu = SN
if deg(u) = 1 then

Statutu = LN
end
Construct(T, u, w)
L(u) = L(w) = L(k) Iterated until that u is joined to its
cluster head

end
end

end
end

end
end

end
return ConstructClusteringTree(T, D(u), L(u))

Algorithm 1. Construction of clustering tree - phase 1
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Data: T, L(u), D(u)
Procedure CommunityDiscoveryBackbobne ()
begin

M : variable indicating whether the node u belongs to the searched community or not.
Cache: caching of node u
LB = {}
Upon receiving the request packet Req(s, Cr) from u node
if (statutu = NS) then

if (Cu = Cr) then
Send RRep(u, M = 1, Mem = {(u, L(u))}, LB = {u}) to D(u)
Add u to LocalBackbone(L(u))

end
NC = {v ∈ N(u)/D(v) = u}
Send Request packet Req(u, Cr) to NC(u)
time stabilization
for each received RRep(v, M(v), Mem, LB) from v ∈ NC(u) do

if (M(v) = 1) then
LB = LB ∪ {v ∈ NC(u)/M(v) = 1 ∧ D(v) = u}
LocalBackbone = true

end
end
if (LocalBackbone = true)and(Cu = Cr) then

Send RRep(u, M = 1, Mem = {(u, L(u))}, LB) to L(u)
Add all nodes in LB to LocalBackbone(L(u))

end
if (Cu = Cr)and(LocalBackbone = true) then

Send RRep(u, M = 0, Mem = {(u, L(u))}, LB) to L(u)
Add u to LocalBackbone(L(u))
Add all nodes in LB to LocalBackbone(L(u))

end
end
else

if (statutu = NF ) then
if (Cu = Cr) then

Send RRep(u, M = 1, Mem = {(u, L(u))}, LB = φ) to D(u)
Add u to LocalBackbone(L(u))

end
end

end
end
begin

Broadcast Req(s, Cr) to node member of cluster for 1 hop
CommunityDiscoveryBackbobne()
Send information for Update caching of node s

end
return GlobalBackbone(Cr)

Algorithm 2. Constructing Global Backbone Algorithm phase 2

In Fig. 1, the network contains 23 nodes and 54 links. After eliminating the
non-efficient power link, we have obtained 43 links. Table 1 gives the structural
equivalence between nodes and the structural weight of each node. The algo-
rithms selects the leaders 1, 9,15, and 23 because they have the highest structural
weight (2.19, 1.63, 1.64, and 1.83) respectively or they prefer to become cluster
head if the neighbor node owns the highest structural weight has joined a parent
node that is not in their direct neighbors. During the construction of clusters
the algorithm selects the inter-cluster links with a good link quality (red lines in
Fig. 2a). The obtained clustering tree topology is shown in Fig. 2a. The second
phase selects the members of the virtual backbone. Figure 2b shows an example
about how to discover a community backbone (the backbone of community (1)
is presented by red line), for example, the node s(id = 8) sends a request for
discovering its community members, upon receiving this request from the cluster
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Table 1. Structural equivalence and structural weight of the studied network.

Nodes σi,j S

1 σ1,2(0,40) σ1,3(0,47) σ1,4(0,47) σ1,5(0,47) σ1,6(0,18) σ1,7(0,18) 2, 19

2 σ2,1(0,40) σ2,3(0,28) σ2,6(0,22) 0, 90

3 σ3,1(0,47) σ3,2(0,28) σ3,4(0,33) 1, 08

4 σ4,1(0,47) σ4,3(0,33) σ4,5(0,33) 1, 13

5 σ5,1(0,47) σ5,4(0,33) σ5,7(0,26) 1, 06

6 σ6,1(0,18) σ6,2(0,22) σ6,8(0,22) σ6,12(0,45) σ6,13(0,20) 1, 28

7 σ7,1(0,18) σ7,5(0,26) σ7,8(0,22) σ7,9(0,45) σ7,10(0,26) 1, 37

8 σ8,6(0,22) σ8,7(0,22) σ8,9(0,25) σ8,12(0,25) 0, 95

9 σ9,7(0,45) σ9,8(0,25) σ9,10(0,(58) σ9,11(0,35) 1, 63

10 σ10,7(0,26) σ10,9(0,58) σ10,11(0,41) 1, 24

11 σ11,9(0,35) σ11,10(0,41) 0, 76

12 σ12,6(0,45) σ12,8(0,25) σ12,13(0,5) σ12,23(0,22) 1, 37

13 σ13,6(0,20) σ13,12(0,45) σ13,14(0.18) σ13,21(0,45) σ13,23(0,40) 1, 68

14 σ13,14(0.18) σ14,15(0,20) σ14,18(0,41) σ14,19(0,24) σ14,21(0.20) 1.23

15 σ15,14(0,20) σ15,16(0,35) σ15,17(0,58) σ15,18(0,50) 1, 64

16 σ16,15(0,35) σ16,17(0.41) 0, 75

17 σ17,15(0,58) σ17,16(0,41) σ17,18(0,29) 1, 27

18 σ18,14(0,41) σ18,15(0,50) σ18,17(0,29) σ18,19(0,29) 1, 49

19 σ19,14(0,24) σ19,18(0,29) 0, 52

20 σ20,21(0,25) σ20,22(0,35) σ20,23(0,45) 1, 05

21 σ21,13(0,45) σ14,21(0.20) σ21,20(0,25) σ21,23(0,45) 1, 35

22 σ22,20(0,35) σ22,23(0,32) 0, 67

23 σ23,12(0,22) σ23,13(0,40) σ23,20(0,45) σ23,21(0,45) σ23,22(0,32) 1, 83

Fig. 2. Results of the proposed algorithm. (a) a clustering tree network topology. (b)
the community backbone (Color figure online).
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head 9, it will broadcasts the search request to its cluster members, so, if the
leaf nodes 10 and 11 belong to the in-demand community Cr = 1, they will
send a responds to its parent 9 and so on. The clustering tree algorithm is cost
in term of messages overhead. We have proposed a distributed algorithm in the
construction phase of the discovering community backbone, all nodes are search-
ing community members, a node looks for its community by sending a research
request to its cluster head which send the research request to its members, so
the complexity message is (nΓ2), where Γ is the maximum degree of graph. The
constructed structures are planar, bounded degree and ensures connectivity.

In order to simulate the community backbone construction, we have proposed
a second modified clustering scheme using a Minimum Independent Dominating
Set algorithm defined in [17]. The dominating independent set based clustering
scheme ensures that the entire network is covered. To this end, we have con-
structed the set of MIS nodes of the graph G(V,E), and then we focus on the
construction of covering graph of a community Cr, we have employed the method
for constructing a Minimum-Degree Spanning Tree proposed in [18]. In this MIS
backbone method, we have retained the same principle manner for exchanging
messages between each MIS node and its dominated nodes that we have defined
in algorithm 2. We have built our own simulator to evaluate the performances of
our clustering tree backbone and compare it with the results given when using
MIS backbone algorithm. The following scenario is fixed: all nodes have the same
transmission range of 50m and all nodes are deployed uniformly and randomly
in a square area of 100m × 100 m. We compare both algorithms in terms of
the number of backbone nodes, and network lifetime, which is defined as the
time duration until the first backbone node runs out of energy. We can see in
Fig. 3 the number of backbone nodes that construct the virtual backbone of the
in-demand community Cr, when the total number of nodes is changing from
50 nodes to 100 nodes, the number of backbone nodes is increasing as the net-
work size increases, we remark that clustering tree structure uses less backbone

Fig. 3. Comparaison between MIS backbone and Clustering tree backbone. (a) The
number of backbone nodes. (b) Network lifetime.
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nodes than the MIS backbone. This is because it selects the best candidates
for cluster head covering larger number of nodes by using the structural weight
metric which take into consideration the relationship between the users of the
ad hoc networks. The simulation results show that our algorithm has a good
performance because of the smaller virtual backbone performs better in network
lifetime prolonging.

5 Conclusion

This paper describes the construction of a virtual backbone to ensure an efficient
communication between nodes that share the same community of interest. That
for we propose a topology based on the reduction of the set of nodes that provide
the coverage of the community members, so when a cluster head received an
information addressed to a given community members, it relays this information,
only, via a link belonging to a backbone. Therefore, the number of data exchange
is optimized. Future work includes improving backbone schemes metrics such as
mobility, rate of broadcast messages and stability.
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Abstract. In this paper, we proposed a novel Min-Max Ant System
algorithm for dynamic resource allocation with many of service classes
while maximizing the provider’s utility in service-oriented networks. The
model considers a pricing scheme for the offered services and the quality
of service (QoS) requirements of each service class, which operates under
a probabilistic delay bound constraint. The goal is to investigate how
the utility function and the resource allocation respond to changes of
various parameters given the QoS requirements of each service class.
Our algorithm performance is evaluated through numerical studies and
our solution is approximated the optimal solution. The computational
results showed that this approach is currently among the best performing
algorithms and much better than previous studies for this problem.

Keywords: Pricing model · Resource allocation · Quality of service ·
Next Generation Network · Min-max ant system

1 Introduction

The Next Generation Network (NGN) architecture based on IP network to sup-
porting different access network technologies, handle diverse types of traffics.
NGN will provide advanced services, such as QoS guarantees, to users and their
applications. As a result of, these enhancements, it is expected that service
providers will face an increasing number of users as well as a wide variety of
applications. Under these demanding conditions, network service providers must
carefully provision and allocate network resources for their customers. Provi-
sioning is the acquisition of large end-to-end network services/connections over
a long time scale. In contrast, allocation is the distribution of these provisioned
services to individual users over a smaller time scale [1]. Determining the opti-
mal amounts to provision and allocate remains a difficult problem under realistic
conditions. Service providers must balance user needs in the short-term while
provisioning connections for the long-term. Furthermore, this must be done in
a scalable fashion to meet the growing demand for network services, while also
being adaptable to future network technologies. In [2], P. Xu et al. proposed a
measurement-based resource allocation scheme based on a linear pricing model
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
S. Mumtaz et al. (Eds.): WICON 2014, LNICST 146, pp. 209–216, 2015.
DOI: 10.1007/978-3-319-18802-7 29
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and average queue delay guarantees. This scheme has the disadvantage of not
being scalable to large number of service classes. Moreover, average queue delay
is not always an appropriate QoS constraint. The authors in [3] perform maxi-
mization over a utility function provided from the network users and resources
are shared based on the solution of that optimization problem. In [4], the authors
study the problem of resource allocation with dynamic pricing in which the net-
work administrator controls the price of the resources that users demand based
on the demand the prices are dynamically changed over different time periods so
as to maximize the revenue of the administrator. Measurement-based resource
allocation has also been studied in different contexts in [5,6]. The online traffic
control part of this work utilizes the EWMA control scheme [7,8] monitoring traf-
fic intensities so as to optimally allocate the resources of a Switched Processing
System. Traffic measurements play also a key-role in [9] for setting the optimal
pricing scheme that maximizes social welfare using traffic monitoring. Similarly,
an optimal measurement-based pricing scheme for M/M/1 queues, where the
total charge depends on both the mean delay at the queue and arrival rate of
each customer is presented in [10]. H. Yeganeh et al. consider the problem of
pricing for optimal resource allocation service using engineering optimization
with Particle Swarm algorithm (PSO) that ensures efficient resource allocation
that provides guaranteed quality of service while maximizing profit in multiser-
vice networks in [11]. In [12], we proposed Ant Colony Optimization (ACO) [13]
algorithm to solve this problem.

2 Problem Formulation

The pricing model introduced in [9], whose solution yields the optimal allocation
of resources to the network service node. Suppose that the node can provide N
different types of services. The proportions of these services to be allocated are
denoted by s = (s1, s2, ..., sN ). The profit of a provider is the difference between
the revenue r(s) that is obtained for providing these services and the cost c(s)
that incurs from producing them. The aim of this provider is to maximize the
profit function subject to the feasibility constraints. If the system is already
highly utilized and the reallocation of resources cannot alleviate the incurred
cost, the provider should consider acquiring more resources. It should be noted
that prices cannot by a specific QoS performance. Prices are used as a priority
parameter for each service si and the intuition is that service that pays more
will get more bandwidth. Allocation also depends on the QoS εi and the delay
threshold di. In other words, our utility function represents the level of user
satisfaction at the allocated rate and according to the desired QoS. We have a
SLA violation if at given traffic conditions ᾱ, σi and Hi, the stochastic delay
bound Di (si), for the agreed QoS εi ≥ di. A stricter QoS implies a small value of
εi that generates a larger Di (si). Hence, the SLA is more likely to be violated for
a given delay threshold di and, therefore, the provider is motivated to allocate
more resources to that service class.
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Putting the revenue and cost components together, the resource allocation
to support QoS requirements to maximize the profit function subject to the
feasibility constraints [15] following notation in Table 1 is defined beblow.

Table 1. Definition notation

Notation Mean

s = {si}i=1..N Set of N different types of services in each node

ri(si) The profit of a provider received from services si∀i = 1..N

ci(si) The cost of a provider is obtained for providing these services si∀i = 1..N

pi The price that the provider charges for the ith service si

bi The amount the provider has to reimburse the users whenever the service level

agreement (SLA) are not satisfied. A higher priority class u requires better

service than a lower one v and thus it is charged accordingly pu > pv and

bu > bv

Di (si) Denotes the value of the performance metric experienced by users of service si

di The delay threshold, target level under the service level agreement

βi The parameter controls the steepness of the cost function

εi The QoS required (e.g. εi = 10−6)

ᾱi The traffic conditions of service si

siC The resources (e.g., bandwidth, CPU,...) dedicated to this particular class si

H The Hurst parameter

Definition 1. (Resource allocation support QoS requirements problem)

f = max
S

{
N∑

i=1

pisiC −
N∑

i=1

diDi (si) eβi(Di(si)−di)

}
(1)

subject to: ⎧
⎪⎪⎨

⎪⎪⎩

si ≥ 0, ∀i = 1..N
N∑

i=1

si ≤ 1

si > ᾱi, ∀i = 1..N

(2)

3 Our Algorithm

The Max-Min Ant System (MMAS) [14] based on several modifications to
Ant System [13]. The configuration of ant k is encrypted by a real array k =
{s1, s2, ..., sN}, where si is the proportions of these services to be allocated and
si ∈ [0, 1] is generated as uniformly distributed random number correspond-
ing sets of N different types of services. We use fully random initialization in
order to initialize the ant population, the pheromone matrix AN×N is gener-
ated to represent a location for ant movement, and possible receiver location.
We use real encoding to express an element of matrix aij = [ri (si) − ci (si)] −
[rj (sj) − cj(sj)] is the profit distance of two providers. Each ant can move to
any location according to the transition probability defined by:
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pk
ij =

[τij ]
α[ηij ]

β

∑

l∈Nk
i

[τij ]
α[ηij ]

β
(3)

where, τij is the pheromone content of the path from vertical si to sj ; Nk
i is

the neighborhood includes only locations that have not been visited by ant k
when it is at vertical si; ηij is the desirability of service sj , and it depends of
optimization goal so it can be our cost function. The influence of the pheromone
concentration to the probability value is presented by the constant α, while
constant β do the same for the desirability. Let τmin, τmax are lower and upper
bounds on pheromone values. We initialize all pheromone trails to τmax,∀τij . The
ants deposit pheromone on the locations they visited according to the relation.

τij ← (1 − ρ)τij + Δτ best
ij (4)

with parameter ρ is the trail evaporation rate (0 ≤ ρ < 1). Pheromone updates
are performed using a strong elitist strategy: only the best solution generated
is allowed to update pheromone trails. This can be the iteration-best solution
(Ibest), that is, the best in the current iteration, or the global-best solution (Gbest).

In fact, the Ibest and Gbest ants can be used alternately in the pheromone
update. Δτ best

ij = 1
f(Gbest)

or Δτ best
ij = 1

f(Ibest)
is the amount of pheromone that

ant k exudes to the service sj when it is going from vertical si to vertical sj . If a
trail gets smaller than the minimum trail limit, the trail is set to the minimal
value and if a trail gets bigger than the maximum trails limit, the trail is set
to the maximal value. After pheromone update, τij is set in [τmin, τmax],∀τij

defined by:

τij =

⎧
⎨

⎩

τmax if τij > τmax

τmax if τij ∈ [τmin, τmax]
τmin if τij < τmin

(5)

After the trails update, ants construct a new population of solutions and the
process repeats, the cost function for the ant k is the provider’s profit given by
(1). The complexity of algorithm is O(N2.NMax.K) where, N is the number of
services, K is ant population size, NMax is number of iterations respectively.
We have already implemented and applied variants as follows:

The performance of MMAS is evaluated in 3 case studies to verify the effects
of parameter to utilities function and compare the optimal solution of PSO [11],
ACO [12] and results in [15]. The experiment was conducted on Genuine Intel
CPU Duo Core 3.0 GHz, 2 GB of RAM machine.

4 Experimental Evaluations

Our goal is to investigate how the utility function f (x̄), and the resource allo-
cation vector x̄ respond to changes of various parameters, including the mean
arrival rate (ᾱi), price (pi), delay threshold (di) and Hurst parameter (Hi).
We start analysis our experiences with a simple system of two service classes
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Algorithm 1. Min-Max Ant System-MMAS
BEGIN

INITIALIZATION:
Algorithm parameters: α = 1, β = 10, ρ = 0.5. Pheromone trails: τmin = 0.01, τmax = 0.5
Ant population size: K = 100. Maximum number of iteration: NMax = 500;

GENERATION:
Initialize pheromone trails τij = τmax, ∀τij ; i = 1; Ibest ⇐ ∅; Gbest ⇐ ∅;
Repeat

For each ant k = 1...K do
Construct solution sk;
If (Ibest = ∅) then Ibest ⇐ sk;

If f(Ibest) < f(sk) then
Ibest ⇐ sk; Update pheromone trails follows Ibest by (4) and (5);

end if
end for
If (Gbest = ∅) then Gbest ⇐ Ibest;
If (f(Gbest) < f(Ibest) then

Gbest ⇐ Ibest; Update pheromone trails follows Gbest by (4) and (5);
end if

Until (i > NMax) or (optimal solution found);
s∗ ⇐ Gbest; Compute cost function f(s∗) according to (1);

END

si(i = 1, 2), the parameters of each service class are pi = 1, bi = 0.1 (price unit/
Mbps), di = 0.01, QoS(εi)=10−6, βi = 10, ᾱi = 0.2, σi = 0.01, Hi = 0.7. The
traffic parameters ᾱi,αi are normalized to the capacity C = 10 Mbps.

Case study 1: Table 2(a) is shown a comparison the optimal allocations and
utilitites functions of ACO, PSO and MMAS when change the arrival rates
(ᾱ1, ᾱ2) varies while all other parameters are held fixed. Figure 1(a) show that
when the arrival rate varies the optimal solution can be observed. In the equal
arrival rates case the resource are equally shared. Moreover, the system becomes
more stressed when the overall profit of the provider decreases substantially.

Case study 2: Comparison the optimal allocations and utilitites functions of
ACO, PSO and MMAS when change the delay thresholds (d1, d2) varies while

Table 2. Comparison the optimal solutions when change the parameters ᾱi,di,pi
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Fig. 1. Sensitivity to the arrival rate, delay thresholds, price ratio parameters

all other parameters are held fixed are shown in Table 2(b). Figure 1(b) show the
sensitivity of the model with respect to the delay threshold di. We can see when
the threshold increases, the profit of the provider also increases which is due to
the fact that ∂f

∂di
= biβiDiβi (Di − di) > 0. And, it is also worth notice that, the

class with stricter QoS requirements is allocated more resources.

Fig. 2. Comparison of time processing of PSO, ACO and MMAS algorithms
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Case study 3: The optimal resource allocations when change the pricing factors
(p1, p2) varies while all other parameters are held fixed are shown in Table 2(c).
If equal prices we obtain equal allocation, while the allocation of resources
exhibits a strong sensitivity to the price ratio p1

p2
are shown in Fig. 1(c).

The comparison of time processing of each algorithm are shown in Fig. 2. This
proves that the performance of our algorithm is better than PSO and ACO.

5 Conclusions

In this paper, we proposed a MMAS algorithm for dynamic resource allocation
with manny of service classes. Our algorithm performance is evaluated through
numerical studies and our solution is approximated the optimal solution. The
computational results are compared to PSO [11], ACO [12] to evaluate the effects
of the arrival rate, delay thresolds, pricing factors parameter to the optimal allo-
cations and utilities functions show that our approach is currently among the
best performing algorithms and much better than previous studies. The opti-
mal available resources allocations dynamically in a network of multiple service
intermediaries and multiple types of resources will be our next research goals.
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Abstract. In this paper, a sub-optimum detection scheme is proposed
for distributed closed-loop quasi orthogonal space time block (D-CL QO-
STBC) for two dual antenna relay nodes in decode-and-forward (DF)
asynchronous cooperative relay network. The direct transmission (DT)
link connection among the source node and the destination node is
considered in this network. The proposed scheme is robust against syn-
chronization error and it reduces the receiver complexity as compared to
previous work. Furthermore, the maximum available cooperative diver-
sity gain and full transmission rate between the relay nodes and the
destination node, and symbol-by-symbol decoding are all achieved. Sim-
ulation results are demonstrated to show the proposed scheme for various
synchronization errors and effectively eliminate the interference compo-
nents induced by intersymbol interference (ISI) among the relay nodes.

Keywords: Distributed space time block coding · Closed-loop method ·
Asynchronous cooperative relay networks · Sub-optimum detection
scheme

1 Introduction

Recently, a new communication scheme, so-called cooperative diversity tech-
niques has been proposed in order to gain the benefits of multi-input
multi-output (MIMO) communications systems in a wireless network [1–3]. In
particular, distributed space time block coding (STBC) is combined with distrib-
uted wireless system, such as an ad-hoc or a wireless sensor network. This kind
of application is commonly known as cooperative relay node transmission since
the distributed relay nodes in the network will cooperate with each other and
apply STBC to provide an effective way of improving system performance [4–7].
In fact, synchronization in distributed wireless system is very essential, it allows
for successful communication among relay nodes within the wireless cooperative
relay network. There have been a number of reported research works based on

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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implemented distributed (D-STBC) over distributed wireless systems. In these
systems perfect synchronization is assumed assuming among cooperating relay
nodes in which all the signals transmitted from the cooperating relay nodes will
arrive effectively at the destination node simultaneously [6,7]. Nevertheless, due
to the distributed nature of cooperative relay nodes and their different local
oscillators, the received signals from the relay nodes at the destination node are
not continuously aligned in symbol level. Therefore, this lack of synchronization
in time results in intersymbol interference (ISI) between the received signals at
the destination node, which will damage the orthogonally of the D-STBC and
thus makes the conventional D-STBC linear decoding method fail and this will
lead to performance degradation [8–10].

In [8], the equalization technique was mainly employed at the destination
node to overcome the issue of imperfect synchronization among the transmitted
relay nodes at the destination node, however, this leads to increased receiver
complexity at the destination node. While in [9], the distributed orthogonal
STBC (D-OSTBC) in DF asynchronous cooperative relay networks with parallel
interference cancellation (PIC) detection scheme for the case of four relay nodes,
each relay equipped only with one antenna is proposed and shown to be a very
effective approach to eliminate the timing error at the destination node also the
assumption of DT link connection between the source node and the destination
node is considered in this work. Nevertheless, the schemes in [9] are limited
since complex OSTBC with data transmission rate 3/4 is used between the
relay nodes and the destination node. On the other hand, the approach that was
introduced in [10] for eliminating the effect of imperfect synchronization issue
has achieved the full cooperative diversity order and full data transmission rate
between the relay nodes and the destination node by using D-CL QO-STBC and
PIC detection scheme in DF asynchronous cooperative relay networks utilizing
four relay nodes, each relay node equipped with only one antenna with the
assumption there is a DT link connection between the source node and the
destination node. However, the PIC detection scheme has the disadvantage that
their computational complexity is dependent upon the number of PIC detection
iterations which lead to receiver complexity.

In this paper, a sub-optimum detection scheme in DF asynchronous cooper-
ative relay networks using D-CL QO-STBC for two relay nodes, each of which
is equipped with two dual antenna and with the assumption there is a DT link
connection between the source node and the destination node is proposed. It
is shown that the proposed scheme does not require multiple iterations and the
detection complexity at the destination is only dependent upon the constellation
size. Furthermore, reducing timing error among the relay nodes when using two
dual antennas on each relay node will lead to reducing the detection process at
the destination node as compared in previous work in [9,10]. Finally the pro-
posed scheme has achieved the full cooperative diversity order and full data
transmission rate between the relay nodes and the destination as compared to
previous work in [9].
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Fig. 1. Asynchronous wireless cooperative relay network with a single antenna at source
and destination nodes, and two dual-antenna relay nodes

The paper is structured as follows; Sect. 2 describes the signal model of coop-
erative two dual antenna relay node network. In Sect. 3 the proposed D-CL
QO-STBC under imperfect synchronization for two dual relay nodes is intro-
duced. A sub-optimum detection is presented in Sect. 4 to mitigate the ISI at
the symbol level at the destination node. Simulation results are shown in Sect. 5.
The final section summarizes this paper.

Notations, [.]T , [.]∗, |.|, �{.}, {.}H and CN(0, σ2
n) denote transpose, conju-

gate, absolute value, real part of a complex number, Hermitian (complex conju-
gate transpose) operations and stands for circularly symmetric Gaussian random
vector with zero mean and covariance σ2

n.

2 Signal Model

In this work, we consider a general two-hop asynchronous cooperative relay net-
work scenario with single source node communicating to destination node via
a stage of two wireless relay nodes randomly located within the network region
and they are assumed to operate in half-duplex mode. As depicted in Fig. 1,
it is assumed that the source node and the destination node are equipped with
only one antenna, while the relay nodes are equipped with two dual antenna and
the distance between each pair of antenna in each relay node is assumed to be
equal to half of transmitted wavelength1 [11]. Also, the channel state information
(CSI) is assumed to be estimated without error at the destination node.

The relay nodes are assumed to be regenerative, i.e., they perform decoding
operations on the received signals and forward the re-encoding signals to the
destination node, this protocol so-called DF transmission type. The DT link
connection between the source node and the destination node is assumed to be
available as shown in Fig. 1. Throughout this paper all links are modelled as
Rayleigh fading frequency flat channels. We assume that the channel coefficients
are constant during the transmission of a signal code block (quasi-static), where

1 The received signal becomes practically uncorrelated, if the antennas at the relay
nodes are spaced equal to half of transmitted wavelength signals.
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Fig. 2. Received signals misalignment representation at the destination node inducing
ISI in the case of two dual-antenna relay nodes

the channel between the source node and each antenna of each relay node is
represented as fmk, the relaying channel gain between each antenna of each
relay node and the destination node is represented as gmk, m, k ∈ 1, 2, and the
channel gain between the source node and the destination node is represented
as hsd.

In this paper, a feedback method in [12] is utilized to orthogonalize the
QO-STBC and achieve full diversity order with full data transmission rate for
four transmission antenna, it is achieved by rotating the transmitted symbols
from the first antenna and the second antenna of the second relay node with
particular angles [12], while the other two antennas of the first relay node are
kept unchanged as shown in Fig. 1. Moreover, the antennas of the first relay node
R1 is assumed to be synchronized to the destination node, while the antennas
of the second relay node R2 is assumed to be asynchronous to the destination
node as depicted in Fig. 2.

3 Distributed Closed-Loop QO-STBC in Asynchronous
Cooperative Two Dual-Antenna Relay Networks

As in almost all cooperative wireless relay networks, the transmission process
can be divided in two orthogonal phases. In the first phase, the source node
broadcasts the sequence of information bits, after modulating and mapping to
the destination node and the antennas of cooperative relay nodes. The transmit-
ted symbols are grouped into number of symbols pairs and denoted by vector
s(i) = [s(1, i), ..., s(4, i)]T , where i denotes the discrete pair index. Therefore, the
signal received rsd(i) = [rsd(1, i), ..., rsd(4, i)]T at the destination node through
the DT link connection during four different time slots Ts1, ..., Ts4 can be repre-
sented as

rsd(i) = hsds(i) + nsd(i) (1)

where nsd(i) = [nsd(1, i), ..., nsd(4, i)]T is a noise vector containing independent
circularly-symmetric complex additive Gaussian random variables at the des-
tination node, each having distribution CN(0, σ2

n). The structure of maximum
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likelihood (ML) detector is used at the destination node to detect which symbol
was actually transmitted from the source node through DT link connection, the
least squares (LS) method can be used as follows

ŝsd(i) = arg min
st∈S

|h∗
sdrsd(i) − |hsd|2 st|2 (2)

where S denotes the set of all possible transmitted vector symbols and ŝsd(i) =
[ŝsd(1, i), ..., ŝsd(4, i)]T is the detected symbols which are actually transmitted
from the source node. Even if the DT link connection described in (2) provides
limited end-to-end performance is still contains information which can be used
to initialize further processing as will be shown in the next section [9,10]. Also
the received signal vector rmk(i) = [rmk(1, i), ..., rmk(4, i)]T at each antenna of
each relay node is given by

rmk(i) = fmks(i) + nmk for m, k ∈ 1, 2 (3)

where nmk(i) = [nmk(1, i), ..., nmk(4, i)]T is a noise vector containing indepen-
dent circularly-symmetric complex additive Gaussian random variables at each
antenna at each relay node, each having distribution CN(0, σ2

n). In the second
phase, it is assumed that the relay nodes are set to work in the DF transmis-
sion type. As such, a sufficient level of cyclic redundancy check (CRC) can be
included into the signals at the source node, therefore the relaying will happen
if the signals are correctly detected at the relay nodes [9]. Therefore, the relay
node can successfully decode the signal s(i) using a DF transmission type, then
all the antennas on the relay nodes R1 and R2 preform D-QO-STBC encoding
on their received vector in (3). However, before transmitting the encoded signal
from the antennas on the relay nodes in four different time slots, the modulated
signals from the first and the second antennas on the second relay nodes are
respectively rotated by two phases U1 = ejφ and U2 = ejθ as shown in Fig. 1, to
provide full cooperative diversity between the relay nodes and destination node
in proportion to the number of transmitting antenna on the relay nodes. This is
discussed further in [10,12]. Therefore, the transmitted signal matrix from the
antennas for both relay nodes can be expressed as

Table 1. Represented the code matrix of D-CL QO-STBC.

Ts1 Ts2 Ts3 Ts4

Ant1R1 s(1, i) −s∗(2, i) −s∗(3, i) s(4, i)

Ant2R1 s(2, i) s∗(1, i) −s∗(4, i) −s(3, i)

Ant1R2 U1s(3, i) −U1s
∗(4, i) U1s

∗(1, i) −U1s(2, i)

Ant2R2 U1s(4, i) U1s
∗(3, i) U1s

∗(2, i) U1s(1, i)

As shown in Fig. 2, for many practical STBC application such as cooperative
transmission, it is impossible to achieve accurate synchronization level between
the transmitted signals from the antennas on the first and the second relay
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nodes at the destination node. This is due to timing misalignment, τ2k, k ∈ 1, 2
between the received versions of these signals at the destination node. As mention
in the previous section and shown in Fig. 2, in this model it is assumed that the
received signal at the destination node is perfectly synchronized to the relay
node R1 i.e. τ1k = 0. Therefore the received signal r(i) = [r(1, i), ..., r(4, i)]T at
the destination node in four independent time slots are expressed as follows

r(1, i) =
2∑

k=1

(g1ks(k, i)) +
2∑

k=1

(Ukg2ks(k + 2, i))

−U1g
−1
21 s(2, i − 1) + U2g

−1
22 s(1, i − 1)︸ ︷︷ ︸

Iint(1,i)

+n(1, i)

r(2, i) = −g11s
∗(2, i) + g12s

∗(1, i) − U1g21s
∗(4, i)

+U2g22s
∗(3, i) + U1g

−1
21 s(3, i) + U2g

−1
22 s(4, i)︸ ︷︷ ︸

Iint(2,i)

+n(2, i)
r(3, i) = −g11s

∗(3, i) − g12s
∗(4, i) + U1g21s

∗(1, i)
+U2g22s

∗(2, i) − U1g
−1
21 s∗(4, i) + U2g

−1
22 s∗(3, i)︸ ︷︷ ︸

Iint(3,i)

+n(3, i)
r(4, i) = g11s(4, i) − g12s(3, i) − U1g21s(2, i)

+U2g22s(1, i) + U1g
−1
21 s∗(1, i) + U2g

−1
22 s∗(2, i)︸ ︷︷ ︸

Iint(4,i)

+n(4, i) (4)

where n(1, i), ..., n(4, i) are additive Gaussian noise terms with distribution CN
(0, σ2

n) at the destination node and Iint(1, i), ..., Iint(4, i) are ISI terms at desti-
nation node in each transmission period. Due to asynchronism issue between the
relay nodes the channel coefficients g−1

2k reflects the ISI from previous symbols
as shown in Fig. 2. Therefore, the relative strength of g−1

2k is represented by ratio
as follows

β =
|g−1

2k |2
|g2k|2 for k ∈ 1, 2 (5)

Due to co-located both antenna in the same relay node R2, β = β21 = β22.
By taking the conjugates of r(2, i) and r(3, i) in (4), the received signal at the
destination node from relay nodes can be expressed as follows

r(i) = Hs(i) + Iint(i) + n(i) (6)

where

H =

⎡

⎢⎢⎣

g11 g12 U1g21 U2g22
g∗
12 −g∗

11 U∗
2 g∗

22 −U∗
1 g∗

21

U∗
1 g∗

21 U∗
2 g∗

22 −g∗
11 −g∗

12

U2g22 −U1g21 −g12 g11

⎤

⎥⎥⎦
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and Iint(i) = [Iint(1, i), I∗
int(2, i), I∗

int(3, i), Iint(4, i)]T contains the interference
terms at the destination node from the relay node R2 and can be modelled as
follow

Iint(1, i) = −U1g21−1s(2, i − 1) + U2g
−1
22 s(1, i − 1)

I∗
int(2, i) = U∗

1 g21∗−1s∗(3, i) + U∗
2 g∗−1

22 s∗(4, i)
I∗
int(3, i) = −U∗

1 g21∗−1s(4, i) + U∗
2 g∗−1

22 s(3, i)
Iint(4, i) = −U1g21−1s(1, i) + U2g

−1
22 s(2, i) (7)

From (6), it is well-known from estimation theory that the matched filter is the
optimum front-end receiver to obtain sufficient statistics for detection in the
sense it preserves information [13]. Assuming the CSI at the destination node,
the conventional CL QO-STBC can be carried as follows

• By multiplying the signal received from the relay nodes in (6) by HH . There-
fore, the estimated signals can be represented as

y(i) = HHHs(i) + HHIint(i) + HHn(i) (8)

• Applying LS detection at the destination node to estimate the transmitted
signals from the source node through the DT channel hsd and relay nodes
channels gik, i, k ∈ 1, 2 as follows

ŝ(i) = arg min
st∈S

|(y(i) − HHH st) + (h∗
sdrsd(i) − |hsd|2 st)|2 (9)

where S denotes the set of all possible transmitted vector symbols. Therefore, as
will be seen in the simulation section the above conventional procedure will suffer
from significant detection error, because the interference component HHIint(i)
in (8) will damage the orthogonality of D-CL QO-STBC scheme (Table 1).

4 Sub-Optimum Detection for D-CL QO-STBC Using
Dual-Antenna Relay Nodes

In this section, the proposed sub-optimum detection scheme for the D-CL QO-
STBC utilizing two dual antenna relay nodes is used to eliminate the effect of
Iint(i) in (6), where s(1, i − 1) and s(2, i − 1) are in fact already known if the
detection process has been initialized properly [9]. Therefore, the interference
component Iint(1, i) can be removed before applying the matched filter in (8).
This Yields

ŷ(i) = HHrrd = HHHs(i) + z(i) + HHn(i) (10)

where

z(i) =

⎡

⎢⎢⎣

z(1, i)
z(2, i)
z(3, i)
z(4, i)

⎤

⎥⎥⎦ = HH

⎡

⎢⎢⎣

0
I∗
int(2, i)

I∗
int(3, i)

Iint(4, i)

⎤

⎥⎥⎦ (11)
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Therefore,

z(1, i) = g12Iint(2, i) − g21I
∗
int(3, i) + g∗

22Iint(4, i)
z(2, i) = −g11Iint(2, i) + g22I

∗
int(3, i) − g∗

21Iint(4, i)
z(3, i) = U1g22Iint(2, i) − U1g11I

∗
int(3, i) + U∗

1 g∗
12Iint(4, i)

z(4, i) = −U2g21Iint(2, i) + U2g12I
∗
int(3, i) + U∗

2 g∗
11Iint(4, i) (12)

As mention early the received signals through the DT link connection between
the source node and the destination node hsd is available. Therefore, the detec-
tion signals of DT link connection in (2) is utilized to initialize

⎡

⎢⎢⎣

s(1, i)
s(2, i)
s(3, i)
s(4, i)

⎤

⎥⎥⎦ =

⎡

⎢⎢⎣

ŝsd(1, i)
ŝsd(2, i)
ŝsd(3, i)
ŝsd(4, i)

⎤

⎥⎥⎦ (13)

Hence, (7) can be rewritten as

İ∗
int(2, i) = U∗

1 g21∗−1ŝ∗
sd(3, i) + U∗

2 g∗−1
22 ŝ∗

sd(4, i)
İ∗
int(3, i) = −U∗

1 g21∗−1ŝsd(4, i) + U∗
2 g∗−1

22 ŝsd(3, i)
İint(4, i) = −U1g21−1ŝsd(1, i) + U2g

−1
22 ŝsd(2, i) (14)

Substituting (14) in (12) by replacing

I∗
int(2, i) ⇒ İ∗

int(2, i)
I∗
int(3, i) ⇒ İ∗

int(3, i)
Iint(4, i) ⇒ İint(4, i) (15)

Then ż(1, i) = z(1, i), ż(2, i) = z(2, i), ż(3, i) = z(3, i), and ż(4, i) = z(4, i).
Finally s(i) can be detected by utilized the LS detection method at the destina-
tion node to estimate the transmitted signals from the source node through the
DT channel hsd and relay nodes channels gik, i, k ∈ 1, 2 as follows

ŝ(i) = arg min
st∈S

|(y(i) − HHst − ż(i)) + (h∗
sdrsd(i) − |hsd|2st)|2 (16)

Therefore, as will be seen in simulation results, the above procedure totally
mitigates the interference induced by different time delays from the antennas of
the second relay node at the destination node. Moreover, the above analysis has
shown that the detection complexity of this approach is only dependent upon
the constellation size as compared with detection schemes presented in [9,10]
and does rely on the detection result of the DT link connection between the
source node and the destination node.

5 Simulation Results

In this section, simulation results of the proposed scheme under imperfect syn-
chronization are demonstrated. We assume that all channels are quasi-static
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Fig. 3. The BER performance of D-CL QO-STBC using conventional detection under
perfect synchronization (PS) with and without DT link combining as well as the per-
formance of DT only.

Rayleigh fading frequency flat channels. The bit error rate (BER) performance
is evaluated as a function of the signal-to-noise ratio (SNR) using the quadra-
ture phase shift keying (QPSK) mapping scheme, where the x-axis represents
SNR, while the y-axis represents the average BER. For fair comparison with a
non-relay scheme, each antenna on the relay nodes transmit at 1/4 power that
is σ2

r = σ2
s/4.

Figure 3, shows the comparisons of BER performance with the proposed
D-CL QO-STBC combined with and without DT link connection link under
perfect synchronization (PS). The performance of D-CL QO-STBC combined
with DT link connection is greatly improves the system performance due to the
higher diversity order as compared to D-CL QO-STBC without DT link con-
nection with approximately 3 dB improvement at the value of BER = 10−3.
However, Fig. 4, shows the impact of imperfect synchronization by changing the
value of β = 0,−3,−6 dB, which means β reflects the impact of time delay
between transmission from the antennas on the first relay and the antennas on
second relay nodes. The conventional detector of D-CL QO-STBC is included
as reference, as can be seen in the figure, the performance of D-CL QO-STBC
scheme utilizing conventional detector is severely degraded with timing error and
an error floor appears in the BER curves even under small time misalignments
β = −6 dB.

On the other hand, Fig. 5, illustrates the performance of the sub-optimum
detection which it is able to deliver the desired performance and approach to
that perfect synchronized case when the timing error β = −3,−6 dB. Also
when β = 0 dB, the sub-optimum approach requires approximately 19 dB of
power to get a BER of 10−4 as compared to convectional detector in Fig. 4.
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Fig. 4. The BER performance of D-CL QO-STBC using conventional detection under
imperfect synchronization β = 0,−3,−6 dB with DT link combining.
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detection scheme under imperfect synchronization β = 0,−3,−6 dB with DT link com-
bining.
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Table 2. Comparison of proposed detection scheme with previous detection scheme in
[9,10].

Detection scheme Scheme in [9] Scheme in [10] Proposed scheme

Number of relay nodes 4 4 2

Number of antennas at
relay nodes

1 1 2

Number of time
misalignments

3 3 2

Detection complexity High High Low

DT link Needed Needed Needed

Data rate between
relay and
destination

3/4 1 1

Therefore, it can be observed that there a large improvement on the perfor-
mance over the convectional detector even for large time misalignments and
significantly eliminates the effect of the interference components due to asynchro-
nism with no computational detection complexity as compared with the pervious
work in [10].

Table 2, illustrates the comparison between the proposed detection scheme
with previous detection scheme in [9,10], it can be seen that the full data trans-
mission rate can be obtained by using the proposed scheme and the detection
scheme in [10]. All detection scheme require the DT link between the source node
and the destination node. However, the detection complexity process at the des-
tination node utilizing the proposed scheme is low compared to the detection
schemes in [9,10].

6 Conclusion

Synchronization error is always expected in distributed space time cooperative
relay networks. Hence, in this paper a sub-optimum detection scheme has been
proposed to reduce the detection complexity at the destination node. It’s com-
plexity is only dependent upon the constellation size unlike the previous work
in [10]. It has also been proved to be robust against synchronization error. Fur-
thermore, by co-locating two dual antennas on each relay node, this will reduce
the timing error as compared to previous work in [10], which will lead to sim-
plify the detection process at the destination node. It has been shown through
simulation results that the proposed sub-optimum detection scheme works well
for various synchronization error levels.

Acknowledgment. The authors would like to thanks Professor Richard Hall, Director
of Institute for Innovation in Sustainable Engineering, University of Derby for his much
appreciated support.
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Abstract. A cheaper alternative to conventional data communication
services is desirable in several scenarios involving mobile devices such as
phones. We propose a system for transmission of information over an
existing telephony network. This system makes use of “dropped” calls as
a transmission medium for carrying data. Since subscribers typically do
not incur any charges for dropped calls, our system eliminates the cost
associated with conventional methods of mobile data communication.

A “data link” layer implementation, herein called Dropped Call Data
Link (DCDL), has been described that uses the above transmission
medium. In order to send data using this system an application can
define its own information encoding rules, or alternatively, use system-
generated encoding rules. Communicating application makes use of the
DCDL client-side interface provided by this system to send data. We
show that reduction in data communication cost with our system is pro-
portional to the number of mobile clients.

Keywords: Communication channel · Data link layer · Dropped call ·
Data transfer · Information encoding · Telephony

1 Introduction

Exchange of data between different application tiers has become a defining fea-
ture of modern applications. Regardless of whether it is an instant messaging
application or a callback based mobile app for information retrieval, one or the
other form of client↔server data exchange is always present in such systems.
A large number of mobile apps depend on availability of data communication
services to the subscriber.

As such, finding cost effective data communication methods has always been
an important goal for developers. Particularly, ability to transfer information
without subscribing to any conventional data services on mobile or fixed tele-
phone systems has been a major motivation for developers of data communica-
tion systems.

1.1 Related Work

Sharing communication resources/infrastructure has been a widely explored tech-
nique by solution developers. There have been solutions that allow a subscriber
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
S. Mumtaz et al. (Eds.): WICON 2014, LNICST 146, pp. 229–234, 2015.
DOI: 10.1007/978-3-319-18802-7 31



230 B. Sodhi

of a data service to share/lend bandwidth. For instance, Android app AirMobs
developed at MIT [1] allows an Andriod based device to share data plan band-
width with neighbouring devices via Wifi.

However, use of such solutions as AirMob assumes that the device which
is lending its bandwidth has itself subscribed to a data plan or has access to
a Wifi network. Often such bandwidth sharing is prohibited by most data ser-
vice providers. In addition, there exist several scenarios where subscribing to a
conventional data service directly or indirectly (such as via bandwidth sharing
apps) can be an overkill or is not feasible technically or financially. Technique
presented here is aimed at providing a cost-effective solution for data communi-
cation without subscribing to a conventional data service.

Motivating Example Scenarios: Examples of such scenarios include: (1) Short
data packets transmissions. For example, a mobile phone periodically sending sen-
sor data, such as GPS location, to a central server. (2) An application receiving
user poll or opinions with predefined choices as answer options. (3) Service receipt
or delivery confirmations.

2 Design of the Proposed System

The system proposed here allows transmitting information over a telephony net-
work without requiring an end user/application to subscribe to a conventional
data plan.

When designing a mechanism for transmitting information via a physical
medium, typically one needs to first choose a unique property of the medium
through which information will be sent. Then by using suitable encoding scheme,
the information symbols to be transmitted are mapped onto suitable values of
the chosen property of physical medium. The line coding [2, Ch.6] mechanism
used in digital data transport systems is an example.

Key design choices that are made in the proposed system are: (a) Use of
“dropped” calls as a medium for transmitting information. (b) Use of a pool of
receiving-side phones to capture “dropped” calls. Patterns of dropped calls are
used to suitably encode information.

Since the information is transmitted via dropped calls (which are typically
free), no data service is required to be subscribed by users. This results in a cost-
effective system for transmitting information over an existing telephony network.

A sending-side communicating entity transmits data by directing suitable
patterns of dropped calls onto a pool of phones (which are part of the proposed
system).

Let,

S = Set of n information symbols, {si : i = 1, 2, . . . n}
P = Set of m receiving phones in the system, {pi : i = 1, 2, . . .m}
R = Set of encoding rules, defined by a function, f : S → P

f(s) = {p ∈ P},∀s ∈ S
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A client can call a set of m phones, taken m at a time, in m! different
sequences. That is, m phones can be used to represent m! unique information
symbols. Each phone in the receiving pool P logs necessary information about
dropped calls in a database, so that with given encoding rules one can decode
the transmitted data/message. It is possible to make use of existing suitable
information encoding scheme, such as a variant of Huffman coding [3,4], for
encoding input symbols.

2.1 Architectural Components

Major components that are required to implement the proposed data communi-
cation system are shown in Fig. 1.

Phone

Data access layer

Datastore

Uses
Defines

Uses

Uses

Uses

Uses

Uses

Uses

Calls

Receiving phone pool

Phone

Uses

Phone (client-side)

Dropped-Call

Data Link (DCDL)

Information

Decoder
Encoding rules

Call details

logger

Telephone

network

Client-app

user

Service portal

Data export API

Fig. 1. Component diagram

1. Receiving Phone Pool. It comprises of a suitable number of programmable
phones. These phones, each with a unique number, can be of any type such as
GSM, CDMA, Fixed-line PSTN or even VoIP based soft phones. The client
applications direct the dropped calls into these phones.

2. Encoding Rules define how the sequence of dropped calls that are received
by phones in phone pool P are mapped onto information symbols. A triv-
ial mapping example: Car �→ (p1, p2, p3), Bus �→ (p2, p1, p3) etc., where pi
denotes a phone number.

3. Call Details Logger is deployed into each phone of the receiving phone pool
P. Its main function is to log call details (such as caller’s phone number, time
of call and receiving phone’s identity etc.) into a persistent datastore.

4. Information Decoder makes use of encoding rules to decode the informa-
tion symbols from a set of stored call records of receiving-end phones.

5. Service Portal is provided for allowing the clients to perform various config-
uration and reporting tasks. Configuration tasks may include defining custom
channel encoding rules, defining data extraction rules and reporting etc.
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6. Dropped Call Data Link (DCDL). This component acts as a data link
layer [5, Ch. 3] service (Fig. 2 shows its internal details). It provides neces-
sary API for allowing user applications to send data via dropped calls. It
comprises of four main sub-modules that allow this component to perform
its service. A framing module breaks input data into suitable frames. The
Symbol Encoder encodes data into suitable patterns (i.e. symbols) of dropped
calls using Encoding rules. Finally it generates dropped calls by using Call
Generation sub-module.

DCDL frames can be of variable length. Frame structure is shown in Fig. 2.
Two frames are separated by a frame delimiter (FD). The first symbol in a
frame is always the application’s ID. Symbols inside a frame are separated by
a symbol delimiter (SD). Both FD and SD are normally two distinct phone
numbers chosen from the receiving pool. For a given client device FD and SD
are configured at the installation time and will normally remain fixed for rest
of the life.

7. Data Store is meant for persisting dropped-call records of phones of pool P.
An RDBMS (e.g. MySQL) can be used for this purpose. An RDBMS schema
for storing encoding rules, frame settings and data frames is shown in Fig. 3.

App-1 App-2 App-n...

Symbol encoder

Encoding

rules config

Call generation

module

Framing
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Client-side API

for sending data

Dropped Call Data Link Layer
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c
t
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Fig. 2. DCDL (Dropped Call Data Link) implementation

3 Evaluation and Analysis

Let’s say that we have a pool, P, of m phones which can receive “dropped”
calls from different client applications. A client application is a piece of software
which has the capabilities to generate “dropped” calls to a set of different phone
numbers.



Transferring Data via Dropped Calls 233

device_frames
Stores frames received from client

devices.

device_id phone_no

dest_no phone_no

receive_ts timestamp

client_frame_config
Maintains frame settings for client

devices.

device_id phone_no
frame_delim phone_no

symbol_delim phone_no

encoding_rules
Maps phone tuples onto information
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dest_phone_tuple int

symbols
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1

1

1

n

phone_pool
Receiving phones pool

pool_item phone_no

1

n

1

n

1
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Fig. 3. RDBMS schema for storing encoding rules, frame settings and frames data.

Each client is randomly assigned two phone numbers, from the pool P, as
frame delimiter (FD) and symbol delimiter (SD) signals respectively. That is,
a dropped call is made by the client to these two numbers to indicate start
of a frame or symbol. From the pool P, we can then make use of remaining
m− 2 phones for representing (encoding) the symbols comprising the body of a
message. These remaining m−2 phones can be used in a variety of ways to define
different symbol encoding schemes. Notion of a symbol here is quite subjective
and depends entirely on the client application which wants to make use of this
system for sending messages. For instance, one may map ASCII character set
as individual symbols, or alternately one could map different words in English
dictionary as individual symbols.

3.1 Estimating Receiving-Phone Pool Size and Cost Benefit

Let’s say there are n distinct symbols to be encoded for transmission using
suitable sequences of “dropped” calls to a set P of receiving-end phones. For our
system, size of P can be given by:

|P | = 2 + min(k) such that k! ≥ n (1)

A common usecase is encoding words from English dictionary. Each word from
English dictionary is taken as a unique symbol. A simple encoding scheme can
map each symbol (i.e. English word) to a sequence of phone numbers in the
set P of receiving phones for making dropped calls to those numbers. For this
scheme we can estimate the number of phones required in set P as below.

There are about a quarter million words in English dictionary, i.e., n ≈
250000. Solving Eq. (1) by taking n = 250000 we get |P | = 11, because minimum
value of k that satisfies k! ≥ n is 9 (∵ 9! ≈ 362880).

Cost Comparison with Conventional Data Services: Let c be the number
of mobile application clients, m the number of back-end receiving phones, pdata
the monthly price of basic data service, and prental the monthly rental price
of basic phone without any data service. The cost comparison ratio of conven-
tional data service subscription based system and our proposed system can be
estimated as: r = (m × prental) ÷ (c × pdata).
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As is clear, cost saving is proportional to the number of clients. Assuming a
basic data plan cost and rental of a basic phone each to be $2.5/month, cost com-
parison for a simple application where 1000 mobile clients send English text data
to a remote back-end server comes to be about 0.01 times of the conventional
service.

4 Conclusions

Data communication from client devices to remote back-end servers is an integral
part of most mobile applications. Despite increased network penetration across
the globe, there is still a large section of consumers, particularly in developing
economies, where mobile data services are out of reach for many. Cost effective
data communication methods are thus quite desirable for such scenarios and
several others. A novel technique for transmitting data over dropped calls (which
are typically free) has been presented in this paper. This method eliminates
the need for client devices to subscribe to any data service in order to send
information to remote back-end servers. We have shown that the cost savings
are proportional to the number of mobile clients. Taking the example of English
dictionary words as symbols, data transfer costs with our system for a 1000
mobile-client application can be reduced up to 1/100 times.
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Abstract. Quality of Experience (QoE) is a crucial characteristic of any
multimedia service and must be accounted for during the service devel-
opment and planning stages. Nonetheless, given its subjective nature, it
is extremely difficult to use analytical methods to estimate the average
Mean Opinion Score (MOS).

Traditional progressive multimedia streaming is a well researched
topic with respect to QoE, however, modern streaming services relying on
advanced adaptive video streaming technologies, with specific character-
istics, have yet to have an all-encompassing method for QoE estimation,
as research work tend to focus on only one, or a small subset, of the tech-
nology’s aspects, such as the impact of buffering events, bit-rate change
frequency, or initial playout delay.

This paper proposes a model for determining the QoE estimate of
a playback session of HTTP adaptive video streaming, encompassing
its complete range of characteristics. Several key-metrics are extracted
throughout the playback session, and then analyzed by an analytical
method able to predict the consumers’ QoE. A subjective QoE survey is
conducted according to industry’s best practices and recommendations
in order to validate the proposed models. The obtained results show that
both subjective and objective estimations produce similar results, hence
validating the proposed model.

Keywords: QoE · Quality of experience · Adaptive streaming · Smooth
Streaming · Survey

1 Introduction

The Internet is a fundamental commodity that most humanity has come to
depend on. It has been growing in features, and complexity ever since it was
created, and has evolved to support advanced multimedia services not initially
foreseen.

Multimedia streaming has seen an outstanding growth in demand, fueled by
ever increasing broadband speeds and community provided content. Streaming
technologies, as opposed to download-and-play technologies, are characterized
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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by the capability of a receiving device being able to consume the data while it
is still being transferred, thus reducing the amount of storage required at the
client to that of the playback buffer. Video streaming in particular requires a
network connection with adequate performance especially in terms bandwidth,
but also with respect to delay, depending on the application.

Regardless of the underlying technologies in multimedia streaming, a factor
that has gained importance over that last years is that of Quality of Experience
(QoE). QoE is a purely subjective metric, but it is so important that it can
make or break the success of streaming service. It is heavily dependent on the
underlying Quality of Service (QoS) parameters, but expands on it by taking
advantage of human perceptions and focusing on the overall experience.

Adaptive HTTP streaming technologies aim to increase the users’ QoE by
embracing the natural variations of the underlying networks’ performance, along
with different terminal characteristics, while taking advantage of the ubiquitous
HTTP infrastructure. The technology has gained traction with several implemen-
tations, including Microsoft’s Smooth Streaming, Apple’s HTTP Live Streaming
(HLS), and the recently standardized MPEG-DASH. Given the characteristics of
these adaptive streaming technologies, previous QoE estimation models do not
directly apply, as they fail to encompass the new dynamics of a users’ viewing
session.

Previous works exist focused on QoE research in the context of adaptive
streaming, however, they are restricted to the analysis of specific metrics, such
as pause-intensity, or the impact of quality changes in QoE. An overall industry-
calibrated approach has not, to best of the authors knowledge, been developed
yet, and is thus the focus of this research work.

The remainder of this paper is organized as follows. Section 2 presents the
proposed architecture to estimate the QoE. Section 3 presents the implementa-
tion aspects of the proposed mechanism, while Sect. 4 describes the tested sce-
narios and presents the results. Finally, Sect. 5 presents conclusions and points
out future work.

QoE may be estimated through subjective and/or objective methods, how-
ever, it should be noted that any estimation is merely an approximation, as it
varies from user to user [6].

Subjective methods [1,3] do not rely on technical characteristics, given that
they are only based on human assessments of a video stream, and instead rely
on a large number of surveys to have statistical significance. On the other hand,
objective methods require concrete analytical metrics to classify the video stream
and required subjective approaches for calibration; databases are usually made
available with previously determined reference data, such as OPTICOM’s Per-
ceptual Evaluation of Video Quality (PEVq) [4].

Video streaming systems are complex because they can depend on many
factors, such as codec, screen size, resolution, and others. For example, “a low
bit-rate video displaying on a 17” laptop client with a full High-definition (HD)
screen will likely translate into a low QoE, but the exact same video on smart-
phone client with a 3.5-inch screen will probably provide a higher QoE.
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2 QoE Assessment Architecture

In this section, the proposed model for accurate QoE prediction on adaptive
HTTP streaming is presented. The goal is to devise a model usable by a stream-
ing service provider, so that proper monitoring of the service performance, and
its users’ QoE, is performed.

Because the overall experience of a video streaming session up to a given
instant is influenced by the previous instants, the model needs to consider a
memory effect over the elapsed period.

The proposed algorithm may be decomposed into two phases, illustrated in
the building blocks of Fig. 1.

A first one classifies individual video chunks regardless of others. It considers
the video codec information, the client’s terminal characteristics, and the net-
work’s QoS parameters in order to establish a baseline MOS for each individual
video chunk, and is calibrated against PEVq.

The second phase builds on the basic classification of video chunks performed
on phase 1, with respect to their individual MOS estimates, and considers the
impact of the previously reproduced chunks in the current MOS, thus emulating
the human memory effect.

2.1 Video Chunk Scoring

Initially, an objective assessment of the video chunks is performed using features
that are independent over the time, such as the bit-rate and the FPS of a specific
chunk, from a particular quality level - adaptive streaming technologies provide
different quality levels, or representations, for the exact same content.

This multi-parameter assessment is performed by carefully and separately
analyzing the impact of each particular metric in the MOS estimate. The impact
of the variation of each parameter is determined through the use of previously
calibrated tools that contain databases of the MOS values, such as PEVq, which
provides reliable MOS values, obtained according to ITU recommendations [4].

The selection of metrics is essential to the design of the model given that, for
practical reasons, it can only use metrics that are obtainable in the context of
video players. Most related studies in this area consider only one or two metrics,
as the increase on the number of metrics also increases the complexity of the
algorithms, in spite of a reduction in the forecast error. As description of methods
used in the video assessment process ensues.

Bitrate: The bit-rate metric contributes largely to the quality of user experience.
In adaptive HTTP streaming, the videos are encoded with a constant bit-rate so
that each video chunk (of given quality level), has an approximately equal wire
size (in bytes). Constant bit-rate encoding is a problem with videos that have
highly dynamic scenes, such as sports, because it results in lower compression
gains. The encoded bit-rates of adaptive HTTP streaming videos, typically range
from 250 Kbps to 3 Mbps.
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Frames per Second : The maximum rendered FPS are usually a limitation of
the devices’ performance, albeit it is also upper limited by the quality of the
video chunk, which depending on may reduce the number of frames per second,
in exchange of a higher resolution (for a specific average bit-rate). A drop in
FPS is most of the times immediately evident to video consumers.

Rebuffering : Rebuffering is characterized by the amount of times elapsed while a
player waits for the download of a new chunk after suffering a buffer under-run.
This has a crucial impact on QoE and significantly effects the user experience it
is lasts over a couple of seconds.

Screen resolution [ratio] : The relation between the screen resolution and the
video track is relevant to estimate the users’ QoE. Thus, it is possible to dif-
ferentiate the QoE from a device with a small screen and a device with a large
screen. The impact of the screen size is heavily dependent on the users’ viewing
distance (this effect was studied in work [5]), so it is required that the stream
resolution is within range of the devices’ screen resolution.

2.2 Human Memory Filter

The previously detailed video chunk scoring approach is based on metrics that
do not depend on time, however, in practice the user experience does, as the
human memory plays a role in quality of experience perception.

Take as an example a situation where the user is watches a video comprised
of two video chunks, with different qualities. If the user first watches the chunk
with the highest quality and then the one with the lowest quality, his perception
of QoE will be lower than if he had first watched the low quality chunk and then
the higher quality one, even if in practice the average chunk quality is the same.

This example illustrates the need of a memory filter able to replicate the
impact of past experiences in the current evaluation. The proposed model applies
a filter with a sampling frequency of 1 Hz, which updates the current QoE esti-
mation considering the previously displayed chunks.

3 Implementation

The proposed method to estimate the QoE described in the previous section
results in a two phase architecture: the first related to individual chunk scoring
and a second relating to the perception of chunk sequences by the user.

In the chunk scoring phase, the sampling frequency is crucial to the analysis.
Typical chunks contain 2 s of video, but re-buffering events may occur in smaller
intervals. The human perception is defined by the eyes, to which 42 ms of the
sampling is an acceptable value; thus, the chunk score can be done at 100 ms
intervals (Fig. 2), so that in each second 10 quality samples at produced that
may be used in the second phase, that of the human memory filter.

An equation is proposed that relates a complete set of technical metrics,
previously described, and then outputs a video quality estimation. Equation 1
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Fig. 1. Adaptive HTTP video stream-
ing QoE estimation architecture.

Fig. 2. Method proposed - sampling
frequency.

relates the metrics behavior, and the calibrated equation is obtained by deter-
mining the values of v1, v2, v3, v4, v5, v6, v7, v8.

The calibration of the equation is performed using MOS values obtained by a
variation of the video characteristics. In the first phase, the re-buffering and the
screen size metrics were not considered (Rebuffering = 0 & Screensize = 1) in
the process to calibrate the other metrics in the equation. The re-buffering and
the screen size were considered in the process calibration in a later phase.

v1 = 2.038 v2 = 1.027 v3 = 1.42−6

v4 = 0.3031 v5 = 3.064 v6 = 0.5407
v7 = 0.05652 v8 = 1.756

Scorechunks = v2 arctan (Bitrate× v3) × log (v4 × FPS)
− log (v5 ×Rebuffering + v6)
− log (v7 × Screensize + v8) + v1, (1)

This equation outputs a MOS value with respect to the characteristics of the
video, and there is the need to measure the evaluation of user experience in a
streaming session. Thus, this equation calculates a chunk value that will later
be upgraded with a human memory filter.

Initially, in the evaluation of the video stream, the method starts the playback
without previous values. There is no history of the session information when the
video stream is started, so the lack of previous values is initially a problem, since
the last 30 samples (fa = 1 Hz) are necessary for the method to apply the filter
of human memory.

The proposed solution adjusts the influence of the samples to 100 percent;
for example, the first evaluation (starts at 0 s) of the chunk depends only on the
current value. The next evaluation (starts at 2 s) depends only on the previous
and current value. These values are adjusted to 100 percent, with the previous
value influencing 63.75 %, and the actual value influencing 36.25.

In this architecture, it is necessary to verify the influence of the human mem-
ory filter through real scenarios that use subjective methods (surveys), which will
be presented in the next section.
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4 Results

This section presents the evaluation results of the proposed model, in order
to validate its performance. A simulation scenario used for the evaluation is
outlined, followed by a description and analysis of the experimental scenarios.

4.1 Simulation Scenario

In the simulation scenario, the proposed model for QoE estimation is compared
with PEVq-calibrated results for individual chunks. This scenario is used to
verify the impact of memory in a streaming session.

Figure 3 illustrates the time line of a streaming session where network con-
ditions vary significantly and some buffering events occur. Up to 10 s into the
streaming session, the video quality rises with the rise of chunk quality, but
when a congested network reduces the available bandwidth and causes playback
interruptions, the estimated QoE is heavily impacted. This scenario may occur,
for example, when a user starts watching television on a tablet and then goes
into another room where the wireless network has a weak signal [2].

Fig. 3. Scenario - Video session time
line.

Fig. 4. Scenario - QoE variation with
time (s).

The outcome of this simulation is presented on Fig. 4, where both the individ-
ual chunks’ expected QoE is presented (in rectangular shapes), and the outcome
of the proposed algorithm is displayed as curve with discrete estimates of the
QoE value.

A disparity between the assessments is evident. Whereas the individual chunk
quality immediately produces a particular QoE, and maintains it while the
chunk bit-rate does not change, the proposed model is both dynamic and more
conservative in the sense that it considers past experiences, thus not showing
instant QoE variations, and outputting lower QoE values representing the neg-
ative impact of buffering events and quality transitions.
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4.2 Experimental Scenarios

Given that QoE is a subjective concept, a subjective approach to determine MOS
values is required so that the proposed model may be benchmarked against real-
life results.

In the experimental scenarios, a survey was conducted using real users to
assess their quality of experience when watching variations of 2 reference videos:
an animation one, and a sports one. The videos were made available in a set
of 20 videos streams, with variations in the quality levels usable by the users’
adaptive player (different sets of bit-rates per video stream).

ITU recommends that questionnaires should have at least 50 responses in
order to have enough confidence in the results, hence we considered 64 users
assessing the quality of the 20 video streams available on a web page. Each
video stream is classifiable with a MOS score, ranging from 1 to 5. In practice,
however, it is difficult to get an average MOS higher than 4.5 or lower than
1.5, because not everyone classifies their experience with the extreme values of
5 or 1.

Figure 5 shows the results of the video qualities questionnaires, indeed demon-
strating that the users’ MOS estimate does not present values near the extremes
(MOS equal 5 or 1).

The results show that MOS estimates produced by the survey are in line with
the estimates provided by the QoE model, especially in the case of animation
video streams (scenarios 15 to 20). In scenarios 1 to 15 the reference is the
sports video, and the QoE model does not perform as good as it does in the
animation video. This is likely a general effect of sports videos, whose picture
quality is usually harder to estimate due to fast moving scenes.

Overall, it is possible to conclude that the proposed model is able to closely
track the subjective results, and does not present results near the extremes. As a
side note, scenarios 1 and 11 are the same but are separated by 10 intermediate
scenarios. It is expected that when a user is viewing scenario 11 he/she does not
remember scenario 1, thus it is used as a user coherence validation test.

0 5 10 15 20
0

1

2

3

4

5

6

Q
ua

lit
y of

Ex
pe

rie
nc

e 
[1

,5
]

Scenarios

Method
Survey

Fig. 5. Survey with 20 scenarios.



242 A. Salvador et al.

5 Conclusion and Future Work

This paper demonstrates a mechanism to estimate the QoE of an adaptive
HTTP video streaming service aiming to simulate human video scoring behavior.
In order to validate the performance of the developed method, both objective
and subjective tests are executed.

In the objective tests, a comparison is performed between the proposed method
and PEVq over different network quality scenarios and metrics, such as bit-rate,
FPS, re-buffering time and screen size. Furthermore, the maximum deviation was
0.19 in the MOS scale (ranging from 1 to 5). Additional tests evaluating the impact
of the video content in the proposed algorithm results lead to the conclusion that
the confidence interval is not exceeded in most of the cases, thus demonstrating
that the video content does not impact significantly the QoE estimate.

In the subjective assessments, a questionnaire is designed to recreate test
scenarios comparable with the ones performed by the objective MOS estimation
approach. In the animation video scenario, the results were an almost perfect
match to the objective estimate, but the sports video led to small discrepancies
caused by the lack of identical submissions.

The all-encompassing approach taken in development of the proposed model
enhances the current state of the art by demonstrating the incorporation of the key
characteristics of adaptive HTTP streaming in the estimation of the users’ QoE.
These models will be incorporated in a service provider’s QoE probing system.

Acknowledgement. This work was supported by the QREN Initiative, through UE/
FEDER, COMPETE financing, in the Project PANORAMA II.
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Abstract. Nowadays, we have witnessed an exponential growth of the
traffic generated by users in mobile communications networks. This need
for a greater capacity in mobile networks raises problems for operators,
because the demand for network capacity is not always accompanied by
the evolution of the available technologies. This represents problems in
access networks that result in failures in the customer service and losses
to the operator. It is quite important that the service is the best possible
for both client and the operator: preventing and resolving network con-
gestion is a common interest. The quality of service is also an important
point of great concern, that requires to evaluate the service provided in
order to achieve the best satisfaction from the user. However, many chal-
lenges still need to be surpassed on current mobile networks.

This paper identifies and resolves cases of congestion in mobile net-
works, as well as it infers the quality of services provided to the cus-
tomer. It proposes and implements an architecture that is able to identify
problems in access networks, through network monitoring, using metrics
gathered by a network management system that gives Key Performance
Indicators (KPIs) evaluating the network, and through clients’ informa-
tion for a specific cell, obtained through probing. Then, a Call Admission
Control (CAC) module in the 3GPP Policy and Charging Rules Func-
tion (PCRF) is in charge of applying a rule set designed to resolve the
case of the detected congestion. The policies chosen directly affect the
users in the congested cell, causing the levels of occupancy to drop, and
consequently, the cell resources to become stable. Several congestion use
cases are identified and demonstrated, which show the effectiveness of
the rules applied to the network, services and users.

1 Introduction

Nowadays, with the development of mobile devices that have functions beyond
voice and text communications, providing services like multimedia content, video
and online gaming which grow in popularity, there is an exponential growth of
traffic in mobile networks. Although the data capacity of networks has increased,
the growth of user traffic outpaces the growth in capacity. This exponential
growth of cellular data is a big concern to the mobile network operators; there-
fore, the efficient use of all available resources is extremely important. The
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
S. Mumtaz et al. (Eds.): WICON 2014, LNICST 146, pp. 243–252, 2015.
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actions of detecting, avoiding and controlling congestion are important to max-
imize resources and provide the best service to the users.

To detect and prevent congestion, it is required to take into account two
different stages. First of all, it is necessary to detect that there are congestion
problems in the network, specifically in the radio access network (where conges-
tion mostly occurs). After this process, it is evaluated the set of actions to be
performed. This starts by identifying the main contributors to the problem, and
decide on how they will be affected.

There are different clients in the network, and network providers may have
different policies to choose the type of clients to be affected when congestion
occurs. The first stage must evaluate the network status at its lowest level,
directly in the NodeBs and in the Radio Network Controllers (RNCs). At this
level, many factors can influence the status of the network. In 3G, for example,
factors like the lack of code availability or the lack of power resources can cause
congestion. These factors must be chosen and evaluated to deduce a qualita-
tive value for the state of the network. Network providers are also interested
in understanding and controlling the quality of the services provided to their
services. The second stage consists in identifying the main contributors to the
congestion, the called heavy users, and act directly on the services of these users
to relieve the load on the congested cell. The actions upon these users must take
into account the type of subscribed services by the clients. Clients with a better
subscribed service must have a better service than clients with a lower service
plan, according to the operator policies.

When the information about the cell status is evaluated and actions have
been decided, the result must be transferred to the network element that will
force the changes into the costumers’ services. To achieve this, it is necessary to
create an interface with the existent platform, capable of receiving and analysing
the information concerning the network. After that step, new policies are created
in the network in the PCRF module, which is in charge of the creation of dynamic
rules that can be forced in the network to stop and avoid congestion.

The last step in this operation is the evaluation of the received data. Accord-
ing to the severity of the information received, the rules must adapt the severity
of its actions. The new policies that result from the rules will affect the users
in the congested cell. The downgrade of the type of service or even drop of
low priority clients are some of the actions considered in the rulesets to stop
congestion.

Previous solutions, such as [1–7], proposed different mechanisms for con-
gestion and admission control. The solution proposed in this paper considers
a congestion control approach grouped with probes and management system to
determine the congestion level, and the rules of the PCRF to resolve the network
congestion. The paper is organized as follows. This paper shows the proposed
solution in Sect. 2. Then, the congestion detection and PCRF policies are pre-
sented in Sects. 3 and 4, respectively, and the results of the policies implemented
are depicted in Sect. 5. Finally, the conclusions of the paper are presented in
Sect. 6.
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2 Architecture of the Solution

To accomplish a good CAC solution, PCRF must detect the level of network con-
gestion and receive the maximum information available about the users on the
congested cell (ID, throughput, QoS, etc.). This information can be divided in
two different types: the information related to network status (the congestion of
the cell), and the information related with the subscribers on that cell. The first
type of information is taken from RAN components, such as metrics (counters,
percentages, etc.) that can describe the number of faults, the percentage of occu-
pation, and the percentage of availability, among other factors. In this solution, a
report from the network management system will be evaluated by a module called
“Metrics Evaluation” that will transmit data to the PCRF concerning congestion,
so it can enforce policies into the subscribers to have the network in a stable state.
The proposed solution consists on interpreting the metrics received from the net-
work components and evaluating them to decide whether PCRF must be warned
about them or not.

New rule sets are created to include the metrics and the parameters obtained
through probing. The CAC interface must be updated to support the new factors
received from this external component (the “Metrics Evaluation” module), and
the CAC decision must apply specific rule sets depending on the information
received. The architecture of the proposed solution is depicted in Fig. 1.

Fig. 1. Architecture of the proposed solution

3 Congestion Detection

The first step in this work is the detection and anticipation of problems that will
occur in the radio access network.

To determine these factors, a program was developed in Java programming
language to obtain the status of a NodeB. This program reads an Excel file with
a report from the network management system which contains a large amount of
data concerning a NodeB status that must be processed and analysed. The fields
presented in the report must be compared with another set of fields, the fields
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of interest, to determine the possible problems of the network. When a field in
the report matches a field of interest, the value associated with the factor chosen
is compared with a threshold defined for that factor. If this value violates the
defined threshold, a value of congestion is allocated (based on the algorithm).

With this case, the RAN needs an intervention, therefore the PCRF must be
informed to take the right actions to prevent congestion. Before informing the
PCRF, the program continues to perform a search in the report to evaluate if
any other factor of interest was violated. Every time a field in the received report
from the network management system violates a defined threshold, a congestion
level is allocated: if it is verified that this case of congestion is worst compared to
the previous situation, the value to be sent is the one that represents the worst
case of congestion. After checking all the fields referring to one NodeB, it is time
to check if it is necessary to inform the PCRF. If any field was considered to be
violating the limits defined, the congestion level will be more than 0. The final
levels of congestion to be sent to PCRF are described as follows:

– no congestion - level 0;
– low congestion - level 1;
– medium congestion - level 2;
– high congestion - level 3;

The congestion level can also be accessed based on the information coming from
a probe. In this solution, it was used a probe that can achieve the state of a
streaming service running in the network, and by interpreting its operation (when
the video stops to buffering or the quality becomes bad), it can be recognized
that congestion is happening in the network. This information is then mapped
into one of the three values of congestion described before.

The level 0 is also sent to the PCRF, since it is used to detect that congestion
is no more occurring in the network. The simplicity of the parameters transmit-
ted to the PCRF is due to the need to process all events as fast as possible. All
complexity of detecting and analysing congestion must be implemented in the
module described in this section. After the last evaluation is done, it is generated
a XML report with the identification of the cell and the level of congestion in
that cell. A HTTP connection with PCRF is created and the report is sent. If no
factor was violated and consequently there is no congestion, the program does
not report it to the PCRF and it will just wait for another report of the RAN
to repeat the process.

4 PCRF Policies

The rule sets are files containing an organized set of rules that will be performed
when congestion arises. They are designed in QRE (Quantum Rule Engine) that
is a proprietary programming language. This language also supports code written
in Java to perform actions of higher complexity. The main feature of QRE is its
flexibility that permits changes in the rule sets without needing to compile them,
which makes this module very robust in a real time environment.
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The rule sets created aim to have impact on the radio access network and
mitigate congestion. The actions that PCRF can force into the network are the
following three:

– Reduction of the user throughput;
– Increase of the user throughput;
– Drop the user;

With the use of these three actions, PCRF is able to control and decrease con-
gestion levels on the RAN. To reduce/increase the throughput of the user, PCRF
has to assign a worst/better service plan to this user. For example, if a user is
a gold client (the best service plan with the higher throughput) and the PCRF
needs to free some bandwidth, this client service plan may be reduced to the
silver type (a service plan with less bandwidth than the gold). The rule sets
built aim to evaluate the congestion level received from the “Metrics Evalua-
tion” module on the CAC interface. After this step, the parameters received can
be used on the construction of the rule sets, in the CAC decision.

The rule set aims to identify the level of congestion and, based on this para-
meter, decide the severity of the action to be taken. In the ruleset of the figure it
is shown that, if the cell is highly congested, the number of downgrade sessions
is higher than if the level of congestion is lower. Depending on the congestion
level, the downgrade of sessions can vary, e.g. if the congestion level that arrives
in the PCRF has the value 1, the number of sessions to downgrade is x% of all
the users in the cell; consequently for value 2, a similar procedure is done but the
percentage of downgraded sessions is increased (the same procedure is applied
to congestion level 3). From the range of users attached to the problematic cell,
some have to be chosen to be affected by the PCRF policies.

The criteria to choose the users to be affected can rely on different factors:

– Operator Options: the operator can have its own preferences to whom it wants
to be affected; criteria like the user service plan (the operator may want to
“protect” the users that pay more for their service) can be employed. The
operator may also want to “protect” the QoS of its applications, and therefore
choose users that are using other applications to be downgraded.

– QoS: The QoS can be a factor to take into account when it is needed to affect
users; users with low QoS should not be affected first.

– Type of Service: The type of service of the user is one of the factors that can be
used to choose who is going to be downgraded; different services have different
characteristics, and the decrease of bandwidth affects differently the various
types (e.g. the consequences of decreasing the throughput to do the download
of an e-mail have less impact than decreasing the throughput available for
video streaming);

– Heavy users: The users with higher impact on the network, the main causers
of congestion, can be selected (based on their throughput) and be the first to
be affected by PCRF.

These rules are going to be applied to the use cases presented in the next section.
In this solution, the criteria to choose the users that are going to be downgraded
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is the type of service. The first users to be downgraded are the Bronze, then
the Silver and finally the Gold (with this method, the users that pay more tend
to have a better service, since they are the last ones to be downgraded). In the
case of having more than one user with the same service plan to be downgraded,
the user is chosen randomly. When it is determined that a downgrade must
happen, the PCRF sends a RAR (Re-Auth Request) to the PCEF to inform
that a package should be installed to the user to downgrade. That package is
known by the network and characterises the modifications that must be made
to downgrade de user. After the PCEF executes the process, it sends a RAA
(Re-Auth Answer) with the acknowledge to the PCRF.

After the congestion stops, it is applied a rule set called “after congestion”
that actuates in the users attached to the cell, allocating them their original
packages. It starts by verifying if the congestion level is zero (it will only restore
the users’ original package if there is no congestion), and also verifies if sessions
were downgraded (this measure is implemented with a counter that is incre-
mented every time a user is downgraded). If these two conditions are verified,
the PCRF is then able to upgrade the users that were downgraded. The upgrade
function is called as many times as users were previously downgraded. Due to its
internal mechanism, it will only upgrade the users that were downgraded, using
the same algorithm to choose users, but in a reverse way.

5 Results

In this section it is described one case of congestion and the situation after conges-
tion, to better understand the operation of the proposed solution. The scenarios
consist in simulated network cells that have three clients with different service
packages. When congestion occurs, some users are going to be downgraded, and
consequently, it is shown in the figures that their throughput is reduced.

Table 1 contains the options that can occur to the users, and also the through-
put available for each package. It is worth to note that the user can only be
upgraded if it was already downgraded (it is not given a higher throughput than
the originally defined).

5.1 Congestion Scenario

In a cell there are three users: one with the Gold package, one with the Silver
package and the last one with the Bronze package. It is checked the report from

Table 1. Packages description and possible actions

Type of package Throughput Downgrade option Upgrade option

Gold 7.2 Mbit/s Silver No Option

Silver 3 Mbit/s Bronze Gold

Bronze 1 Mbit/s Drop of the cell Silver
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the network management system containing information on the behaviour of a
cell. The actuation of “Metrics Evaluation” module can be seen in Fig. 2.

Fig. 2. Metrics Evaluation Module detecting code congestion

With the evaluation of the cell, it is possible to see that there is congestion on
the cell and it is due to the code “resource occupation”. The value of congestion
is 2, and it is then sent to CAC/PCRF so it can apply the correct rules to the
users. After running the ruleset that deals with the RAN congestion, since the
objective is to “protect” users with higher package, the ones to be downgraded
are the ones with lower package. Therefore, the Silver and Bronze users are going
to be downgraded.

Fig. 3. Original Silver user Fig. 4. Original Bronze user

In Figs. 3 and 4, it is possible to observe that the Silver and Bronze users are
downgraded, the Silver user was downgraded to the Bronze package (originally
from 3 Mbit/s to 1 Mbit/s), while the initial Bronze user was dropped from the
cell (originally had a 1 Mbit/s and now bandwidth is cut to 0 Mbit/s). The other
user keeps its package and bandwidth without any modification.
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5.2 After Congestion Scenario

The following scenario shows a use case that demonstrates the operation of the
“after congestion” ruleset. After receiving a value of congestion for a determined
cell, the next value received is zero, meaning that the cell is no longer congested.
Therefore, it is started the process of allocating the original package of each
client.

In a cell there are three users with the following packages: user 1 with a gold
package, user 2 with a silver package and user 3 with bronze package. Since the con-
gestion value is 1, only one client was downgraded, the bronze client. The actual
configuration of the cell is one gold and one silver clients (the bronze client was
dropped from the cell). The next value received of congestion is 0, meaning that
the cell is no longer congested.

Fig. 5. After Congestion on a original bronze user

Since the value received for the actual congestion level in the cell was 0, PCRF
will upgrade the clients that were downgraded before. In Fig. 5 it is possible to
see that the client was upgraded, allowing him to return to the cell (it goes from
the drop state to the bronze package).



Congestion Control for Radio Networks 251

6 Conclusion and Future Work

The work developed in this paper aims to solve a known problem of radio access
networks: congestion. For this purpose, several solutions were taken into account,
and an architecture that considers both metrics from network management and
monitoring systems and probing systems (both passive and active metrics) was
specified, developed and tested. Probes can give specific information on users/
services experience on a cell while passive metrics can give the state of the cell.
The chosen way to detect congestion was the evaluation of radio access network
parameters, while the perception of the QoS experienced in the network for spe-
cific services was provided using probes. The metrics evaluation module is capable
to connect to a PCRF and warn it that congestion is occurring.

The defined use cases were tested using the integration of the modules with
the existing architecture. The metrics evaluation module and PCRF were tested,
first using Seagull emulated clients, where it is possible to see the detection of
congestion for reports taken from network management system and observe the
actions of the PCRF to the users in the case of congestion. Then, tests were
performed using clients simulated with virtual machines, that have a behaviour
very similar to a real client, being able to generate traffic. It was possible to test
the metrics evaluation module working combined with the probes and PCRF,
and finally observe the actions taken on the users with real reductions of their
bandwidth (proved with the observed reduction of download throughput).

From the obtained results, it is possible to conclude that the solution is capa-
ble of solving the congestion problems with a good performance. The metrics
evaluation module is able to detect congestion based on the evaluation of specific
parameters and combine them to achieve a general qualitative value to conges-
tion. In the case of CAC decision, we showed that it is able to implement the
rules defined, with different actions on the users in the cell, according with the
received quality and congestion levels, and according to the users and services
profiles.

As future work, we plan to extend the apporach to 4G networks, and take the
possibility to offload traffic to WiFi networks whenever congestion is detected.
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Abstract. The technology is facing enormous changes these days. All the objects
and all issues can connect to the internet and announce their locations. This vast
science, Internet of Things (IoT), is in progress in this decade. One reason is
nowadays IoT is applicable in almost all industries. In addition, sensors are widely
used in IoT and the production, service and utility cost of sensors has decreased
due to an increase in using and producing the complex sensors. To comprehend
IoT, one needs to get all the information about the wireless sensors network and
understand all the information about the protocols and sensors used in the IoT
that collect the data (receive and transmit). In this paper we are going to introduce
some types of the sensors and protocols that are used in IoT and examine RFID
tags and NFC sensors. The examination of RFID tags and NFC sensors, demon‐
strates that among all of the sensors and protocols used in IoT field, the RFID tags
and NFC sensors are the best ones.

Keywords: IoT sensors · ZigBee · Bluetooth sensors · RFID tags · NFC sensors

1 Introduction

1.1 The Sensors of IoT

These sensors and protocols of IoT can be organized as follows: Machine to Machine
(m2m), Nest (meet the next generation thermostat), Plus Oximeter Sensor, General
System for Mobile communication (GSM), Code Division Multiple Access (CDMA),
Global Positioning System (GPS), ZigBee, Bluetooth Sensor, Near Field Communica‐
tion (NFC), Wi-Fi and RFID.

ZigBee (Protocol): It is a high level communication protocol used in creating personal
area network based on wave transmission, ZigBee consumes less power and has the
ability to transfer data to long distances through passing the data node to node, with the
range of about 10−100 m. ZigBee is a wireless standard network design to carry small
amount of data over a medium range distance. For longer ranges it requires more power.
This sensor is used in smart homes (it is a protocol for personal area network). By passing
data through a mesh network of intermediate devices, ZigBee devices are able to transmit
data over long distances. The network topology of ZigBee is of mesh network which
can be controlled and changed by the users through their devises at their homes regarding
any object services. The speed of ZigBee protocol is low; about 250 Kb/s, and it is a
safe protocol because, it uses the 128 encryption. Consumption of power in ZigBee
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protocol is low and can sleep between transmits and a wake up time in ms [4]. ZigBee
advantages are [4]:

A. Low cost: every individual or organization can provide it, but the service cost can
be expensive.

B. Low power: smartphones use small batteries with these sensors are used.
C. Mesh networking: provide wide range.

Bluetooth Sensor: It is a wireless technology for enchanting data over short distance
(2.4 to 2.488 GHz). The features of the sensors are:

A. The range of this sensor is about 3 m unless the power increases, and can carry
3−24 Mb data per second, but most of new devices can transmit data maximum to
3 Mb.

B. The price of this sensor is low so that every phone and other telecommunication
devices can contain them.

C. The power consumption of this sensor is low and can sleep between transmissions
but the wake up time is about 3 s while the wake up time in ZigBee protocol is about
ms.

D. For transfer data between devices such as (video-mp3-film …), connecting head‐
phone to your device and is used in game platform such as Kinect or XBOX.

E. Network distribution of this sensor is node to node (one transmitter to one receiver)
One of disadvantages of this sensor is, if one the of devices sleeps between trans‐
ferring the data, all of the data become omitted and the transmission process should
be repeated. The second disadvantage of this sensor is the limited range to transmit
the data. There exist four different versions of Bluetooth sensors. Table 1 illustrates
them.

Table 1. Different versions of Bluetooth sensors

Version Data rate

1.2 1 Mb/s

2.0 3 Mb/s

3.0 24 Mb/s

4.0 24 Mb/s

The latest version of Bluetooth sensors is Bluetooth version 4.0. This version has two
advantages: The rate of transfer data is faster than the previous version and it consumes
less energy, hence maximizing the battery life of the phone [4].

Near Field Communication (NFC): NFC is a form of contactless communication
between devices like smartphones or tablets. A user can send data by waving the smart‐
phone over a NFC compatible device by contactless communication. NFC technology
is growing fast in the United States and is popular in parts of Asia and Europe for being
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fast and convenient. “Near field communication maintains interoperability between
different wireless communication methods like Bluetooth and other NFC standards
including FeliCa - popular in Japan - through the NFC Forum. Founded in 2004 by Sony,
Nokia, and Philips, this forum enforces strict standards that manufacturers must meet
when designing NFC compatible devices” [3].

Radio Frequency Identification (RFID): One of the useful sensors that is used in IoT
is RFID. The function of this sensor is based on electronic and electromagnetic for data
transfer. RFID is a part of Automatic Identification Data Capture (AIDC). Three kinds
of RFID - the passive, active and battery-assisted passive - are in use.

A. Active: Has an on board battery and periodically transmit, its ID signal
B. Passive: Is activated to start operation it must illuminate with a power level roughly

and the passive tags can start to run when three magnetic components run it.
C. A Battery-Assisted Passive (BAP): Has a small battery on board and is active when

it is near the RFID reader.

Wi-Fi: Applied as the Local Area Network Technology. This technology is used to
exchange data or make a connection among electronic devices. Many devices can use
Wi-Fi such as: PC-SP- Video camera console. These devices can be connected to the
source by wireless network access point. The access point (or hotspot) has medium range
of about 20 meters. Because an intruder (hacker) does not need physical connection, the
Wi-Fi is less secure than wired connection [4]. Wi-Fi adopts the following encryption:
Wired Equivalent Privacy (WEP) is Using hexadecimal number digit. Wi-Fi Protected
Access (WPA & WPA2) are the security protocols to secure wireless computer
networks. Wi-Fi Protected Setup (WPS), A network security standard that allows user
to easily secure a wireless home network [4].

The Comparison of some sensors are given in Table 2 [2, 5].

2 Specifications of RFID and NFC

With respect to the brief description on the twelve sensors in this discussion, here of the
specification of RFID and NFC are present as follows:

2.1 RFID

RFID is short form of radio frequency Identification and this tag has the same technology
to bar code Identification. Long checkout lines at the grocery stores are one of the biggest
complaints about the shopping experience. The bar code which is a sub section of
Universal Product Code (UPC), is replaced by smart labels called Radio Frequency
Identification (RFID) tags. The RFID tags are intelligent bar codes able to transmit data
to a network system to track every product that the consumer put in his/her shopping
cart. For example an RFID tag that is attached to the grocery box can transmit data to a
network. You choose some choices and put them in the special place, after that the
amounts of choices (the prices) can be detected and this network makes a connection to
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your bank account, thus a debit for you. RFID system consists of an antenna, a trans‐
ceiver which read the radio frequency and transfer the information to processing devices,
and a transponder or tags, which is an integrated circuit containing the RF circuitry and
information to be transmitted [1]. What is RFID? What is its contribution to my business?
The RFID is a means of capturing data an object without human interaction in reading
data. Using bar code application has 4 disadvantages which should be eliminated: They
must be visible, No changes can occur, its appearance cannot be changed, they cover
some area on the object [1].

Table 2. Comparison of sensors through tabulation

Bluetooth ZigBee Wi-Fi RFID

Range Short range up to 3 m Medium range up to
100 m.

Medium range up
to 100 m

Medium range up to
100 m

Operating
frequency

Low and high speed
data up to
24 Mbps in
version 3

Low speed data up
to 250 Kbps

High speed data
up to
600 Mbps

High speed data

Power
consump‐
tion

Low power, it can
sleep between
transmissions

Low power, it can
sleep between
transmissions

There are several
standards,
which include
low power

Low power
consumption in
all three types

Typical appli‐
cations

Connecting cell
phone to
computers for
peripheral
devices

Widely used in
industrial and
commercial
application

Excellent in
carrying
Ethernet
signals wire‐
less. Used to
connect elec‐
tronic devices

Access control,
animal tagging,

Library books,
Laundry identifica‐

tion

Strengths Designed to replace
wires. Good for
audio, and can
support video

Excellent for very
low data rate
battery powered
applications.

Designed for
stationary
base station
with multiple
portable
devices.

Excellent for trans‐
mitting data to
long distances

Weaknesses Not good at sleeping
between trans‐
missions.

Limited range

Complicated soft‐
ware to imple‐
ment.

Low safety

Not fit for battery
operation

High battery
consumption in
two types (active
and BAP)
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2.1.1 The Difference Between RFID and Barcode
RFID eliminates the need for line-of-sight reading that bar coding depends on (we do
not need line of sight to read the information)

Scanning in RFID tags can be made at grader distances than that of the bar code.
The RFID range is about 90 feet (about 27 m) but in Barcode this range is about 30 cm
at the most.

2.1.2 How RFID Works
There are two kinds of Tag which are active and passive. Tag “responds to a signal from
the Interrogator (reader/writer/antenna) which in turn sends a signal to the computer”
[1]. The tag is consisting of two parts which are an Integrated Circuit (IC) and an antenna.
Depending on the application, it may be as a label or engraved in glass or a card [1, 6].

2.1.3 The Differences Between 3 Kinds of RFID Tags
1. Active tags have some form of transmitter in addition to a battery. Thus, the Tag

covers a long range. These are two disadvantages in having a battery. It adds to the
cost of the tag, are not permanent power supply sources. To decide which type is
suitable for you depends on your application [1, 6].

2. Passive tags convert the signal sent by the interrogator into power, while using the
signal to transfer the data. All the power of a passive tag is provided by this way.
Hence the tag is starts to work when it is exposed to the interrogator beam. For
replying the interrogator, The tag uses backscatter technique. “This does not involve
a transmitter on the tag, but is the means of “reflecting” the carrier wave and putting
a signal into that reflection” [1].

3. Battery assisted tags like passive tags use backscatter however they also use a battery
to supply the power. This has a big advantage, because for supplying the power, the
tag does not dependent on the signal comes from the interrogator. Therefore it is
able to work at a greater distance from the interrogator [1, 6].

2.1.4 The RFID’s Frequencies Values
RFID operates on several frequency bands. The Radio Regulatory body controls the
exact frequency in each country. RFID has four generic frequencies which are
125−134 KHz, Ultra High Frequency (UHF) 400−960 MHz, 13.56 MHz, 2.45 GHz,
5.8 GHz [1].

The UHF consists of two frequencies: the 400 MHz band and the 860−960 MHz band.
For working near water or humans, the lower frequencies (125−134 KHz and 13.56 MHz)
are more functional than the higher frequency tags. The range of the lower frequencies
tags are less than the passive tags, and also their data transfer rate is slower. From country
to country, the higher frequency ranges have more regulatory differences [1].

Examples’ regarding the RFID tags are [1]:

1. Low frequency, 100−500 KHz: Applied in access control, animal identification-
automobile key
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2. High frequency, 13.56 KHz: Applied in smart cardlibrary book tracking, airline
baggage tracking

3. UHF, 400−1000 MHz: Applied in management-supply chain
4. Microwave, 2.4−6.0 GHz: Applied in rail road car monitoring, data collection

system.

2.1.5 Tag and Reader
Tag is one of the RFID system components. Tags are made of at least two parts, processor
and antenna:

1. Processors: Store and process data, modulate the signal and absorb the energy from
the reader

2. Antenna: Transmits the signals and data among the tags and readers from long
distances.

Some of the tags do not need battery for transmitting signal and data and worked with
the voltage that is induced by the electromagnetic field. Figure 1 illustrates tag compo‐
nents. Reader is RFID system is adapted to identify objects by reading the tags attached
to their acts. To read data transferred by tag, tag reader is needed which send the signal
to the tag and receive data from the tags. Tag readers usually send the data received from
tags to the computer for analysis.

Fig. 1. RFID tag components

2.2 Near Field Communication (NFC)

By creating a radio frequency current, the NFC allows a reader, interrogator, or active
device, to communicate with a small NFC tag or another NFC device. Passive devices
do not read other devices actively, but communicate with the reader and save the data.
In addition, it is possible to have a node-to-node communication through two active
devices with NFC. Therefore both devices are able to transmit data [3].

2.2.1 How NFC Works
Devices using NFC may be active or passive. A passive device, such as an NFC tag,
contains data that other devices can read but does not read any data itself. Think of a
passive device as a sign on a wall; people can read the information, but the sign itself
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does nothing except exposing the information. Active devices can read information and
transmit it. An active NFC device, like a smartphone, would not only be able to collect
information from NFC tags, but it would also be able to exchange information with other
compatible phones or devices and could even alter the information on the NFC tag if
authorized to make such changes [3].

2.2.2 The Differences Between the Types of NFC Tags
In NFC there exist four tag types. Tag types refer to the speed and compatibility between
an NFC tag and NFC readers. Most often a Uniform resource locator (URL) will be
embedded in a NFC tag. The URLs take up only a small amount of memory, lowering
the production cost of the NFC tags since many of them are placed on posters or other
items that are eventually thrown away [3]. Tag Types are [3]:

1. Has data collision protection and can be set to either read or rewrite or read-only.
Read-only programming prevents the information from being changed or written
over, once embedded in the tag. This type is appropriate for a Uniform Resource
Locator (URL) or a small amount of data since it has 96 bytes of memory. The tag’s
memory capacity can expand to a larger size it necessary. The low price makes the
type 1 an ideal choice for most near field communication tasks.

2. Also has data collision protection and can be rewritten or read-only. They start at 48
bytes of memory, half of type one, but can expand to be as large as a type 1 tag.
Communication speeds are the same for tags types 1 and 2.

3. Is equipped with data collision protection, and has larger memory and faster speeds
than tags types 1 and 2. This tag is part of the FeliCa (a nearly Japanese developed
system). The bigger size allows it to hold more complex codes, but it costs more to
create each tag.

4. Have data collision protection and can use either NFC-A or NFC-B communication.
By the time this tag is manufactured, it is set as either rewritable or read-only and
this setting is changeable by the user, unlike the other NFC tags which can be altered
at a later date. This tag has faster speeds than the other 3 tags and holds 32 Kbytes
in memory.

2.2.3 The Advantage of NFC in Businesses
NFC allows your business to provide fast and secure means for customers to pay at the
register without digging through their wallets for various credit cards. It also allows the
customers to store coupons and redeem customer loyalty points without carrying around
extra papers and cards. It also offers means to send information to customers using smart
posters and displays with a NFC tag inside. Tourists would be able to swipe their phone
to learn more about historic monuments or famous pieces of artwork [3].

2.2.4 The Security of NFC
There are many essential areas for the security of NFC. Each possible vulnerability can
be determined. Some of the major NFC security areas represent some of the means where
NFC security could be compromised. Though the short range of possible communica‐
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tions reduces the possibility of any threats, it does not guarantee complete NFC security;
therefore each NFC security issue must be considered to guarantee that it will not be
subject to embranchment [4]. These are consisting of eavesdropping, data distortion,
data modification and man-in-middle attack.

1. Eavesdropping: Being a short range technology does not make NFC immune to
security attacks. Unwanted users can pick up the signals since NFC uses radio waves
for communication, and these propagate not only to the target receiver but also in
the vicinity of the transmitter. It is not difficult to create the technology for receiving
these signals [4, 7].

2. Data distortion: “This near field communications security issue is essentially a form
of denial of service attack. Rather than just listening to the communications, the
attacker may try to disturb the communications by sending data that may be valid,
or even blocking he channel so that the legitimate data is corrupted.” [4, 7].

3. Data modification: “This form of NFC security issue involves the attacker aiming
to arrange for the receiving device to receive data that has been manipulated in some
form. This data will naturally have to be in the correct format for it to be accepted.”
[7].

4. Man-in-the-middle: “This form of NFC security issue involves three parties. This
form of NFC security issue involves a two party communication being intercepted
by a third party. The third party acts as a relay, but using information received and
modifying it if required to enable the attacker to achieve their aims. This must obvi‐
ously be achieved without the two original parties knowing that there is an interceptor
between them.” [4].

3 Conclusion

Among the twelve sensors addressed in this article RFID and NFC are optimal for our
purposes:

1. Consume less energy
2. Ones would fit with high performance
3. High safety
4. Low interference with other data transmitters, between these sensors RFID is more

functional
5. Can be made in different sizes
6. The readers can be hidden or unhidden
7. Data on tags is changeable
8. Can transmit data from long distances
9. Have the least Side effects, because of electromagnetic and electronic signal.

Although RFID is very similar to NFC in many aspects, RFID is a much broader tech‐
nology, NFC is a specific case which is defined by standard enabling it to be interoperable
nowadays it is possible to buy everything with mobile phone if the mobile phone has
NFC technology like as IPhone 6. In addition, RFID tags used in many fields such as
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traveling, agriculture, clothes, retail and etc. Moreover it is used for having electronic
citizens, smart driver license, electronic passport, and electronic tickets.
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Abstract. Streamline energy consumption in Wireless Sensor Network (WSN)
is and stills a topical problem in which several investigations have undertaken.
The aim is to develop mechanisms such those based on routing protocols, for
prolonging the network lifetime leading to improve its robustness and fluidity of
transmissions, and then ensure an overall stable operation. In this paper, we
present a robust and hybrid hierarchical multi-hop routing protocol wherein a
dynamic clustering mechanism is implemented for optimal clusters construction.
The approach combines successfully heterogonous information in terms of
residual energy and signal strength of nodes and allows a multipath search by
optimizing end-to-end delay and energy consumption. The effectiveness of the
proposed approach is illustrated in simulations. For this purpose, a comparative
study with LEACH protocol has been carried out for several networks with
different densities.

Keywords: Hierarchical routing � Clustering � WSN

1 Introduction

In WSN, routing protocols play an important role to maintain routes and to ensure
reliable multi-hop communication by taking into account several constraints trans-
mission range of nodes, their processing and storage capabilities as well as their energy
resources. In fact, since sensor nodes use ordinary battery system, they have limited
energy capacity. It is a big challenge for network designers in hostile environments
where it is impossible to access directly the sensors and replace their batteries. Fur-
thermore, when the energy of a sensor reaches a certain threshold, the sensor will
become faulty and will not be able to function properly, which will have a major impact
on the network performance. Thus, routing protocols designed for sensors should be as
energy efficient as possible to extend their lifetime, and hence prolong the network
lifetime while guaranteeing good performance overall. Despite these limitations, sev-
eral application have been prospected for a variety of fields such as medical monitoring,
military operations, rescue missions, climate changes and so on, and obtained results
were acceptable [1–4]. In this context, routing algorithms that have been developed
may be divided into categories [5].
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Mobility brings also new challenges to routing protocols in WSN. Sink mobility
requires energy-efficient protocols to guarantee data delivery originated from source
sensors toward mobile sinks. In hierarchical approach, networks are broken into
clustered layers [6]. Nodes are grouped into clusters with a cluster head that has the
responsibility of routing from the cluster to the other cluster heads or base stations.
Data travel from a lower clustered layer to a higher one. Although, it hops from one
node to another, but as it hops from one layer to another it covers larger distances. This
moves the data faster to the base station. Clustering provides inherent optimization
capabilities at the cluster heads. In this context, designing a routing mechanism using
clustering-based approaches provide significant improvements in term of give better
results energy consumption optimization and lifetime extension [4]. They present the
advantage of minimizing the number of nodes that take part in long distance com-
munication with the base station (BS) through the CH nodes use and, consequently,
reduce the energy consumption of the network. In heterogeneity sensor network
architecture, there are two types of sensors namely line-powered sensors which have no
energy constraint, and the battery-powered sensors having limited lifetime, and hence
should use their available energy efficiently by minimizing their potential of data
communication and computation. In this work, we are interested by a wide WSN
context in which clustering mechanism is an important key to satisfy most constraints
cited above. We focus our work on hierarchical approaches particularly on those based
on energy and end-to-end delay optimization.

The remainder of this paper is organized as follows: Sect. 2 presents a short
background of some WSN routing protocols works and basics. Section 3 describes the
robust hierarchical routing protocol HHRP. Section 4 concerns some simulations that
have been conducted to show the effectiveness of the proposed approach. A compar-
ative study with a standard routing protocol LEACH [5] is illustrated. We end this
paper, in Sect. 5, by dressing some conclusions.

2 Background

As in LEACH, Energy-LEACH consists of several rounds in which CH nodes are
elected [7–9]. It improves the CH nodes selection procedure and uses residual energy
of nodes as a main metric. In the first round, all nodes have the same probability to
become CH nodes. According to a certain probability, the BS proceeds for electing
randomly new CH nodes and in the next rounds, knowing that residual energy of each
node is different, new CH nodes are determined. It means that nodes having more
residual energy become coordinator nodes rather than nodes with less energy. Unlike to
LEACH and E-LEACH protocols where communications are ensured in a single-hop
whatever the distance between nodes, in Multihop-LEACH protocol, optimal paths
between nodes and CH nodes in order to communicate with the BS [10]. Some CH
nodes play the role of relay stations and are able to converse each other. Tow-Level-
LEACH is a variant proposed in [11] which consists to build a two-level hierarchy for a
better consumed energy optimization. The TL-LEACH uses randomized rotation of CH
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nodes and the corresponding clusters, adaptive and self-configuring cluster formation.
Vice-LEACH is a new version proposed in [12]. The objective is to ensure continu-
ously the network operation by electing a vice-CH node within same functionalities as
CH node. LEACH-Centralized proposed in [13] is similar to LEACH, but the CH
selection is carried out at the BS. During the setup phase, BS receives from other nodes
information about their current locations and remaining energy levels. This algorithm
attempts to minimize the total energy that non CH nodes use to transmit their data to
CH nodes by minimizing the total sum of squared distance between nodes and their
cluster head nodes. In [8], authors proposed an improved LEACH protocol called
LEACH-M where clusters formation is performed only once, minimizing by this way
energy consumption and maximizing in the same time the lifetime of the network. Even
if energy consumption gain is 10 % comparatively to LEACH, the main drawback of
LEACH-M is that network can stop running once all member nodes (MN) for a given
cluster are elected as CH nodes. In other words, only cluster with high number of MN
continues to operate in the network by electing other new CH nodes. All other nodes
remaining to other clusters set their status to a sleep mode. Thus, the network should
reorganize and initialize itself according to LEACH protocol procedure.

In this paper, we present a robust and hybrid hierarchical multi-hop routing pro-
tocol (HHRP) wherein a dynamic clustering mechanism is implemented for optimal
clusters construction. The approach combines successfully heterogonous information in
terms of residual energy and signal strength of nodes and allows a multi-path search by
optimizing energy consumption and end-to-end delay.

3 Robust Hybrid Hierarchical Routing Protocol – RHHRP

3.1 Network Architecture

The proposed approach requires a hierarchical topology including a set of clusters
automatically built according to residual energy and location of nodes. Each cluster
consists of a set of nodes called member nodes NMs with a coordinator called
Cluster-Head or CH. It performs treatments and relays information in a single hop
between NMs and corresponding CHs, and/or in a multi-hop to the BS via other CH
nodes. It depends on coverage area and signal range of nodes. More nodes are distant
from the BS, more they use other nodes services to reach the destination. Commu-
nication is provided on two hierarchical levels: intra-cluster and inter-cluster. Intra-
cluster communications (Intra-Hs communication) concern messages exchanged, in a
given cluster, between NMs and their corresponding CH. Such messages may include,
for example, slots allocation or simply membership messages of NMs to CHs. In
contrast, inter-cluster communications (Inter-Hs communication), concern messages
between CHs-CHs-BS or CHs-BS.CH node located so far from the BS can reach the
destination via several neighbors, thus it should take into account several constraints
imposed by the application for optimal path selection. It can reach the BS on one hop
or Multi-hop.
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3.2 Energy Model

As described in [13, 14], communication phase requires substantial amounts of energy,
which can be expressed by a model including both transmitter and receiver commu-
nications. Transmitting k bits of data over a distance d, can be defined as follows:

ETx k; dð Þ ¼ ETXelec kð Þ þ ETXamp k; dð Þ: ð1Þ

where:
ETXelec kð Þ ¼ kETXelec k; dð Þ: ð2Þ

and,
ETXamp k; dð Þ ¼ keamp d2: ð3Þ

and the energy required to receive k-bits of data is:

ERx k; dð Þ ¼ ERXelec kð Þ ¼ kEelec ð4Þ

Parameters Eelec, ETXamp and ɛamp represent respectively transmitter/receiver
electronic energy, amplification energy and amplification factor.

Based on (1) and (4), the average energy consumption in each CH node can be
computed as follow:

Emoy ¼ Pr ETX k; dð Þ þ ERx½ ½ Tinter=Tð Þ� k½ � þ 1�Prð Þ� ½ERx Tinter=Tð Þ
þ ERx Tintra=Tð Þ � ð5Þ

Pr and T represent respectively the probability that each node has k bits of data to
be sent and the required time for transmitting a byte of data. Tinter and Tintra denote
respectively the communication time between CHs nodes and the BS, and the com-
munication time between CHs nodes and NMs per round. In the fist term of (5), for a
given probability P corresponding to an inter-CH communication phase, all CHs nodes
exchange information with the BS with an energy consumption equivalent to ETx(k,d).
the rest of the time (Tinter /T – k) corresponds to the listening time where energy
consumption is ERx(Tinter/T – k). The second term of (5) corresponds to a probability
(1 – Pr) where the CH node does not transmit any data to the BS.

He spends all his time for inter-CHs communication in listening mode consuming
energy of ERx(Tinter/T). During intra-CH communication phase, CH node switches to a
receive mode consuming ERx(Tintra/T).

3.3 Robust HHRP Approach

The proposed approach consists to classify dynamically nodes into clusters where a
coordinator node or CH node with extra privileges is capable to manipulate massages,
aggregate data and ensure transmission between nodes and the BS according to TDMA
and CDMA schedules. Using the proposed HHRP, the network reconfiguration is
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carried out dynamically based on a threshold value which is associated to the number
of nodes belonging to a smallest cluster. The algorithm is illustrated on Fig. 1.

In round, nodes recognize all their neigbours and according to RSSI measures, CHs
nodes can build an optimal tree to reach the BS. More RSSI value is important, more
the coresponding node can be elected to route messages:

MessageinitSB : IDNi;IDNj;P; Rd; RSSI
ðjÞ
i

� �
:

Where IDNi and IDNj respectively represent identifiers of destination Ni and source
Nj, P is the probability generated by the BS for electing new CH node.

In TinyOS, a radio component-type CC2420 of a MicaZ sensor, RSSI values
provided by the physical layer in ZigBee protocol are single-byte averaged over 8
periods of approximately 128 μs. The power of radio signal is calculated by the
following formula:

P ¼ RSSIval þ OffsetRSSI dBm½ �: ð6Þ

Where OffsetRSSI is a compensation value defined empirically and estimated
approximately to – 45 dBm.

After the first round, in each cluster, the election of a new CH node is computed by
the previous CH according to residual energy criterion. Once nodes belonging to the
smallest cluster were all elected as CH nodes, the last CH node informs the BS that no
other node can be elected as a new CH. Thus, the BS re-organizes dynamically the
network by forming new clusters during the phase of initialization. CH nodes are
elected according to a random probability given in (7) and all MN inform their
memberships for given clusters. During rounds, each CH node elects a new one
according to a remaining residual energy until that MN cannot be elected as a CH node.
After that, the BS is informed that the cluster is not able to possess a CH for the next
round, because all nodes in the cluster have been elected. Therefore, the BS computes a
new probability in order to form new clusters.

The energy calculated for each MN can be defined as follows:

EðjÞ
MN ¼ EðjÞ

MNinit � kE jð Þ
i þ Keampd2toCH

� �
ð7Þ

Where EðiÞ
MN and EðiÞ

MNinit represent respectively remaining energy and initial energy
of MN (i).

Once determined, energy is compared to minimum energy for transmitting
data ETX.

Energy of each CH node is computed as follows:

E jð Þ
CH¼ E jð Þ

CHinit � k� N=NCH

� ��EelecþkE jð Þ
trad

2
toBS

� �
ð8Þ

Where EðjÞ
tra is the energy dissipated by the power amplifier.
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For a given round (j), CH node evaluates MN nodes residual energy EðjÞ
rNMk in order

to elect a new CH node. A node having highest energy is elected as a new CH for the
next round (j + 1). Thus, based on RSSI measures, we can estimate the optimal path to

reach the BS. If EðjÞ
rNMk is smaller than EðjÞ

rCHi, former CH node is reappointed in his role
as a coordinator. If all nodes have been already selected as CH nodes, former CH
informs the BS to re-organize the network. It determines a new number of clusters for a
new round and the probability of election.

4 Simulations Results and Analysis

To evaluate the efficiency of HHRP, a comparative study has been conducted with
LEACH routing protocol. For this purpose, we use dedicated simulators for WSN
TOSSIM and POWERTOSSIM [12, 13] with an object-oriented programming language
NesC as a development tool. At the beginning, all network nodes have a same level of
energy randomly deployed in operational environment over an area of 100 × 100. The
BS is identified as node number 0. Parameters such as dissipated energy of power
amplifier, Amplifier parameter, initial energy have been initialized, so that:

Fig. 1. Robust HHRP Algorithm

�Etra ¼ 1:29� 10�15J=bit=m2 �eamp ¼ 10� 10�12J=bit=m4 �Einit ¼ 20 pJoules
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A number of experiments were performed taking into account the density of the
network. We have proposed networks with 50, 100, 150 and 200 nodes. Figures 2a and
b show the obtained results concerning the average energy consumption in the network.
One can note that the use of resources increases with the density of the network. The
obtained results show that HHRP performs better than LEACH. They illustrate
respectively consumed energies by CHs nodes and NMs. Considering a network with
100 nodes, the average energy consumption using HHRP for CHs nodes is approxi-
mately 22.7323 pJoules and 17.2148 pJoules for the NMs. Thus, we remark that energy
consumption is lower in HHRP than in LEACH. This can be justified by the fact that
the election of new CHs nodes for each new round is directly ensured by the old CHs
nodes not by the BS. This procedure of election limits the number of control messages
and the overloading of network.

These results have a direct impact on the lifetime of the network. In fact, for 50 and
200 nodes, the proposed approach keeps the network operating whereas in LEACH, the
network dyes respectively since rounds number 40 and 50 (Fig. 3a). In the same
manner, for 200 nodes, HHRP maintains the network active longer than in LEACH
(Fig. 3b).

Unlike inter-CHs communication, there are two kinds of intra-CH communications:
CH-nodes and all nodes for establishing their membership to a cluster and commu-
nication between CH-nodes and MNs. Basically, applying LEACH and HHRP pro-
tocols, the number of messages exchanged in intra-CH communication increases
according to the network density. The end-to-end delay of a packet is defined as the
elapsed time to reach the destination after it is locally generated at the source. HHRP
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uses an intra-and inter-CHs communication. Based on some assumptions outlined
above, data derived from MNs of each cluster moves directly to the corresponding CH-
node. Thus, via an inter-CHs communication, aggregated information is transmitted in
a single or multi-hop to the BS. The more MNs increases, the greatest time of data
aggregation is. The larger the network is the more end-to-end delay increases (Fig. 4).
When implementing HHRP, obtained results are better than those of LEACH standard
routing protocol. For a network with 100 nodes, end-to-end delays are around of
99,993[ms] and 102,103[ms] respectively for LEACH and HHRP. The same is true for
a network with 200 nodes, where end-to-end delays are respectively 100,988[ms] and
103,052[ms] for LEACH and HHRP. The gain in term of elapsed time for any data to
reach its destination varies between 2 % to 5 %.

5 Conclusions

In this paper, we propose and study a robust and hybrid hierarchical multi-hop routing
protocol wherein a dynamic clustering mechanism is implemented for optimal clusters
construction. The aim is to prolong the network lifetime and optimize energy con-
sumption in order to improve its robustness and fluidity of transmissions. The approach
combines successfully heterogonous information in terms of residual energy and signal
strength of nodes and allows a multipath search by optimizing end-to-end delay and
energy consumption. According to the density of the network, obtained results show
clearly that HHRP performs better than LEACH.
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Abstract. In the next Generation Networks like Mobile WiMAX, it is highly
essential to create a market mechanism that would allow the customer to com-
municate with Network and negotiate a contract based on some QoS parameters
like blocking probability, delay, arrival rate, spectral efficiency, resource allo-
cation and price. However, the mechanisms, rather than technical-oriented
scheme, that involve the use of economic theories may provide better solutions to
accommodate the high demand of mobile services. The purpose of this research
work is to propose and validate mathematical model that study the effect of
pricing incentives as an additional strategy for encouraging a more efficient usage
of limited network resources. An efficient dynamic pricing scheme for optimal
network resource utilization in Mobile WiMAX network has been developed and
validated. The percentage improvement of the Cumulative Revenue (CR) gen-
erated by the proposed model over the existing model ranges between 25% and
150% depending on the values of the Price Leveling Factor (PLF).

Keywords: Cumulative Resource Efficiency Index (CRI) � Cumulative Reve-
nue (CR) � Acceptance probability � Utility � Low Priority User (LPU) and High
Priority User (HPU) � Bandwidth Utilization (BU)

1 Introduction

WiMAX is wireless technology, based on the IEEE 802.16 standard, for nomadic and
mobile data access The IEEE 802.16-2004 standard deals with fixed wireless broad-
band access, while the IEEE 802.16e standard deals with both fixed and mobile
wireless broadband access. WiMAX offers cost-effective and quickly deployable
alternative to cable and DSL networks. It provides high bandwidth and various levels
of quality of services (QOS) for different classes of traffic [1].

The three QoS classes is considered in order to have a heterogeneous WiMAX
environment with real-time and non-real-time users: Unsolicited Grant Service (UGS),
rtPS, and Best Effort (BE). The UGS and rtPS classes support real-time service flows that
have fixed-size and variable size data packets on a periodic basis, respectively. The IEEE
802.16e standard considers five QoS classes in order to have a heterogeneous WiMAX
environment with real-time and non-real-time users: Unsolicited Granted Service (UGS),
Real-Time Polling Service (rtPS), Extended Real-Time Polling Service (ertPS), Non-Real
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Time Polling Service (nrtPS), and Best Effort (BE). The UGS supports real-time traffic
that periodically generates packets of fixed length, such as Voice over IP without silence
suppression. The rtPS supports real-time traffic that periodically generates packets of
variable length, such as MPEG video. The ertPS supports real-time traffic that periodi-
cally generates packets of variable length, such as Voice over IP services with silence
suppression. The nrtPS supports non-real time traffic that generates packets of variable
length and tolerant to delay, such as FTP. The BE service supports traffic that does not
require throughput or delay guarantees, such as HTTP [2]. The BE class, designed for
non-real-time applications, has no QoS guarantees and then should be identified as LPU
and they are evidently be the cheapest one. The other three QoS classes in this paper shall
be identified as HPUs [3].

In WDCRS, the total bandwidth is divided among the service classes. The choice of
division is to be an optimization problem to get the maximum utilization of the
bandwidth [6]. The three higher-priority classes (UGS, rtPS, ertPS) can be studied
separately, since each class has fixed channel allocation pattern. For two lower-priority
classes (nrtPS and BE), they are treated as two separate cognitive radio users, and the
analysis is based on the fact that nrtPS scans the resources first, followed by the BE
class [3, 5].

2 System Model

In this section, a mathematical model of price, utility and partitioned based resource
CAC for static and dynamic congestion control is developed. Firstly, the CAC algo-
rithm completely partitioned the users according to the five WiMAX classes and pri-
oritizes the traffic into Low Priority Users and Higher Priority Users [4]. The nrtPS and
BE are the two lower-priority classes while the UGS, rtPS, and ertPS are the three
higher priority classes, each with different price, utility and acceptance probability
functions. Secondly, each class is attended independently. The overall revenue, the
total allocated resources and resource efficiency indices are developed for final per-
formance analysis. LPUs (Low Priority Users) are charged based on the current HPU
(High Priority Users) utilization, like 30%, 40%, 50% etc. The higher the HPU uti-
lization, the higher the price quoted to the LPUs. The lower the HPU utilization the
lower the price quoted to the LPUs. When the LPU utilization is above the incentive
cut-off point, then, the charging scheme imposes a monetary penalty by charging LPUs
above incentive HPU reference prices. This induces negative incentive to utilize the
network at this point [5].

2.1 Additional Revenue Generated

To alleviate the shortcoming of the two models already presented in [8], the fol-
lowing scheme is established. The pLPUinct incentive price payable by admitted low
priority user and pLPUcong congestion price payable by admitted low priority user can be
computed as:
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acces þ PHPU
inct � PHPU

acces

� � � aðtÞ � aHPUi;w
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 !d
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wncong
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ð1Þ

PLPU
cong ¼ PHPU

inct þ PHPU
cong � PHPU

inct

� �
� aðtÞ � aici;w
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 !d
2

4

3

5

wcong
b4

ð2Þ

And the additional revenue generated by admitting LPUs for both the proposed
modified Dixit, Dixit and the proposed models can be computed as:

R ¼
XNLPU

i¼1

aðtÞLPUi�inct � PLPU
util ð3Þ

pLPUinct ¼ pnrtpsl;inct ¼ pBEq;inct ð4Þ

PHPU
inct ¼ pUGSi;inct ¼ prtpsi;inct ¼ pertpsk;inct ð5Þ

aðtÞLPUi�inct ¼ aðtÞnrtpsl;inct ¼ aðtÞBEq;inct ð6Þ

Where,
pUGSi;inct, p

rtps
i;inct, p

ertps
k;inct, are Reference Incentive flat prices payable by admitted UGS,

rtps, ertPs traffic; PHPU
inct ¼ Reference Incentive flat Price payable by admitted high

priority users; pnrtpsl;inct; p
BE
q;inct Incentive Price payable by admitted nrtps, and BE traffic;

pLPUinct Incentive price payable by admitted Low Priority Users; aðtÞnrtpsl;inct, aðtÞBEq;inct,
Instantaneous Bandwidth Utilization by nrtPs and BE traffic in an incentive region;
aHPUi;w is the Total Bandwidth Utilization by High Priority Users; aLPUi;w is the Total
Bandwidth Utilization by Low Priority Users; aici;w is the Incentive Cut-off Bandwidth

Utilization athi;w is the Threshold for Bandwidth Utilization; minct
i;w is the Price Leveling

Factor (PLF) in the incentive region and this provides additional flexibility to the
Network Service Providers (NSPs) to modify their LPU pricing curves in the incentive
region; NLPU

l;inct ¼ Nnrtps
l;inct þ NBE

q;inct is the total Number of admitted nrtPs and BE traffic in
the incentive region.

2.2 The Behavior of the Proposed Model

Figure1 shows the LPU price normalized versus the bandwidth utilization (BU) for the
proposed model without HPU utilization having a PLF = 0, 0.1, 1, and 5. The BU
curves for PLF = 0 is a straight line at LPU = 0.5, this indicates, the HPU reference
price above which the BU price is increased exponentially to discourage the utilization
above incentive cut off limit. In the proposed model without HPU utilization, the price
increment is above the HPU reference price and it goes to 1 while approaching the BU
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threshold limit of 0.9. In the incentive region the lower PLF corresponding to the
values of 0 and 0.1 generates BU curves with higher revenue than those with PLF = 1
and 5. While in the congestion region, the reverse is the case. The difference with the
existing model is that there is an initial HPU bandwith utilization of 0.4 and congestion
control can be activated by tuning the values of PLFs according to the introduced
concept of the proposed utility and acceptance probability models in [9].

3 Resource Efficiency Index

The metric in [7] is used for the comparative and performance analysis of the proposed
model and the existing model.

E ¼ R
B

ð7Þ

E = Resource Efficiency Index, R = Total revenue generated from the admitted
users and B = Total Allocated Resources to the admitted users.

4 Performance Analysis

The NSPs need to have a mechanism for price flexibility to enable price adjustment for
profit maximization and for competing with the prices set by the other NSPs in the
region. To aid this purpose, the Price Leveling Factor (PLF) is introduced [5]. This
factor allows the adjustment in LPU prices according to NSP requirements, keeping the
configuration parameters aici;w and athi;w set by the NSP unchanged. The PLFs for these
simulations are 0, 0.1, 1, and 5. These three pricing models inherently handle LPU

0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Bandwidth Utilization (%)

 L
P
U
 P

ric
e 

N
or

m
al

iz
ed

 LPU Price Normalized vs Bandwidth Utilization

Proposed with  HPU Utilization PLF=0:Incentive Region

Proposed with  HPU Utilization PLF=1:Incentive Region
Proposed with  HPU Utilization PLF=0.1:Incentive Region

Proposed with  HPU Utilization PLF=5:Incentive Region

Proposed with  HPU Utilization PLF=0:Congestion Region

Proposed with  HPU Utilization PLF=1:Congestion Region
Proposed with  HPU Utilization PLF=0.1:Congestion Region

Proposed with  HPU Utilization PLF=5:Congestion Region

Fig. 1. HPU BW Price Normalized vs. Bandwidth Utilization

274 K.B. Danbatta and U.G. Danbatta



admission control by dynamically modulating the prices with respect to the fixed
reference HPU price and based on the HPU demand. HPU price is the reference price
used in these models to reflect the monetary incentives or penalties charged to the
LPUs. The BU from 0.4 to 0.7 is called the incentive or non congestion region, while,
the interval 0.7 to 0.9 is called the penalty region. The BU curves for PLF = 0 is a
straight line at LPU = 0.5, this indicates, the HPU reference price above which the BU
price is increased exponentially to discourage the utilization above the incentive cut off
limit. Other values of Incentive cut-off and threshold could be chosen by the NSPs for
revenue maximization in a competitive environment.

Figure2 shows the cumulative revenue (CR) of the BS versus the cumulative
bandwidth utilization (CBU) of all the three models. The Dixit without HPU utilization
and the proposed modified dixit with HPU utilization and proposed with HPU utili-
zation all having a PLF = 5. It is evident that the CR of the proposed model outper-
formed the CR of both Dixit without HPU utilization and the proposed modified dixit
with HPU utilization in the CBU range between 0% and 3700%. It is also evident that
the CR of both Dixit without HPU utilization and the proposed modified dixit with
HPU utilization outperformed the proposed model in the CBU range between 3700%
and 4500% possibly because the BU price overshoots to infinity as BU approaches the
threshold limit of 0.9.

Figure3 shows the Cumulative Resource efficiency index (CRI) of the BS versus
the cumulative revenue (CR) for the Dixit without HPU utilization, proposed modified
Dixit with HPU utilization and the proposed with HPU utilization all of them having a
PLF = 1. The proposed model with HPU utilization is a distribution of the BU in the
incentive and congestion regions both of them having a PLF = 1. The CRI of the
proposed model with HPU utilization in the congestion region increase linearly from
0.5 to 0.75 across the range of CR from $0 to $32, while in the incentive region it has a
maximum CRI of 0.28 across the range of CR from $0 to $8. The CRI of Dixit without
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HPU utilization and the proposed modified Dixit with HPU utilization increases
exponentially from 0 to 0.6 across the range of CR from $0 to $23 and $0 to $32,
respectively. The % improvement of the CRI generated by the proposed modified dixit
model with HPU utilization over CR generated by the Dixit model without HPU
utilization at PLF = 1 is 50%.

5 Conclusions

In this paper, a mathematical model for an efficient dynamic pricing is developed for
optimal network resource utilization using a modified log barrier function in Mobile
WiMAX network. The percentage improvement of the Cumulative Resource Efficiency
Index (CREI) generated by the proposed model over the existing model ranges between
6% and 7.1% depending on the values of the Price Leveling Factor (PLF). The scheme
proved to generate more revenue per Bandwidth Utilization. For further improvement, a
model with HPU utilization and a price increment which approaches 1 above the HPU
reference price instead of infinity has been developed. Congestion control could be
possible by tuning the values of PLFs according to the introduced concept of the
proposed utility and acceptance probability models. The proposed scheme is evaluated
and compared with existing schemes for similar traffic scenarios. The results show that
the scheme can achieve higher bandwidth utilization and lower the blocking probability
in WiMAX networks. When the required BW price becomes too high, the operator
looses too much customers and the resources are then under-utilized.
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Abstract. In the next Generation Networks like 4G, it is highly essential to
create a market mechanism that would allow the customer to communicate with
network and negotiate a contract based on some QoS parameters like blocking
probability, delay, arrival rate, spectral efficiency, resource allocation and
price. However, the mechanisms, rather than technical-oriented scheme, that
involve the use of economic theories may provide better solutions to accom-
modate the high demand of mobile services. The purpose of this research work is
to propose and validate mathematical model that study the effect of pricing
incentives as an additional strategy that optimally shapes the users’ traffic in terms
of delay, service class partitioning, and prioritization for wireless users in Mobile
WiMAX network. The percentage improvement of the Cumulative Revenue
(CR) generated by the proposed model over Yaipairoj model ranges between
25 % and 100 %. The proposed model is able to reduce congestion by 21 %.

Keywords: Price Leveling Factor (PLF) � Total revenue generated � Total
allocated resources � Cumulative Resource Allocated (CRA) � Incentive price �
Incentive Cut-off � Threshold for bandwidth utilization

1 Introduction

The IEEE 802.16e standard considers five QoS classes in order to have a heteroge-
neous WiMAX environment with real-time and non-real-time users: Unsolicited
Granted Service (UGS), Real-Time Polling Service (rtPS), Extended Real-Time Polling
Service (ertPS), Non-Real Time Polling Service (nrtPS), and Best Effort (BE). [1]. The
BE class, designed for non-real-time applications, has no QoS guarantees and then
should be identified as LPU and they are evidently be the cheapest one. The other three
QoS classes in this thesis shall be identified as HPUs.

The system is composed of three functional blocks: CAC block, dual partitioning
block and Pricing block. Here, a guard channel scheme is used at the CAC block. The
pricing block works as follows: When the traffic load is such that the bandwidth
utilization level is less than the congestion threshold value, a minimum price is charged
to each user. The minimum price is the price that is acceptable to every user. When
the traffic load increases beyond the congestion threshold value, dynamic peak hour
price will be charged to users who want to place their calls at this time. They would be

© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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queued on priority queue. This is a range of price between pmax and pmin depending on the
individual users demand. Base stations broadcast the current unit price to the users when
they try to make the call. It should be noted here that, according to the proposed scheme,
the decision about the peak hour fee is based on the actual network conditions and not
only on the time of the day. This means that the price is continuously and dynamically
adjusted according to the changes in the system condition as the system evolves [3].

In [2], the dual partitioning commences immediately after the Service Flow (SF)
reaches a certain threshold. In the proposed scheme, the two queues are identified as:
conventional and priority queues. The traffic is initially partitioned in two; HPU and LPU
and charged with normal pricing if congestion threshold is not reached. If the Network
enters into a congestion state, then the pricing scheme would be activated and those that
are willing to accept a new range of price pm � p� pmax are placed under priority queue,
while those that are just willing to accept pmin � p� pm are placed under conventional
queue. They pay this range of price, but with a little bit longer delays and lower QoS.

2 System Model

In the proposed model as depicted in Fig. 1, the arrival rate of the incoming users is
characterized by Poisson arrival. The network would test the congestion level based on
the current load and determines whether the system is congested or not [5]. If the
system is not congested, then the traffic would not be differentiated and it is directed
towards the conventional queuing system as they would be charged with normal price
(minimum price).

On the other hand if the system is congested, the traffic would be differentiated and
according to the proposed scheme, instead of charging directly congestion price to

Fig. 1. The schematic representation of the proposed dynamic congestion control model based
on price, delay, service partitioning and prioritization.
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higher priority users, a price between a minimum and maximum is charged according
to the developed demand function in [6], which is entirely different from the one
normally used by the existing literatures like the one used by [4].

For the dynamic price-based congestion control, the following demand function is
proposed as:

k ptraffic classi tð Þ
� �

¼ ktraffic classmax

� 1� ptraffic classi ðtÞ � ptraffic classmin

ptraffic classmax � ptraffic classmin

 !a ! ð1Þ

ptraffic classi tð Þ is the price paid by a traffic class; ktraffic classmax is the maximum arrival rate of

a traffic class; ptraffic classmin Minimum Price quoted to a traffic class acceptable to all users;
ptraffic classmax Maximum Price quoted to a traffic class; is the maximum price threshold. If
this price is exceeded no any user is willing to pay.

3 Revenue Generated by High Priority Users in a Network
Congestion State

This is the revenue generated by HPUs in a network congestion state. The revenue
tends to be very high despite the fact that number of users in the network has been
reduced as a result of the ability of the model to shape the incoming arrival rates.

R pð ÞHPU¼
XNHPU

i¼1
pHPUi tð Þ � kHPUmax

� 1� pHPUi ðtÞ � pHPUmin

pHPUmax � pHPUmin

� �a� �� �
1� C Np; ap

� �
cr � e�Nplð1�qpÞtpÞ

� �
ð2Þ

Where C Np; ap
� �

,C Nc; acð Þ is the Earlang-C formula for High Priority Users and
Low Priority Users respectively, ap and ac are the loads from High Priority Users and
Low Priority Users respectively, Np and Nc is the number of channels logically
assigned to High Priority Users and Low Priority Users respectively, l is the average
departure rate of users (1/Tavg), qp and qc are the load per server for High Priority Users
and Low Priority Users respectively, tp and tc are QoS requirement for the High Priority
Queue and Low Priority Queue respectively. The system will guarantee the time that
mobile user’s call request would not exceed amount of time. The tp would be a lot less
than tc when the system enters into congestion [5].

4 Performance Analysis

Mat Lab simulation software has been utilized to evaluate the performance of the
proposed integrated pricing and call admission control in terms of congestion pre-
vention, achievable total user utility, and obtained revenue. Figure 2 shows the arrival
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rates of 0.25 calls/minute is the lowest for both the two models when the Bandwidth
(BW) price is at its maximum $22 per Kbps. This implies that most of the users are
rejecting the quoted maximum BW price and join the conventional queue during
congestion. At a BW price of $8 per Kbps, all the two models have the same maximum
arrival rates of 4.5 calls/minute. This is the normal range of price acceptable to all the
users in the two models during non congestion state. The percentage improvement of
the arrival rate generated by the proposed model over Yaipairoj et al. model, at the
selected BW price of $14 per Kbps, is 35.7 %.

Figure 3 shows the revenue generated by both the two models are at the lowest
when the BW price is at its maximum $22. The proposed model generated a maximum
revenue of $51 at a BW price of $14 per Kbps. The least is a maximum revenue of $42
generated by Yaipairoj et al. model at a BW price of $11 per Kbps.

The simulation parameters for the proposedmodel and Yaipairoj et al. model are
represented in (Table. 1).

Figure 4 shows that the lowest revenue of $5 generated by both the two models is
when the BW utilization is at its minimum value of 2 %. The proposed model gen-
erated a maximum revenue of $51 at a BW utilization of 51 %. The least is maximum
revenue of $42 generated by Yaipairoj et al. model at a BW utilization of 55 %. As the
BW utilization increases from 5 % to 62 %, the revenue increases to the maximum
values quoted above for each model, then decreases exponentially to $35 at 62 %
utilization. The percentage improvement of the maximum revenue generated by the
proposed model at the BW utilization of 51 % over Yaipairoj et al. model at the BW
utilization of 55 % is 35.7 %.

Figure 5 shows that the highest cumulative revenues generated by both the two
models are at the highest BW price of $22. At this BW price the proposed model

Table 1. The simulation parameters for the proposed
model and Yaipairoj et al. model

Parameters Settings

Blocking Probability model

Waiting Probability model 

Average Holding Time for 
priority users

Average Holding Time for 
conventional users

Total Number channels

Proposed models parameters

Minimum acceptable Price 

HPU maximum Congestion 
Price

Demand function Used

Yaipairoj et al. model 
parameters

Minimum acceptable Price 

HPU maximum Congestion 
Price

Demand function Used

Priority factor

Total Number of channels

Earlang B model

Earlang C model

200sec

200sec

30

$8

$22

Proposed demand function

$8

Infinity

Odlyzko, A. (2001).
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generated a CR of $1600 and the least is a CR of $1050 generated by Yaipairoj et al.
model. The two models achieved the same range of CR from 0 to $500 for the BW
price range of $8 to $12. As the BW price increases from $12 to $22, the CR increases
exponentially from $500 to the highest values quoted above. The percentage
improvement of CR generated by the proposed model over Yaipairoj et al. model at the
BW price of $22 is 71.4 %.

5 Conclusions

The analytical results show that the proposed dynamic pricing is capable of preventing
network congestion, similar to the conventional dynamic pricing schemes. The mobile
network can reduce the level of arrival rate if the users are incentivized. Mobile users

8 10 12 14 16 18 20 22
0

10

20

30

40

50

60

Price ($)

 R
ev

en
ue

 (
$)

 Revenue vs Price

Yaipairoj et al.

Proposed

Fig. 3. Revenue vs. BW price

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0

10

20

30

40

50

60

Bandwidth Utilization (%)

 R
ev

en
ue

 (
$)

 Cumulative Revenue vs Bandwidth Utilization

Yaipairoj et al.

Proposed

Fig. 4. Revenue vs. bandwidth utilization

8 10 12 14 16 18 20 22
0

200

400

600

800

1000

1200

1400

1600

1800

Price ($)

C
um

ul
at

iv
e 

R
ev

en
ue

 (
$)

 Cumulative Revenue vs Price

Yaipairoj et al.

Proposed

Fig. 5. Cumulative revenue vs. BW price

282 K.B. Danbatta and U.G. Danbatta



are potentially more satisfied with the proposed dynamic pricing since they can choose
either to be charged according to the dynamic pricing scheme for superior QoS or the
flat-rate pricing scheme for predictable BW prices. The model is able to reduce con-
gestion by 21 % at 0.045 maximum blocking probability.
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Abstract. This paper describes outdoor field measurements in television white
spaces (TVWS) carried out in Munich, Germany. Fixed and mobile measure‐
ments in rural, sub-urban and urban scenarios showed that the modified Hata
model is appropriate to describe the path loss over distances up to few kilometers,
and may be used in the process to populate a geo-location database.

Keywords: Field measurements · TV white space · Geolocation database

1 Introduction

TVWS refer to geographically unused UHF television broadcasting frequency channels.
Such radio signals have singular and attractive propagation characteristics, high
coverage areas with lower power and good building penetration. However, the availa‐
bility of TVWS depends on the location and the protection requirements of DVB-T
commercial reception.

The FP7 project COGEU aimed to take advantage of the transition to digital TV,
to design, implement and demonstrate enabling technologies to allow an efficient use
of TVWS for radio communications, while addressing coexistence with the DVB-T
European standard [1]. The first opportunity to test the equipment in a real environment,
i.e., operate in realistic White Spaces, took place with the Munich trial. As no commer‐
cial WSDs are available on the European market for the trials, we used prototype
equipment. For WSD transmitter and receiver, we used ETTUS USRP hardware [2].
This prototype cannot be representative for future commercial off-the-shelf WSDs, so
our objective for the trials was to investigate if modified Hata propagation model [3]
is appropriate for Maximum EIRP calculations to populate the geo-location database.
The paper is structured as follows: Section II presents an overview of the geo-location
database features and implementation. Section III describes the transmission trials and
field measurements realized in Munich. Finally, in Section IV we present the conclu‐
sions of the work.
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2 TVWS Geolocation Database

A geo-location database is a crucial element for a secondary spectrum system to work
and avoid interference to DVB-T signals. The methodology to estimate TVWS is aligned
to ECC Report 186 [4]. In principle, in a first step for each considered location, the
wanted and interfering field strengths (for the broadcast only, i.e. without WSD) need
to be calculated. From this the location probability for the case without active WSDs
can be determined.

Accepting a degradation of location probability allows higher interfering signal. By
applying the approximation (A.7.1-1) given in ECC Report 159 [5], the maximum
acceptable WSD signal strength in the considered TV channel at the possible location
of DVB-T reception antenna can be calculated. To determine maximum WSD transmit
power, further information is required, e.g. on minimum distance to DVB-T reception
antenna, channel separation, protection ratios, among other parameters.

For the propagation of DVB-T signals, a terrain-based model is used which also
takes (to some extend) the morphology into account. For the propagation of WSD signals
which range, due to the possible transmit power, antenna height, antenna gain, etc., is
typically below 10 km, simpler non-terrain based models like extended Hata are
commonly used. The transmission trials described in the following sections are meant
to verify the accuracy of such a propagation model to populate a TVWS geo-location
database.

3 TVWS Trial in Munich

The Hata propagation model is widely used for mobile network applications. It is an
empirical non-terrain-based model applicable for distances up to 20 km, which is based
on measurements made by Okumura in Japan in Tokyo region [6, 7]. Following the Hata
propagation model classification, we chose three scenarios in Munich, for outdoor tests
using trial licenses: Neuperlach (urban); Freimann (suburban) and Parsdorf (rural).

3.1 Measurement Setup

For the coverage and link measurements, the set-up used for transmission uses a notebook
to control the WSD (USRP) transmitter, followed by a power amplifier and a band-pass
filter to reduce the interfering power in the adjacent TV channels, as shown in Fig. 1a.
The transmitting antenna is vertically polarized and omnidirectional, in a height of 10 m.

For the fixed reception coverage measurement in 10 m height, the transmitting
equipment was installed in a limousine and the antenna was on a pump-up mast. The
receiving set-up for the fixed reception measurements is shown in Fig. 1b. The signal
from the receiving log-periodic antenna is split by a 3 dB power divider and fed to the
WSD receiver USRP and to a spectrum analyzer, where the channel power is measured.

For the mobile reception measurements the transmitter was installed in the bus and
the receiver in a limousine. The measurement set-up was the same as the one used for
fixed measurements. The transmitting antenna used was a vertically polarized omni‐
directional antenna.
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a) b)

Fig. 1 WSD setup for fixed and mobile measurements: a) Transmitter; b) Receiver.

The receiving equipment was installed in a limousine and the antenna was fixed on
the car roof. The limousine is equipped with a path sensor at the wheel. The sensor
generates an impulse each 5 cm of vehicle movement. This impulse triggers the meas‐
uring receiver, which sends one measured value to the controller PC for each impulse.
The PC is also connected to a GPS which records the limousine’s location each 2
seconds. The impulses are aligned with the GPS data to determine the exact location of
the receiver. With this configuration, it has been possible to measure while the car was
driven on the streets around the transmitting antenna. One measurement was generated
for each 5 cm driven. For a route of 3 km length we’ve retrieve 60.000 values. The
average (median) was built over 10 m distances (200 values) to eliminate fast fading.
For the measurements a 5 MHz LTE signal (OFDM) was used. The duty cycle was
100 % (continuous transmission).

3.2 Experimental Results

For all the measurements, we chose two DVB-T channels:

• Channel 41, where in the Munich region also the adjacent channels are free.
• Channel 55, where in the Munich area the adjacent channels 54 and 56 are in use.

We previously verify that the WSD sensitivity is quite low for both modulations because
of the WSD Slave receiver poor radio frequency qualities [8]. For that reason the field
transmission measurements were restricted to a short range and a 10 dB attenuator had
to be used to avoid overloading the measuring receiver. With the attenuator, the sensi‐
tivity of the receiver ends 10 dB above noise level at ~48 dBμV/m. Without the attenu‐
ator, lowest measured values are ~38 dBμV/m (which is the noise level for 5 MHz band
width and 11 dB noise figure of the measurement receiver). For the fixed transmission
trials, the bus was moved to reception points at several distances to the transmitter. At
each location the mast was lifted up to 10 m and the log-per antenna directed to the
transmitter antenna. Table 1 present the link budget parameters for this measurement
campaign.
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Table 1. Link budget for fixed measurements.

Channel Units

41 55

Frequency 634 746 MHz

Power Amplifier Input 4.6 2.1 dBm

Amplification 33 33.6 dB

Power Amplifier output 37.6 35.7 dBm

Cable Attenuation 4.5 4.5 dB

BP filter insertion loss 2.4 2.4 dB

Antenna Input power 30.7 28.8 dBm

Antenna gain -2.9 -1 dBd

Radiated power dipole ERP 27.8 27.8 dBm

Radiated isotropic EIRP 30 30 dBm

Radiated power isotropic 1 1 W EIRP

Fig. 2 shows the results for the fixed reception measurements, i.e. 10 m transmitter
and receiver height. The lines show the predictions of the Hata model for rural (red),
suburban (green) and urban (blue) areas. The symbols show the corresponding meas‐
urements. For the rural and suburban measurements the results are close to the theoretical
curve. The black dotted line, which is identical for up to 2 km with the Hata rural curve
describes free space propagation. We found higher signals than for free space propaga‐
tion since this curve does not take into account reflections from objects in the vicinity
like ground, trees or buildings. For the urban measurements our results are clearly below
the theoretical curve, which indicates that the locations we chose at Neuperlach area are
worse than the average situation for urban areas.

Fig. 3 shows the results of mobile measurements. The lines show the Hata curves.
The black dotted line above the curves represents free space propagation. The antennas
were of different heights (10 m for the transmitter, 1.5 m for the receiver). For this case
the extended Hata model contains corrections, which cause the curves to bend down
below free space propagation for short distances (few meters). The black dotted hori‐
zontal line below the curves (at 38 dBμV / m) stands for the noise field level. As expected,
increasing distance the signal strength drops. Three data groups can be distinguished for
rural, suburban and urban locations. The urban data (blue) scatter well around the theo‐
retical curve with more values above the curve than below, indicating that the selected
area in Neuperlach is somewhat better than the ‘average’ urban location from the Hata
curve. The suburban data (green) fit well with the corresponding Hata curve for distances
above 200 m. For distances below 200 m, many values lie above the green curve. This
is caused by the measurements with line of sight conditions in this range, so the values
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are between suburban Hata curve and free space propagation curve. For the rural meas‐
urements for distances at 1 km, a sharp drop can be seen; this is due to shielding of signal
by a forest. On the rural measurements between 1.5 and 3 km distance to the transmitter,
many locations are line of sight and so the signals are very good, up to free space values
(circles). Due to the noise level, signals field strength cannot drop below 38 dBμV / m.

4 Conclusions

From the comparison of theoretical results with propagation measurements, we can
conclude that modified Hata model is well appropriate to describe the path loss in TVWS
links over distances up to few km. However some care is necessary due to non-terrain-
based model’s mean error and large standard deviation. Due to the real situation, e.g.
shading by buildings, absorption of signals by vegetation, ground reflections etc., the
calculated path loss values experience a very large variation. For non-terrain based
models to which Hata model belongs to, this can be more than 30 dB for > 99% of
measured values. As a consequence, to protect incumbent’s reception a propagation
margin would be required, reducing WSD transmit power due to possibly better prop‐
agation to guarantee non-interfering operation of WSD. The level of protection of
incumbents and hence the height of the propagation margin is a matter of regulation and
should be fixed by corresponding groups at international level. The safety margin
becomes a compromise between the level of reliability for reception and operational
range of the White Space Device. This value has to be carefully balanced between both
needs.
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Abstract. GREEN-T is a CELTIC-Plus project which lists as one of its goals to
develop and implement a 4G emulator, allowing the end-user to evaluate the
quality of experience of real-time based services. There are many simulators for
various wireless technologies (LTE, UMTS, WI-FI) and almost all of them have
as outputs different values, such as bitrate, received power, SNR, depending on
the simulation type. In spite of the reliability of these simulators, it is difficult to
understand the impact of those values in real communication. This paper describes
the implementation of an LTE emulator based on system simulator results where
the end user can experience real time and real scenario communication conditions
and interactivity with applications. This platform aims to convert the merely
numerical values, obtained through the use of simulation tools, to a real-time
experience for the simulated scenario. We demonstrate a 2Mbits/s bitrate video
application, with a BER value of around  or a received power around 1
nW in a simulation scenario. In spite of the fact that the implementation was based
on the LTE, protocols of other 4G and 5G networks will be allowed to be used
and tested, since they are IP based protocols like LTE.

Keywords: LTE · Real Time Link · QoE · Interactivity

1 Introduction

One of the biggest impediments of future wireless communications systems is the need
to limit the energy consumption of the battery-driven devices so as to prolong the opera‐
tional times and to avoid active cooling.

GREEN-T [1] aims to overcome the energy trap of 4Gmobile systems by investi‐
gating and demonstrating energy saving technologies for multi-standard wireless mobile
devices, exploiting the combination of cognitive radio and cooperative strategies while
still enabling the required performance in terms of data rate and QoS to support active
applications. This notion is further extended by investigating lightweight security
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approaches, which is a pivotal requirement of 4G systems that will constitute a multitude
of players from network operators to services providers cooperating under a converged
service platform. In this scope, this paper describes the implementation of an LTE
emulator, which allows users to measure their quality of experience, in this specific case,
of multimedia services. Given the need to analyse in real time various parameters such
as quality of service (QoS) and quality of experience (QoE), we propose to develop a
platform to meet those requirements. The intended platform must support the most
commonly used services on the internet like Web Browsing, File Download, IPTV /
Online Media and Voice over LTE.

This paper is organized as follows: in Sect. 2 we present the features of the system
level simulator used in this work, mainly the interface with physical layer and most
important parameters of the LTE system that we are evaluating. In Sect. 3 we describe
the real time link implementation, which allows the running of the real time applications.
In Sect. 3.2 we describe the integration of the Real-time link with the system simulator,
in order to compose the emulator that we are proposing. In Sect. 4 we discuss the results
and the conclusions of the presented work.

2 System Level Simulator

In the development and standardization of new wireless access technologies (such as
4G LTE), as well as in the implementation process of equipment manufacturers and
optimization by the operators, simulations are necessary to test and optimize algorithms
and procedures. These simulations have to be carried out on the physical layer (link
level) and on the network layer (system level). In this section we describe the system
level simulator that was used in this work.

In particular, the following aspects must be considered with care when developing
a system level tool and performing system level simulations: Network Scenario, related
to the considered environment (urban, rural, vehicular or indoor); Network Layout: the
number of tiers, number of base stations simulated and the type of cells (omnidirectional,
sectored); Radio Resource Management, which enables dynamic resource allocation,
including the scheduler process; Physical Layer Modeling and Abstraction, used to
map physical layer performance to higher layers of the protocol stack defining the inter‐
faces (LTE, HSPA, WiMAX); Channel Propagation modeling, which includes the
path loss, slow fading (shadowing) and the fast fading; Interference modeling; Traffic
models for application services and Performance metrics, the metrics for network
performance evaluation. More specific details of these aspects can be evaluated with
detail in the report provided in the scope of the GREEN-T project [2].

2.1 Interface with LTE Physical Layer

This section summarizes the most recent link level Interface LUTs for the LTE. These
LUTs are achieved from physical layer simulations and are used in the system level
simulation. The performances of BLER versus SINR are given for a specific environment/
channel and a specific MCS. We consider the, Urban (BRAN E channel, 60 km/h).
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Table 1 lists the possible Modulation and Coding Scheme (MCS) to be used, and the
theoretical throughput for the 20 MHz bandwidth case. Other bandwidth can be selected,
as can stated in the Table 2 bellow.

Table 1. Modulation and coding schemes and maximum throughput

Modulation and coding
scheme

Theoretical throughput
(Mbps)

QPSK 1/2 16.80

QPSK 2/3 22.40

QPSK 3/4 25.20

QPSK 5/6 28.00

16QAM 1/2 33.60

16QAM 2/3 44.80

16QAM 3/4 50.40

16QAM 5/6 56.00

64 QAM 1/2 50.40

64 QAM 2/3 67.20

64 QAM 3/4 75.60

64 QAM 5/6 84.00

2.2 Simulation Scenario and Parameters

The simulations are performed on a dynamic simulation, where the mobiles are created
at the beginning of each run, and remain active for the complete run duration. The path
loss values are updated on each TTI. Simulations are conducted in an urban environment
where each run corresponds normally to 300 seconds of real time (5 minutes), and each
TTI is 1ms. The simulation parameters are presented in the table below.

3 The Real-time Link

3.1 Concepts

To emulate an eNodeB independent from the emulation of the User Equipment, we
present a solution based on two devices, with two different computers, which allows a
better processing performance. Figure 1 shows a simplified schematic of the connection
between UE and eNB,with one computer that emulates a UE and another that emulates
an eNodeB. In this initial approach the EPC is not considered and the eNodeB provides
Internet connection to the UE’s instead of the PDN-GW [3].
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Table 2. LTE simulation parameters

LTE simulation parameters

Download transmission technique OFDMA

Duplex method FDD

Channel bandwidth[MHz] 1.4, 3, 5, 10, 15, 20

Number of resource Blocks 6, 15, 25, 50, 75, 100

Subcarrier spacing 15Khz

Frame size 10ms with 10 sub-frame

Scheduling speed Every sub-frame (1ms)

Modulation QPSK,16QAM,64 QAM

Coding Turbo code (1/2, 2/3…)

Link adaptation EESM with 3 HARQ process

Scheduler Round Robin, Max C/I,
Proportional fairness

Traffic Mix/Full Queue

Channel modelling Path loss

Cell deployment Hexagonal

User Equipment 
Emulator

eNodeB 
Emulator

Internet

Capture of 
IP Packets

Errors and 
Delays 

Generator

Network 
Reinjec on of 
Captured IP 

Packets

LTE Uplink 
UE Protocol 

Stack

LTE Uplink 
eNodeB 
Protocol 

Stack

Capture of 
IP Packets

Errors and 
Delays 

Generator

Network 
Reinjec on of 
Captured IP 

Packets
LTE 

Downlink 
UE Protocol 

Stack

LTE 
Downlink 
eNodeB 
Protocol 

Stack

Downlink

Uplink

Fig. 1. Emulator implementation scheme.
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The purpose of this connection is to demonstrate, in real time, the functionalities of
the services and applications in a simulated environment, both for the evaluation of the
QoE and the QoS at the UE and eNB (UL/DL). One of the crucial aspects here is the
simulation time, which cannot be greater than the time defined for LTE. Another aspect
to consider is that the connection between the two emulators, besides having to work in
a transparent mode, should not introduce errors or delays (greater than 2ms) to prevent
significant interference with the simulation time – though we might want to introduce
simulated errors for testing purposes. It is necessary to develop a highly efficient plat‐
form, since the operations to perform require processing heavy amounts of information
in real time.

Implementation. The RTL can be split in two main blocks: (1) One that captures TCP/
IP [4] packets generated by the UE, transfers those packets to the eNodeB and re-injects
the packets towards the internet, as depicted in Fig. 1; (2) Implementation of the LTE
protocol stack.

In an uplink message, the following steps are applied: (1) Capture of IP packets
generated at UE; (2) Apply LTE protocol stack to IP packets; (3) Create errors and delays
for each packet; (4) Transfer data to the eNodeB Emulator; (5) Apply LTE protocol
stack; (6) Recover IP packet (if it is possible, due to errors); (7) Send IP packet, for
example to the Internet.

3.2 Integration with the System Simulator

The LTE emulator is composed by different software modules, the System Level Simu‐
lator (SLS) including the Graphical User Interface, the real time link composed by the
eNodeB and the User Equipment (UE) as presented in Fig. 2. These software modules
have to communicate between them so communication interfaces were developed. In
this section we present some of the communication interfaces that connect the main
software modules/blocks for proper operation.

Fig. 2. LTE emulator, main software modules

As described previously the GUI communicates with the SLS process and the RTLE
eNodeB, which in turn, RTLE eNodeB communicates with the RTLE User Equipment.
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At this stage simulation had been performed previously with the ‘offline’ results
stored in text files and accessed for the real-time emulation process. The emulation
process allow both the running of new simulation to collect data or the usage pre-stored
results from a previous simulation.

3.3 Testing, Video Service Emulation and Discussion

In order to verify the effects of insert delays in communication the ping utility is used
[5]. Two situations were tested: one, where no delays were added during communi‐
cation; and a second scenario where we add a 25000 microseconds (25 milliseconds).
In the first test a delay of 1 ms was verified, but in the second test a 25 ms higher
latency was verified in the communication. We’ve noticed that in a communication
where a high number of packets should be transmitted this second delay can be enough
to block the connection between the two hosts.

In a second test a video service (video streaming) was used to analyse the effect of
errors in communication (with UDP protocol [6]). As performed with the Ping utility
test, two situations were observed, in Fig. 3, one with no errors in the communication,
and other with a bit error rate of  Looking at the images, one can easily see the
effect of communication errors in the Quality-of-Experience of the user.

Fig. 3. Received stream without errors (left) and with BER = 1E-5 (right)

4 Conclusions and Future Work

In this work we presented an implementation of an LTE emulator where with a real Time
Link Platform is possible for the end user to experience real time applications in different
scenario conditions. The emulator uses off-line data obtained through system level
simulator which include BER rates, delay and bitrate control connection options.

In fact it was experienced that when radio channels conditions bellow a threshold,
the experienced interactivity between user and applications was poor; on the other hand
when channel conditions were above this threshold, user experiences a transparent
communication. Since this platform allows changes in IP Packet, new communication
protocols for other 4G systems or 5G can also be developed and tested inside this
platform.
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Abstract. This paper proposes a tuneable band-rejected miniaturised monopole
antenna. The band-notching was achieved by printing an inner chorded crescent
shape over the surface of the substrate. By placing a small varactor between the
inner and outer arches, the centre frequency of each notch can be individually
shifted downwards. The design of the proposed structure has a controllable rejec‐
tion in the range from 2.38 to 3.87 GHz maintaining a wideband performance
from 1.5 to 5 GHz based on VSWR ≤ 2. The antenna prototype was fabricated
and tested. Simulated and measured results are performed and analysed. With a
compact size, the proposed monopole antenna may well work as an internal
antenna in a portable device.

Keywords: Monopole antenna · Tunability · VSWR · WLAN · WiMAX

1 Introduction

Printed wideband monopole technology has been widely adopted in commercial and
military domains. Because of its attractive features, such as low cost, small size and easy
fabrication, the printed wideband monopole antenna has received more and more atten‐
tion with developments in communication technology. Similar versions of this antenna
have been reported and it can cover a very wide frequency band or several bands [1–5].
However, radiation in some of these frequency bands may generate interference to (or
from) the Wireless local area networks (WLAN) of IEEE802.11b/g and IEEE802.11a
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standard (2.4–2.485 GHz) and World Interoperability for Microwave Access (WIMAX)
for IEEE802.16 bands (3.3–3.7 MHz).

On the other hand, some wideband antennas with a notch capability have been early
reported in the published literature [6–8]. However, these antennas have fixed rejected
frequency bands which cannot be altered after fabrication. Hence adaptive frequency
suppression methods have been studied by using tuneable techniques [9–11]. These have
the advantage that once the monopole antenna is constructed, the notch centre frequency
can be easily changed by a capacitor inserted inside the antenna structure. This has
enabled the antenna to adaptively tune the band-reject notch to the correct frequency
band whenever interference from other systems significantly impairs the wide band
system performance.

By implementing similar design principles as in [12, 13], this paper documents a
compact tuneable notch monopole antenna that achieves a size reduction compared to
some existing published results. The antenna occupies an envelope size of 57 × 37.5 ×
0.8 mm3, making it a good candidate for portable wide band applications.

2 Antenna Design and Concept

The antenna geometry is given in Fig. 1. The chorded crescent-shaped patch prototypes
are printed on an FR4 material of relative permittivity εr = 4.4 and of loss tangent of
0.017, with no ground plane directly underneath it. The substrate thickness is 0.8 mm.
The radiator is fed by an 17.95 × 1mm microstrip line, printed on the surface of the
substrate that is partially backed by a ground plane.

Fig. 1. Basic antenna structure, (a) Top view, (b) Bottom view.

The microstrip line is formed by two sections, i.e. upper section (6.75 mm) and lower
section (11.25 mm). The lower section has a characteristic impedance of 64 Ω and is
required for matching 50 Ω at the input port which is at the lower edge of the ground
plane. The ground plane has dimensions of 57 mm × 37.5 mm. This antenna is a modified
version of the authors’ previous work as in [12, 13], but achieves a wider band compared
to published results in [12], and offering the tuneable notched band characteristic in
contrast to [13]. Moreover, an inner crescent shape is added to create the notch frequency
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as well as to accommodate a capacitor or varactor at a fixed location between the two
crescent shapes for tuning the rejection band.

3 Results and Discussions

Figure 2 shows the simulated VSWR for the proposed antenna with the inner chorded
crescent shape and both inner and outer chorded crescent shapes. As can be seen in
Fig. 2, by adding a strip to the outer crescent shape the proposed antenna resonates
from 1.5 to 5 GHz, achieving a wider frequency range compared to the authors’
previous work [12].

Fig. 2. Simulated VSWR with the inner and outer chorded crescent shapes

It should be noted that the outer radiator is constructed from sections of two circles,
each having a different radius and centre, thus enabling the resultant patch, taken with
the effect of the coupling to the defected ground plane, to radiate over two different
frequency bands. The larger radius controls the fundamental frequency, whilst the
shorter radius may be tuned to obtain the desired upper frequency. It is clearly seen that
the two adjacent resonant frequencies in the range VSWR ≤ 2, are 1.5 GHz and 5 GHz,
and it is worth noting that the antenna’s impedance bandwidth is 3.5 GHz. This provides
adequate coverage for GPS, DCS, PCS, UMTS, WLAN and WiMAX bands. However,
when the inner crescent shape is printed with the same construction (sections of two
circles) as the outer one, the notch can be created at 4.25 GHz, while the same frequency
with only one crescent shape (1.5–5 GHz) is accomplished as shown in Fig. 2.

To suggest the optimum position for the varactor effectively, the surface currents of
the antenna in [12] and proposed antenna without varactor for three selected operating
frequencies, i.e. 1.6, 2.7 and 4.25 GHz covering the aggregate bandwidth of the
frequency band, are studied in Fig. 3. As can be observed, the surface current for the
selected operating frequencies of 1.6, 2.7 and 4.25 GHz for the outer chorded crescent-
shaped proposed antenna is induced mainly around the antenna feed port and almost
negligible over the ground plane. This observation could validate the findings from the
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ground plane size analysis, in which increasing the ground plane size does not impair
impedance matching [12]. By comparing these two antennas, it was noticeable that the
current distributions are almost same at 1.6 and 2.7, which indicates the proposed
antenna preserves the same performance as the one in [12] at lower operating frequency
band. It was clearly seen the most of the current exist around the antenna feed-line. While
at 4.25 GHz, the proposed antenna shows strong electric currents are concentrated in
the inner and outer chorded crescent-shape and feed-line areas of the radiator compared
with those seen at other operating frequencies. This is due to the added parasitic inner
chorded crescent-shape acting as a resonator to trap the current within the radiator and
hence to suppress the unwanted 4.25 GHz band. Moreover, it is suggested the varactor
should be attached in the area where the current is less induced in order to prevent the
performance degradation at desired operation frequency band.

1.6GHz

2.7GHz

4.25GHz

Fig. 3. Current surface for the outer chorded crescent shape and both chorded crescent shapes
at, (a) 1.6 GHz, (b) 2.7 GHz and (c) 4.25 GHz.

Figure 4 shows the simulated VSWR for the proposed antenna when the value of the
capacitor between the two crescents shapes was varied from 0.25 to 10.5 pF. This causes
the notch-band centre frequency to vary from 2.38 to 3.87 GHz. All of the simulations
described were performed using Ansoft HFSS [14].
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Fig. 4. Simulated VSWR with loaded
capacitor (from 0.25 to 10.5 pF).

Fig. 5. The proposed antenna prototype with
loaded capacitor.

Figure 4 clearly shows a rejected band from 3.28 to 3.65 GHz for the 0.5 pF loaded
antenna and 2.42 to 2.55 GHz for the 10 pF loading, defined at VSWR better than 2.
This is sufficient to suppress, where unwanted, signals from the wireless local area
networks (WLAN) of the IEEE802.11b/g and IEEE802.11a standards employing the
band 2.4–2.485 GHz, and the World Interoperability for Microwave Access (WIMAX)
standard IEEE802.16 in the band 3.3–3.7 GHz. The proposed capacitor loaded prototype
is depicted in Fig. 5. Its measured VSWR is shown in Fig. 6a. As can be observed, once
the 0.5 pF and 10 pF capacitors are added the band-notch centre frequency is shifted
down to 3.5 GHz and 2.48 GHz respectively (increasing capacitance will increase the
effective electrical length of the antenna and decrease the resonance frequency).

(a) (b)

Fig. 6. Measured and simulated VSWR at 0.5 and 10.5 pF (a), Measured peak gain for proposed
antenna at 0.5 and 10.5 pF

Figure 6b shows the measured gain of the monopole antenna in the case of unloaded
and loaded design. It is noted that the presence of the varactor only shifts the notches
and the gain does not change substantially. The unloaded antenna has a gain of 2.8 dBi
at the notch band centre frequency of 3.5 GHz and 1.9 dBi at 2.48 GHz. The peak antenna
gain at 10.5 pF excitation is reduced to −9 dBi and to −7.5 dBi at 0.5 pF. This indicates
that there is approximately 11.8 dB and 9.4 dB of gain suppression for the capacitance
of 0.5 pF and 10 pF respectively.
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4 Conclusions

A small printed on a single-layer commercial substrate has been designed and used to
introduce desired frequency notches in a printed UWB monopole antenna. The proposed
antenna occupies a compact envelope dimension of 57 × 37.5 × 0.8 mm3 while covering
the required wide band with sufficient tuneable rejection frequency band spectrum
ranging from WLAN (2.4–2.485 GHz) to WIMAX (3.3–3.7 MHz). The notch centre
frequencies shifts were quite stable and consistent over the selected spectrum without a
serious change in notch bandwidth. The antenna is optimized for best results through
simulation .The computed results are in good agreement with the measured results;
showing that the antenna will easily satisfy current trend of wireless communications
guidelines.
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Abstract. Previous cluster based group key management schemes for wireless
mobile multicast communication lack efficiency in rekeying the group key if
high mobility users concurrently subscribe to multiple multicast services that
co-exist in the same network. This paper proposes an efficient multi-service
group key management scheme suitable for high mobility users which perform
frequent handoffs while participating seamlessly in multiple multicast services.
The users are expected to drop subscriptions after multiple cluster visits hence
inducing huge key management overhead due to rekeying the previously visited
cluster keys. However we adopt our already proposed SMGKM system with
completely decentralised authentication and key management functions to
address demands for high mobility environment with same level of security and
less overhead. Through comparisons with existing schemes and simulations,
SMGKM shows resource economy in terms of rekeying communication
overhead in high mobility environment with multi-leaves.

Keywords: Mobile multicast communication � Group key management �
Wireless networks � Security

1 Introduction

Multicast is an efficient communication technology for the provision of group-oriented
services over the internet. These include services such as VOD (Video on Demand) and
video conferencing. The services could be deployed more comfortably in wireless
mobile networks than in wired networks because the entire receiving nodes within the
transmission range of the broadcast medium can receive the services in a single
transmission. Thus, the multicast services are expected to be dominating services by
considering the fact that majority of the recent standards committees of wireless net-
works such as E-MBMS in LTE 1 have standardized them. However in order to
provide access control to the broadcasted multicast services, a symmetric group
key, known as the Traffic Encryption Key (TEK), has been widely deployed to
guarantee secure group communications among the subscribed group members. Thus
the broadcasted services encrypted by the TEK at the Service Provider (SP) end are
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decrypted by the authorised group members holding the same valid TEK at the
receivers end assuming multicast routing protocols are in place.

Although symmetric effort provide efficiency in achieving secure group commu-
nications than asymmetric effort with heavier computation effort, it causes some
challenges in Group Key Management (GKM) because the TEK need to be updated for
both forward and backward secrecy [1] during group membership dynamics caused by
joins, leaves and mobility. Convectional GKM schemes for secure wired [1] and
wireless [2] multicast networks were specifically designed for a single multicast
service subscribed by low mobility users. Instead, wireless GKM schemes [2] may
induce huge rekeying communication overhead in rekeying the TEK when the group
become flooded with high mobility users which perform frequent handoffs while
participating in diverse multicast services. In addition to frequent moves, high mobility
users maintain the local cluster keys (KEKs) for the previously visited clusters during
frequent handoffs. Eventually when users leave or drop the subscriptions after multiple
visits, this triggers repeated rekeying of the entire keys (TEKs and local KEKs) held by
the user in all the previously visited clusters for forward secrecy hence causing extra
rekeying signalling overhead. During frequent handoffs, the schemes also require
synchronisation with the trusted Domain Key Distributor (DKD) for requesting the
TEK as well as for tracking mobility hence the name key-request schemes [3] which
are Decleene et al. [4], GKMF [5] and Kellil et al. [6]. The DKD in key-request
schemes controls the entire local cluster managers called the Area Key Distributors in a
decentralised environment.

However, this is not practical that a single entity controls the entire network con-
sisting of millions of mobile users and huge AKDs. Additionally frequent handoffs
constitute to huge number of notifications to the DKD which cannot be a negligible
communication overhead any more especially in vehicle-related services, such as
telematics services where high speed vehicles handover frequently hence repeated
rekeying. Also, if the entire key management functions of the TEK are concentrated on
the DKD which is single point of failure and maybe far from the serving AKD, the
multicast services become very vulnerable to service disruptions due to rekeying
delivery delays. Therefore key-request schemes characteristics inhibits suitability for
high speed wireless networks with multiple services and this has motivated the need to
build a multi-service communication-efficient key management scheme suitable for
high mobility users in this paper. In addition to our multi-service group key man-
agement scheme known as SMGKM [7, 8] dedicated to provide secure multi-group
oriented services to mobile users who dynamically perform handoff while seamlessly
participating in multiple multicast services we now consider rekeying during dynamic
movement of high mobility users in multi-service subscriptions who then leave sub-
scriptions after multiple visits.

The rest of the paper is organized as follows: the scenario for high mobility
environment with multi-leaves in SMGKM scheme is described in Sect. 2, the per-
formance analysis of the SMGKM in terms of communication overheads in high
mobility environment in comparison to key-request schemes is discussed in Sect. 3 and
finally, the conclusions are drawn in Sect. 4.
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2 The SMGKM Scheme for High Mobility Situation

Assuming the network model and assumptions of the SMGKM are maintained [7, 8],
we further explore the performance of the SMGKM in the presence of high mobility
users which perform frequent handoffs across multiple clusters then finally leave the
multicast services concurrently from the concerned clusters after visiting multiple clus-
ters. Let us consider a scenario where mobile subscribers belong to the same service
group GK. The service group determines users accessing exactly same set of services
(s1, s2, …, sj) and this simplifies key management with multi-services. Suppose users
M1, M2, M5 and M9 in Fig. 1 access three of the pay-TV services concurrently such as
sports (s1), movie (s2) and music (s2) out of 8 services provided by the SP. The
assumption is that users can seamlessly access these services in a high mobility
environment such as vehicular networks where frequent handoffs may occur hence
making multiple visits possible before users leave the multi-services. In the cellular
clusters of the SMGKM scheme illustrated in Fig. 1 we define two types of subscribed
users:

• Present in the cluster (PIC) users currently being served by the AKDi. This are
considered as low mobility users assuming they stay long in the service.

• Absent in the cluster (AIC) users who have visited multiple clusters served by the
target AKDv after frequent handoffs. These users are considered to have high
mobility.

Clearly from Fig. 1, it can be observed that from the AIC mobile users in SMGKM,
M1 and M2 in GK have previously visited AKD0, AKD1, AKD2 and AKD3 by per-
forming frequent handoffs then finally stay at the target AKD5 before leaving the
multicast services. M9 have previously visited AKD5 and AKD0 before leaving at
AKD2. Similarly, M5 have previously visited AKD4, AKD3 and AKD0 before leaving
at AKD1. The assumption is that all Mi in GK follow the same mobility pattern and the

Fig. 1. High mobile users leaving after multiple cluster visits
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SMGKM has already carried out the multi-service rekeying strategy based on Key
Update Slots (KUS) [7, 8] to satisfy backward secrecy during frequent handoffs at the
visited AKDv and forward secrecy where M1, M2, M5 and M9 currently leaves. The
rekeying strategy detect the affected services during group dynamics so that the AKDs
generate and securely deliver new TEK shares for the affected services to the PIC users
where a join or leave occur [7]. The assumption is that Authentication phase of users is
also performed at the target cluster during handoff using Session Key Distribution List
(SKDL) concept which tracks mobility at the AKD level [4].

3 Performance Analysis

This section investigates the performance of the SMGKM scheme with comparisons to
legacy key-request schemes. We only focus on the extra rekeying communication
overhead as a result of unicast transmissions caused by delivering rekeying messages,
under the assumption that this overhead is the most vital factor in wireless networks
where radio resources is limited in the presence of high mobility users and multi-
services. We also consider the communication overhead induced by the control mes-
sages emanating from handoff at the wired network beyond each AKD. In this network
let’s assume that various multicast services provided by the SP covers a huge area
consisting of C clusters, and the number of mobile users Mi existing in each cluster is
maintained at N. Let’s define a random variable X as the number of clusters that Mi has
visited before leaving the multicast services. Thus the expected number of clusters
previously visited which represent the degree of user mobility can be denoted as E(X).
Now let’s contrast the rekeying communication overhead induced in SMGKM in
contrast to the key-request schemes whenever multi-leaves caused by high mobility
users occur after visiting multiple clusters. Stopping subscriptions may be due to
various reasons such as subscription period elapse or battery failures.

3.1 Multi-leaves with Forward Secrecy in Key Request Schemes

First consider that key request schemes are used, not considering multi-services and
multi-leaves in mobile wireless network. Key request schemes achieve more efficiency
by limiting rekeying only to the clusters which have been visited by the leaving user.
Thus, the rekeying communication overhead is mainly dependent on the number of
clusters that a leaving user has visited. Since the leaving user maintain the local cluster
keys for each of the visited clusters, each previously visited AKDi should unicast O
(N) rekeying messages including the updated local cluster keys to PIC users of the
visited clusters. After updating the local cluster keys, each AKDi distribute the new
TEK from the DKD. This induces rekeying communication overhead in the entire
wireless network of

EðXÞOðNÞ þ C: ð1Þ

The key-request schemes require notifying the DKD about users’ handoff as well as the
TEK update. Though the notifications may be negligible in size, they cannot be
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overlooked in the presence of high mobility users and multi-services requiring TEK
update in the network. The notifications should be delivered to and from the DKD as a
form of a control messages at the wired network beyond the AKDs.

Therefore the total number of notifications at the wired network on average gives

EðXÞOðNÞC: ð2Þ

Let now employ the wireless weight denoted as a in [5] to demonstrate the importance
of the wireless cost. Therefore, the total rekeying communication overhead for the key
request schemes induced at both parts of network becomes,

ROKEYREQUEST ¼ afEðXÞOðNÞ þ Cg þ ð1�aÞfEðXÞOðNÞCg: ð3Þ

where 0 ≤ a ≤ 1.
However in the presence of S-multi-services and x services require rekeying at user

departure, key-request schemes requires independent rekeying of the affected services
whenever multiple leaves occur at the target cluster after visiting E(X) clusters. Thus
Eq. (3) gives

ROKEYREQUEST ¼ a
x
S
fEðXÞOðNÞ þ Cg þ ð1�aÞ x

S
fEðXÞOðNÞCg: ð4Þ

3.2 Multi-leaves with Forward Secrecy in SMGKM Scheme

In contrast with the key request scheme, the SMGKM only perform rekeying at the
target cluster where multi-leaves occur regardless of the visited number of clusters. The
DKD does not need to keep track of mobile subscribers because each AKDi

independently controls its own users due to cryptographically separate keys adopted
per cluster in SMGKM. Thus on every handoff, the SMGKM provide access control
mechanism which uses the SKDL concept for authentication of mobile users before
obtaining the new service group keys used at the target cluster. Whenever mobile user
completely handoff, the cluster local keys for the previously visited clusters are
automatically revoked under the assumption that mobile users have the capability to
store keys only for the target cluster. This is what differentiates the SMGKM to key
request schemes hence less storage complexity at the mobile receiver. This additionally
lessens the number of rekeying communication overheads significantly.

Now let’s consider M1 and M2 in GK which finally stop x services after visiting E
(X) clusters, we first compute the number of AIC in the visited clusters at user
departure.

The assumption is that handoff that occurs between two non-adjacent clusters can
be likely, which is tolerable enough to make the performance comparison. Consider a
certain cluster v whose AKD initially consist of N mobile users. Assuming N individual
users move from one cluster to another at least E(X) times, i.e., it visits E(X) clusters.
Whenever users finally drop the subscriptions at departure, only E(X) of the initial
N users remain in cluster v while E(X) − 1/E(X) of N users have left cluster v.
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Furthermore, let’s also consider other users participating in the same set of services
in GK from other clusters with the exception of cluster v. A user of the other clusters
can be considered to pick E(X) − 1 visiting clusters amongst C − 1 clusters. Therefore

the probability that the user does not visit cluster v is
C � 2

EðXÞ � 1

� �
=

C � 1
EðXÞ � 1

� �
. It

means now that 1� C � 2
EðXÞ � 1

� �
=

C � 1
EðXÞ � 1

� �
� N mobile users from other clusters

can visit cluster v. Likewise, only 1/E(X) of the N users remain in cluster v while
E(X)-1/E(X) of the N users have left. Consequently, this evaluate the number of AIC in
the visited clusters denoted by L as:

L ¼ EðXÞ � 1=EðXÞ½N þ 1� C � 2
EðXÞ � 1

� �
=

C � 1
EðXÞ � 1

� �
� N � ðC � 1Þ� ð5Þ

In contrast to key-request schemes, since the SMGKM independently manages its own
TEK per cluster, the visited AKDs do not undergo rekeying except the target cluster
where multi-leaves currently occur under the assumption that leaves occur concurrently
while participating in multi-services. It should be noted that it is possible for multi-
leaves to occur at various locations visited (i.e. E(X)) in SMGKM as shown in Fig. 1.
Therefore in order to guarantee forward secrecy at the concerned cluster, SMGKM
need to unicast O(N + L) rekeying messages to the PIC user of the concerned clusters in
order to deliver the updated TEK shares for the services affected by multi-leaves.
Additionally the SMGKM does not need to notify the DKD about the user mobility
since the AKDi automatically revoke the rows for the corresponding departures from
the SKDLi; however notification of the updated TEK shares at the concerned AKDi to
the SP is absolutely necessary at the wired part of the SMGKM. The notification/
control message uses the KUS notifier which is negligible in size and dependent on the
number of affected services S assuming that the SP also has prior knowledge of the
KUS operation to update the service keys. This on average gives total number of
notifications beyond the concerned clusters as

EðXÞOðx
S
Þ: ð6Þ

Therefore in the presence of S-multi-services and x services requires rekeying if L-users
departure, SMGKM scheme induces total rekeying communication overhead of

ROSMGKM ¼ afEðXÞOðN þ LÞg þ ð1�aÞf EðXÞOðx
S
Þg: ð7Þ

3.3 Simulation Results and Discussion

In order to contrast the performances of the above scheme, we consider S-multicast
services covering a huge cellular cluster areas consisting of 1000 cells under the
assumption that each cluster has a total of 400 mobile users subscribed to these services
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from various locations. The expectation is that each user is likely to visit E(X) clusters
on average before leaving the subscribed multicast services simultaneously, where E
(X) varies from 10 to 60. The higher E(X) means the user has the higher mobility. Also
the assumption is that wireless cost of the network is much greater than wireline cost
hence we set the wireless weight to be 0.999 in order to weight wireless links much
more than wired links. To summarize, we set x = 3 to be the number of affected services
requiring rekeying out of S = 8 services provided by the SP, C = 1000, N = 400,
a = 0.999, respectively.

From the simulation results in Fig. 2(a), we compare the communication overheads
emanating from rekeying and handover control messages at the wireless and wireline
parts of the network. It can be seen that the performances of both schemes worsens with
high user mobility and multi-leaves participating in multi-services. However SMGKM
overhead outperforms that of key-request schemes because high mobility in users in
key-request schemes maintains key management keys for the local E(X) clusters. This
requires rekeying that incurs substantial rekeying communication overhead. In contrast,
SMGKM only rekeys the concerned clusters where user departure occurs hence
reducing communication overheads significantly.

Additionally, in Fig. 2(b) we compare the ratio of the communication overheads for
the concerned schemes. When E(X) = 30, key-request schemes incur 10.6 times
communication overheads as much as that of the SMGKM. Therefore SMGKM obtains
quantitative advantage of less communication overheads and qualitative advantage of
distributing some parts of the DKD functions to the AKDs.

4 Conclusion

This paper has addressed inefficiency of existing key-request GKM schemes for secure
multicast in high mobility wireless networks by proposing an efficient and practical
solution. The core of the proposed scheme is to decentralize the DKD key management

Fig. 2. Rekeying communication overheads induced by multi-leaves at multiple clusters
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and authentication functions. While the DKD only does the initial setup phase of the
entire group membership, each AKD keeps track of users during handoff and manages
the group TEK shares for multiple services independently per cluster to ensure back-
ward and forward secrecies when frequent handoffs and multi-leaves participating in
multi-services occur respectively. The proposed scheme also achieves high efficiency
of rekeying and reduces the overburden of the DKD by distributing it to each AKD in
high mobility environments. Therefore, it is expected that the proposed protocol can be
a practical solution for securing group communication with multi-services in high
mobility wireless environment.
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Abstract. Simplified designs of multi-antenna systems with optimum efficiency
are receiving attentions. Such simplicities also involve low cost architectures. In
this study, we report an evaluation of a new multi-antenna scheme, namely,
spatial modulation (SM) that is compared with quasi-orthogonal space time
block codes (QOSTBC) scheme over Rayleigh fading channel. The SM scheme
has been, earlier, compared with space time block codes (STBC) – a two
antenna transmit diversity scheme that achieves full diversity when only two
antennas are used. This is extended to QOSTBC scheme that absolves
some decoding limitations to attain full diversity. It will be shown that, using the
QOSTBC of similar architecture with the SM, even better performance can be
achieved in favour of QOSTBC.

Keywords: Spatial modulation � Space time block codes � Quasi-orthogonal
space time block codes � MIMO

1 Introduction

Modern telecommunications expect to deliver the most dependable seamless quality of
service to support infotainment, data and video transmissions. Data delivery is however
by wireless communication and different data, infotainment and video delivery tech-
niques are still evolving to offer the best service. Multiple input multiple output
(MIMO) scheme exploits the fact that no two channel paths can be equally likely badly
impaired. Thus increasing the number of transmitting and/or receiver elements can help
a great deal in mitigating the hostile multipath channel fading problems. Because the
receiver equipment exists in small sizes (miniature), then diversity techniques are
best explored in the transmitter. Different and varied transmitter diversity techniques
have been considered over time. Most recently is the spatial modulation (SM) tech-
nique [1, 2]. In SM diversity technique, multi-antenna systems can be designed that
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involves only one RF-chain in the transmitter. This technique is explored in this study
and will be compared with QOSTBC alongside STBC.

Spatial modulation (SM) is a tractive multi-antenna transceiver technique for
MIMO systems deployment. It promises spectral efficiency and no-inter channel
interference (ICI) at the receiver (provided the pulse shaping period does not overlap
amongst antennas) [3]. SM reduces transmitter complexity and cost since only one
transmitting antenna is enabled during a transmission period thus reducing the number
of radio frequency (RF)-chain to one. When SM was introduced, it was compared with
space time block codes (STBC) with up to 4-receive antennas [4]. STBC improves
power efficiency by maximizing spatial diversity. It improves capacity from diversity
gain which reduces error probability over the same spectral efficiency [2, 4].

In this study, the SM, STBC and QOSTBC will be compared in terms of bit error
ratio (BER). Each of these will be discussed in Sect. 2 and the results will be shown in
Sect. 3 with the Conclusion in Sect. 4.

2 System Models

We discuss the different system models to be considered in this paper here. They
involve the STBC, QOSTBC and SM. QOSTBC is a class of STBC used to enable
more than two transmit antenna diversity with full rate transmission. SM on the other
hand is a three-dimensional signal modulation scheme that enables multi-antenna
transmitter design with only one RF-chain.

2.1 Spatial Modulation

Signal modulation involves mapping fixed number of information into one symbol.
Each symbol represents a constellation point in the complex two dimensional signal
plane [2]. Extending this plane to three dimension yields what has been referred to as
spatial modulation [2, 4]. Thus, spatial modulation is a three-dimensional signal
mapping (modulation) scheme that simplifies (reduces) RF-chain of a communication
system although only one transmit antenna is made active in each time slot.

In signal modulation, for instance using M-QAM (or PSK as explored in this
study), the number of bits that can be transmitted is given by:

m ¼ log2ðMÞ ð1Þ

for any M-PSK scheme. On the other hand, the spatial modulation permits the map-
ping/transmission of n bits according to:

n ¼ log2ðNtÞ þ m ð2Þ

where Nt is the number of transmitting elements. This is done by mapping the infor-
mation in q-vector of n bits into a new x-vector of Nt bits at each time slot such that
only one element in the resulting vector is non-zero. The position of the element in the
x-vector chooses the transmit antenna element over which the symbol will be
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transmitted (or that can be made active) at such transmission time slot. Let the active
antenna be designated as xl; notice that,

xl 2 1; � � � ; Nt½ � ð3Þ

Because data are encoded in information symbol and antenna number (as in Eq. 3),
then the estimation of antenna number is highly required. For a noiseless system of the
form y = hx, where h is channel matrix, then the estimate of the transmit symbol can be
expressed as [4]:

g ¼ hHy ð4Þ

where (.)H is a Hermitian operator. The antenna number can then be estimated as [2]:

l̂ ¼ argmax
8i

gij jð Þ i ¼ 1; � � � ;Nt ð5Þ

Then, based on the estimated antenna index, the estimate of the transmitted symbol can
be discussed as:

x̂ ¼ D gi¼̂l

� � ð6Þ

where D is the constellation demodulator function [3].

2.2 Orthogonal Space Time Block Codes

The space time block code or STBC is proposed to improve multi-antenna design over
constrained bandwidth. It achieves full diversity and full rate transmissions over two
antenna transmission, for example [5];

s ¼ s1 s2
�s�2 s�1

� �
ð7Þ

where s is the symbol. Its equivalent channel matrix is defined as [5];

h ¼ h1 h2
h�2 �h�1

� �
ð8Þ

Using the channel matrix simplifies the implementation of STBC scheme. A major
limitation in the use of STBC is that, more than two transmit diversity is not supported.

2.3 Quasi-Orthogonal Space Time Block Codes

QOSTBC is a class of STBC that absolves the two-transmit antenna limitation. Tra-
ditional QOSTBC achieves full transmission rate but not full diversity [6]. The
QOSTBC sacrifices both BER measure with increasing signal-to-noise ratio (SNR) and
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full transmission diversity although it offers full rate transmission. Some coupling
(interference) terms in the decoding matrix exist that degrade the BER statistics.
Assuming that the channel matrix of a QOSTBC system is given as [7]:

hv ¼
h1 h2
h�2 �h�1

h3 h4
h�4 �h�3

h3 h4
h�4 �h�3

h1 h2
h�2 �h�1

2
664

3
775 ð9Þ

Suppose that the rank of the channel temporal correlation matrix is κ, then the maximum
achievable diversity level has been obtained as κNTNR [8], where NT is the number of
transmit elements and NR is the number of receiver elements. The decoding matrix
following from Eq. 9 does not permit linear decoding [9]. Thus, the scheme does not
attain full diversity. Some handy examples of interference free QOSTBC techniques
include Givens rotation [10], eigen-value [9] and Hadamard matrices [7] approaches.
Givens rotation and eigen-value approaches yield similar results and will be explored in
this study. Since both give similar results, the eigen-value approach will be followed due
to its simplicity. QOSTBC by eigen-values shall henceforth be used as eQOSTBC. The
eigen-value of the detection matrix of channel matrix can be defined as [9];

V ¼
1 0 �1 0
0 1 0 �1
1 0 1 0
0 1 0 1

2
664

3
775 ð10Þ

The new channel matrix can be formed as:

hnew ¼hv � V

¼

h1 þ h3 h2 þ h4
h�2 þ h�4 �h�1 � h�3

h3 � h1 h4 � h2
h�4 � h�2 h�1 � h�3

h1 þ h3 h2 þ h4
h�2 þ h�4 �h�1 � h�3

h1 � h3 h2 � h4
h�2 � h�4 h�3 � h�1

2
6664

3
7775

ð11Þ

From Eq. 11, one can define the channel matrix of an interference free QOSTBC matrix
as follows:

hnew ¼
h
*

1 h
*

2

h
*�
2 �h

*�
1

h
*

3 ~h4
h
*�
4 �~h�3

h
*

1 h
*

2

h
*�
2 h

*�
1

�h
*

3 �~h4
�h

*�
4 h

*�
3

2
66664

3
77775 ð12Þ

where h
*

1 ¼ h1 þ h2, h
*

2 ¼ h2 þ h4, h
*

3 ¼ h3 � h1 and h
*

4 ¼ h4 � h2. Hence, as a linear
system with linear decoding, the system that implements an interference-free QOSTBC
can be represented as:
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y ¼ hnewsþ g

where s is a vector of transmit symbols having the form s ¼ ½s1 � � � s4�T . The detection
(ignoring g) can be expressed as: ŝ ¼ hHnewhnews ¼ a I4sð Þ, where a is
the channel gain and I4 is an identity matrix. g is the noise term, notably, an additive
white Gaussian noise (AWGN). In the receiver, the maximal ratio combining (MRC) is
applied.

3 Simulation Results and Discussion

In this section, the simulation results are discussed. The results involve comparisons of
the spatial modulation scheme as a method for MIMO transmission with STBC and
QOSTBC schemes. Assuming a Raleigh fading channel, the receiver is equipped with
the full knowledge of the channel and the antennas are reasonably separated to avoid
correlation.

3.1 Comparison of Analytical and Simulation Results

To validate our results, we first show comparisons of analytical results with the sim-
ulation results in Fig. 1.

The simulation results shown in Fig. 1 are for QOSTBC diversity scheme using
4 × 1-QPSK. It can be found that simulation result of eQOSTBC and analytical
eQOSTBC perfectly agree. Meanwhile, the interference terms in the detection matrix of
the traditional QOSTBC degrade its performance, hence the eQOSTBC outperformed
the traditional QOSTBC both analytically and in simulations.

3.2 Two Bits Transmission

At first, we transmit two bits for SM, STBC and QOSTBC. The two bits from the SM
scheme are provided by two transmit antennas and BPSK scheme sequel to Eq. 2 with
four receiving elements. The results are shown in Fig. 2.

From Fig. 2, it is found that transmitting with two antennas and receiving with four
antennas for STBC scheme is better by circa 2 dB than transmitting with four antennas
and receiving by two antennas using QOSTBC scheme. However, comparing the
results of QOSTBC and SM schemes, it is found that QOSTBC scheme outperforms
SM about 10 dB.

3.3 Three Bits Transmission

In Fig. 3, we compare the results of the SM, STBC and QOSTBC schemes for three
bits transmission. The three bits transmission investigation is typical of the ones
reported in Fig. 3 of [2].
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Like in [2], it can be seen that transmitting on two antennas and receiving on four
antennas using SM scheme is better than transmitting on four antennas and receiving
on four antennas by about 1 dB. However, comparing the STBC and QOSTBC
schemes, both performed nearly equally likely. Then comparing them with the
SM scheme, it is found that both STBC and QOSTBC outperformed SM scheme
(2 × 4-QPSK) by about 9 dB and SM scheme (4 × 4-BPSK) by about 9 dB respec-
tively. The benefit of the discussed QOSTBC scheme is in its ability to attain full
diversity and full rate consequent on the elimination of the coupling terms.
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3.4 Four Bits Transmission

Again, we investigate the performance of STBC and QOSTBC with SM scheme
when four bits are transmitted. The results are shown in Fig. 4. Both 4 × 4-QPSK and
2 × 4-8PSK SM schemes performed alike up to 10−2 BER. On the other hand,
QOSTBC outperformed STBC at 10−4 BER by about 3 dB. Then comparing SM and
QOSTBC, it is better (by about 6 dB) to transmit over two antennas and receiving over
two antennas using 16-PSK for QOSTBC than transmitting by two transmit antennas
and receiving with four antennas using 8-PSK for SM scheme. Also, it is better to
transmit and receive using 4 × 4 QPSK for QOSTBC than using 4 × 4-QPSK SM
scheme by about 8 dB.
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3.5 Six Bits Transmission

Finally, transmitting six bits using SM is investigated as in [2, 4]. We then compare the
results with that of transmitting six bits with STBC and QOSTBC schemes. The results
are shown in Fig. 5.

Like in [2, 4], Fig. 5 shows that SM schemes for six bits transmission outperformed
STBC scheme. However, SM showed increased performance as the signal modulation
order increased. The SM scheme transmission of six bits with 4 × 4-16PSK outper-
formed 2 × 4-32PSK increasingly. On the other hand, comparing the QOSTBC and SM
schemes, 4 × 2-64PSK of the QOSTBC scheme outperformed all other SM schemes
and STBC scheme.

4 Conclusion

In this study three different diversity schemes that enable MIMO systems are studied.
These schemes include spatial modulation, STBC and QOSTBC. The investigation
explored the performance of the schemes at low and relatively high spectral efficien-
cies. In all, the MIMO QOSTBC (4 × 2) performed better than the SM. From the study,
it can be said that the strength of SM diversity scheme is in the signal modulation order,
that is, the performance of the SM diversity scheme recuperates as the signal modu-
lation order increases up to four bits transmission (as investigated above). Notwith-
standing, using the QOSTBC with only two receive antennas, the performance of SM
diversity scheme is less comparable. For all diversity schemes, transmitting on lower
number of transmitter antenna elements is favoured when using lower number of signal
modulation order. On the other hand, where higher signal modulation order is pre-
ferred, then higher number of transmitting elements will be preferred.
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Abstract. The degree of insecurity occasioned by fraudulent practices in Nigeria
has been of great concern economically, especially as it relates to overseas trans‐
actions. This paper was designed to mitigate this problem for Nigeria and coun‐
tries with similar dispositions. Based on a survey involving field trip to Nigeria,
the paper examines the general security situation in Nigeria and its mutual impacts
with computerisation, miniaturisation and Location-Based Authentication
(LBA). It was discovered that both computerisation and miniaturisation had some
negative effects on cyber-security, as these were being exploited by fraudsters,
especially using ‘advance fee fraud;’ popularly called 419. As a countermeasure,
the research examined the possibility of using LBA and further digitisation of the
GSM Mobile country codes down to City/Area codes along with GSM Mobile/
Global Positioning System (GPS) authentications. Where necessary, these could
be combined with the use of a web-based Secret Sharing Scheme for services with
very high security demands. The anticipated challenges were also examined and
considered to be of negligible impacts; especially roaming.

Keywords: Cyber space · Computerisation · Miniaturisation · Authentication ·
Advance fee fraud (419) · Digitisation and tele-density

1 Introduction

The degree of cyber-related insecurity occasioned by fraudulent practices in Nigeria has
been an issue of great concern economically, especially as it relates to foreign direct
investments and dealings with other international partners. Apart from the economic
costs to the nation, corporate organisations and individuals, it has also been an image
problem for Nigeria in various international fora. It was in an effort to find ways of using
technology to mitigate the negative effects of this state of insecurity that this research
was designed. Although it was tailored, specifically, for the Nigerian environment, the
results are applicable to all countries with similar situations.

© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
S. Mumtaz et al. (Eds.): WICON 2014, LNICST 146, pp. 322–334, 2015.
DOI: 10.1007/978-3-319-18802-7_43



Based on a survey involving a field trip to Nigeria in November 2013, among other
resources, this paper begins by examining the general security situation in Nigerian
environment, with a focus on cyber-security, especially as it relates to the use of Global
System for Mobile Communications (GSM). This would be after undertaking some basic
clarifications of some relevant concepts, including cyber space, computerisation, mini‐
aturisation, Location Based Authentication (LBA), advance fee fraud (419), digitisation
and tele-density, as they affect Nigeria. Next, both the forward and backward effects of
these technological developments are then assessed vis a vis the national security posture
with a focus on the security of cyber space. This would be followed by discussions on
identifiable measures aimed at countering or mitigating possible security threats in the
system. These would include the possibility of using LBA and further digitisation of the
GSM Mobile country codes down to City/Area codes along with GSM Mobile/Global
Positioning System (GPS) authentications. Where necessary, these could be combined
with the use of a web-based Secret Sharing Scheme for services with very high security
demands. Possible challenges to the suggested mitigating measures would also be
considered.

2 Basic Conceptual Clarifications

The term cyberspace does not have a standard and objective definition [1]. Generally,
it is used to describe the virtual world of computers. In other words, while the term
‘cyber’ denotes the computer and anything that relates to it, cyberspace refers to the
notional environment in which communications over computer networks occur [2].
It is “the domain characterized by the use of electronics and the electromagnetic spec‐
trum to store, modify and exchange data via networked systems and associated physical
infrastructures” [3]. On the other hand, computerisation is to cause certain operations
or processes to be performed by a computer, particularly, as a replacement for human
labour. Digitisation is the process of converting real-world analogue quantities (texts,
images, audio, video, etc.) into a digital format [4]. In this format, information is organ‐
ised into discrete small units of data (bits) which are grouped into bytes. This is the
binary data that computers and several devices with computing capacity can process.
Thus, digitisation involves a process that results in the breaking down of a given whole
into its smaller parts.

Miniaturisation is the continuous reduction in the sizes of manufactured items,
regardless of whether they are mechanical, optical and electronic products and devices;
e.g., mobile phones, computers, vehicle engine downsizing, etcetera [5]. This trend is
made possible by the emergence of micro and nano technologies. Authentication is the
process of establishing the true identity of a user or an entity [6]. Thus, LBA is a form
of authentication where the identification factor is related to the physical location of
the user/entity. Tele-density used to be computed as the number of fixed telephone
lines per hundred inhabitants. With the advent of GSM, where mobile cellular
subscribers outnumber the fixed line connections in some countries, the term Mobi-
density is preferred in such countries; i.e., mobile cellular subscribers per hundred
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inhabitants. Since the two terms may lead to mutual disadvantages for countries with
well-established fixed lines and those whose GSM network is still at the initial stage
of development, ITU has proposed the use of Effective Tele-density; defined as either
fixed line connections or mobile subscribers per hundred inhabitants – whichever of
the two is higher [7, 8].

Advance fee fraud (alias 419), which is also known as the Nigerian Scam, has grown
into an epidemic [9]. The term ‘419’ was coined from Sect. 419 of the Nigerian Criminal
Code (part of Chapter 38: Obtaining Property by False Pretences; Cheating) [10]. Basi‐
cally, 419 is a form of confidence trick which the confidence artists use to defraud
unassuming innocent business partners, both locally and abroad.

3 The State of Cyber Insecurity in Nigeria

Every society has its bad eggs; research estimates show that only about 4 % of Nigerians
engage in cybercrimes [11]. Regardless of the smallness of this percentage, Nigerian
419 Scam is a major concern, not only for the Nigerian Government and its citizens, but
the entire global community [10].

Cybercrime refers to any unlawful act perpetrated using the computer, electronics
and ancillary devices as tools within the cyberspace [12]. It involves disruption of
network traffic along with virtually an endless list of major and sundry crimes including
terrorism and outright warfare [3]. It targets individuals, individual properties, corpo‐
rate organisations, governments, the entire nation and the global community at large
[3, 12]. Discussions with and statistics from the Economic and Financial Crimes
Commission (EFCC), Abuja, and the Special Fraud Unit (SFU) of the Nigeria Police,
Lagos, Nigeria, indicate that cybercrimes that are prevalent in Nigeria include [13, 14]:
fishing and spoofing activities targeting bank customers; skimming of standard issue
magnetic-stripe ATM (Automated Teller Machine) cards; cloning and/or defacing of
government and business websites; spamming activities involving 419 Scam solicita‐
tions (for lottery, inheritance, charity, romance, crude oil, fund transfer, employment,
contracts, etcetera); fraudulent online purchases from e-commerce sites made with fake
foreign financial instruments and stolen credit card information; online investment
scams targeting local victims; deployment of malicious programmes – mostly off-the-
shelve spyware, key stroke loggers, Trojans and extractors on target systems; targeting
of emotionally vulnerable persons on free social networking sites; and the use of free
email services (especially g-mail, yahoo-mail and hotmail) in cybercrime related
communications.

Cybercrimes are very common in Nigeria. Statistics reveal that these crimes are
mostly committed by males between the ages of 20–35, and mostly based in University
towns [13]. Nigeria currently ranks first in Africa, and third in the world, after the US
and UK, with 5.7 % cybercrime perpetrators (down by 0.2 % from 2006), as illustrated
in Table 1 [12]. From Table 2, all the indices for the incidence of cybercrime in Nigeria
are on the increase for the three years; some astronomically, bearing in mind that the
indicators for 2014 are incomplete. Virtually all researchers agree that globalization
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occasioned by the revolution in Information and Communication Technology (ICT)
has greatly contributed to the rise in cybercrimes in Nigeria. However, this does not
explain why Nigeria should be far ahead of South Africa, for instance, with 5.7 %
against 0.9 %, given that the Internet users in South Africa are more than 50 % of their
Nigerian counterparts: about 26.5 % of Nigerians use the Internet, giving about
45million Internet users; South Africa has about 48.9 % of its population on the net,
yielding about 23.6 million users [15]. Many researchers agree that it is the Nigerian
419 Scam that has sharply differentiated her from South Africa, and this was enhanced
by miniaturization of communication devices among other factors, especially the
mobile phone which is very portable and more amenable to deception in respect of
callers’ location information [10–13].

Table 1. Top ten countries by count (Cybercrime perpetrators)

Country Percentage

1. United States 63.2%

2. United Kingdom 15.3%

3. Nigeria    5.7%

4. Canada    5.6%

5. Romania    1.5%

6. Italy    1.3%

7. Spain    0.9%

8. South Africa    0.9%

9. Russia    0.8%

10. Ghana    0.7%

Source: Internet Crime Report 2007

The implication of this finding would be fully appreciated only if it is realized that,
the annual statistics for mobile phone subscribers in Nigeria indicates a leap from
266,461 to 135,253,599 between 2001 and 2012, respectively. The tele-density for the
corresponding periods also witnessed a quantum leap from 0.73 to 80.85 respectively
[16]. Nigerian Governments have been fighting fraudulent crimes for long without much
result. This led to the establishment of various outfits, in addition to the Nigerian Crim‐
inal Code Act. Thus, it could be said that while globalization has enhanced the socio-
economic life of the people, it has also come along with insecurity problems that have
so far defied solutions.
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Table 2. Cyber fraudulent crime statistics in Nigeria (EFCC/NFIU) - 2012–2014

Year Description Quantity

2012 No of Cases Reported 89

No of Suspects Arrested 100

Financial Recoveries (Naira) 2.4 Billion

2013 No of Cases Reported 99

No of Suspects Arrested 188

Financial Recoveries (Naira) 8.4 Billion

2014* No of Cases Reported 93

No of Suspects Arrested –

Financial Recoveries (Naira) 630 Billion

Source: Nigeria Police (SFU) and EFCC Crime Statistics

2014* For the First Quarter Only

4 Countering Feigned-Location Fraud Related Crimes in Nigeria

It is noteworthy that most of the measures so far employed in Nigeria to counter the
cyber and other fraud-related crimes are mostly based on legal instruments; in terms of
enactments and enforcements. Since the most valuable tool for the 419 fraudsters is the
mobile phone, it seems reasonable to approach the problem from a technological angle
as one of the most optimistic ways forward. It is hereby proposed that location-based
authentication be employed in two versions in Nigeria. While one version is to actually
detect the exact physical location of the fraudster, the other is to deter him/her from
committing the crime. For actual detection, there would be need to make all transceivers
GPS-compliant, with inherent capabilities for location-based mutual authentication as
advocated in [6]. This would be able to detect the locations of both static and mobile
cyber criminals; please note that a mobile phone is being treated here as a computer –
smart phones are computers with phone capabilities. The deterrence approach would be
realised by a further digitisation of the country codes for the GSM cellular phone
systems, as explained in the next segment. This could be very effective against 419
fraudsters who use the mobile phone as their main tool. Where necessary, the two
approaches could be combined with the use of a modified web-based secret sharing
scheme for services with very high security demands.

4.1 Background to the Deterrence Approach

In the evolution of cellular phones, one major reason for dropping certain standards
stemmed from security limitations and incompatibility of diverse standards. Researches
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were heated up to solve this challenge. Breakthroughs yielded the Long Term Evolution
(LTE) today [17, 18]. Since then, subsequent cellular standards have become more
mobile, secure and compatible with earlier standards across different national bounda‐
ries. Aside these improvements, security challenges still abound such as location iden‐
tification of a mobile user. Recently, the 3GPP working group proposed the inclusion
of the Time Difference of Arrival (TDOA) algorithm [19] in the LTE-Advanced (LTE-
A) Release 10 and beyond (which has been revised to inherit Rel-8/9 features) to identify
the location of a mobile caller [20, 21]. .In cellular phone networks, although the term
Enhanced Observed Time Difference (E-OTD) is often used instead of TDOA, the prin‐
ciple is the same [6], except that the former involves the broadcast of cell-ID [21].

In contrast to mobile phones, fixed telephones are more secure and mostly preferred
in official involvements, since it is tractable more accurately. Its address can be easily
traced since the address (including the city codes) assigned to a user is known. This
feature makes it more dependable to transact businesses using fixed telephones than
mobile phones. This proposal considers mapping the security advantage of the fixed
telephones on to the mobiles (with variety of modifications) such that it can be more
dependable than it has been. Of course, most business organizations would benefit
should the mobile lines provide security trust-head that can be dependable.

In the meantime, area codes are known to be common and are defined differently
for different countries [22, 23]; e.g., three digits for USA, Canada and Nigeria, two
digits for Brazil and one digit for Australia and New Zeeland. We also have variable
lengths for United Kingdom, Germany, Austria, etcetera. Sometimes, and in some
countries also, these area codes are part of caller’s mobile number. It is hoped that
another variety can be exploited as the proposed would travel with the permanent caller
mobile number. First of its kind, it is possible that this research may revolutionize area/
city coding for mobile nodes and that the security breaches volunteered by the cellular
telecommunication security orifice will be solved permanently, within the context of
current technology.

This proposal does not suggest any change in the numbering plan or hardware of any
telecommunication network operator, but integration into the software configuration of
the radio routing elements of the network operator’s systems – base station (Node-B,
evolved-Node B or Home-eNB). It does not affect the traditional design of the mobile
handsets nor would the handsets be reconfigured for the purpose.

4.2 The Proposed Technology

In the meantime, a mobile phone caller can be traced to the country of origin using the
country calling code. It makes it very possible that fraudulent activities can thrive since
the exact location of the mobile caller cannot be estimated by the ordinary users. In LTE-
A Release 10 and beyond, mobile phones are proposed to incorporate the TDOA in
determining the location of the mobile caller [21, 22]. This tracking functionality permits
that only the network operators and/or the security agencies such as the police would be
able to trace the origin of a mobile caller, depending on the TDOA parameters [19]
extracted from the caller. It can be reasoned that this still makes the acquisition of the
space-time information of a mobile caller vague, perilous, tedious, and expensive.
The proximity of a caller’s location characteristics to the parameters extracted from the
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TDOA algorithm cannot define the position of a caller closer than 10 meters. In addition,
the time it takes to compute and then trace the origin of the caller can as well leverage
fraud. The proposed initiative can be combined with the TDOA to improve the identi‐
fication of a mobile user’s geographical location faster. In fact, at least four cells are
required to perform Observed Time Difference of Arrival (OTDOA) [19, 24], and the
disadvantages cannot be overstressed.

Just like the landlines wherein a caller location can be easily identified, a similar
situation is being advocated for a mobile user. This could be achieved by a further
digitisation of the GSM country code into city/area codes. Thus, the caller ID travels
with the city/area codes as well, instead of country code alone. With proper public
awareness education, it would become clear to all users that such phones would no longer
be safely used in defrauding people by falsifying the city location of the caller. The exact
city location can be extended to a mobile phone user to reduce and also discourage
fraudulent activities among mobile phone users. The city/area codes will be incorporated
in the base stations within an area. Each base station will bear a code of the area within
which it is domiciled; i.e., its cell, as illustrated in Fig. 1 below. The radio signal orig‐
inating from such base stations will be routed with city/area code parameters to disclose
the origin of a call via the Cell of Origin (COO). Further binning of the available area
codes, as defined by the Nigerian Communications Commission (NCC) [22], like in the
case of USA [25], can be made to ensure discrete proximity to the COO of a mobile
phone radio information. Thus, for each call placed by a user, the trunk prefix in the
trunk code [22] (i.e. the ‘0’ in ‘043’ of 043-805123456, for example) will remain, but
the trunk code will be modified to characterise the discrete area in the city from where
a call originated.

The hierarchical structure of a cellular network is illustrated in Fig. 1 [45]. The
structure is formed by connecting the major components like mobile phones, Base
stations (BS) and Mobile Switching Centres (MSC). The BS serves a cell which could
be a few kilometres in diameter as shown in Fig. 1 (a); instead of using a circle to depict
an ideal situation, the hexagon is used for convenience. When the cells are grouped
together, they form a Cluster as shown in Fig. 1 (b). Usually, the number of cells in a
cluster is limited by the requirement that the clusters must fit together like jig-saw pieces.
The possible cell clusters are the 4-,7-,12- and 21-cell clusters [45]. The size of a cell
can be changed or reduced by splitting the original cell. Figure 1 (c) illustrates how a
cell can be split into four; this involves reducing the radius of the original cell by half
[45]. As illustrated in Fig. 1 (d), all BSs in a cluster are connected to the MSC using
land lines. Each MSC of a cluster is then connected to the MSC of other clusters and a
Public Switched Telephone Network (PSTN) main switching centre. The MSC stores
information about the subscribers located within the cluster and is responsible for
directing calls to them [45].

The advantage of these codes is that it will be relative to the specific geographical
location of a mobile phone; for instance, if a user leaves Gwarimpa for Nyanya (two
different areas in Abuja, Nigeria), the area code would change and would identify where
the caller resides at the time of call. This is also the case for inter-states. Genuine privacy
issues may not be relevant since, as in the current situation, users would be at liberty to
either activate or de-activate the Caller ID facility [6].
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In security related terminologies, this proposal is inherently a location-based authen‐
tication initiative; though it does not comprise all the ingredients of AAA (Authentica‐
tion, Authorisation and Accounting) [26–28]. However, all the processes of AAA [6]
would be a security requirement for the operations of special security agencies. These
security agents and some designated top government functionaries could be permitted
by the NCC and the network operators at the instance of necessary legislations to operate
special mobile numbers and phones that would not reveal these city/area codes.

5 Anticipated Challenges

Every technology evolves with its challenges; this is no exception. In this section, the
possible challenges that may evolve with this proposal are enumerated, with possible
countermeasures spelt out.

5.1 Roaming

Most times, the mobile phone user travels abroad for conferences, trainings, workshops,
businesses, health, etcetera. Most of these users prefer to roam their calling IDs. This
technology (if operated in Nigeria only) cannot provide the city codes of the foreign
countries (unless it is adopted there or globally). However, except for the case of
roaming, the proposed city codes provide well-binned space-time information of a
mobile phone user based on city/area codes. The possible effect of roaming on the reli‐
ability of the proposed system will be quantified in the course of implementing this

(a) (b) (c)

(d)

*
1

4

7

3

65

2

Fig. 1. Hierarchical structure of cellular network: (a) Base station (BS) for a Cell; (b) A 7-Cell
Cluster; (c) Cell splitting; and (d) Cellular network structure.

Nigeria: Cyber Space Security 329



proposal; this is expected to be negligible. The survey showed that, users who roam their
mobile audio communications and use the service effectively throughout their overseas
travels are in the region of 10 % for the upper class citizens, and less than 2 % for the
lower class citizens. Statistics also showed that most of those involved in 419 Scam
belong to the lower class.

5.2 Awareness Education

In Nigeria, most users tend to believe that all telecommunications caller numbers not
starting with the trunk prefix (zero) is an international call. This has been used to swindle
victims most often than not. When this proposal is implemented, most users will face
the challenge of adjusting to recognize that all numbers not beginning with the zero
prefix are not foreign numbers. It is hoped that a sensitization campaign will be carried
out to educate the general public about the change using Newspapers, radio, TV stations,
posters, etcetera. The Government at all levels, NCC, Mobile Service Providers (MSPs)
and security agencies would have an important role to play in this regard.

5.3 Cloning Fraud

This is a high-tech problem that can be perpetrated only by some experts who are capable
of knowingly, wittingly or fraudulently obtaining the factory details of a mobile-phone
or by monitoring the radio characteristics of a particular mobile phone for a long time.
Cloning fraud occurs when the factory-set Electronic Serial Number (ESN) and tele‐
phone Mobile Identification Number (MIN) has been dubbed and used to programme a
different phone so that when the legal, as well as illegal (cloned), user places a call, the
ESN/MIN of the legitimate mobile will be transmitted [25, 29]. The transmission of
similar ESN/MIN from different mobile nodes is already known [29] and described as
Sybil attack in, for example, wireless sensor networks [31–35], and several solutions
have been suggested [36–40]. It will be easy to identify the location from which the
fraudulent user calls when the proposed method is adopted, since the city/area codes
would be different. This can easily isolate the legitimate user from the illegal user.
Meanwhile, for cell phone cloning fraud, the cellular equipment manufacturing industry
has deployed authentication systems that have proven to be a very effective counter‐
measure [30].

5.4 Immunity/Security of Special Security Agencies and Authorised
Government Functionaries

It may be delicate to always reveal the space-time information of a security professional,
such as the State Security Service (SSS). These security agents and some designated top
government functionaries could be permitted by the NCC and the MSPs, at the instance
of necessary legislations, to operate special mobile numbers and phones that would not
reveal these city/area codes.
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5.5 Man-in-the-Middle and Rogue Base-Station Attacks

The man-in-the-middle (MitM) attack involves intercepting a call and re-routing it
through a third party to the receiver at the other end, such that both the original source
and the sink do not know that the link is mutilated. This can be tackled by authenticating
the (MU) and a Home e-Node B (HeNB or LTE Femtocell) from a contractual proxy-
signature already established between the HeNB and OAM (Operation, Admission and
Maintenance) [41]. A rogue base station may lead to a Denial of Service (DoS).
Meanwhile, DoS due to a rogue base station has been discovered and solution proffered
in [42] including impersonation [43].

5.6 Compatibility with Future Evolutions

LTE-A Rel-10 and beyond, is not a new radio-access technology but the evolution of
LTE to further improve the performance [43]. This evolution inherited all the Rel-8/9
functionalities with additions such as carrier aggregation, enhanced multi-antenna
support, improved support for heterogeneous deployments, and relaying [43]. The
Rel-9 uses OTDOA for uplink and E-CID (Enhanced-Cell ID) for both uplink and
downlink [24]. The E-CID positioning algorithm, in addition to the serving eNB (in
other words the radio cell) and the broadcast cell ID which was defined in LTE Rel.8,
the information such as propagation delay calculated from the difference in timing of
signal transmission and reception and the Angle of Arrival (AoA), are utilised to
estimate the MU position [21]. For other lower standards, the proposed technology
would comfortably fit in.

5.7 Replacement for Other Positioning Algorithms

This algorithm may rather be seen as the primary algorithm to which any other possible
geographical positioning algorithm can be appended. For instance, the use of GPS can
be added to the city code algorithm. After all, the Rel-9 was defined to involve assisted-
GPS (A-GPS), OTDOA and E-CID [24].

6 Conclusion

The degree of insecurity occasioned by fraudulent practices in Nigeria has been an issue
of great concern economically, especially as it relates to foreign direct investments and
dealings with other international partners. Apart from the economic costs to the nation
and individuals, it has also been an image problem for Nigeria in various international
fora. This paper examined possible technological means of addressing this problem. The
suggested solutions, though tailored specifically for the Nigerian environment, are
applicable to all countries with similar situations.

The paper used the results of survey involving a field trip to Nigeria in November 2013,
among other resources, to look at the cyber security problems in Nigeria and arrived at
some promising solutions. It was realised that most previous efforts at countering cyber
and other fraud-related crimes in Nigeria depended mainly on the use of legal instruments.
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It was also realised that the 419 Scam is a major contributor to Nigeria’s third position in
the world, with 5.7 % of cybercrime perpetrators.

The main technological proposal to tackle this problem is to further digitise the GSM
country code into city/area codes which will be transmitted along with caller IDs to give
away the position of the caller as being done with the fixed telephones. Anticipated
challenges, which include the possible impact of mobile communication roaming on the
efficacy of the proposed system, were also highlighted, and found to be minimal.
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Abstract. Passive and active devices are essential devices in mobile and base
stations’ transceiver. Consequently, these devices dominated the large part of the
PCB of the today’s transceiver. However, the tomorrow’s mobile terminals
without circuit tunability would be extremely large in size to accommodate
present and future radio access technologies (RATs). The stand-alone trans-
ceiver for one single RAT is comprised of single passive and active devices and
adding two or more RATs for the same transceiver would require adding two or
more devices, since all of these RATs standards work on different frequency
bands. Apparently, without tunability approach, this will increase the com-
plexity of the system design and will cover a large part of the circuit space
leading to power consumptions, loss which results to the poor efficiency of the
transceiver. In this work, a miniaturized RF MEMS tunable bandpass is
developed to operate in the frequency range from 1.8 to 2.6 GHz.

Keywords: Coupled lines filter � RF MEMS capacitor � Radio access tech-
nologies (RATs)

1 Introduction

The tomorrow mobile terminals and base station transceiver will have to deal with
several radio access technologies (RATs) right from GSM up to LTA. This will require
two or more RF passive and active devices since all of these standards work on
different frequency bands. RF band pass filter, is a passive device that work with one
specific frequency band. If we were to upgrade these mobile devices to support future
standards, this indeed would entail adding another set of customized RF front end
devices leading to extra complexity and power consumption. As a result, future design
requirements utter the need for tunable mobile terminals so as to reduce the number of
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duplicated circuits, and hence the energy consumption, and from a business perspec-
tive, to introduce the mobile terminals to the market at a very low cost. Therefore, the
design course of action requires a tunable RF filter with high tuning speed, and
excellent linearity that have to deal with the wide frequency range, low loss/or high-Q
circuits. RF MEMS is a good candidate with good linearity, low power consumption,
size reduction; they also offer a high level of integration. MEMS or micro-electro-
mechanical systems (a.ka. microsystems technology or micromachines), are electrical-
mechanical devices, which are made from micro fabrication and was first developed in
the 1970s. Many RF MEMS filter work has been already appeared in the literature
[1–7]. Also MEMS technology has been involved in several applications; they include
biotechnology, medicine, communication and inertial sensing. RF MEMS filters have
good linearity, low power consumption, size reduction, and also have high level of
integration. The future mobile handsets will become more sophisticated, providing user
centric broadband applications and full mobility within a plethora of wireless access
systems. This will lead to power hungry devices and a reduction towards battery
lifetime, which eventually will have an impact on the global CO2 footprint. Therefore,
designing a compact tunable RF MEMS filter which is capable of covering the bands of
mobile applications, with targeted and desired frequencies range, couple with low
power consumption and high Q factor, would be the best candidate for tomorrow’s
mobile terminals.

By examining the RF MEMS filters in [1–7], it was undoubtedly found that these
filters emphasis only on UWB applications [1, 2], Millimetre wave bands [3, 4], C/X
bands [5] and Ku bands [6, 7]. Since all these tunable RF MEMS filters in [1–7] have
not met the tomorrow’s mobile terminals criteria, and in order to meet the required
goals, in this paper, we proposed a reconfigurable bandpass filter using RF MEMS
technology with design course of action such as: miniaturization, high Q, low power
consumption and to cover the bands of frequency from GSM to LTE.

Section 2 explains the filter design and concept, the results of an unloaded filter
have shown and discussed in Sect. 3. RF MEMS capacitor position was studied in
Sect. 4. Section 5, goes with RF MEMS capacitor loaded results and the conclusion in
Sect. 6.

2 Filter Design and Concept

As the aim is to devise a tuneable-frequency bandpass filter having wide tuning range,
the underlying passive filter design is vital. The design must ensure good matching
below −10 dB (i.e., return losses better than 10 dB) and around 0.2 dB insertion loss,
even when the frequencies are shifted to a great extent by changing the capacitance of
loaded RF MEMS capacitor. Size of 37.5 × 16 mm RT/duroid 6006/6010LM is used as
the substrate throughout the module, with a thickness of 1.27 mm, and the dielectric
constant is assumed to be uniformly 10.2 as depicted in Fig. 1a. The substrate is located
over ground plane size of 37.5 × 16 mm. The I/O feed lines that set at the edge are
parallel microstrip lines with characteristic impedance of 50 Ω and dimensions of
7.5 mm × 1.5 mm as shown in Fig. 1. The design and simulation process are
implemented in both 3D electromagnetic simulator HFSS and CST for comparison
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purposes [8, 9]. The total dimensions of the proposed filter is 37.5 mm × 16 mm which
is ideal for application in a mobile device. Table 1 summaries the detailed dimensions
of the resonators.

3 Unloaded Proposed Filter Results

To explain the design concept of the proposed bandpass filter, Fig. 2 shows the S11 and
S21 of a reference filter, i.e. the proposed design but without the inclusion of MEMS
capacitor.

The design procedure of this filter is elaborated here in order to establish an insight
explanation on how this filter operates and why the geometry is proposed. The design

(a) (b)

Fig. 1. The proposed bandpass filter with RF MEMS capacitor, (a) 3D view, (b) Schematic view

Table 1. Detailed dimensions of resonators

Parameters Section 1 Section 2 Section 3 Section 4 Section 5 Section 6 Section 7

Trace width
(mm)

0.15 0.25 0.375 2 2 0.25 0.15

Trace length
(mm)

6 10 15 4 4 10 6

Trace height
(mm)

0.02 0.02 0.02 0.02 0.02 0.02 0.02

Trace spacing
(mm)

0.25 0.25 0.25 0.25 0.25 0.25 0.25

Fig. 2. Simulated S11 and S21 results of unloaded proposed filter
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process starts by performing several simulations and modifying the geometry of the
proposed bandpass filter for enabling the structure to operate around the 2.6 GHz, i.e.
the higher targeted operating frequency and then to be tuned in order to meet the
present work target. It was interesting to find that, the unloaded filter resonates at
4 GHz with |S11| better than −10 dB and 0.15 dB insertion loss. However, this band
does not meet the design objective. Therefore, a RF MEMS capacitor would be
required to down-shift the resonant frequency from 2.6 GHz to 1.8 GHz in which
covering the targeted frequency range of this work.

4 RF MEMS Capacitor Position

To suggest the optimum position for the RF MEMS effectively, a parametric study of
the RF MEMS capacitor position over the proposed structure was carried out for three
selected capacitor values, i.e. 0.7, 1.1 and 4 pF for the operating frequencies of 2.6, 2.4
and 4.25 GHz respectively, covering the aggregate bandwidth of the frequency band as
shown Fig. 3. The effect of the capacitor location was examined by considering the
variations in the S11 and S21 against the position of the RF MEMS for the afore-
mentioned capacitance values. Figure 3 shows the effect of RF MEMS location with
three selected desired frequencies.

The capacitor position is investigated by starting from 8.12 mm and increasing to
20.12 mm with increments of 4 mm as shown in Fig. 3. It is clear that when it is 8.12
and 16.2 mm, the targeted frequency bands would not be accomplished as the
capacitance varies from 0.7, 1.1 to 4 pF. By further increasing it to 20.12 mm, the
proposed filter exhibits more or less same resonant modes for all capacitance values in
which does not satisfying the desired frequency bands as shown in Fig. 3. However, as
it is set at 12.12 mm, a good impedance matching can be achieved over the entire bands
at S11 < −10 dB and around 0.15 dB insertion loss for three aforementioned capaci-
tance values as depicted in Fig. 3. This leads to the conclusion that for the best
impedance match the RF MEMS position should be kept at 12.12 mm in which the
filter shows an extensive frequency shift, completely covering the DCS, PCS, UMTS,
WLAN and LTE bands and hence suitable in this case for mobile handset applications.

(a) (b) (c)

Fig. 3. Capacitor position variation against S11 and S21, loaded with C = (a) 0.7 pF, (b) 1.1 pF,
(c) 4 pF
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5 RF MEMS Loaded Capacitor Filter Results

The next phase of this work is the filter tuning mechanism, which relies on the
introduction of RF MEMS capacitor over the long middle resonator as shown in Fig. 1,
which was first derived from the HFSS model.

For proper realization, this tuning requires the addition of loaded capacitor at fixed
location. The target tuning range is obtained by setting the capacitance values from
0.7 pF to 5 pF over the structure of the filter. Figure 4 shows the HFSS simulated
scattering parameters (S11, S21) for the loaded proposed bandpass filter. It should be
noted that the effect of this capacitive loading cause the structure to resonate over a
wide frequency range from 1.8 GHz to 2.6 GHz covering the GSM and LTE systems.

For more validation, the proposed filter was modelled in CST software packages
along with tuning capacitor. As can be seen from Fig. 5, the same frequency range from
1.8 GHz to 2.6 GHz was accomplished. Furthermore, S11 and S21 in HFSS exhibit
reasonable agreement with the simulated results computed by CST.

(a) (b)

Fig. 4. HFSS results of RF MEMS capacitor filter, (a) S11, (b) S21

(a) (b)

Fig. 5. CST results of RF MEMS capacitor filter, (a) S11, (b) S21

Tunable RF MEMS Bandpass Filter with Coupled Transmission Lines 339



6 Conclusions

By carefully selecting different sets of optimal geometry parameters, a new compact
bandpass filter coupled lines with tuneable behaviour has been presented. The tuning
method is implemented by loading the filter structure with a RF MEMS capacitor. By
means of varying the capacitance values from 0.7 pF to 5 pF, the resonant frequency
can be easily tuned within a wide range of frequencies, while maintaining good per-
formance. The tunable filter is compact and has shown a great frequency shift covering
from GSM to LTE frequency bands (1800 MHz to 2600 MHz). The filter has also
shown a good S11 which varies from 15 dB to 35 dB and a good insertion loss (S21)
which is about 0.15 dB.
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Abstract. With the massive deployment of broadband access to the end-users
and the improved hardware capabilities of end devices, peer-to-peer (P2P)
networking paradigm is consistently gaining terrain over the typical client-server
approach. In most of the modern countries, today’s Internet connectivity has
sufficient conditions to unleash P2P applications such as video-on-demand or
real-time television. It is known that the use of P2P based systems to distribute
delay sensitive applications raises technical problems mainly associated with the
system’s instability caused by the peer churn effect. In this article, we propose a
framework to distribute delay sensitive 3D video content using a hybrid client-
server and P2P approach. The proposed platform uses P2P application-level
multicast trees at the access networks, delegating typical server operations at
super-peers who are domain and geographically distributed. Results are based
on real testbed implementation show quick reaction at peer level.

Keywords: Peer-to-peer � Application-level multicast � Content distribution �
Video streaming � 3D media

1 Introduction

In recent years, speed for Internet access has experienced enormous upgrades both in
wired and wireless links. This is especially true in the majority of the cities of modern
countries, where fibre-to-the-home and Long Term Evolution (LTE) access is
becoming a reality. In addition, computers and mobile devices have also become faster
and lighter. Facebook and Youtube [1] are the two top contributors for this kind of
content distribution. In fact, Internet video from sites such as YouTube, Hulu, Netflix
(video-to-TV), online video purchases and rentals, webcam viewing, and web-based
video monitoring (excluding P2P video file downloads) are expected to have a com-
pound annual growth rate (CAGR) of 34 % until 2016 [2]. Video mobile data is
predicted to have a CAGR of 75 % in the period 2012–2017 [3]. Current developments
in 3D technology has raised significant technical challenges mainly due to bandwidth
and delay restrictions associated with the multiple views of content. With this in mind,
this article proposes a multiple multicast tree distribution mechanism that merges the
advantages of both client-server and P2P approaches: centralized decision, adminis-
tration and content – typical in a client-server paradigm - with the split/balancing of
network resources – found on P2P networks.
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2 Architecture

For the 3D video content, we assume multiple cameras arrangement and multiple
description coding (MDC) [4–6] of the resulting streaming media. Considering that
each stream [7, 8], needs an average 4 Mbps bandwidth, we would need at least
35 Mbps connection to be able to receive stereoscopic view with depth adjustment and
fast viewpoint navigation capability. Given Internet bandwidth constrains and for
scalability reasons, the combined video information from the cameras is encoded in
multiple IP video streams so that the video can be reconstituted from a subset of these
streams, being the video quality proportional to the number of streams received. Each
description is sent to the peer as a different IP stream, such that if packets of the
corresponding description are lost, then the associated packet in the other description is
used to reconstruct the video frame with a slightly downgraded quality.

The proposed system uses the concept of main server, super-peers, peers and ISP
core network. The super-peers are property of the service owner, act as proxies/replicas
of the main server and are placed in the premises of every ISP that has an agreement
with the service owner, they are responsible to serve peers from a specific geographical
area or ISP. The modules which are responsible for overlay management functionality
deal with the construction and maintenance of the multiple multicast tree structure for
the P2P network and take into account the geographical optimization methods to
improve the overall system performance.

Peers are located at the access network and will receive content directly from their
nearest super-peer. For each new peer requesting content the super-peer will use the

Fig. 1. Distribution of 3D content using P2P concept and application-level multicast trees. Peers
with better resources will occupy a higher position on the tree.
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peer’s IP address and capabilities to compute the peer’s position in an application-level
multicast tree, effectively distributing the content via a P2P network. Peers can either
assume the role of a parent, a child/parent or a child. Parents receive the content
directly from the super-peer and occupy the highest level on the P2P multicast tree.
Child/parents are the peers that receive the content from another peer and also feed
other peers – they occupy intermediate levels on the multicast tree. At the roof of all
trees there is a server that has the role of Super-Peer. It is responsible for constructing
of the application-level multicast trees and to trigger the data flow towards the peers. In
each tree, a number of peers are directly connected to the Super-Peer. After grouping
and sorting operations the multiple P2P multicast trees are computed, one per each
requested content and edge router (ER), as depicted in Fig. 1. It will be the ER’s
responsibility to map each requested content multicast address to specific parent(s) IP
addresses(s) – the ER will effectively act as a replicator. To optimize the ER resources,
the super-peer predetermines how many top-level peers (parents) can be directly fed by
one Edge Router. This means that, when constructing each P2P tree, the super-peer
positions a predetermined number of highest ranking peers at the top of the tree and
delegates in these the distribution of content to other peers in the same access network.
Every time a peer is selected to forward content, its resources are diminished, and if its
evaluation becomes lower than other peers, the new highest ranking peer will take the
role of parent for additional content streaming. If a peer has insufficient network
resources, it will not receive some of the streams.

When a new peer wants to join the P2P network, it will first connect to the main
server, the server will then direct it to the nearest Super-Peer and the Super-Peer will
insert this new peer to the available multicast trees. To maximize the P2P tree effi-
ciency, the algorithm periodically re-constructs each tree using each peer stored record.
The peer can be a fixed computer, a laptop or a smaller mobile device that consumes
3D content. In order to comply with this framework, two modules need to be installed
at the peer: a Topology Controller (TC) and a Network Monitoring Subsystem (NMS).
The TC is the module responsible for all tree operations at the peer side. The NMS is
responsible for collecting peer hardware and software information, network traffic
statistics (such as packet loss, average delay, jitter, available bandwidth) for each
received stream and also to compute the Peer Evaluation - a value that takes in
consideration the peer’s hardware (memory and CPU), the peer’s network capabilities
(upload and download throughput) and the peer’s stability. The NMS periodically
sends reports with the collected information to the Super-Peer, for tree maintenance
operations.

3 System Evaluation

The server and client modules were developed in C++ and implemented in Ubuntu
Server 12.10 AMD64 with a Kernel version 3.8.0-19-generic #30-Ubuntu SMP,
powered by an Intel core i7 720QM with 8 GB of RAM.

The evaluation of P2P tree computation time is crucial to understand how the system
would perform to the constant changes in the access network. As Fig. 2 shows, the
evolution of this performance indicator when computing a single tree versus the number
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of peers in the system. If we assume we would have 100.000 peers, the system would
have taken approximately 500 ms to compute the application-level multicast trees.

At the peer side, the networking operations performed by the TC have a negligible
impact (<0,1 %), being the network monitoring and reporting performed by the NMS
the most relevant part of the CPU consumption at the peer. As depicted in Fig. 3, when
the peer receives the full range of the video streams, the NMS will consume a maxi-
mum of 10 % of its CPU resources. For the general cases, the computation of the full
P2P multicast trees would be less than 1 s.

Figure 4 depicts the memory footprint for the super-peer in light and heavy con-
ditions. The results were computed for P2P tree construction and maintenance opera-
tions only. The experiment consisted on the super-peer receiving requests from virtual
peers up to a maximum of 100.000 requests. At its maximum, the total memory
consumed at the super-peer was approximately 48 Mbytes, which indicate a highly
scalable algorithm.

For tree maintenance purposes, each peer periodically sends reports towards the
Super-Peer. In our test environment a single report has a size of 387 Bytes, 58 come
from Ethernet, IP and TCP related overheads and the remaining from the JavaScript
Object Notation (JSON) and report structure, Fig. 5 depicts the worst case scenario in
which one single parent will have to support 75 children (this leaves 10 % available
bandwidth for other networking operations).

The results measured for the TC are less than 0.1 %, the minimum unit that our tool
could capture. The collected values represent a negligible load on the CPU.

4 Related Work

DONet (also known as CoolStreaming) [9], proposes a P2P based data-driven overlay
network for efficient live media streaming; video is divided to segments of uniform
length and a buffer map is used to identify each video segment and to indicate if it is

Fig. 2. Time to compute the P2P multicast
tree versus number of peers in the system.

Fig. 3. Percentage of CPU utilization at the
peer for multiple bitrates received
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available. DONet proposes a scheduling algorithm that calculates the number of
potential suppliers for each video segment; basically the algorithm starts from those
with only one supplier and so forth. If there are multiple suppliers, then the algorithm
starts by selecting the one with highest bandwidth and enough available time.

iGridMedia [10] aims to provide delay-guaranteed P2P live streaming service over
the Internet - safeguarding the ISPs have dedicated servers to support the delay
guaranteed interactive applications. For overlay construction, joining nodes must first
contact a rendezvous point which is a server maintaining a partial list of current online
nodes - then each node randomly finds other 15 nodes to establish a partnership.

CoopNet [11] is a mechanism for distributing streaming media content using P2P
cooperative networking; it uses a centralized approachwhere a central server is responsible
to determine the path of distribution, indicating joining peers to which parent they should
connect - the peer hierarchy is decided based on each peer available bandwidth (reported
upon connection to the server – periodically afterwards) and their proximity (based on IP/
BGPP prefix). CoopNet also employs Multiple Description Coding (MDC) to address the
interruptions caused by the frequent joining and leaving of individual peers.

SplitStream [12] is also a multicast mechanism for distributing content in P2P
cooperative environments, but contrary to CoopNet, it uses a distributed approach;
there is no central server and all nodes have the same responsibility - new nodes try to
find a parent and join directly to the tree; trees are constructed in a distributed fashion
using each peer’s upload and download bandwidth.

Our framework enables a fair share of resources among the participating peers, even
the peers with scarce resources can have a place in the tree and still receive 3D video.

5 Conclusion

Major challenges for service providers lie ahead, IP multicast technology may have its
opportunity to finally be deployed in large scale. Meanwhile, the top sites on the
Internet continue to use unicast client-server approach, which is known to be inefficient

Fig. 4. Memory footprint for the P2P tree
construction and maintenance operations ver-
sus number of peers in the system

Fig. 5. Average consumed bandwidth by a
parent when sending the aggregated NMS
reports towards the super-peer
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when distributing large volumes of data. However, it is not possible to predict with any
certainty how the Internet will mature. With this in mind this article proposes a
framework that introduces the concept of a hybrid client-server/P2P approach for large
content media distribution over the Internet, hopefully retaining the desirable properties
of each. The approach uses multiple multicast trees to distribute the multiple streams
associated with the visualization of bandwidth consuming 3D content. When compared
to pure client-server or P2P distribution scenarios, the proposed approach is able to
effectively distribute the load among most participating nodes while respecting indi-
vidual node bandwidth constraints and achieving a fast insertion and tree reconstruction
time - only possible when using a centralized approach. Our solution enables a fair
share among participating peers – proportional to their rank - being the only exception
the leaf peers. Leaf (child) peers are the lowest rank peers and in most situations their
participation on the distribution of content should be avoided – mobile terminals are
provided as a good example of leaf peers since they have considerable restrictions.
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