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Abstract. Data quality (DQ) might degrade over time, due to changes in real-
world entities or behaviors that are not reflected correctly in datasets that de-
scribe them. This study presents a continuous-time Markov-Chain model that 
reflects DQ as a dynamic process. The model may help assessing and predicting 
accuracy degradation over time. Taking into account cost-benefit tradeoffs, it 
can also be used to recommend an economically-optimal point in time at which 
data values should be evaluated and possibly reacquired. The model addresses 
data-acquisition scenarios that reflect real-world processes with a finite number 
of states, each described by certain data-attribute values. It takes into account 
state-transition probabilities, the distribution of time spent in each state, the 
damage associated with incorrect data that fails to reflect the real-world state, 
and the cost of data reacquisition. Given current state and the time passed since 
the last transition, the model estimates the expected damage of a data record 
and recommends whether or not to correct it, by comparing the potential bene-
fits of correction (elimination of potential damage), versus reacquisition cost.  

Following common design science research guidelines, the applicability and 
the potential contribution of the model is demonstrated with a real-world data-
set that reflects a process of handling insurance claims. Insurants' status must be 
kept up-to-date, to avoid potential monetary damages; however, contacting an 
insurant for status update is costly and time consuming. Currently the contact 
decision is guided by some heuristics that are based on employees' experience. 
The evaluation shows that applying the model has major cost-saving potential, 
compared to the current state.  

Keywords: Data Quality · Accuracy · Continuous-Time Markov Chain · Design 
Science Research 

1 Introduction 

Organizations rely on data resources for supporting operations and decision making. 
As highlighted by a plethora of studies, degradation in data quality (DQ) can be asso-
ciated with business-process deficiencies, flawed decision and major monetary  
damages. With the rapid growth in the magnitude of data resources, the task of main-
taining high DQ level is becoming increasingly complex and costly, particularly when 
the detection and the correction of DQ defects require some manual intervention.  
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DQ management is therefore in a growing need for tools and techniques that can aid 
and expedite detection and correction in scenarios where the task cannot be fully au-
tomated – e.g., by alerting on data items that are likely to be erroneous, predicting 
possible quality degradation, and improve the cost-effectiveness of manual interven-
tions. The model developed in this study aims at making contribution to that end. 

This study addresses scenarios in which data was acquired correctly, but the real-
world entity described change over time. If the data is not updated accordingly, it may 
no longer reflect the real-world state, and becomes inaccurate. For example, if we fail 
to update a person's data for a while, some attribute might become inaccurate – e.g., 
the person may have changed address, marital status, or education level. Handling 
inaccuracies introduce inherent cost-benefit tradeoffs. On the one hand, relying on 
inaccurate data might lead to fault decisions, possibly associated with some monetary 
damage. On the other hand, not all accuracy defects can be handled automatically, 
and manual detection and correction is expensive and resource-demanding. Do the 
benefits from DQ improvement justify the associated costs? If yes, what is the optim-
al point in time at which data values should be evaluated and possibly reacquired? 

The model developed in this study reflects data-values transitions as a dynamic 
process. Taking the continuous-time Markov chain approach, the model assumes a 
finite set of states, each reflecting a possible attribute value. The model also considers 
the damage caused by inaccuracies – i.e., cases where the data state does not meet the 
real-world value. As shown later – such formulation can help answer important DQ 
management questions: a) What is the likelihood that a certain existing data value is 
inaccurate? b) From the point of acquisition (or, reacquisition) – how long will it take 
a certain data item to become inaccurate? c) What is the economically-optimal point 
of time for auditing and possibly correcting a certain data item? 

To demonstrate applicability and potential contribution, the model is evaluated 
with a real-world dataset that reflects insurance-claims handling. Much of the han-
dling is done via phone calls, during which an employee must update the insurant's 
status. Insurants often neglect to report status updates; hence, the dataset is subject to 
inaccuracies that translate to major losses for the firm. Contacting all insurants regu-
larly is infeasible, due to time and cost constraints, and currently contact-initiation 
decisions are guided by heuristics based on employees' experience. The evaluation 
shows that call-initiation could have substantially improved by applying the model.  

In the remainder of this paper, we first review studies that influence our thinking 
and development. The model formulation is described next, followed by evaluation 
with real-world data, and discussion of the results. To conclude we summarize the 
study and its key contributions and highlights possible directions for future research. 

2 Background 

Data is often subject to quality defects – missing records or values, mismatches be-
tween values and real-world entities, outdated values that no longer reflect current 
behavior, and others. With the broad recognition of data as a critical resource, data 
quality (DQ) defects and their hazardous effect attract growing attention. Poor DQ 
may harm operational processes, decision-making activities, and cooperation within 
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and between organizations (Batini, Cappiello et al. 2009). The task of DQ manage-
ment may involve different perspectives: technical solution, functional requirements, 
management responsibility, organizational culture, economics, and others (Madnick et 
al., 2009). This study focuses on DQ assessment - a key DQ management activity 
(Wang, 1998; Pipino et al., 2002). Measuring DQ and sharing the results can raise 
awareness to DQ defects, prevent flawed decisions, and help reducing the magnitude 
of errors and the time spent on validation (Chengalur-Smith, Ballou et al. 1999; Cai 
and Shankaranarayanan; 2006). A plethora of studies addressed DQ assessment from 
many different perspectives. Here, we wish to highlight some key questions and in-
sights that rise from a review of some previous works, and influence our study. 

2.1 Orthogonal or Dependent DQ Dimensions? 

DQ research broadly adopts the notion of DQ dimensions – the claim that DQ should 
not be assessed as a single "overarching" concept, but rather as a set of perspectives, 
or dimensions, each reflecting a different type of DQ defects or hazards (Pipino et al., 
2002; Even and Shankaranarayanan, 2007) – e.g., Completeness, Accuracy, Currency, 
Timeliness, and Validity. The common measurement approach, along these dimen-
sions, is a 0-1 ratio that reflects a proportion of non-defected items (1 – perfect DQ, 
no defects), and can be assessed at different levels - records, specific attributes, or 
entire datasets (Pipino et al., 2002; Even and Shankaranarayanan, 2007).  

A first question that we raise is – should DQ dimensions be treated as orthogonal 
or dependent? So far, DQ dimensions were more commonly treated as orthogonal and 
assessed independently. This approach is apparent in works that discuss a specific 
dimension (e.g., Even et al., 2010; Fisher et al., 2009; Heinrich and Klier, 2011; 
Wechsler et al., 2013), or multiple dimensions, each measured independently (Pipino 
et al., 2002; Even and Shankaranarayanan, 2007). Some studies, however, look at 
possible mutual effect between DQ dimensions – how changes in one are reflected in 
others. Ballou and Pazer (1995; 2003) look into accuracy-timeliness and complete-
ness-consistency tradeoffs. Parssian et al. (2004) analyze the evolvement of DQ de-
fects along a multi-stage process, showing that defects of a certain type may evolve 
into defects of other types at later stages.  

This study looks into the mutuality between currency and accuracy – the former re-
flects the extent to which data is up-to-date, while the latter reflects the extent to 
which the data is free of errors. It shows that as data becomes less current it is also 
likely to become less accurate. A similar proposition was made by Wechsler et al. 
(2012), who developed a model that highlights possible mechanism behind that mu-
tual effect and demonstrated it with census data. This work will be discussed some 
more later, as it influenced the conceptualization the model development in this study. 

2.2 DQ as a Static Snapshot or as a Dynamic Process? 

DQ measurements serve as input for important DQ management tasks – analysis of 
current state, communicating DQ status to end-users, and directing improvement ef-
forts (Wang, 1998). A second question that we raise is – should assessment take a 
static ("Snapshot") view, or rather a dynamic view of DQ as an evolving process. 
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Many works reflect a static view – assessment based on a "snapshot" of data, taken at 
a certain point of time (e.g., Ballou et al., 1995; Chengalur-Smith et al., 1999; Even et 
al., 2010). Some works introduce a probabilistic approach into their measurement 
schema, acknowledging the fact that the data sample available for evaluation does not 
necessarily provide a comprehensive and recent enough picture of the real-world state 
(e.g., Fisher et al., 2009, Heinrich, et al., 2009/2011). Regardless the probabilistic 
approach, this body of works still offers a static view, and provider measures that 
reflect the current DQ state. 

A dynamic view is reflected to an extent in Pipino et al. (2002) – their software 
utility permits tracking progression of "snapshot" measurements over time.  Even et 
al. (2010) show that DQ deteriorates over time, to a point where outdated data might 
become useless and no-longer worth fixing. Wechsler et al. (2012) model transitions 
between data values as a multi-stage dynamic process that explains DQ deterioration.  
An important motivation behind dynamic modeling is the possibility to turn it toward 
prediction of future DQ degradation. If predictions are reasonably reliable, managers 
can prepare for possible DQ hazard, act proactively, and take preventive measures. 

2.3 Impartial or Value-Driven DQ Assessment? 

A number of studies have highlighted economic aspects of DQ. A possible perspec-
tive for observing economic DQ issues is the value of information, as high-quality 
data is positively associated with higher value or utility (Haug et al., 2011, Even and 
Shankaranarayanan 2007). DQ defects might degrade the potential value, and cause 
monetary losses – e.g., by resulting-in sub-optimal decisions (Heinrich, Klier et al. 
2009, Even et al. 2010).  The other possible economic perspective is the cost asso-
ciated with DQ improvement – manual handling of DQ defects typically require ma-
jor time resources (Wechsler and Even, 2012), while automation require investment in 
IT resources (Cappiello et al. 2003, Eppler and Helfert, 2004). 

Our third question – should the goal of DQ assessment be error-free data, or max-
imizing value and economic benefits? Even and Shankaranarayanan (2007) link this 
differentiation to impartial versus contextual DQ measurement. The former reflects 
stand-alone assessment of data and DQ defects, regardless of how data is used. The 
latter reflects the impact of DQ defects within a specific context of use. Their contex-
tual assessment applies the concept of utility – a measure for the value stems for data 
usage that may vary, depending on the usage contexts. Impartial measurement is more 
common in earlier DQ works (e.g., Ballou and Pazer, 1995/2003, Chengalur-Smith et 
al., 1999; Parssian et al., 2004), while some more recent works look into linking DQ 
assessment to data utilization with the associated benefits (e.g., Even et al., 2010; 
Heinrich et al., 2009; Wechsler et al., 2013). This study links DQ assessment with the 
utility damage of inaccuracies and the cost of correction, toward economically-
optimal prioritization of DQ improvement efforts. 

3 Model Development 

The model developed in this section addresses data management scenarios that adhere 
to the following characteristics and assumptions:  
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• A dataset, in which each record reflects a single instance (e.g., a list of customers). 
• A target attribute, with value that reflects the real-world state of the associated 

instance (e.g., the customer's status). The model assumes a finite number of real-
world states, each associated with a corresponding data value. Hence, the value 
domain of the target attribute is a discrete and finite set of possible values. 

• When a dataset record is added or updated, the target attribute reflects correctly the 
real-world state. However, the real-world state may change, and if the target 
attribute is not updated accordingly, it no longer reflects the real-world state accu-
rately. 

• The target attribute is assumed to have significant business importance, with a 
certain cost or penalty in case of inaccuracies; hence, the motivation for maintain-
ing target-attribute values as accurate as possible. 

• Besides the target attribute, a record contains a number of additional attributes 
(e.g., the customer's gender, date of birth, or region of residence). Some of those 
attributes may have some association with the target attribute, and may help pre-
dicting transitions in the real-world state to an extent. 

A modeling approach that may fit such scenarios is the Markov Chain (MC) model 
(Ross, 1996).  The basic MC form considers a stochastic process of transitioning over 
time between a finite number of possible values .. . Time is modeled as a dis-
crete variable (t = 0, 1, 2, ..), where steps in [t] are associated with equal time interval. 
The transition probability  reflect the likelihood of transitioning from value xi to 
value xj within a single time interval. The MC assumes "memory-less" transitions – 
i.e., the transition probability depends only on the current value, and not on previous 
values, and does not change over time. The collection of transition probabilities forms 
the transition matrix, where ∑ ,.. 1 for each [i]:  

                                                                                                   (1) 

P is assumed to be stationary; hence, , the t-steps transition matrix  (i.e., the set 
of probabilities that a value will change from xi to xj after t periods) is the t-power of 
the transition matrix:  .  

A model for DQ assessment, based on the basic MC form, was introduced in 
(Wechsler and Even, 2012). The proposed model fits the characteristics and the as-
sumption of the scenario described above. If a certain target-attribute value xi was 
recorded at time t=0, it can be shown that its expected accuracy level (the likelihood 
to remain accurate) at a later time t is given by . The modeling ap-
proach proposed by that study had major influence on the approach applied in this 
study. However, that modeling approach poses a few major limitations, which are 
addressed by this study: fixed-length discrete time periods, possible dependencies 
between attributes, and the need to consider possible cost-benefit tradeoffs. 

Notably, extended MC forms offer refined treatment of time (Ross, 1996). The Con-
tinuous-Time Markov Chain extends the MC to a continuous stochastic process. In the 
continuous-time MC the time spent in state xi has the "memoryless" property as well. 
Let  denote the time spent in state xi before transitioning, then |
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. The random variable  must therefore be exponentially distributed. The 
transition probability from xi to state xj depends of the transition time: | . This MC extension is used in the development of our mod-
el, which is described next. 

3.1 Baseline Formulation: Optimal Data Reacquisition Time  

Next, we present an analytical formulation, aimed at answering the question: given a 
record with a target-attribute value of xi, what would be the optimal time for reacqui-
sition of that record? The formulation, which considers the following factors, is first 
stated at a high-level, and further extended later:  

• The time, denoted by (t), passed since the most recent data acquisition, 
• The real-world property, reflected by the target attribute has N possible states. Ac-

cordingly, the target attribute has one among N possible values …   
• The data state, as reflected by a current target-attribute value xi, (denoted by index 

[i]) vs. the real-world state, which should have resulted a target-attribute value xj 
(denoted by [j]). The record is said to be accurate if i=j, and inaccurate otherwise. 

• Inaccuracy may result in some monetary damage, which may change over time. 
The damage function  reflects the damage that can be attributed to a record 
currently at state [i], which should have been in state [j]. All  are assumed 
to be non-negative, monotonic and non-decreasing with (t) (i.e., can be a constant). 
We also assume no damage when a record is accurate (i.e., 0). Since the 
assumption if that at the time of acquisition the data is accurate, 0 0. 

• The cumulative damage function  reflects the accumulation of damage functions, 
weighted by the probability or transitions.  reflects the probability that a 
record with state [i] at t=0 has transitioned to state [j] at time t. The cumulative 

function can therefore be expressed as  .. ·  . Since 

 is a linear combination of  with non-negative weights, it is also non-
negative, monotonic/non-decreasing with (t), and 0 0. 

• Reacquisition cost  depends on current state [i] and on (t). As with the damage 
function, we assume that  is positive, monotonic, and non-decreasing with (t). 

The optimal point of time for data reacquisition is (t) that solved the following: 

   ∑ ·  …  (2) 

In other words: data reacquisition should be performed at the first point of time 
where the potential damage is higher than the reacquisition cost.  

• Since  and  are both monotonic and non-decreasing, there is at the most 
one optimal point of time  that solves the equation (Fig. 1a). 

• At the time of acquisition (t=0), the cost is positive; hence, greater than the dam-
age: 0  0 0. If for all (t)  (Fig. 1b), no reacquisition will 
occur. This is particularly true if the record is at a state with no transitioning out (a 
"sink") – i.e.,  is 1 for i=j, 0 otherwise, and 0 for all (t). 
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3.3 Context Variables 

The scope of assessment and correction is the target attribute but it would be impor-
tant to mention that the data record contains additional attributes. Obviously, such 
attributes may have important business value too and their quality must be managed 
as well. Here, for the purpose of the model development, we see them as context 
attributes – they may have some association with the target attribute, describes certain 
relevant conditions under which it transitioned from one state to another, and possibly 
have some influence on the different components of the model formulation: the dam-
age functions, the transition probabilities, and/or the correction costs. We now extend 
the formulation to reflect the possible impact of the context attributes: 

• We assume a single context attribute with a value domain that contains a discrete 
set of L possible values or states … , indexed by [l]. Each state reflects a cer-
tain context that classifies the records into meaningful groups (e.g., customer seg-
ments, system of data origin, etc.).  
─ A context variable defined over a continuous range (e.g., "annual salary"), can 

be transformed into a discrete set of ranges ("bins") that reflect meaningful 
business classification (e.g., "salary range", of  "high", "medium", or "low").  

─ Multiple attributes can be transformed to a single context attribute, in which 
each state reflects a combination of value. For example, a combination of {"ma-
rital status" and "salary range"} with possible value combinations of ("single", 
"low"), ("single", "medium"), ("married", "low"), etc.  

• The assumption is that the context value of a record is set when the record is first 
acquired, and does not change over time. As discussed in the concluding section, 
later extensions to this work should look into modeling possible transitions in [l]. 

• The specific context value [l] may affect all the model components; hence, their 
annotation should be extended accordingly:  
─ The correction cost function  
─ The damage function  and the cumulative damage function . 
─ The transition probability matrix Pl and its cells { }.  
─ The exponential distribution parameters: ~exp  . 

Accordingly, the formulation in Eq. 3 should be extended to: 

  ∑ · 1 ·…  (4) 

The implication is that, given a context variable with a set of possible states, the mod-
el has to be evaluated separately for each state. This implies a need to establish L 
models, one for each context state, and for each record apply the model that matches 
the context group to which it belongs. 

4 Empirical Evaluation 

This study contributes a novel model for predicting economically-optimal data  
reacquisition cost. This contribution aligns with the design-science research (DSR) 
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paradigm, which targets the creation of new artifacts (such as models) toward improv-
ing IS implementation. The success of DSR outcome is judged by its quality, contri-
bution, and the impact of the developed artifacts (Hevner at al., 2004). The work de-
scribed so far can be linked to the DSR steps defined in (Peffer et al., 2007):  

1. Identify Problem and Motivate: data inaccuracies may cause substantial dam-
ages, and the cost of fixing them may turn out to be high, hence the need for 
solutions that may help predicting inaccuracies, assess the potential damage, 
and prioritize improvement efforts accordingly. 

2. Define Objectives and Solutions: the proposed solution is an analytical model, 
based on the Markov-Chain approach, which helps predicting accuracy degra-
dation, and help assessing the cost-benefit tradeoffs associated with fixing it. 

3. Design and Development: the development of the proposed model was de-
scribed in the previous section. 

In this section we proceed to the next steps: demonstration of the model and evaluat-
ing its performance within a suitable real-world data management scenario.  

4.1 Evaluation Setup – The Firm and the Business Process 

Our evaluation site is a privately-owned service provider (referred to as the FIRM) 
that works in collaboration with leading Health Maintenance Organizations (HMO's) 
and handles insurance claim for customers who suffered work accidents (magnitude 
of 10,000's claims, annually). A person who suffers an accident is entitled for some 
benefits (e.g., monthly stipend for the recovery period, coverage of medical expenses, 
and help in transportation) from the National Insurance Organization (NIO). The 
process of applying for those benefits is long and complex, and required submission 
of applications, medical records, and specialist assessments.  It is in the interest of the 
HMO's that a customer fills-in the application, otherwise medical expenses that could 
have been covered by the NIO, will have to be charged to the HMO's. The HMO's 
hire the FIRM to accompany the customer, assist them with the claim-application 
process and make sure that the required documentation is delivered. Customers are 
not charged for this service, and the FIRM is getting reimbursed for claims that 
ended-up being filed. 

The process is mostly remote – i.e., almost no face-to-face meetings are required, 
and most of the status tracking is done via phone call with serviced representatives. 
The claims are filed either by FIRM representatives or by the customer. Customers 
are supposed to report FIRM representative on any progress. However, in practice, 
they often neglect to do so; hence, their data record often does not reflect correctly 
their actual status. Discrepancies as such might turn out to be costly – for example, if 
the customer has received the forms, but failed to complete and sign them,  
the processes might be substantially delayed, and the FIRM will not get reimbursed. 
To avoid possible discrepancies, FIRM representatives call customers that are still in 
the process eventually, and verify their status. Making such a call costs the service-
representative time; hence, cannot be performed too often. To avoid too-high cost, the 
representatives call only a subset of the customers each month, where the choice is 



208 Y. Zak and A. Even 

 

based on their current state, and other "heuristics" that have evolved in the firm over 
the years. Given this current situation of severe damages due to data inaccuracies, and 
high data reacquisition cost, the FIRM is currently looking into a solution that will 
help turning the customer calls into a more cost-effective process. 

With the help of FIRM managers, the claim-handling was modeled as an 8-stage 
process with possible transitions among them.  

1. Customer data received: data was received from the HMO, no contact with 
the customer was made yet. 

2. Customer is waiting for the forms: first contact with the customer was made, 
and the customer is waiting for the forms. 

3. Customer is filling the forms: customer has received the forms and needs to 
fill them and get his employer to sign.  

4. Customer had signed the forms: customer had filled-in and signed the forms, 
and needs to deliver it back to the company. 

5. Claim was filed: the claim was submitted to the NIO, and pending for 
processing and approval. 

6. Claim was filed independently: the customer had chosen to file the claim in-
dependently, with only partial help of the company. 

7. Process is irrelevant: the customer is either unreachable, had already filed in a 
claim, or is interested in filing a claim at all. 

8. Claim approved: the claim processing by the NIO has been completed, and 
the application was approved.  

From the FIRM's stand point – the hazardous states, with some potential damage, are 
6 and 7. In all the stages the customer is associated with some cost (the time spent on 
calls so far), but the FIRM will see no revenue.  

4.2 Data Collection and Preparation 

The evaluation included a dataset with 14,209 customer records. The records were 
anonymized – Id's were converted to sequential numbers, and any detail that could 
have identified the customer was removed. The current process step (a value between 
1 and 8) was defined as the target attribute. As context attribute we chose an attribute 
that reflected three forms (L=3) of how the contact with the customer is handled: 
phone calls (l=1, 7,513 records), field representative (l=2, 5,330 records), or a combi-
nation of both (l=3, 1,366 records). FIRM managers suggested that the contact form 
has important implications for the process, and significant impact on costs and poten-
tial damage; hence three models were developed, one for each context value.   

Currently, the FIRM's customer database does not keep track of the changes, and 
does not record the exact date and time in which the status was updated. To track 
changes in status, we sampled the dataset periodically, and compared customer status 
and the beginning and at the end of each period. Overall, we sampled in periods, each 
reflecting a slightly different number of days (32, 31, 34, 30, 32, and 29). Transition 
matrices {P} for all models were calculated for each period – we have verified  
and the transition probabilities were indeed similar between periods; hence, it was 
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reasonable to assume that the transition matrices stay stationary over time. This sam-
pling schema introduced some issues that had to be addressed in the evaluation: 

• The dataset state the last date of contacting the customer. It is therefore possible to 
know whether or not the customer was contacted during the month, and if yes – 
whether or not the call resulted in a change in state. However, as only the last call 
is recorded, it is impossible to tell whether or not within a single period a customer 
received a few calls, and the status updated more than once. The evaluation there-
for considered only the last transition within a period, if more than one occurred. 
Since the model assumes memoryless transitions, this approximation did not bias 
significantly the model outcomes.  

• If a customer was not contacted during the period – it is impossible to tell whether 
or not the real-world state did change. In that case, a possible transition in the real 
world state had to be approximated – based on actual transitions of customers at 
similar states, who were contacted via the same contact form.  

 

 
 
 
 

 

 

 

Fig. 2. Transition Histogram Example: From State 1 to State 8 under Contact From 1 

 
The assessment of probability parameters was conducted for all 6 periods, where 

the estimation was conducted for customers who performed transitions. The transition 
probability matrices reflected, in general, the expected business process – for exam-
ple, state 8 that was expected to be stationary, indeed did not have transitions out. 
However, the transitions did not always conform to the assumption of exponentially 
distributed transition time. Out of 132 transition rates, only 64 were shown to be ex-
ponentially distributed (using the K-S goodness-of-fit test, with significance level of 
0.05). Some transition time distributions did not pass the test, but still appeared to 
have nearly-exponential characteristics (For example – the distribution shown in Fig. 
2). Despite the misfit of some distributions to the model assumption, we chose to 
proceed with the model, in hope that when applied it can still yield better prediction 
results than current performance, in terms of cost-saving.  
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4.3 Evaluation Results 

The model can help predicting the optimal time in which data should be reacquired. 
The potential damage of data inaccuracy is zero at t=0 and may grow over time. The 
evaluation was conducted, for each period, along the following steps: 

• The customers who were evaluated were those with known state at the beginning 
of the period (i.e., not newly-added), and not stationary (i.e., state other than 8). 

• Per customer, the model was used to predict the potential damage at the end of the 
period. From the FIRM's standpoint, the damage will realizes if the customer ac-
tually reached states 6 or 7 – but the data shows a different state, not perceived as 
hazardous. The potential damage was therefor set as the likelihood that a customer 
will reach one of the hazardous states at the end of a period, given current state. 
The records were there sorted by their potential damage – high to low.  

• The evaluation compared the performance against the current heuristics-based calls 
by FIRM representatives. If at a certain period Y calls were made – the evaluation 
compared Y customers who were actually called to the Y customers that that were 
ranked as having the highest potential damage according to the model's prediction.  

Table 1. Prevention of Potential Damage, Actual vs. Model 

Pd. Recor
ds 

Potential 
Damage 

Potential Damage 
Prevented – Actual 

Potential Damage 
Prevented – Model 

Improvement 
Percentage 

1 4608 561.01 516.96 (92%) 558.17 (99%) 8% 
2 3943 555.32 355.81 (64%) 488.44 (88%) 37% 
3 3385 676.98 267.85 (40%) 531.54 (79%) 98% 
4 5412 597.92 543.53 (91%) 592.69 (99%) 9% 
5 4123 592.4 371.88 (63%) 512.20 (86%) 38% 
6 3315 673.94 285.35 (42%) 511.40 (76%) 79% 

 

Table 1 compares the potential damage prevented, which is defined as the potential 
damage of a customer who were actually called by representatives (or recommended 
by the model). In all periods, the predictions made by the model could have prevented 
more potential damage. The margin is explained by the quality of recommendations 
made by the model – while both methods were evaluated with the same number of 
customers per period, the model could recommend customers with higher damage 
potential to be contacted. 

Table 2 demonstrates how the suggested model prevents actual damage, by com-
paring model recommendation to the transition during the evaluated period. 

• Damage prevented: customers who were actually called by representatives (or rec-
ommended by the model) and ended-up transitioning. When the customer's state is 
reacquired, if transitioned to states 6 or 7, the damage was considered as damage 
prevention. 

• Damage inflicted: customers who were not called by representatives (or not rec-
ommended by the model), and ended-up transitioning to another state. 

• Except for period 1, the model increased the damage prevented and reduced the 
damage inflicted. In some periods major improvements were made. 
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Table 2. Damage Analysis 

Pd. Recs. Poten-
tial 
Dam-
age 

Damage 
Pre-
vented – 
Actual 

Damage 
Prevented 
– Model 

Preven-
tion  
Increase 
(%) 

Damage 
Inflicted 
– Actual 

Damage 
Inflicted 
– Model 

Inflic-
tion 
De-
crease  
(%) 

1 4608 561.01 400.06 
 (71%) 

394.51
 (70%)

-1% 41.00
 (7%)

46.55 
 (8%) 

14% 

2 3943 555.32 308.24 
 (51%) 

329.29
 (54%)

7% 216.35
 (36%)

195.30 
 (32%) 

-10% 

3 3385 676.98 198.95 
 (27%) 

311.51
 (42%)

57% 335.70
 (46%)

223.14 
 (30%) 

-34% 

4 5412 597.92 365.23 
 (61%) 

386.68
 (64%)

6% 56.23
 (9%)

34.78 
 (6%) 

-38% 

5 4123 592.4 294.80 
 (45%) 

354.48
 (54%)

20% 239.30
 (37%)

179.61 
 (27%) 

-25% 

6 3315 673.94 243.92 
 (33%) 

326.84
 (44%)

34% 329.27
 (45%)

246.35 
 (34%) 

-25% 

 
The context attribute that we chose for evaluation is the form of contact, with 3 

possible values. As suggested earlier (Eq. 4), the model parameters were developed 
for each form separately and the customer subgroups where evaluated each according 
to the associated model. The evaluation in Table 2 has been repeated, but disregarding 
the context-value. The results are summarized in Table 3. 

The non-context-evalution results, as presented in Table 3, are fairly similar to the 
evalution that did consider the differences in context. In some periods the damage 
prevention was higher and the damange inflinction was smaller, but in average the 
preformacnce was similar, with no statistically-significant difference. Without 
contextual attribute the average damage prevention was 21.53% and the averatge 
damage infliction was -22.2%, while when splitting the customers into 3 groups the 
average numbers were 20.36% and -19.67%, respectively.  

Overall, the evaluation results were encouraging. The use of the model was able to 
provide recommendations of customers with high probability of state transition that 
need to be contacted, with overall performance that was substantially higher than the 
current heuristics-based contact method. A key preliminary assumption, made prior to 
the model evaluation, was that the transition time has exponential distribution. This 
assumption was supported only partially by the actual data – some distributions con-
firmed this assumption but some did not. Regardless – the use of the model could 
provide good results, in terms of damage reduction, despite some mismatched with 
the assumption of exponential behavior. The further separation to different models, 
based on the values of the contact form as context variable, did not improve the re-
sults but did not harm them either. Notably the choice of context variable was based 
on a recommendation made by FIRM's managers. A more robust evaluation of con-
text variable is needed, and a better choice could have possibly made a greater impact.   
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Table 3. Damage Analysis, Disregarding the Impact of Context Attribute. 

Pd. Recor
ds 

Potential 
Damage 

Damage 
Pre-
vented – 
Actual 

Damage 
Pre-
vented – 
Model 

Preven-
tion  
In-
crease 
(%) 

Damage 
Inflicted 
– Actual 

Damage 
Inflicted 
– Model 

Infliction 
Decrease  
(%) 

1 4608 452.49 363.88
 (80%)

363.81
 (80%)

0% 39.79
 (9%)

39.86 
 (9%) 

0% 

2 3943 451.37 281.41
 (62%)

284.12
 (63%)

1% 195.6
 (43%)

192.89 
 (43%) 

-1% 

3 3385 517.28 182.47
 (35%)

304.86
 (59%)

67% 301.87
 (58%)

179.48 
 (35%) 

-41% 

4 5412 523.15 333.86
 (63%)

360.53
 (69%)

8% 59.39
 (11%)

32.71 
 (6%) 

-45% 

5 4123 513.21 269.84
 (52%)

306.75
 (60%)

14% 215.76
 (42%)

178.85 
 (35%) 

-17% 

6 3315 520.55 223.75
 (42%)

312.11
 (60%)

39% 300.54
 (58%)

212.18 
 (41%) 

-29% 

5 Conclusions 

With the growing dependency of organization on their data resources, the issue of 
data quality defects and their potential damage is on the rise. Data quality manage-
ment is in need for tools and techniques that will aid the associated decisions – which 
data items should be audited and possibly corrected, what is the optimal timing to do 
so, and how to do so in a cost-effective manner. This study contributes to that end by 
offering a model that can help predicting possible degradation in data quality and 
recommending the optimal time for requisition. The model, based on a continuous-
time Markov chain, takes some novel approaches, compared to tools and techniques 
that were previously introduced in research. The study looks at a possible interplay of 
two DQ dimensions that are mostly treated independently – accuracy and currency. It 
observes quality degradation as dynamic process, and builds into the model possible 
cost-benefit tradeoffs, that can influence economically-optimal choices. 

The application and the potential contribution of the model were demonstrated 
with a large dataset that reflects a dynamic real-world scenario with characteristics 
that justify, in general, the model formulation and assumptions. The results were en-
couraging, and the model indeed showed a potential to improve the data acquisition 
process and reduce damage. Obviously – some more evaluation and adjustments are 
required, before the model can turn into a tool that can be applied in practice.  

While this study makes some contributions, it had some limitations that should  
be acknowledged, and possibly addressed in future research. The model relies on  
the assumption that the company reacquires the customers' current state without inter-
fering with the natural course of their process. In practice, contacting a customer for 
data reacquisition may serve as an opportunity to make some offers and influence the 
customers' behavior. By that – the act of data acquisition does not only update the 
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record to reflect the real-world state, but can also influence the real-world state and 
result in some changes to the data. Modeling reacquisition as a decision tree may help 
capturing this possibility. Another limitation is the underlying assumption of a memo-
ry-less transition time with exponential distribution. In this study, this assumption was 
applied even in cases where the actual transition time did not match an exponential 
behavior. In future extensions, the model can be further developed to deal with differ-
ent type of distribution. A third limitation is the assumption that context variable are 
stationary – i.e., their value is set when the record is first acquired, and does not tran-
sition over time. Obviously, this assumption applied only with certain context 
attributes, but not with others. A future enhancement to the model can consider possi-
ble transitions in the values of context attributes, and assess the possible impact of 
such transitions on the ability to predict the transition time, and optimize the reacqui-
sition decision accordingly. The improvements discussed here are currently under 
development and evaluation, and we plan to present them in a follow-up study.  
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