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Preface

This volume contains selected research papers and descriptions of prototypes and
products presented at DESRIST 2015 – the 10th International Conference on Design
Science Research in Information Systems and Technology held during May 20–22,
2015, at Clontarf Castle, Dublin, Ireland.

The DESRIST Conference continued the tradition of advancing and broadening
design research within the information systems discipline. DESRIST brings together
researchers and practitioners engaged in all aspects of Design Science research, with a
special emphasis on nurturing the symbiotic relationship between Design Science re-
searchers and practitioners. As in previous years, scholars and design practitioners from
various areas, such as information systems, computer science, industrial design, design
thinking, innovation management, service science, and software engineering, came to-
gether to discuss and solve design problems through the innovative use of information
technology and applications. The outputs of DESRIST, new and innovative constructs,
models, methods, processes, and systems provide the basis for novel solutions to de-
sign problems in many fields. The conference further built on the foundation of nine
prior highly successful international conferences held in Claremont, Pasadena, Atlanta,
Philadelphia, St. Gallen, Milwaukee, Las Vegas, Helsinki, and Miami.

The title of this volume, “New Horizons in Design Science: Broadening the Re-
search Agenda,“ reflects the need for a discussion to broaden the research agenda of
Design Science Research, if it is to flourish and grow as a research activity. The agenda
of DESRIST 2015 conference reflected this inclusive approach. By accommodating a
range of diverse design perspectives, the intent of the conference was to stimulate dis-
cussion and enable cross-discipline collaboration.

Overall we received 111 submissions (61 research manuscripts, 11 prototypes and
products, and 39 research-in-progress and poster papers) to the conference for review.
Each research paper was reviewed by a minimum of two referees. For these proceed-
ings 22 full papers and 11 short papers were accepted together with 10 short papers
describing prototypes and products.

The program also included two panels, two keynote presentations, as well as poster
presentations. The accepted papers were distributed between ranges of diverse design
perspectives. As in previous years, a substantial number of papers discussed method-
ological aspects of Design Science and described the application of Design Science
research to real-world design problems.

We would like to thank the authors who submitted their papers to DESRIST 2015
conference and we trust that the readers will find them as interesting and informative
as we did. We would like to thank the members of the Program Committee as well
as the additional referees who took the time to provide detailed and constructive re-
views for the authors. We appreciated the efforts of the other members of the Orga-
nizing Committee, as well as the volunteers whose dedication and effort helped bring
about another successful conference. We would like to take this opportunity to thank



VI Preface

Prof. Alan Hevner for his encouragement and guidance. And our special thanks to
Dr. Rob Gleasure as Proceedings Chair. Furthermore, we thank the sponsoring orga-
nizations, in particular Science Foundation Ireland, Irish Design 2015, Intel, Maynooth
University, and Dublin City University for their support.

We believe the papers in these proceedings provide several interesting and valuable
insights into the theory and practice of Design Science, and they open up new and
exciting possibilities for research in the discipline.

May 2015 Markus Helfert
Brian Donnellan

Jim Kenneally
Robert Winter

Monica Chiarini Tremblay
Debra VanderMeer

Marcus Rothenberger
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Unpacking the Artifact Knowledge: Secondary Data Analysis in Design
Science Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327

Mateusz Dolata, Mehmet Kilic, and Gerhard Schwabe

Artifact-Centered Planning and Assessing of Large Design Science
Research Projects – A Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 343

Gerald Daeuble, Michael Werner, and Markus Nuettgens



Table of Contents XIII

Prototypes

icebricks: Mobile Application for Business Process Modeling . . . . . . . . . . . 361
Jörg Becker, Nico Clever, Justus Holler, and Maria Shitkova

Supporting LIFE: Mobile Health Application for Classifying, Treating
and Monitoring Disease Outbreaks of Sick Children in Developing
Countries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 366

Yvonne O� Connor, Victoria Hardy, Ciara Heavin, Joe Gallagher,
and John O� Donoghue

A Prototype for Supporting Novices in Collaborative Business Process
Modeling Using a Tablet Device . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371

Christian Ritter, Josef-Michael Schwaiger, and Florian Johannsen

CollaborGeneous : A Framework of Collaborative IT-Tools for
Heterogeneous Groups of Learners . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 376

Amir Haj-Bolouri, Lennarth Bernhardsson, and Patrik Bernhardsson

InsightGame: Designing a Market Research Game to Gain Better
Insights into Purchase Decision Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . 381

Silke Plennert and Susanne Robra-Bissantz

The Social Newsroom: Visual Analytics for Social Business
Intelligence – Tool Prototype Demo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 386

Christopher Zimmerman and Ravi Vatrapu

A Mobile Cloud Workforce Management System for SMEs . . . . . . . . . . . . 391
Leonard Heilig and Stefan Voß

Smart City App: Promoting Community Engagement and Collaboration
for a Sustainable Future . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 396

Joana Monteiro, Matthew Austin, Gaurav Mandilwar,
and Raj Sharman

Considering Risks in Planning and Budgeting Process – A Prototype
Implementation in the Automotive Industry . . . . . . . . . . . . . . . . . . . . . . . . . 401

Tobias Knabke, Sebastian Olbrich, and Lars Biederstedt

ITSM ProcessGuide – A Process Guidance System for IT Service
Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 406

Stefan Morana, Timo Gerards, and Alexander Mädche
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Abstract. Nowadays, the information technology infrastructure within organi-
zations is getting more and more heterogeneous. Recent trends such as bring-
your-own-device or choose-your-own-device satisfy user requests for diverse 
devices they already know from their private life. On the other hand, following 
these trends results in an increased complexity of the organizations’ infrastruc-
ture and a substantial rise in required effort for supporting users. In order to ad-
dress this increased support demand, the establishment of a user-to-user support 
culture seems promising. An established concept to provide user-to-user sup-
port is the concept of social questions and answers (SQA) sites. SQA sites have 
been shown to be successful in the private context. Users can seek and provide 
knowledge and thereby support each other. This paper presents the design and 
evaluation of an enterprise SQA platform aiming to support employees in solv-
ing problems with processes or technologies. Building on already derived de-
sign principles, we discuss the design and implementation of the SQA prototype 
within an existing Customer Relation Management platform. The resulting sys-
tem was then evaluated within five focus group sessions with professionals 
from various industries. The evaluation results show the validity of our design 
principles and the usefulness of the implemented prototype. 

Keywords: BYOD · User-to-user support · Social questions and answer sites 

1 Introduction 

Only few years ago, companies’ information technology (IT) infrastructures have 
been adapted to organizational rather than individual needs [1]. Thereby, organiza-
tions maintained control over devices, access points, interfaces and security controls. 
However, such rigid IT infrastructures are no longer up-to-date due to increased mo-
bility and people are becoming more and more tech-savvy. Even in their private life, 
people started to solve problems and fulfill tasks with the aid of “complex and rela-
tively large-scale individually owned IS” [1, p. 252]. Now, they are transferring their 
IT experiences collected in private life to organizational settings [2]. In doing so, 
people prefer to adapt their IT landscape not only to their tasks and problems, but also 
to their skills and experiences. Another reason why rigid IT infrastructures are outdat-
ed is the increased mobility resulting in an increased amount of remote work and 
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people remain connected [3] not only with their friends and family, but also with their 
colleagues. Thus, the borders between private and professional life are getting 
blurred. When companies insist to maintain standardized IT infrastructure, their em-
ployees are forced to wear multiple devices and separate their two worlds. The sepa-
ration of private and professional life, however, can result in loss of efficiency [3]. In 
order to address these trends, companies should adapt their IT infrastructure to more 
flexible forms in order to meet the needs of their employees.  

Examples for such modern and flexible strategies are bring-your-own-device 
(BOYD) respectively choose-your-own-device (COYD) initiatives [4]. By applying 
these strategies, employees are able to choose their preferred technology for work 
purposes by themselves. However, in addition to obvious challenges such as security 
issues, BYOD respectively CYOD also result in a high heterogeneity of a company’s 
IT landscape. As Gens et al. [5] already highlighted “more devices, times more apps, 
equals exponentially more complexity for IT support” [5, p. 4]. In private life, people 
deal with their need for support by consulting experts and expertise for example via 
the internet. In social questions and answers (SQA) sites users give support to each 
other and can receive expert assistance [6]. While SQA sites perfectly fit to explora-
tive problem solving, they are inadequate to support specific problems, e.g. in the 
context of organizational processes. SQA sites base on indirect communication result-
ing in a delayed assistance. However in companies, ad-hoc problem solving is often 
necessary in order to achieve efficiency and effectiveness. Nevertheless, we strongly 
believe that SQA sites can address the issues of BYOD and CYOD strategies when 
adapted to organizational needs. Therefore, our research aims to design an enterprise 
SQA site that allows to support employees to handle not only technological issues 
related to a highly heterogeneous IT landscape, but also to fulfill their tasks and solve 
their work-related problems by applying the IT of their own choice. Consequently, 
our research aims to answer the following research question: 

 
How to design an enterprise SQA site to enable efficient and effective user-
to-user-support for employees? 

 
The remainder of this paper is structured as follows: In Chapter 2, we will briefly 

discuss the related work on social software in organizations and SQA sites. After 
describing our research methodology in Chapter 3, we will present in Chapter 4 the 
design of our enterprise SQA platform by discussing the meta-requirements and de-
sign principles and outlining the implementation of the platform. In Chapter 5, we 
report the evaluation of our platform before discussing its results in Chapter 6. Final-
ly, we will utilize Chapter 7 to reflect our research, its limitation and to outline our 
future work. 

2 Related Work 

2.1 Social Network Sites in Organizations 

Every organization operating in the online and/or offline space should be aware of so-
cial media [7]. Social media categorizes a group of applications or web sites, building 
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on concepts such as Web 2.0 and user generated content. Social media enables people to 
form online communities and to share their knowledge [8]. The term ‘social network 
sites’ is generally associated with the web-based services allowing users to construct a 
public or semi-public profile maintaining a list of other users they are connected to and 
the possibility to browse these user connections within this network of users [9]. Using 
the concepts ‘social network sites’ and ‘social media’ within organizations is considered 
as ‘enterprise social software’ [10].  

Various scholars investigate the usage and acceptance of social software in organi-
zations as well as private settings. Some of this research (e.g. [11], [12]) applied es-
tablished constructs from technology acceptance literature (such as TAM [13] or 
UTAUT [14]) to explain the users’ intention to use the social software on an individ-
ual level. Other researches, for example Zhou and Lu [15], found that one important 
antecedent for the acceptance of social software is the perceived network size, such as 
the total number of members of the social software or total number of peers of the 
user. The total number of peers in turn was found to influence the perceived useful-
ness and the perceived enjoyment of the investigated platform [16].  

The usage behavior in the context of social software has also been analyzed on a 
group level with respect to the we-intention to use the system (see [17], [18]). In his 
study, Muller [19] identified two use types of enterprise social media: the passive 
(“lurking“) and active (“contribution“) usage. On the contrary, Pöyry [20] differenti-
ate between participation and browsing as social media use types in a private context. 
Whereat, the adoption of social software depends on a balanced mixture of both use 
types (“lurkers” and “contributors”), the participation in social software often follows 
the 90-9-1 rule meaning that 90 percent of the users are pure consumers (“lurkers”) 
while 9 percent are contributing few content and 1 percent contributes the lion share 
of content [21]. Therefore, the contribution and sharing of user generated content 
(such as knowledge) is an antecedent of the success of social software. The attitude 
towards the sharing of knowledge is positively influenced by subjective norms and a 
sense of self-worth [22]. 

2.2 Social Questions and Answers Sites 

Harper and Raban [23] distinguish three types of internet-based questions and an-
swers sites: (1) Digital reference services, (2) Expert services, and (3) Social Question 
and Answer (SQA) sites. SQA sites are defined as “a Web-based service for infor-
mation seeking by asking natural language questions to other users in a network” 
[24]. They leverage the time and effort of everyday users to ask and answer questions 
[23] using various algorithmic strategies to allow for collaborative assessment of the 
quality of the submitted content [25]. SQA sites typically focus on individuals’ infor-
mation needs and do not explicitly consider the collaboration information accumula-
tion of a group [25]. Many SQA sites have little structural or role-based organization, 
but share characteristics of online communities. These sites have a base of regular 
users who engage in off-topic discussions, reply to another instead of just asking or 
answering questions or take the role of a moderator [23]. Gazan [26] identified two 
roles of question answerers on SQA sites (specialists and synthesists) and two types 
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of questioners (seekers and sloths). Specialists are knowledge experts who provide 
answers without referencing other sources, while synthesists are the ones who do not 
claim any expertise and provide answers with references to existing solutions. Seekers 
demonstrate active engagement with the community and pursue communication re-
garding their questions. Sloths do not pursue further interaction with community 
members after receiving answers to their questions [26].  

Other researchers focus on design characteristics of SQA sites and their evaluation 
with regards to usage behavior and answer quality. For example, it has been shown 
that systems which prevent social interaction among users suffer from underuse or 
were abandoned outright [27]. In contrast to this, the prominent example of an SQA 
site Yahoo Answers1 has been found to be successful, because of its sophisticated 
reward features which intensify the user participation [24]. However, Yahoo Answers 
and some of its design characteristics have been critically evaluated and discussed in 
research. The feature to allow exactly one answer as best is a potential weakness, 
because there could be several answers which may be equally good or even better for 
a given question [28]. Another feature of Yahoo Answers, the possibility to annotate 
previous answers, contributes to a higher user engagement as it creates a sense of 
collaborative information seeking [29]. 

3 Research Design 

In order to design an SQA site which enables an user-to-user support in an organiza-
tional context, our research applied the design science research (DSR) approach [30]. 
Thereby, we followed the design research cycle methodology as introduced by 
Vaishnavi and Kuechler [31]. The methodology defines five sub processes, which are 
executed iteratively: (1) awareness of problem, (2) suggestion of key concepts to ad-
dress the problems, (3) development of a solution design, (4) the evaluation of the 
solution and (5) the conclusion to decide which elements of the solution to adopt.  

Aiming to identify key requirements on the enterprise SQA site – also called meta-
requirements [32] – we analyzed key literature already existing in related research 
areas. Next, we investigated existing SQA solutions existing in the internet to identify 
typical capabilities and derive design principles. Based on the design principles ac-
counting for public SQA sites, we suggested additional principles that need to be con-
sidered in an enterprise SQA site. In the third step of the design cycle, we applied the 
identified design principles to develop an enterprise SQA instance in the form of a 
prototype. The final design was implemented as an extension module of an existing 
customer relationship management (CRM) software package in cooperation with a 
software company being the practice partner of the DSR project. Having a solid proto-
type, we initiated the evaluation phase. Therefore, we presented the prototype to sever-
al focus groups being formed by representatives of various companies. In this focus 
groups, the participants were asked to discuss the usefulness of each design principle. 
The findings were used to further refine the design of the enterprise SQA site. 

                                                           
1 https://answers.yahoo.com/ 
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4 Solution 

While we intensively discussed the first two steps (awareness of problem and sugges-
tions of key concepts to address the problems) of the DSR cycle in another article (see 
[33]), this article presents the design of the enterprise SQA site and its evaluation. In 
order to give the reader an overview, we will briefly summarize our key findings, 
before describing the artifact and its evaluation in detail. 

4.1 Awareness of the Problem 

In order to understand the problem domain (being the first step of our DSR project), we 
consulted existing literature on challenges of SQA sites. SQA sites implemented in 
private contexts are – as outlined in the related work section – subject of research. How-
ever, for organizational contexts we did not find any design principles informing the 
design of an enterprise SQA site. Therefore, we identified research areas that can inform 
the design of our solution based on existing research related to public SQA sites. 

Table 1. Meta-requirements of an Enterprise SQA Site 

Meta-Requirements Exemplary 
Sources 

Knowledge 
Management

1:  Provision of an integrated access to both, experts and exter-
nalized experience e.g. in form of documents 

[34]–[37] 

2: Monitoring  of user context in order to provide access to 
knowledge based on current needs 

Social Net-
working 

3: Information of users with regard to changes in the SQA site 
in order to speed up the support process by pointing out re-
cent changes 

[26], [38]–
[41] 

4: Implementation of measures for self-regulation in order to 
increase the overall quality of both, structure and content 

Social     
Presence 

5: Stimulation of users to include many social cues in their 
profiles by providing users enough room for self-expression 

[9], [35], 
[42]–[45] 

6: Provision of options for direct communication reflecting the 
continuum for basic text message functions up to the techno-
logical state-of-the-art 

Motivation 7: Inclusion of emotional, gameful design elements that acti-
vate user behavior to support the use objectives of the plat-
form 

[19], [46]–
[48] 

8: Provision of gamified services that lead to a new cognitive, 
emotional, social use of the core functionalities 

 
In total, we identified four main research areas: The first research area being of  

interest for our design is the knowledge management research field, since the SQA 
platform aims to serve for knowledge exchange and transfer in order to support  
employees in solving their problems. Because the platform connects its users for 
communication and knowledge transfer, we identified research and theories related  
to social networks as the second important stream. In order to motivate users of an 
organizational SQA platform, we also investigated various research fields examining 
important antecedents of user participation in such networks. Thus, a third research 
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field being of interest related to social presence, since the feeling of human warmth 
and sociability plays a major role in social networks. Another modern way of ensur-
ing motivation to participate in social platforms is the implementation of emotional 
and affective functionalities (e.g. by Gamification mechanisms).  

Based on the four research fields, we identified in total eight meta-requirements 
that need to be considered when designing an organizational SQA site. While an ex-
tensive discussion of the literature and the identified meta-requirements can be found 
in [33], summarizes the meta-requirements and some exemplary sources identified in 
the four Table 1 research areas. 

4.2 Design Principles 

Having the meta-requirements, we identified in a next step the design principles for an 
enterprise SQA site. Thereby, we approached two steps: First, we analyzed popular 
SQA sites in the internet and extracted the principles behind their design. Second, we 
again consulted the literature to derive the design principles for an enterprise SQA site.  

In total we identified 24 design principles – 18 extracted from public SQA sites 
and six additional design principles examined by analyzing existing literature. The 
analysis of the popular SQA sites like stackoverflow.com or yahooanswers.com and  
 

the identification of additional design principles being important for an enterprise 
SQA site is presented in [33]. Fig. 1 provides an overview on the identified design 
principles (DP).  

 
Fig. 1. Design principles for an Enterprise SQA Site 
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4.3 Design Decisions and Artifact Realization 

While the formulation of the design principles serves for providing guidelines for an 
class of IS, the third phase of the DSR cycle specifically aims to create the solution to 
a problem through a more concrete specification of the functionality and architecture 
[49]. Therefore, we translated the design principles to design decisions being concrete 
functionalities of the enterprise SQA artifact. In the following paragraphs, the key 
design decisions are described and illustrated by screenshots (see Fig. 2 and Fig. 3) of 
the realized enterprise SQA artifact. 

The core element of the enterprise SQA site is the multi-dimensional matching al-
gorithm, since it links knowledge seekers to appropriate knowledge providers. There-
by, the multi-dimensional approach aims to address different problem dimensions. 
Gorelick and Tantawy-Monsou [50] realize two main problem dimensions: either 
people are struggling in using the technology, or they have difficulties in performing 
the processes facilitated by the technology [50]. In order to address the large variety 
of problems, the matching algorithms has to monitor the context where the user expe-
riences issues. Therefore, a categorization of the problem context is necessary where 
the characteristics of a problem will be specified. 

In our SQA artifact, the system automatically illustrates in which problem context 
the user can find existing solutions (marked by a yellow question mark). After click-
ing the yellow question mark, selection of various given contexts is provided where 
the user can refine the context he/she is interested in. In addition, the user is able to 
specify the problem context by selecting additional characteristics provided in a 
check-box list. Based on the categories, the enterprise SQA artifact is able to match  
 

 

 

Fig. 2. Screenshots of the Enterprise SQA Site and context-related functionalities 
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Fig. 3. Screenshots of the Enterprise SQA Platform and the profile-related functionalities 

the current problem to categories and characteristics of existing solutions. Because the 
platform does not only connect knowledge seekers to experts, but also documented 
knowledge, a connection to the enterprise knowledge base is required. In our artifact, 
the connection has been realized due to the integration of the SQA site into the pro-
cess-centric application system (particularly the CRM system of the practice partner) 
being connected with the enterprise knowledge base.  

Further functionalities being important for the matching algorithm are the feed-
back and rating mechanisms. Based on these mechanisms a high quality of provided 
content can be realized [51]. Another advantage of feedback and rating functionali-
ties is the improved matching of the problem context with users of the system being 
experts for the current context. In combination with the tracking of users’ activities, 
the rating functionality marks a user as an expert. Each time a user provides an an-
swer to a problem which is then marked as valuable, the solution provider will re-
ceive points of competence in his/her profile. In consequence, the more actively the 
users are contributing to and participating in the platform, the better will be the 
matching algorithm. Thus, the matching algorithm operates similar to a recommend-
er system, where information are provided based on the ratings of other users and 
users’ past behavior [52].  

Based on the results of the matching algorithm, a list of users who can potentially 
support the knowledge seeker will be provided including their preferred channels of 
communications, which are stored in the user profile. Fig. 3 depicts two screenshots 
illustrating the realization of the multi-dimensional matching algorithm. 
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5 Evaluation 

5.1 Methodology 

In order to evaluate the design principles, we implemented a qualitative approach 
using focus groups. Stewart et al. [53] define a focus group as “a moderated discus-
sion among six to twelve people who discuss a topic under the direction of a modera-
tor whose role is to promote interaction and keep the discussion on the topic of inter-
est” [53, p. 600]. Scholars identified focus groups as an appropriate method for DSR 
artifact evaluations, in particular for enhancing the artifact design, and demonstrating 
the artifact’s utility [53]. Focus groups can take an exploratory stance if their main 
purpose is to incrementally improve an artifact design, or a confirmatory stance if 
their main purpose is to confirm the utility of the design [54]. Our implementation of 
the focus group approach followed the proposal of Tremblay et al. [54] with the slight 
modification that we set a stronger emphasis on the confirmation of the utility of the 
design principles rather than their improvement. Thereby, our evaluation focused on 
the design principles being identified as an additional guideline for enterprise SQA 
platforms (in particular: DP4, DP7, DP9, DP17, DP19 and DP22). Altogether, we 
conducted five focus groups. The focus groups consisted of participants from differ-
ent industries, including car manufacturing, software engineering and consulting. 
Each focus group comprised between three to eight participants and all of them were 
familiar with CRM systems. The majority of the participants were end-users of the 
CRM system, mostly sales and back office personnel. In particular, some of the focus 
groups even were customers of the practice partner of the DSR project. In order to 
consider additional perspectives, we also made sure that each focus group included IT 
professionals, such as IT support employees. Each focus group was held on premise 
of the corresponding company. Each session started with a 30 minutes introduction to 
the prototype and a subsequent question and answer session. Afterwards the partici-
pants discussed each design principle. The moderator guided the discussion by mak-
ing sure the participants remained focused and that each design principles was ad-
dressed properly. 

Collected data included audio recordings of the whole session and notes that were 
taken during the sessions by two researchers. Subsequent to each focus group discus-
sion, the data were analyzed and key findings and statements were extracted and 
linked to a particular design principle. Similar statements were then grouped and gen-
eralized. Afterwards, we applied the dimensions of the SWOT matrix to categorize 
each statement as a strength, weakness, opportunity or thread. While the first two 
dimensions provided confirmatory input in whether the design principles had the an-
ticipated utility, the latter two dimension provide exploratory insights into potential 
improvements of the artifact design.  

5.2 Findings and Discussions  

The evaluation of DP4 – integration of organizational knowledge base – supported 
the need for the integration of user-to-user support with organizational knowledge 



12 O. Gass et al. 

 

management. Participants criticized the increasing heterogeneity of current knowledge 
management solutions in their companies which requires additional effort to identify 
relevant documented knowledge. With regard to the integration of the user-to-user 
support by the yellow question mark in the Enterprise System, one participant stated 
“When individuals face problems, it can happen that they feel alone; maybe they even 
cannot cope with clicking a button or opening another support system.” Some partici-
pants argued that a platform which centralizes and standardizes access decreases the 
effort of finding existing knowledge and in turn would become more useful to them. 
The focus group discussions further shed light on the type of knowledge required. 
Besides immediate knowledge to a particular problem, the participants expressed their 
need to access supporting knowledge, for example, manuals or process descriptions 
that allow them to better understand the context of a problem. However, participants 
also pointed out various issues related to amount and relevance of the documented 
knowledge. In particular, outdate knowledge poses a significant thread to the useful-
ness of the platform. The management of the actuality of the knowledge should be 
supported or handled by the system. The participants suggested several opportunities 
for improvement, such as alerts requesting the knowledge provider to update the 
knowledge item or the possibility to mark knowledge items as invalid. In her work, 
Allee [55] already realizes that knowledge “has a limited shelf live and can quickly 
become obsolete” [55, p. 10]. Therefore, researchers [e.g. 56] of the knowledge man-
agement community suggest to consider the maintenance as an important process 
phase within the knowledge management process. Thereby, feedback and rating mech-
anisms can ease the maintenance of knowledge, since these mechanisms enable the 
identification of knowledge that is rated by other users as important and up-to-date, 
while outdated knowledge will be rated as less important [57].  

The evaluation of DP7 – integration of business processes – was two-fold. On the 
one hand, participants consider the integration of user-to-user support into the busi-
ness processes as a major strength. A participant underlined this strength by stating 
“A big advantage – I see – is the direct linkage to the knowledge base so that I can 
jump from the process I am actually working at to the according discussion – to the 
‘world of information’”. In general, the participants argued that the easier it is for 
users to ask a question, to seek support, and/or to answer a question, the greater will 
be the acceptance and motivation to use the platform. In contrast to this, participants 
criticized the categorization of the problem along the proposed dimensions. First, they 
argued that the need to manually adjust or extend the semi-automatic categorization 
of a problem creates additional effort, and therefore may create additional barriers to 
seek or provide help. This barrier to seek or provide help will be even higher if the 
usability of the implementation is poor, according to a participant. Another point of 
critique was the current granularity of problem categorization. The opinions within 
the focus groups varied on the optimal level of granularity. Participants raised the 
concern that a low level of granularity might result in an unspecific set of problem 
solutions, where at a high level of granularity might be too specific to find appropriate 
solutions to a problem. Summed up, the design principle was perceived as useful. 
However, the details of its implementation require additional reasoning regarding 
usability, and can furthermore benefit greatly from advanced recommender algo-
rithms to classify a problem. 
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The focus group also confirmed the necessity of DP 17 – anonymous posting of 
questions. Participants argued that such a feature will lower the barriers to ask and 
answer questions in an organizational context. They reason that knowledge seekers or 
experts can avoid potential negative consequences if they are not exposed to the or-
ganization in their posts. However, the focus groups also pointed out that anonymity 
impedes the evaluation of the quality of posts because users do not know the person 
providing the solution and therefore require an alternative quality indicator.  

All focus group discussions confirmed the integration of enterprise social media 
(DP 9) as well as the provision of appropriate technologies and functionalities for 
collaboration (DP19) for the usefulness of the enterprise SQA site. According to the 
focus groups, many knowledge seekers, for example less tech-savvy users, feel more 
comfortable when solutions are explained systematically. The main weakness of these 
design principles are the potential distraction from actual work. The possibility to 
imitate a direct communication between knowledge seeker and knowledge provider 
can lead to a high amount of communication requests for distinguished knowledge 
experts, resulting in less time for their actual work. Participants remarked that experts 
should be able to select whether they are available for direct communication or prefer 
non-direct communication methods. Additionally, some focus groups suggested dif-
ferent levels of escalation in which direct-communication serves as the last resort 
when no other support, such as manuals and documented users posts, is available or 
sufficient to solve the problem at hand. 

The evaluation of DP23 – quality emphasis of game-based elements – showed 
that the majority of the participants view game-based design elements as generally 
beneficial. The focus group discussions highlighted in particular the importance of  
the checkmark mechanism to validate the helpfulness of the provided knowledge. 
However, the groups evaluated the ranking of experts derived from the checkmark 
mechanism critically. Here, they remarked that companies could easily abuse the 
information on competences to identify incompetent users. While most participants 
agreed with regard to the potential risk of assessing employees purely based on their 
participation at the enterprise SQA site, one participant commented “As I understood 
the system, I first formulate a question and then receive a list of users listed in keep-
ing with the motto: ‘Based on their experiences, these users can help you’. Thus, in 
fact there is no assessment of people”. Nevertheless, despite the apparent importance 
of the rankings for the selection of an expert from a list of potential experts, most 
focus groups rather prefer fewer exposed details, even though their own capability to 
select an appropriate expert for direct communication suffers. Interestingly, the partic-
ipants where less worried about the information on competences stored in the system 
than about the information on competences visible in the user interface. Furthermore, 
the participants suggested that users are also incentivized for continuous contributions 
to the platforms, for example, by designating badges or states. Thus, as already real-
ized by researchers such as Lawley [58] or Laschke and Hassenzahl [59] the partici-
pants recognize the need to connect the gameful elements implemented in the system 
with a real-world outcome being meaningful for its users and the organization. Failing 
to do so will result in the opposite effect, the “pure pointification” [60] will not sus-
tainably increase the users’ participation in the system, as shown by Thom et al. [61]. 
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To summarize, enterprise SQA sites are perceived as beneficial, since the IT infra-
structure and the IS landscape is getting more and more complex and the SQA site 
actively supports employees in fulfilling their tasks. The support platform acts as a 
mediator between knowledge seekers and knowledge providers as well as between 
knowledge items and individuals. Consequently, the presented version of the enter-
prise SQA is desired by all participants of the focus group workshops. One partici-
pant, being a customer of our practice partner, even declared to introduce the enter-
prise SQA in his company in order to test the long-term effects of the platform be-
cause he was entirely convinced by the SQA usefulness for his company. Consequent-
ly, we forwarded the feedback collected in the focus groups to our industry partner in 
order to improve the design of the SQA platform.  

6 Conclusion 

In this paper, we present our research on the design and evaluation of an enterprise 
SQA site. While there exists quite some SQA sites for the private context (also re-
ferred to as public SQA), we could not identify research reporting the design of a 
SQA platform for an organizational context. In order to design an enterprise SQA site, 
existing knowledge on the design of public SQA cannot be used directly. Instead, the 
existing knowledge needs to be adapted and additional requirements addressing the 
specialties of the organizational context need to be considered. Therefore, we identi-
fied design principles for an organizational SQA site (also referred to as enterprise 
SQA site) by analyzing public SQA sites and literature discussing related concepts. 
Based on the identified design principles we designed a prototype of the enterprise 
SQA site being integrated in an Enterprise System offered by our practice partner. In 
our evaluation phase, the resulting enterprise SQA site has been assessed within five 
focus groups where participants provided feedback on the strengths, weaknesses, 
opportunities and threats of the design with regard to the underlying design principles.  

At the moment, our practice partner refines the enterprise SQA by integrating the 
feedback received in the focus group. Subsequently, the enterprise SQA platform will 
be implemented within the company of one focus group participant. Because the par-
ticipant was delighted to be integrated in the design and development process of the 
enterprise SQA platform, he agreed to conduct follow-up research within his compa-
ny. Therefore, we plan to conduct a longitudinal study observing the usage of the 
refined enterprise SQA platform, the quality of the content (e. g. knowledge items) 
provided in the system, and users’ satisfaction with the system.  

We are aware that our research comes with some limitations. First, the design prin-
ciples has been evaluated in a qualitative approach by conducting focus groups. While 
the application of focus groups is a feasible approach in order to receive first indica-
tions of strengths and weaknesses of the system, a long-term study is necessary in 
order to investigate the effects of the platform with regard to its real usage. We plan to 
mitigate this limitation in the next cycle of our DSR project by conducting a longitu-
dinal study in the mentioned case company. Another limitation refers to the limited 
generalizability of our research results. At the moment, the design principles are  
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extracted from public SQA sites and literature of related research areas, and qualita-
tively evaluated. However, in order to make statements regarding the generalizability 
of the design principles further research is needed.  

Although having some limitations, we perceive our research as a valuable contribu-
tion for both, researchers and practitioners. Our research extends the existing body of 
knowledge by introducing evaluated design principles for an enterprise SQA plat-
form. To our knowledge, there are currently no attempts to design enterprise SQA 
platforms in research. However, we perceive the implementation of such a platform as 
beneficial, since it addresses the issues stemming from modern IT infrastructure strat-
egies of organizations such as BYOD or CYOD. Due to such strategies, the IT infra-
structure in companies is getting increasingly heterogeneous making the support for 
employees from a technical and a procedural perspective highly complex. Conse-
quently, our research addresses issues being relevant for practitioners. In addition, by 
evaluating our artifact within focus groups consisting of different representatives of 
practice, our research follows the call of Peffers et al. [62] for more research in col-
laboration with practitioners. By integrating practitioners in the evaluation and  
(re-)design phase, design theories can demonstrate their applicability in real-world 
environments [62]. The conducted focus group evaluation reported in this paper is the 
first step in proving the applicability of our findings on enterprise SQA in a real-
world environment. 
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Abstract. Real time bidding (RTB) is becoming the key to target marketing 
where it could optimize advertiser expectations drastically. Not like the conven-
tional digital advertising, in the process of RTB, the impressions of a mobile 
application or a website are mapped to a particular advertiser through a bidding 
process which triggers and held for a few milliseconds after an application is 
launched. To carry out the bidding process a special platform called demand 
side platform (DSP) provides support to advertisers to bid for available impres-
sions on their behalf. This process has turned into a complex mission as there 
are many applications/websites that have come into the market. Mapping them 
to advertisers’ target audience, and bidding appropriately for them is not a sim-
ple human mediated process. The complexity and the dynamic nature in the 
RTB process make it difficult to apply forecasting strategies effectively and ef-
ficiently. In this paper we propose an autonomous and a dynamic strategy for 
bidding decisions such as bidding price. We applied our proposed approach on 
a real RTB bidding data and demonstrated that our approach can achieve higher 
conversion rate with the target spend for a DSP.  

Keywords: Real time bidding · Demand side platform · Bid price · Bid request · 
Impressions · Advertiser expectations · Target audience · Forecasting · Dynamic 
programming 

1 Introduction 

Real-time bidding (RTB) is considered as the new era of digital advertising. RTB is 
autonomous and algorithm driven, which completes a full transaction in milliseconds 
on pre-set parameters. RTB is a programmatic instantaneous auction, which allows 
impression buyers to launch their advertising campaigns via multiple ad-networks. It 
enhances online advertising while providing higher opportunities for advertisers to 
publish their ads and increasing the publishers’ gain through competitive advantage. 
According to the recently published Online Advertisers Survey Report [5], among 650 
advertisers 62% of them see improved performance as the main advantage of RTB; in 
addition, the trading desk spent on RTB, globally stands at 40%. Mainly, RTB helps 
to reduce the wastage of manual intervention; also it facilitates better target marketing 
strategies. Therefore, compared to static auction of digital marketing, RTB can add 
dynamism to the bidding process where advertisers are bidding for a specific single 
impression to optimize their expectations.  
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 RTB consists of many different challenges compared to the currently offered buy-
ing and selling policies in advertising. Mainly, as the name itself implies, RTB is a 
real time process that we need to decide our offer within less than 120 milliseconds 
[11], thus it makes obscure to practice highly complex and time consuming techniques 
for the decision making. Therefore, this study recommends a novel approach to decide 
the bid price of the RTB in ad platforms. The proposed model follows a dynamic pro-
gramming (DP) algorithm to adjust the bid price based on the advertiser’s target goals. 
We have tested our approach on the real mobile RTB campaign data and demonstrated 
its effectiveness. 

1.1 Background 

As shown in Fig. 1, RTB ecosystem has two sides, that is, advertiser side and publish-
er side. Each side has its own components and techniques in the bidding process [11]. 
The RTB allows purchasing individual impressions through a bid engine that unfolds 
within milliseconds when an application is launched by a consumer. Each step of the 
bidding process is demonstrated in Fig. 1 [11, 15].  
 

 

Fig. 1. High-level communication diagram between parties in the Open RTB Ecosystem 

The RTB process can be explained further via the following steps, 
 

Step 1: Advertiser request a DSP to run an ad campaign for a particular product based 
on predefined campaign budget, target audience and campaign duration.  

Step 2: When the user interaction originates, the mobile app or the web browser 
sends user preferences, context, location and the mobile device/browser in-
formation to the publisher to fill up the impressions in the mobile app or the 
website.  

Step 3: Then the publisher will check whether there is a contracted advertiser availa-
ble for the mobile app or the website based on the previous agreement and if 
that is still valid. Then the ad request is sent to that particular advertiser. If 
the quota is not available or the contracted advertiser is not interested in the 
new impression, then the ad request is sent to the RTB exchange. 
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Step 4: RTB exchange or sell side platform will create a bid request for the incoming 
ad request and send it to all subscribed DSPs (See Table 1 for content of a bid 
request).  

Step 5: DSP will decide the bid price based on an anticipated ad campaign of a par-
ticular ad agency. All DSPs send their bid responses with the bid price for the 
relevant RTB exchange (See Table 1 for the content of a bid response).  

Step 6: After a predefined fixed time period has elapsed, RTB exchange apprehends 
the auction and decides the bidder who has made the highest bid price as the 
winner through second bid price auction [6]. Then RTB exchange will send 
the win note to the winning DSP with the winning bid price (See Table 1 for 
content of a win note). 

Step 7: DSP requests the ad from the ad agency and sends the ad response to the 
RTB exchange.  

Step 8: The RTB exchange will forward the advertisement to the germane publisher 
and then users can see the advertisement on their mobile application or web 
page.  

 
Table 1.0 provides essential details which are included in the bid request, bid re-

sponse, win note and conversion note [11]. The bid request “id” is a unique identifier 
for each bid request which is created by RTB exchange and used throughout the RTB 
process. Additionally, DSPs create another unique identifier (adid, see Table 1.0) to 
track ad conversions.  

Table 1. Details of the bid request, bid response, win note and conversion note in the RTB 
process 

Field Description 
Bid request (Step 4) 
id  Unique ID of the bid request, provided by the RTB exchange. 
timestamp Time of the bid request initiated 
imp  Describes the ad position or impression being auctioned.  
site/app Whether the ad supported content is part of a website or mobile applica-

tion. Also, it includes information such as identifier, name, Domain, pub-
lisher, content and keywords which describe the site/app 

Device Information pertaining to the device including its hardware, platform, 
location, and carrier. 

Geo Describes the current geographic location of the device (e.g., based on IP 
address or GPS), or it may describe the home geo of the user (e.g., based 
on registration data).  

User Describes the user details such as year of birth, gender and user interests 
tmax  The maximum amount of time in milliseconds to submit a bid (e.g., gener-

ally the bidder has 120ms to submit a bid before the auction is complete)  
Bid response (Step 5) 
Id Relevant bid ID which the response is mapped 
Price Bid value which is decided by the DSP 
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Table 1. (Continued) 
 

currency Type of the currency, which the bid is made 

nurl  Win notice the URL 
adid  An identifier that references the ad to be served if the bid wins and it is 

stated by the DSP. 
Win note (Step 6) 
id Same identifier as adid in the bid response 
winPrice Winning bid value which is decided by the RTB exchange 
currency  Type of the win price currency 

Conversion note 
impression_id Same identifier as adid in the bid response 
timestamp Time which is the conversion happened (the time user views the advertisement) 

 
As per the work flow of publishers and ad agency communication, DSP is bidding 

on behalf of the ad agency, to buy impressions from applications which have similar 
target audience as an advertiser is expected. An advertising agency is seen as any third 
party or in-house team which works on behalf of advertisers to broadcast their adver-
tising performance. An ad exchange is responsible for deciding the winning criteria 
and delivering the winning notification, to the relevant advertisers through a DSP. The 
DSP facilitates the agencies by planning and executing the ad campaigns and analyz-
ing the best possible investments on bidding, to improve the returns on investments 
(ROI) of advertisers. Among the different type of ad platforms which practice RTB 
strategies, the main two streams are web and mobile. Thus, almost all the RTB sys-
tems facilitate both platforms in parallel without much differentiation. Consequently, 
in this paper, we have used the term “application” as a common term to address any 
mobile applications or web sites that are incorporated with an ad platform. Before 
describing the details, we define several other common terms which are important in 
understanding the RTB ecosystem and is used throughout the paper. The advertiser 
target is a common term to denote advertisers’ target spend, target audience and target 
number of conversions, all together. The target spend is the total dollar value an adver-
tiser can spend in buying impressions during a particular campaign. The target au-
dience of an application can be determined based on the characteristics of users, such 
as age, income, ethnicity, languages, has children, gender, education, etc. The conver-
sions are also called actions and they reflect how users interact with the advertise-
ments, such as clicks, calls, SMS, views, etc. The campaign period is the total duration 
of an ad campaign. To further understand the aforementioned terms let’s consider an 
example. A DSP runs an ad campaign for a day targeting a Unilever Shampoo product 
called “Dove” towards a female audience. Here Unilever is the advertiser and Dove is 
the product. In this instance, Unilever will decide the target spend as $1000, the cam-
paign period as a day, target audience as 100% female and target number of conver-
sions as 2000 clicks. 
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1.2 Problem Specification 

As explained earlier, at the step 5 in the RTB ecosystem, the DSP needs to determine 
the best bid price which can win the impression. If the DSP is not interested in win-
ning the impression, then the bid price is mentioned as zero in the bid response. The 
key problem that we address in this research is, how to determine this bid price while 
achieving advertiser target. In relation to the above example, DSP needs to decide the 
most appropriate bid prices for selected set of bid requests which enable Unilever to 
achieve its target, among many such bid requests from many different applications 
with a different target audience and different wining rates, such that maximum return 
is achieved. The return is the numbers of actions (clicks) by the target audience at a 
given target spend. 

As depicted in Fig. 2, we are able to gather information about applications’ histori-
cal winning bid price, target audience and conversion rates using past ad campaign 
data. The objective is to target, applications which have the correct target audience, 
highest historical conversion rate and lowest historical winning bid price. 

 

 
Fig. 2. Inputs and outputs 

Currently, most of the DSPs carry out RTB via a greedy approach, where they try 
to achieve a higher number of conversions by bidding for the applications which have 
a relevant target audience. To increase their probability of winning, they manually 
decide a higher price than the known WBA (winning bid average). However, this is a 
very suboptimal strategy. Other prior researches focus on deciding the best bid price 
through a prediction algorithm [13], but as we demonstrated in this paper, due to the 
unpredictability and rapid variation in the RTB context, it becomes harder to predict.  

1.3 Challenges 

The main challenge of the research is the different dynamic aspects of the RTB 
process. The conventional bidding strategies completely depend on the number of 
bidders and their bids [4]. But in the RTB process, the dynamism exists over the num-
ber of bid requests received from each application; the different types of active appli-
cations in a particular period of time, the number of advertisers and their target spend 
and target goals. The target goals refer to the required number of conversions, duration 
of the campaign and the target audience. For example, in our dataset we identified that 
some mobile applications are highly active in a particular day with larger number of 
incoming bid requests, but in the next day, some of them didn’t even appear and oth-
ers had very less number of bid requests. Fig. 3 demonstrates the average number of 
applications that appear in DSP during different hours of the day in two adjacent 
weeks. As, can be seen, it is difficult to deceive any patterns out of it and so applying  
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Fig. 3. The average number of distinct mobile applications which offer bid requests for DSP, in 
different hours of the day 

any predictive logic could be futile. The difficulty of forecasting bid prices and num-
ber of impressions from the past data is elaborated in one of the following sections. 
Consequently, the bid price should be decided based on the advertisers’ target spend, 
target audience and winning rate, not like conventional settings where it is computed 
only based on the previous bid price.  

The problem becomes additionally complex due to the following two reasons of 
partial data accessibility [12]. First, unlike other auction systems in the RTB process, 
every winning bid price is not published to all the DSPs. Therefore a particular DSP 
have the data related to its winning bid prices only. RTB exchanges also publish the 
WBA for each application. However the WBA is computed at less frequency (such as 
every 24 hours) and is based on a longer duration of data (such as a week), which does 
not add much value other than aiding the current approach of DSP bidding – bidding 
higher than published WBA of a desired application. Secondly, the RTB exchange 
doesn’t send all the bid requests to every DSP. The bid requests distribution is based 
on the agreement between the DSP and the RTB exchange. Both the above reasons 
make the global view of the RTB exchange unavailable to DSPs. As a result, we can-
not develop a solution which considers the global view of the data. Any solution we 
design should be bound to the local view of the data i.e. from a particular DSP pers-
pective only and will be run the DSP system.  

The rest of the paper is organized as follows. The next section provides an over-
view for the prior researches on real time bidding strategies. Then, it explains the me-
thodology and the dataset which is used to test the proposed models. After that each of 
the sections describes forecasting approach and dynamic programming approach in 
detail, including the problem formation. The following section describes the analysis 
of the dynamic programming model and its results. The last section provides the con-
clusion for the study. 

2 Related Work 

Rogers et al. [14] have proposed a probabilistic model while taking into account both 
the behavior of the users (advertisement viewers) and the advertisers. Their model 
endows a better exposure to the advertisers on the bidding strategy. The evaluation of 
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the model was carried out via a simulation mechanism and its objective is, to identify 
the most appropriate bid value for each auction and to maximize the probability of 
having a larger number of impressions. In other research, impressions are allocated in 
a randomized fashion [7].  Hegeman et al. [8] have emphasized the important criteria 
to build a bidding strategy based on historical value of the impression, the time or date 
of the impression, total allocated budget, the identity of the entity requesting, the pre-
dicted likelihood the ad will be selected, the presence of social functionality, available 
budget, total number of impressions of the ad, and the remaining number of impres-
sions to be achieved etc. Besides, in other research, a bidding strategy was developed 
by optimizing both the budget and the bid price, which guarantees the convergence to 
a locally envy-free equilibrium via greedy strategy [2]. A detailed elaboration is made 
by Yuan et al. [16] about the RTB strategy and comprehended on how temporal beha-
viors, the frequency and recency of ad displays would be nontrivial. Chakraborty et al. 
[3] have come up with a joint optimization framework through online algorithms and 
stochastic model to optimize the allocation and solicitations. Their solution is an on-
line recurrent Bayesian decision framework with bandwidth type constraints. The 
work carried out by Li et al. [13] is very similar to the work which we proposed in this 
paper, except they did not consider an advertiser’s target goal as a key parameter for 
the model. They also tried to predict the bid value while acquiring an impression at a 
lowest cost. Their strategy is based on a win rate model which predicts the win rate 
and the winning price based on a logistic regression model and then, they derive the 
bidding strategies from the resulted model. As, we have discussed under the chal-
lenges, none of the aforementioned research completely admit the dynamism which is 
embedded in the RTB process. These past solutions do not bind with the rapid real 
time decision making. In addition, all these solutions try to simulate the process of the 
ad exchange, but there is no solution which looks at the DSP perspective which is the 
key business entity in the RTB ecosystem. 

3 Methodology and Dataset 

Initially we have evaluated the feasibility of applying forecasting approach via Auto-
regressive Integrated Moving Average (ARIMA) to predict the bid prices and number 
of bid requests. Due to dynamism in the RTB process, the accuracy of the predictions 
was very low. Next, we developed a dynamic programming (DP) algorithm to bid for 
the impressions that operates over a set of consecutive time periods which are called 
bid periods spread across the total campaign duration. To achieve the best outcome, 
the algorithm follows a model which adjusts its properties for the next bid period 
based on the prior period behavior. The model consists of three steps – (1) budget 
allocation strategy, (2) bid price adjustment strategy and (3) application allocation 
strategy. The model will execute all these three steps at the beginning of a particular 
bid period and its outcome will be applied to the campaign execution during that bid 
period. Such a dynamic programming approach can adapt the bidding process in the 
RTB successfully. The performance of the algorithm can be adjusted by reducing the 
duration of each bid period.  
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To develop a model and test it empirically, we have preserved certain huge amount 
of data from an ongoing RTB process of a leading mobile DSP. Compared to previous 
studies where the model is examined with the synthetic data, the factual data has given 
a proper insight into the model. The dataset includes the data for three campaigns, 
each of 10 days duration, run by the DSP in August 2014. It includes 6,317,443 bid 
requests which are spread across month of August 2014. Table 2 depicts some of the 
details of these three campaigns and Table 3 provides an example actual data values 
from our dataset for the fields listed in the Table 1. 

Table 2. Data difference among three days 

 Campaign X Campaign Y Campaign Z 

Total number of bid requests 2,209,864 2,113,487 1,994,092 

Total distinctive applications 240 205 160 

Winning bid average for the whole campaign $ 1.06 1.15 1.08 

Table 3. Actual values for the fields of bid request, bid response, win note and conversion note 

Field Actual values 
Bid request 
id  9026174797775044599 
timestamp 1402724400154 
imp  "banner": {"top-

frame":1,"id":"1","w":320,"btype":[1,4],"battr":[3,8,9],"hmin":50,"api":[4,3,5
],"wmin":300 

site/app "id":"81134", "name":"AcacdemMedia Nail Manicure", 
"publisher":{"id":"194507","name":"AcademMedia”}, 
"domain": {"com.games4girls.NailManicure"} 

device "os":"Android","model":"SPH-M830" 
geo "zip":"10030","lon":-73.88476,"lat":40.73874,”city":"New York" 

user "gender":"M" 

tmax  200 
Bid response 

id 9026174797775044599 

price 1.50 
currency USD 
nurl  http://inneractive.mobilewalla.com/inneractive/win/${AUCTION_ID}/${AU

CTION_BID_ID}/${AUCTION_IMP_ID}/${AUCTION_SEAT_ID}/${AU
CTION_AD_ID}/${AUCTION_PRICE}/${AUCTION_CURRENCY} 

adid  inneractive-9026174797775044599 
Win note 

id inneractive-9026174797775044599 

winPrice 0.66 

currency  USD 

 



 Real Time Bidding in Online Digital Advertisement 27 

 

Table 3. (Continued) 
 

Conversion note 

impres-
sion_id 

inneractive-9026174797775044599 

timestamp 1402724433677 

4 Forecasting Approach 

In this section we verify whether the forecasting based approach can be used to deter-
mine the average winning bid price and number of incoming bid requests for applica-
tions. We segment the total campaign period in multiple bid periods. Next, to forecast 
the average winning bid price and the number of incoming bid requests of applications 
in a bid period, we fit time series to the historical values for all previous bid periods up 
to maximum one week. 

We have considered Autoregressive Integrated Moving Average (ARIMA) tech-
nique for forecasting among many time series analysis techniques. This technique is a 
generalized version of Autoregressive-Moving-Average (ARMA) which can only 
applicable with time series data. Since the average bidding price of an application is a 
non-stationary series, we have to apply ARIMA while taking its successive derivatives 
until it meets a stationary one. In this technique lags of the differenced series appear-
ing in the forecasting equation are called autoregressive terms, lags of the forecast 
errors are called moving average terms, and a time series which needs to be differ-
enced to be made stationary is said to be an integrated version of a stationary series.  

A non-seasonal ARIMA model can be written as  

    …  
 

where y is the differenced series (it may have been differenced more than once). The 
“predictors” on the right hand side include both lagged values of y  and lagged errors 
(e  or white noise). c is a constant. This can be further classified as an ARIMA (p,d,q) 
model where: 

• p is the number of autoregressive terms, 
• d is the number of non-seasonal differences, and 
• q is the number of lagged forecast errors in the prediction equation. 

 

 

Fig. 4. RTB forecasting strategy 

 

 

 

 

 

Avg. Winning  Bid 
price for an app 

Number of bid 
requests for an app 

Predicted 
Data  

Processing Forecas�ng 
via ARIMA 

Avg. Winning  Bid 
price for an app 

Number of bid 
requests for an app 

Past 
Data  



28  S. Adikari and K. Dutta 

 

Initially we have begun the analysis by identifying the order of differencing needed to 
stationeries the series and remove the gross features of seasonality, in conjunction 
with a logging which leads to variance-stabilizing transformation.  

In this approach, selecting appropriate values for p, d and q is difficult.  Therefore, 
we have used the auto.arima() function in R which will automatically identify the best 
ARIMA model based on the dataset.  This function uses a variation of the Hyndman 
and Khandakar algorithm [10]  which combines unit root tests, minimization of the 
corrected  version of the Akaike information criterion (AIC) for ARIMA model  and 
the Maximum Likelihood Estimator (MLE). The reason to find the AIC is because it 
can help to determine the order of an ARIMA model. It can be written as follows, 2 2 1  

Where L is the likelihood of the data with, k 1 if c 0 and k 0 if c 0. Moreover, 
the corrected AICc can be written as 2 1 2 2 

Once the model order has been identified (i.e., the values of p, d and q), we need to 
estimate the parameters , … , … . To estimate them R uses MLE, because 
this technique finds the values of the parameters which maximize the probability of 
obtaining the data that we have observed. 

Based on the output model, the prediction of the next bid period’s average win 
price is carried out through the one-step forecast technique. One-step forecast can 
facilitate to predict the value of an endogenous variable in the current period by using 
the estimated coefficients, the past values of the endogenous variables, and any ex-
ogenous variables. In simple terms it can predict next period values while giving high-
er weight to the previous period value of the time series. 

The forecasting experiment was carried out using the dataset which was described 
earlier with 15 minutes bid periods, i.e. bid price and number of bid request for each 
application are predicted at every 15 minutes based on time series fitted on past data.  
To generate the accurate time series data, we relied on at least one week’s (seven 
days) of historical data. The predicted value at each bid period is compared with the 
actual value using few accuracy measurement techniques as described below. In each 
equation, t represents the bid period and n the number of total bid periods in a week. 
 
Mean Absolute Percentage Error (MAPE): This determines the size of the error by 
computing the average of the unsigned percentage error [9]. The equation of the mea-
surement is as follows: 1 | |

 

Mean Absolute Deviation (MAD): This is also termed as Mean absolute error where 
accuracy is computed in the same units as the data. Similar to the MAPE, MAD also 
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helps to conceptualize the amount of error [9]. The calculation can be carried out us-
ing following equation:   ∑ | |

 

Root Mean Square Error (RMSE): This can be used to measure the differences be-
tween predicted values and actually observed values. RMSE is the standard deviation 
of the differences between predicted and actual values [9]. Following equation depicts 
how it can be computed, 

 ∑
 

Table 4 exemplifies the accuracy calculation statistics for the forecasting on both bid 
price and number of bid requests received for each of the 4 weeks in the dataset. 

Table 4. Accuracy measurement for forecasting results 

Week 1 Week 2 Week 3 Week 4 
Bid Price Forecast 
Mean Absolute Percentage Error (MAPE) 14.55 20.51 65.78 9.02 
Mean Absolute Deviation (MAD) 0.11 0.14 0.41 0.11 
Root Mean Squared Error (RMSE) 0.13 0.17 0.56 0.12 
Bid request count forecast 
Mean Absolute Percentage Error (MAPE) 34.54 24.98 78.97 24.71 
Mean Absolute Deviation (MAD) 20.05 19.64 17.44 12.66 
Root Mean Squared Error (RMSE) 26.88 28.78 21.49 13.72 

 
As per the results listed in Table 4, all the three accuracy measurements have very 

high values which reflect that the accuracy of the forecast is very low. Additionally, 
there is a considerable difference between the weeks’ results, for an example, week 3 
has smaller accuracy values than other weeks. This also indicates the unreliability of 
forecasting based approach in RTB bidding.  
 
Thus above analysis demonstrates that forecasting the number of bid requests and 
winning bid price based on historical values has very low accuracy. Such forecasted 
values can’t be reliably used for bidding by DSP in RTB exchange.  
 
Following this we propose a dynamic programming based approach to determine the 
bid price and the number of bid requests from the each selected applications. 

5 Dynamic Programming Approach 

In this section we present a dynamic programming based approach, where we deter-
mine the bid price of each application to optimize the advertiser’s target click (or other 
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actions) with a given spending at each bid period. Before probing the details of the 
approach, a list of notations which are used throughout the rest of the paper is declared 
in Table 5.  

Table 5. Notation for the model descriptions 

Indices 
  index for applications 1, … . ,  
  index for the selected applications for bidding 1, … . ,  
                      index for applications’ target audience characteristics 1, . . . . ,  
 index for advertiser’s desired target audience characteristics 1, . . . . ,  
  index for a bid period 1, … . ,  

Parameters 
  remaining budget of an advertiser at bid period  
  total number of impressions available for application  at bid period  

 bid price for application  at bid period  
  conversion rate for application  at bid period  
  target audience options for characteristic  on application  

′   advertiser’s target audience option for characteristic  
   total number of available applications to bid 

  total number of target audience characteristics 
  total number bid periods performed during an ad campaign period 
  total number of applications which have selected to bid 
  accessible target audience for application  

 target winning rate for application  at bid period  
  bid price for application  at bid period  

′   budget allocation for bid period  
  moving average on total bid requests at bid period t 

  moving average ratio at bid period t 
  number of impressions won in application  at bid period   
Decision variables 

  number of impressions selected to bid from application  at bid period  
 

The Dynamic programming model is developed to achieve advertiser target by run-
ning the ad campaign during the whole campaign period. To utilize the full campaign 
period properly, dynamic programming approach divides the campaign period into 
equal multiple intervals which are called bid periods. As explained in Fig. 2, when the 
campaign is running, based on the previous bid period’s data, the proposed dynamic 
programming model will determine the next bid period’s target bid price, target appli-
cations and number of bid requests per app. The model mainly consists of three steps 
(see Fig. 5). Firstly, the campaign budget is distributed and allocated to the next bid 
period, based on the remaining number of periods and prior period’s number of re-
ceived bid requests. Secondly, based on the bid price(s) of the selected application(s) 
during the previous bid period, it adjusts the bid prices to obtain the target winning 
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rate in the next bid period. Thirdly, the application selection strategy facilitates to 
identify the best possible applications which optimize the advertiser target through 
maximizing advertiser utility value with respect to the accessible target audience, con-
version rate and the bid price. Since, these three steps are required to be executed, 
during each bid period; it depicts an autonomous and dynamic bidding strategy for the 
whole campaign. The duration of a bid period will be decided by the DSP, thus  
it could be on a daily, hourly, 30, 15 or 5 minutes, etc. Next we describe each of  
these steps.  
 

 

 Fig. 5. Three steps of the auto pricing strategy 

5.1 Budget Allocation Strategy 

When a new bid period is starting, we need to allocate the target spend for each re-
maining bid period, depending on the previous periods’ total number of bid requests 
received and the remaining target spend. As, real time bidding is a very rapidly chang-
ing environment; the number of bid requests which is received to a DSP can fluctuate 
in adjacent bid periods capriciously. To enforce this dynamism, we have calculated the 
moving average value of the total bid requests for each bid period until the last ex-
ecuted bid period. 

 
∑ ∑∑  ,  (1) 

According to the Eq. (1), we have considered the index of the bid period as the weight 
of each period’s total bid request. As a result, the current period has the highest weight 
compare to the previous bid periods. Using moving average value of the last period 1   and the bid period before the last period 2 , we compute the Moving 
Average Ratio (MAR) for the current period as shown in Eq. (2). This will help to 
apply the recent changes of the received bid requests in the last bid period in the mod-
el with respect to the previous bid periods. 

    ,    (2) 
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Whilst, we have MAR for current period, then we can compute the budget for the next 
period as shown in Eq. (3),  

     ,  (3) 

5.2 Bid Price Adjustment Strategy 

In RTB, the winning bid price has a dynamic behavior which varies frequently. Thus 
the winning bid price which is predicted for a particular bid period might not be the 
optimal bid price in the following period. If we bid higher than the optimal bid price, 
we will pay more than required for the desired goal, then we would not be able to 
achieve a higher number of conversions due to the restricted spend; on the other hand, 
if we bid for a lower bid price, then also we would not win enough to achieve a higher 
number of conversions, due to limited duration of the campaign. As a result, in this 
step, we adjust the bid price with regard to the actual winning rate. The actual winning 
rate is defined in Eq. (4): 

    , 0, , b (4) 

In our model, the actual winning rate is calculated at the beginning of each bid period 
and it is used to adjust the bid price for the next period. Mainly, the bid price adjust-
ment strategy is developed on the idea of maintaining a higher winning rate for a low-
er bid price. For instance, in a particular application, in a particular bid period if the 
numbers of actual winning bid requests are equal to the number of expected winning 
bid requests, it is possible to reduce the bid price. However, in many situations, the 
actual winning rate is lower than the expected winning rate, hence, to increase the 
wining rate for the subsequent bid period, we increase the last period bid price with 
respect to the actual winning rate for the last period. Furthermore, if the actual win-
ning rate for the last period is zero for a particular application, then we increase its bid 
price for the next period by a constant value multiplication. 
 
The new target bid price for the next bid period is computed as Eq. (5), 

 

,                      0,   1 2,                                               1 0  ,                  1, 0.5 1  (5) 

In the Eq. (5), we have defined two constants  and  , as thresholds to limit the scope 
of bid price adjustment. We have tested and proved their boundaries. Furthermore, as 
per the experimental results we have identified the best possible values for the  and 

, as respectively 1.5 and 0.8. Apart from the bid price adjustment on the selected 
applications, the system also should keep track of all the applications and their details 
which generated the bid requests in the previous period. We apply the price adjust-
ment strategy to all the targeted applications during the last bid period. Therefore, to 
condense the effect from applications which was not targeted in the previous period, 
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we have updated their total number of bid requests in the last period as 1. Even the 
model selects such applications to bid in the next period, it can expect only one bid 
request to be bid. Resultantly, if such bid requests couldn’t win, then the model will 
adjust their bid prices for the next bid period ( 1) and it will increase the probabili-
ty of winning for the next period. The Eq. (6) defines this constraint. This strategy has 
been experimentally evaluated and the results are explained in the analysis section. 

 1  , j (6) 

5.3 App Selection Strategy 

Accessible Target Audience 
 

In most cases, publishers provide the target audience for their applications to the DSPs 
based on user characteristics such as a percentage of males use the app, a percentage 
of different age groups use the app, etc. With such information and the advertiser’s 
preferences, the following process defines the strategy to identify the accessible target 
audience. For example, if an advertiser requests to target his advertising campaign 
towards female users, then the best impressions to be published for such advertise-
ments, are those, which belong to an application with target audience gender as 100% 
female and the worst case scenario is an application with 100% male target audience. 
In a similar way, if there is an advertiser who requires targeting his ad campaign for 
females who are aged under 30. Also, if there is a particular application with 60% 
female and 80% aged under 30 years as target audience, then accessible target au-
diences will be computed by the product of female and age group percentages (48%). 
Hence, the accessible target audience for a particular application is captured based on 
the product of relevant advertiser’s target audience characteristics and it can be de-
fined as Eq. (7),  

 A ∏ Y ,   Y , , j (7) 

Optimization Strategy 
 

In the RTB process, the advertiser is looking for higher returns, through a higher 
number of conversions for his investments. Therefore, the goal of the model is to in-
crease the advertisers’ returns on investments (ROI) of buying impressions, by opti-
mizing their target in all the available listed applications at a certain bid period. In the 
process of establishing the model, we can define a utility value to demonstrate the 
effectiveness of achieving conversions with regard to the advertiser target. The utility 
value can be determined based on the return rate. By multiplying conversion rate and 
accessible target audience, we can calculate how many conversions of the required 
target audience can be obtained for a particular bid value of an impression. Then, to 
identify the exposure or return per dollar, the return rate can be estimated as Eq. (8), 

  Return rate     ,⁄    ,   (8) 
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Since we have the return rate per impression, the value of an effective number of 
conversions per dollar can also be computed. This value reflects the utility value 
for an advertiser. Eq. (9), defines the utility value for the advertiser on a particular 
application j. 

 Utility value        ,      ,   (9) 

When maximizing the utility value we can increase the return rate and effective num-
ber of conversions that can be attained for a lower bid price. In simple terms, when 
maximizing the utility value we can access to higher conversion rate, higher accessible 
target audience, lower bidding price and higher number of selected impressions. How-
ever, when identifying the highest utility value among all the applications’ utility val-
ues, we have to endure following constraints of the advertiser.  
 The first constraint, Eq. (10), is the number of impressions chosen from a particular 
application is limited to its total number of available impressions. As per the results of 
earlier section, we consider predicted value of the number of available impressions for 
the next bid period. Therefore, when selecting impressions to bid, the total number of 
impressions which can be selected is limited to the number of available impressions of 
that particular bid period. This should be true for all the listed applications. 

  K I ,      ,    (10) 

The next constraint, Eq. (11) is, when selecting applications, the spending for all 
the impressions should be less than or equal to the target spend for the period. The 
mathematical formulation for this constraint can be defined as follows:  

   ∑ ,    (11) 

However, since impressions are selected only from the applications which have 
maximum utility value, for the remaining applications, the number of selected impres-
sions could be zero. Therefore, the constraint, Eq. (12) should hold,  

  ,       ,  (12) 

 Based on the above three constraints, the utility values can be maximized to find 
the most suitable applications which could optimize the advertiser expectations.  As a 
fact, we can define the Eq. (13) to maximize the sum of the utility value across all 
applications at a particular bid period ( ) while bonding through the constraints. 

  ∑     M  ∑       ,  (13) 

 According to the value of , we can find the actual number of impressions to bid 
for each application. The applications whose impressions are not selected will not be 
considered for the bid price adjustment strategy of the next bid period. 
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6 Analysis and Results 

As we discussed in the prior section, the problem has been formulated using mathe-
matical modeling, and we have developed a DP algorithm [1] to test the model. Since 
the model is developed in such a way that, each bid period’s inputs are set based on 
the previous bid period’s output, this can be implemented incrementally while adjust-
ing the bid prices and target spend dynamically during the algorithm execution. The 
algorithm was coded using Java programming language and solution to the optimiza-
tion problem is implemented using existing free and open-source Java library called 
Java Optimization Modeler (JOM). It offers a full pledged platform to model Java 
programs and solve optimization problems. 

To evaluate the efficiency and effectiveness of the model, the metric, i.e. Target 
Spend per Conversion (TSPC), as Eq. (14) has been defined,  

 
T    T      (14) 

Align with formulated metric in the above; the objective of our analysis is to dem-
onstrate that, the proposed model can accomplish lower TSPC while achieving higher 
number of conversions. According to Table 6, TSPC values for each different target 
spends increase, when the bid period is increased. To further understand this scenario, 
we have demonstrated it in Fig. 6. Comparing Fig. 6, (a) and (b), we can determine 
that, when the bid period is small (this means that higher number of bid periods), we 
can achieve a higher number of bids for a lower TSPC value.  

Table 6. Model behavior at different bid periods 

Campaign X 5 minutes 15 minutes 30 minutes 60 minutes 

TSP
C 

conver-
sions 

TSP
C 

conver-
sions 

TSP
C 

conver-
sions 

TSPC 
conver-
sions 

Tar-
get 
spend 

$ 1000 0.14 6621 0.21 4555 0.28 3879 0.46 1988 
$ 2000 0.19 8961 0.23 6878 0.31 5006 0.51 2731 
$ 3000 0.22 9877 0.27 7543 0.33 5766 0.54 3104 

 
However, when a particular bid period is considered, TSPC increases with respect 

to the target spend. That is because, when we allocate a higher budget for a campaign, 
the allocation for a particular period is also high. Since, the model has a lower granu-
larity to select applications; it will also bid for the applications with higher bid prices 
to maximize the number of conversions. 

As per the above scenario, we can demonstrate that, when the bid period is less, the 
model accuracy will be increased. Nevertheless, when the target spend is high, it will 
try to achieve more conversions from the applications with the higher bid prices. The 
insight from this analysis is, when an advertising campaign is running in RTB, it is 
needed to maintain the bid period at a minimum level.  
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Fig. 6. (a) Conversions achieved vs. Bid periods and (b) TSPC vs. Bid periods in X, Yand Z 
campaigns  

 
To validate the model with Eq. (6), we primarily look at how the model behavior 

would change based on the number of bid requests of the inactive applications, during 
the previous bid period. Resultantly, we test the model based on their last updated bid 
requests and updating them to single bid request and 100 bid requests. The analysis is 
performed for three campaigns when the bid period is 5 minutes. The results are listed 
in Table 7.  

Table 7. Model behavior based on the number of bid requests of the applications which are not 
active during the previous period 

 Based on last updated 
bid requests 

Based on single bid 
request 

Based on 100 bid        
requests 

 TSPC  # conver-
sions 

TSPC # conversions TSPC # conver-
sions 

Campaign 
X 

0.18 4883 0.14 6621 0.19 4412 

Campaign 
Y 

0.21 4411 0.17 6103 0.28 3631 

Campaign Z 0.27 3867 0.25 5789 0.32 3347 
 

As depicted in Table 7, we can get a better outcome, when the number of bid re-
quests is adjusted to 1 for all the inactive applications during the previous period. 
Moreover, this provides added advantage, if the applications with a single bid request 
are selected by the optimization strategy, then based on their winning outcomes, the 
model can further adjust their bid prices and optimize the winning outcome for the 
next bid period. In parallel, when the bid price is increased, by 1.5 times for an appli-
cation which couldn’t win any impressions during the previous period the model pro-
vides two advantages. The first advantage is, its return rate will be reduced according 
to Eq. (13). This will increase the probability of bidding for another application with a 
higher return rate. Secondly, if it is still selected by the optimization strategy, then 
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there is a high likelihood to win its impressions due to the high bid price. Insight of 
the analysis is to understand two techniques which help to increase the model perfor-
mance; the first technique is, assign the number of bid requests to 1 for all the inactive 
applications in the previous bid period and the second technique is, increase the bid 
price for all the unsuccessful applications in the previous period. 

7 Conclusion 

In conclusion, we have made a few clear contributions in this study. First, we ex-
plained the problem of bid price determination from the DSP perspective in a RTB 
system. Second, we demonstrated that due to inherent dynamism in the RTB ecosys-
tem, the forecasting based approach to determine the bid price based on historical 
WBA values will not work. Third, we presented a dynamic programming based ap-
proach to adjust the bid price of applications. We demonstrated how the parameters 
such as bid period and spend can affect the performance of applications. The proposed 
dynamic programming approach addresses the dynamism inherited in RTB process 
with a novel and effective solution while embedding autonomous bidding decisions 
into the RTB in advertising. 
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Abstract. The interdisciplinary nature of human-computer interaction (HCI) 
makes it possible to contribute towards an improved thinking in design and the 
process of information system designs. It is, however, a challenging aim, be-
cause the transformation of different gathered knowledge from HCI to infor-
mation system designers is not easy, there being multiple design solutions 
available. In this paper a design space for designing an information system 
aimed at sustainability is introduced and discussed. The design space could be 
seen as part of a new design process, or correlating with an existing design set-
ting and consisting of nine different components that are explored elaborately 
through a design space analysis. Differently selected dimensions of the pro-
posed design space imitate knowledge from HCI and the result thus reflects a 
support for successfully transferring knowledge from HCI to the information 
system (IS) designers for improving a design process. 

Keywords: Information system design space · Sustainability · Design space 

1 Introduction 

The quest for sustainability is an omnipresent theme in research today. The sustaina-
bility problem could hence be undertaken by many research fields and many partial 
solutions developed in these fields could together make an impact and a significant 
change. The designing of artifacts, e.g. socio-technical systems like the information 
system (IS), is one of the predominant duties of human-computer interaction (HCI) 
and HCI is considered to be multidisciplinary. While HCI and IS can greatly use each 
other’s knowledge, some cultural problems in fact prevent this from happening and 
even IS itself has its own research issues to handle regarding HCI [5]. Using design 
science to construct artificial creations is prescriptive research aimed at increasing 
system performance [19] and also may be used to solve human problems [15]. Thus, 
not only the HCI research community but also the IS research community stress the 
importance of design, e.g. Benbasat and Zmud [1] state that design is important. The 
designed system could therefore extend our problem-solving capabilities or, as 
Engelbart [4] writes, might bootstrap human intelligence. With a goal like sustainabil-
ity to be achieved by IS design, there could be numerous design options in the hands 
of a designer. To realize different design dimensions is therefore important for  
the quality and success of a design for achieving the associated goals. The various 
available possibilities of design are seen within the concept of a design space, which 
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is usually specifically intended for a particular product or process. The satisfactory 
formation of a design space is crucial for the success of a design and it is possible to 
explore different capabilities in design by making an analysis of design space [8]. 
Although there has evidently been research on how to design IS for sustainability, the 
focus has primarily remained within the scope of formulating new design principles, 
frameworks, and processes [17]. An absence of design space thus limits the scope for 
IS designers, who could otherwise resolve system design with sustainability. This was 
the rationale behind the research question of this paper: ‘What are the dimensions of 
the design space of an IS design for sustainability?’ As an answer to this question we 
conceived the proposal of a design space for IS design for sustainability by using a 
design space analysis. The proposed design space is structured and supported by the 
theoretical foundation and design concepts from HCI, thereby indicating the possibil-
ity of using knowledge from HCI to assist the issues of IS design. Theory, as a desira-
ble output of design research, was identified by Walls et al. [24], and this paper  
contributes a matter of concept in this respect. Evaluation of the design is essential 
[21] which in this paper is made by following Halsteadt [6] in quantifying the proper-
ties of design process in a complexity measurement. This paper is structured into six  
sections. After this introduction, Section 2 briefly provides the background of sustain-
ability within the context of IS design and elaborates the notion of design space.  
Section 3 displays the analysis of design space, illustrating and describing our  
proposed design space. Section 4 demonstrates a complexity analysis as an evaluation 
of the proposed design space. Discussions and future work possibilities are then  
presented in Section 5, followed in Section 6 by the conclusions drawn. 

2 Background 

2.1 Information System Design for Sustainability 

The essential concept of this paper is to understand the design of an IS for sustainabil-
ity by using a multidisciplinary HCI approach. The definition of ‘sustainability’ is not 
consistent everywhere, but varies depending on the research field and personal cogni-
tion and context. The focus of HCI and IS research is frequently one-dimensional and 
preoccupied with environmental sustainability [17]. In previous research the notion of 
Elkington’s triple bottom line (TBL) [3] and Walker’s quadruple bottom line (QBL) 
[23] have been acknowledged since many dimensions of sustainability must be  
considered. For example, the QBL acknowledged that sustainability could be related 
to social, environmental, practical, personal, and spiritual needs and that economic 
concerns only mediate the ability to satisfy those needs. Also, the dynamic interplay 
between the different dimensions is important. It is thus easy to harvest obvious low 
haning fruits, such as the reduction of energy in a device or system, but on the other 
hand, we might use it more and thereby not act in a totally sustainable fashion. For 
example, a smart home is often viewed to be sustainable at first glance [7], [18], [20] 
although the cost of the whole system is not always considered. It is possible to re-
verse or minimize the effects of different processes that impact sustainability. The 
rationale for this research is, therefore, that the knowledge of design space is crucial, 



 Information System Design Space for Sustainability 41 

 

giving options on how to design IS for sustainability, moving the IS design research 
frontier forward. To achieve this, a multidisciplinary approach like HCI is needed, 
since sustainability issues are very complex and dynamic. A holistic viewpoint is 
thereby needed. Therefore, establishing the design space for IS for sustainability 
could have huge implications for future systems and their ability to reach a specific 
set of sustainability goals. 

2.2 Design Space and Its Importance 

One of the primary reasons for using design space is the assurance of quality when a 
design space itself defines the operational flexibility. The design space could also be 
seen as a conceptual space of various plausible design possibilities. Bisjakar et al. [2], 
defined “design space” as a construct which is developed by the designer’s own 
knowledge and experience in response to diverse external conditions. Design space 
analysis (DSA) is an established approach of looking into a design to act as a bridge 
between theoretical and practical design issues. DSA is an argumentation-based ap-
proach to design [8]. Frequently DSA is used in design rationale as a method of dis-
covering why some possibilities were chosen during the design process [2] by using a 
protocol called “QOC” (questions, options, and criteria [9].) However, a design space 
is not a static construct and it may change through the cumulative knowledge learned 
by the designers together with the different conditions of a design project [2]. There-
fore, understanding the proper combination and different interactions of variables as 
process parameters may be seen as the most important rationale behind creating a 
proper design space. The designers must decide how the design space should be de-
scribed; it might vary from simple representation of changeable combinations to nu-
merous complex mathematical relationships. However, the addressed design space in 
this paper is a reflection of the use of interdisciplinary HCI design knowledge for 
helping IS designers to realize how IS could be designed for sustainability. The de-
sign space described below is therefore in the form of a combination of different vari-
ables to achieve the success of IS design for sustainability. 

3 Proposed IS Design Space for Sustainability 

By using DSA, it would be possible to explore and comprehend the requirements of a 
design space aiming at IS design for sustainability (nine dimensions were identified as 
important for this). These dimensions were structured into four top-level dimensions’ 
categories and were the results of a QOC analysis that was followed as in Figure 1. 
The QOC analysis for deriving the four top-level dimensions is displayed in Figure 2. 

During a QOC analysis three operands are used, namely: questions, options, and 
criteria. Questions are taken from the information drawn from the scenario to explore. 
In our research the scenario consists of designing IS for sustainability. Often the hard-
est task in the QOC analysis is to find the question and help making it possible to use 
options to generate the questions in a heuristic way. We have used four ontological 
dimensions for the DSA, namely: information-collection, information-transformation,  
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furthers more aspects of the design that may be considered. Options A and B have 
three different criteria that argue either for or against the possible options extended by 
the question (a solid line is positive and a dotted line is a negative relationship). Dif-
ferent IS design criteria were used to answer these questions, resulting with options 
from which it was possible to use heuristics to analyze criteria for selecting the cor-
rect options for a specific question. A total of thirteen criteria was used in this analy-
sis (Figure 2). No negative criteria were used, since the scope of finding dimensions 
in a design space was focused on sustainability for IS, and not the opposite. 

Based on our four ontological dimensions and the QOC analysis as presented in 
Figure 2, the four top-level dimensions of the proposed design space were summa-
rized as follows: 

 

How gathered information could be designed: Design Principles Dimension. 
How information could be transferred to its users: User-inclusion, Development 

Process, and Embedding Information Dimensions. 
How information should be internalized and acted upon: Behavioral models, Mo-

tivational Strategies, Social Factors, Presenting Results, and Comparison of the Result 
Dimensions. 

How different information could be presented and encoded: User-Inclusion Di-
mension. 

These four ontological dimensions and the identified nine principle dimensions 
were then shown to be supported by the seven sub-dimensions which the authors have 
identified from their previous studies of sustainability and system design in Table 1. 
These identified seven sub-dimensions should be considered to be the knowledge of 
HCI that could contribute to building IS design. 

Table 1. Sub-dimensions of the design space and their sources 

Sub-dimensions Research Paper Sources Research Contribu-
tion Type 

Universality [13]  Human-centered 
Open Innovation [12]  Human-centered 
Persuasiveness [14]  Human-centered 

Cognitive Dissonance [14] Design Research 
Design Life Cycle [17] Design Driven 

Sustainable System [10] Design Research 
Open Sustainability Innovation [13] Human-centered 
 
The rationale behind using these seven sub-dimensions is that by their use human-

centered design might be practiced in our design space. According to the design re-
search quadrangle presented by Norman and Verganti [16], although the novel inter-
pretation of meaning is not always possible, human-centered design (HCD) considers 
the practicality of design problems, which in return initiates and triggers incremental 
innovation. In this research our focused problem is the achievement of sustainability 
through an improved IS design. The meaning of sustainability is highly contextual, 
and to specify a novel meaning or to interpret this notion precisely is very difficult, if 
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not impossible. Rather, it would depend on users and their current use of different 
artifacts. Diverse requirements would increase due to their use of the artifacts. On the 
other hand, our aim in this paper was never to innovate something totally new, but 
instead to make a contribution to the existing nature of the process of sustainability in 
IS design by supporting the argument of Norman and Verganti [16] on HCD, in that: 
‘… the focus on current meanings and needs combined with the iterative, hill-
climbing nature of the process, this approach serves to enhance the values of existing 
categories of products, not to derive entire new categories.’ Besides, sustainability 
could be seen as a result of the different incremental development processes, justify-
ing the rationale of using HCD for incremental innovation. Figure 3 below illustrates 
the design space resulting from our QOC notation. The four top-level dimensions 
supported by different sub-dimensions are discussed from Subsections 3.1 to 3.4. A 
theoretical framework for the design space is then shown in Subsection 3.5. 
 

 

Fig. 3. A design space of information system design for sustainability 

3.1 Information-Gathering 

This dimension deals with the issue of information-gathering for the designing of the 
IS for sustainability. This could in a way be seen as the foundation of the design since 
the gathering of information will establish the designer’s cognition and understanding 
of the context that surrounds the system. It is critical to identify the multiple require-
ments that probably will require comparison and must be weighted against each other 
because sustainability is a very complex issue. Something positive from one aspect 
could prove to be negative from another. It is also good to maintain high creativity 
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since fresh solutions might be needed in order not to be rooted in obsolete thinking 
patterns. By using this unrestricted approach it should be possible to discover hidden 
parameters that might have an impact on the IS for sustainability, although it should 
also be stressed that the designer should not lose the focus of the design goal, namely 
the artifact that in the end will be the result of the design. The following dimensions in 
the process beginning with the information-transferring and ending with the information-
presentation could require being iterated and returning to this dimension. Table 2 lists the 
associated sub-dimensions and their contexts with information-gathering. 

Table 2. Sub-dimensions and their activities in information-gathering 

Sub-dimensions Actions in the Principle Dimension 

Universality Transferring views on universal design from a pragmatic to 
idealistic view  

Open  
Innovation 

Expanding the open innovation concept from simple to com-
plex arrangements 

Persuasiveness Different cognitive model creation using focused and unfo-
cused persuasion 

Cognitive  
Dissonance 

Controlling user’s dissonance, through design to make infor-
mation- gathering flexible 

Design  
Life Cycle 

Work on the definition phase of the design life cycle to under-
stand the requirement 

Sustainable  
System 

Realize the meaning of sustainable system through the contex-
tual information-gathering 

Open Sustaina-
bility Innovation 

Use an open innovation strategy for sustainable design out-
come and imply the knowledge to understand users and their 
need in an improved way 

3.2 Information-Transferring 

The information-transferring dimension is about how the information from the IS for 
sustainability can be transferred from the system to the user (the reverse, how to trans-
fer the information from the user to the system, is of course also important.) Here the 
practice of universal design is a cornerstone, since it will allow most users the ability 
to use the system with little effort and to find accurate information that they can use in 
their cognition; information that may be transformed into useful knowledge and will 
act towards the scheduled sustainable goal. It is crucial that the user has the possibility 
to control the information given to the system, such as security and anonymity since 
some information could be sensitive and should not be shared with others. Another 
issue concerns how to deal with the problem concerning control of expense, since 
information-gathering and storage of data could become costly. On the one hand, the 
technology to store data becomes cheaper, but on the other hand the process of col-
lecting data becomes more intense and detailed, needing more storage. It might in that 
respect be seen as not acting in a sustainable way. Another problem is the amount of 
data that needs to be transferred. This issue could cause users not to use the system 
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under certain circumstances, e.g. if high-speed internet were not available it could 
become costly and time-consuming to use the system. Table 3 lists the associated sub-
dimensions and their contexts with information-transferring. 

Table 3. Sub-dimensions and their activities in information-transferring 

Sub-dimensions Actions in the Principle Dimension 

Universality Practice inclusive design and make the information available 
for possible user groups  

Open  
Innovation 

Use open innovation policy as a method for information trans-
formation  

Persuasiveness Design and develop persuasive system, keeping wide ranges of 
user groups in mind 

Cognitive  
Dissonance 

Control user’s dissonance to act accordingly towards the sus-
tainability cause 

Design Life  
Cycle 

Use design and development phase; iterate to go back to re-
quirement phase if needed 

Sustainable  
System 

Embed the identified sustainability parameters into the system 
during design 

Open Sustaina-
bility Innovation 

Use open sustainability innovation to recognize information 
that is required to be embedded into the design of an infor-
mation system  

3.3 Internalizing Information and Acting Upon It 

This dimension is concerned with how the user will proceed once the accurate infor-
mation is delivered. Here social factors such as norms are important. If the delivered 
information is not consistent with the user’s attitude and behavior it will create cogni-
tive dissonance. Such a dissonance could be useful in some IS to initiate a change, e.g. 
persuasive systems (see Mustaquim and Nyström) [14] but in other kinds of system the 
dissonance could be damaging and might lead to people avoiding the use of the system 
since it has caused discomfort for users. Such issues could probably be analyzed by 
creating behavioral models and implying different motivational strategies. Table 4 lists 
the associated sub-dimensions and their contexts with information-processing. 

To act upon gathered information and the internalization of information, universal 
design can play a different role. Although universal design will not be used to design 
something in this dimension, it still may be viewed in a pragmatic way to analyze and 
centralize the gathered information in an improved way leaving an impact on chang-
ing user behavior. Understanding different types of users is important and universal 
design can be of use to the designers in realizing this. While open innovation in this 
dimension can make more people be involved in the process, open sustainability in-
novation can create new norms for triggering the preferred behavior. Realizing how a 
cognitive model would influence persuasion is important and will require iteration in 
the design life cycle to align different parameters for sustainability according to the 
user’s requirements and views. 
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Table 4. Sub-dimensions and their activities on information internalization and action 

Sub-dimensions Actions on the Principle Dimension 

Universality Universal design could be used in a pragmatic way to find 
effective and efficient ways to change the behavior  

Open Innovation Use open innovation to get more people involved in reaching 
the sustainable goal 

Persuasiveness Understand cognitive model influence persuasion 

Cognitive  
Dissonance 

Depending on the system’s function and goal it could trigger a 
change of behavior 

Design  
Life Cycle 

Changes in the context could make it needed to update or 
change information in the system requiring a need of iteration 

Sustainable  
System 

Make the sustainability parameters align with the user’s beliefs 

Open Sustaina-
bility Innovation 

Use open innovation strategy to include external stakeholders 
and thus put an emphasis on creating a new norm that accentu-
ates the preferred behavior 

3.4 Information-Presenting 

Information-presentation is crucial since the wrong demonstration of information 
could make it impossible for the user to acquire the information. The user could hence 
act incorrectly and opposed to how the system’s sustainability goal was set. There is 
probably no optimum way in which to present the information; instead many opti-
mum ways exist, and the system must be ready for depending on the users. Some us-
ers might require a lot of text information while others might prefer a visual display of 
the information. Here it would be of uttermost importance to include as many users as 
possible to be able to analyze their behavior and their differences in cognitive abili-
ties. Based on this, the cognitive model could be redesigned by focusing on multiple 
user needs. Using diversified information-presentation the persuasion of the users 
becomes easier. Universal design concept in this case thus plays an important role for 
user inclusiveness. Open innovation can discover different users’ choices for the spe-
cific product or goal regarding information, and how users would like to be presented 
with the result. Open sustainability innovation at the same time could be a key to real-
izing this in the context of sustainable products or design. If any information needs to 
be updated a change in the design is consequently required. The system development 
life cycle can be used in the evaluation phase for altering any design issues for achiev-
ing specific goals. One example would be when a system is used in different devices 
that present information in different screen resolutions; the text may be easily read on 
one device but become very difficult to read on another. Table 5 lists the associated 
sub-dimensions and their contexts with information-presentation. 
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Table 5. Sub-dimensions and their activities on information presentation 

Sub-dimensions Actions on the Principle Dimension 

Universality Use universal design to fully comprehend all the difference 
and obstacles that information-presentation could cause for 
some users 

Open  
Innovation 

More stakeholders involved should make the presentation of 
information better and more diversified for users to grasp 

Persuasiveness Keep the presentation diversified to make the persuasion more 
easy 

Cognitive  
Dissonance 

Difference in cognitive preference of information-presentation 
will be needed to be carefully considered and observed 

Design  
Life Cycle 

Make the maintenance, needed updates, and changes easy to 
do for improved result presentation 

Sustainable  
System 

Use the information-presentation in a positive way to commit 
the user to the system 

Open Sustaina-
bility Innovation 

Keep the information as simple as possible without losing its 
importance 

3.5 A Theoretical Framework for the IS Design Space 

In Figure 4 a theoretical framework for the proposed design space was presented. The 
problem-identification phase initiates information-gathering and thorough infor-
mation-presentation in a design; the sustainability goals aimed at by IS are reflected 
(the gathered information is transformed and processed before the presentation.) We 
also have the discussed HCI Knowledge Space that is built from the seven sub-
dimensions to support four top-level ontological dimensions. It is important to note 
that new knowledge gathered from the HCI Knowledge Space contributes to each of 
the four top-level information phases (see Sections 3.1 to 3.4.) It is not important, 
however, to follow different phases of the design space sequentially and a specific 
dimension from the HCI Knowledge Space can start any of the four phases to contin-
ue further. The proposed framework should not be interpreted as a design process. 
This framework, however, can be used to support the design process of an IS for sus-
tainability. Also, it is here important to mention the nature of sustainability goals 
which should be considered to be contextual. As mentioned earlier, sustainability is a 
complex and contextual issue. The proposed design space is certainly inadequate to 
cover all aspects of sustainability issues for IS. This theoretical framework should 
thus not be interpreted as a universal framework for design space. Therefore, rather 
than narrowing the scope exclusively within the economic or social dimensions of 
sustainability, the specification of sustainability problems could be contextualized 
according to the need for the successful use of the proposed design space. 
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Fig. 4. A theoretical framework for the IS design space for sustainability 

4 Complexity Measurement 

The properties of a design process can be quantified by identifying the possible asso-
ciated operators and operands as described by Halstead [6]. For a finite set of opera-
tors and operands denoted by Ω, the standard measure in a design is described as 
follows: 
ρ:  unique number of operators,  N: unique number of operands 
N1: total number of occurrences of operators 
N2: total number of occurrences of operands 
The size of the string is defined by, 

η= ρ + N .                                                             (1) 

The length of the design form is, 

 L= N1 + N2 .                                                            (2) 

Structural information content,  

 H= L log2 η .                                                            (3) 

Minimal information content for denoting a design’s most compact representation is, 

H*= (N+2) log2 (2+N2) .                                               (4) 

The level of abstraction for a design form is, 

A= H*/H .                                                              (5) 

The effort required to comprehend the design form is, 

 E=1/A. H .                                                             (6) 

The time complexity measure is, 

T=H2/H*.S .                                                            (7) 
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4.2 Analysis of the Proposed Design Space Framework 

The theoretical framework of our proposed design space (Figure 4) could be summa-
rized as the following first-order predicate calculus form: 
 

(∃x. PROB(x) ∧∀x.(PROB(x) IG(x)) ∧ ∀x.(IG(x) IT(x)) ∧ ∀x.(IT(x) IP(x)) ∧ 
∀x.(IP(x) IPR(x))) ∧ (∀x.(PROB(x) HCIKS(x))) (∀x.(IPR(x) 
SUSGOALS(x)) 
 

Therefore by following the equations from 1 to 7 we get: 
 

ρ =7, N =8, N1 =82 and N2 = 29 
η= ρ + N⇒ 7+8⇒15 
L= N1 + N2⇒82+29⇒111 
H= L log2 η ⇒ 111 log2 15⇒ 423.9 
H*=(N+2) log2 (2+N2) ⇒10 log2 31⇒ 49.5 
A= H*/H=49.5/423.9 ⇒ 0.116 
E=1/A.H ⇒ (1/0.116).423.9 ⇒ 3654.31 
T=H2/H*S ⇒ (423.9)2/ (49.5 x 18) [considering S=18] 
 ⇒ 179693/891 ⇒201.67 

Table 6. Complexity measurement parameters for two design processes 

Cases ρ N η N1 N2 L H* H A E T 
Using Reference 

Process 
9 11 20 61 22 83 100.76 358.643 0.280 1280.86 70.91 

Using Proposed 
Design Space 

7 8 15 82 29 111 49.5 423.9 0.116 3654.31 201.67 

 
As seen from Table 6, measurement of time complexity and the effort required to 

comprehend the design form of the proposed model is higher than the reference model 
as expected. However, the level of abstraction and the structural information content 
values for the proposed design space do not indicate a bigger margin when compared 
with the reference framework. It could be concluded from this analysis that since add-
ing new dimensions from HCI in our proposed model increases its complexity and 
therefore more effort and time will be needed to imply the design space, it would still 
be possible to see the different dimensions from an abstract point of view of the de-
sign, keeping the structural information content-value controlled. Empirical analysis 
in quantitative study with statistical operations on data will further this conclusion. 

5 Discussions 

The design space of IS design for sustainability, structured using a DSA in this paper, 
has revealed some interesting points. As mentioned in the introduction, there may be 
many possibilities in designing IS for sustainability, and selecting the right one is a 
challenge. The proposed design space adds value to this issue by showing that there 
could be several alternatives showing different relations between them. An improved 
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design solution was concluded here in the form of our proposed design space. It 
should be noted that the goal here was to represent the structure of a design only, and 
as McLean et al. [8] stated, QOC should not be considered as a stand-alone represen-
tation. The proposed design space should instead be considered to be a tool for the 
designers—at least at this stage of the research. 

One weakness about the QOC analysis worth indicating here is that we considered 
only positive criteria. It would be interesting to see how different criteria that are con-
sidered to be obstacles to the design of IS for sustainability might change the QOC 
analysis. It would also be an interesting topic to explore whether it would be possible 
to categorize the negative criteria or not. Our research question could therefore  
be answered by stating that the dimensions in a design space of an IS designed  
for sustainability could be seen from our proposed design space, for which different 
sub-dimensions from HCI knowledge were used in a HCD approach to support the 
ontological dimensions of a design process. 

A few words about evaluation are also worth mentioning here. The design space 
concept is extremely complex, but at the same time is a useful thing. It is important to 
note that the evaluation process as shown in this paper did not involve any users and 
was performed using complex mathematical models only. It was not within the scope 
of this paper to involve a large study of users. 

The focus of the design space as presented in this paper could easily be generalized 
and contextualized, as mentioned earlier. Although our theoretical frameworks support-
ing the nine identified dimensions have originated from HCI research, we believe that the 
design space still should not be exclusively generalized to be HCI-focused. We believe 
that this paper is an example of how the multi- and interdisciplinary powers of HCI could 
be used as a cross section with other research disciplines like IS. The research question in 
this paper was formulated within the context of IS and sustainability, in which the do-
main of HCI research and the knowledge acquired from it was seen as a tool for resolv-
ing the addressed problem. Example of similar work could be seen in [11]. 

Similarly, the application and usefulness of the proposed design space also could 
be seen as a contextual subject matter. One typical example may be to use the design 
space in different phases of a system development life cycle aimed at sustainable IS 
development. Identifying new requirements may be seen as an important use of the 
design space, which can be applied to both the existing and new system develop-
ments. What a particular IS is able to do for different sustainability goals could also 
be identified and evaluated using this design space. It is, however, important that dif-
ferent parameters to the evaluation or identification should be limited within the se-
lected or identified context of sustainability for IS. 

One of the significant challenges of sustainability and its achievement by IS design 
might be the maintainability of the outcome. While the future work built in this paper’s 
design space of IS for sustainability may be in the form of used case studies of existing 
systems and by analyzing them with the proposed design space, one important research 
would be in maintaining the design space itself. In doing this, verification of the design 
space would thus be the first step. The complexity measurement we have illustrated is 
based on mathematics and not on any user data, which might be seen as another weak-
ness and therefore should be taken to the next step by running empirical studies. There is 
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a large gap associated with a design space developed in a research lab and transforming 
the knowledge to a commercial scale. Therefore, during maintenance and the verification 
of the design space, new important variables could be identified. Further verification or 
maintenance study will introduce complex mathematical relationships, function, etc. for 
realizing the critical dimensions that must be either included or excluded. Only then 
could the design space be taken a step ahead within the context of multi-scale sustainabil-
ity problems that could be achieved by designing IS accordingly. 

6 Conclusions 

In this paper a design space of IS design for sustainability was structured and pro-
posed. The DSA method was used to identify a set of variables that were included in 
the design space. The design space was built on four principle ontological dimensions 
and supported by seven sub-dimensions originating from the previous research 
knowledge from HCI. The proposed design space was preliminarily evaluated in 
terms of the measurement of its complexity by using first-order predicate logic to 
comprehend it by comparison with a reference model. The rationale behind the for-
mulation of design space lies in using interdisciplinary design concepts from HCI. 
The proposed design space is specifically for IS design for sustainability, which, ac-
cording to the knowledge of the authors, is not evident at present. The proposed de-
sign space in this paper can bridge the gap between designers and policymakers to 
support the improved application of an IS for sustainability. Additional verification of 
the proposed design space would therefore be the next research step to advance the 
knowledge for IS designers. 
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Abstract. To set up a new business can be a complex and demanding task in a 
highly regulated society. There is a need for many contacts with and applica-
tions for permits to different public authorities. There exists e-government sup-
port for new businesses, e.g. business link portals with information and services 
based on a life-event approach. This presented research contains formulation of 
a vision for a renewed e-government support for business set up (an assemblage 
information system; joined-up support for application processes; a reversed ap-
plication process). This is characterized as visionary design research, which is 
argued to be a legitimate research approach. The paper articulates a visionary 
design research approach based on multi-grounding principles. Grounding of 
the emergent vision is done in theoretical pre-knowledge, internally through vi-
sion coherence and empirically in identified problematic situations, articulated 
goals and opinions/assessments from knowledgeable practitioners.  

1 Introduction 

Governments strive to support the setting up of new businesses. This general aim is 
expressed in policies, advisory support and in IT tools of diverse kinds. In highly 
regulated societies (as the European countries) it can be a demanding task to set up a 
new business. For several types of businesses there is a need for many different per-
mits in order to set up and run a business. A consequence of this is that many gov-
ernments work with administrative simplification as a strong reform idea. To decrease 
the administrative burdens for businesses is one pivotal governmental strategy, both 
on a super-national level (confer e.g. a European initiative [1]) and a national level 
(confer e.g. a Swedish initiative [2]). On the European level this has been partially 
regulated in the Service Directive [3].This regulation states that, in each country, there 
should be digital “Points of Single Contacts” (PSC) for service businesses when inter-
acting with public authorities. This means that business link portals have been estab-
lished and developed in most European countries1 as significant tools for government 
to business interaction (G2B).  

In Sweden there exists, since several years, a business link portal, verksamt.se, 
which contains information and services for businesses, especially in the set up phase. 
                                                           
1 An overview of such single points of contacts can be found at: 

http://ec.europa.eu/internal_market/eu-go/index_en.htm. 
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However, this web portal has had a rather limited use. It has several visitors obtaining 
general information about how to start and run a business, but the use of different 
application services seems to be fairly low. One conclusion is that the service level on 
this business link portal is too low. Although the web portal is conceived to be a na-
tional portal that assembles and contains information and service to businesses, there 
exist many other websites with information and services to businesses. Verksamt.se 
operates in a complex digital landscape with many competitive digital resources. 
Business users need to navigate between different websites from different organiza-
tions (on national, regional and local level) in order to find adequate information and 
service opportunities.  

The research presented in this paper has a concrete project background in a re-
search endeavor on development of governmental information systems for businesses 
[4]. This project has been working with development of proposals for new digital 
solutions for governments’ services to businesses. A specific type of business (restau-
rants) was selected as study object, since this type of business was considered to be 
especially demanding in setting up, due to many required permits from authorities on 
national (agencies) and local level (municipalities). The project started from 
knowledge about current unsatisfactory situation concerning governmental web solu-
tions for businesses. Based on this knowledge, visions for a new web portal were 
formulated. This vision has been documented and presented for decision-makers and 
designers.  

In what way can such visionary development be seen as research? It is a kind of 
idea generation, but is the formulation of new ideas to be seen as legitimate research? 
Idea generation and vision formulation has been the core of this research, but this is 
not the whole story. The project was designed in order to create credible knowledge. 
The development of visions of new digital services has been seen as a kind of design 
research. The project has not created any factual digital solutions. There are not any 
“instantiations” [5] in terms of running systems or prototypes. How can we claim any 
credibility of the formulated visions? In this paper we argue for a research approach 
of visionary design research. This visionary development has been conducted follow-
ing the principles of multi-grounded design research [6, 7, 8].  

This paper has dual purposes: 1) It articulates visionary design research, based  
on multi-grounding principles, as a legitimate research approach. 2) It presents  
and motivates principles for an integrative business link portal with high service  
value for businesses (a vision of an assemblage information system). The first purpose 
gives methodological justice to the second purpose. The second purpose gives an 
empirical illustration of and support to the proposed research approach as stated in the 
first purpose.  

The content/structure of this paper follows the guidelines of the design science re-
search publication schema [9] with some important extensions. This introduction has 
framed the research and stated the over-all purposes. Section 2 contains the descrip-
tion of the chosen research approach with special articulation and argumentation for a 
multi-grounded visionary design research. Section 3 describes some parts of prior 
theoretical work. The “artifact description” as a design vision is found in section 6. 
Since we apply a multi-grounding approach it is important to explicitly clarify the 
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empirical bases of problematic situations (section 4) and goals (section 5) as bases for 
the proposed design. These descriptions/sections are additions in relation to the sug-
gested publication schema of [9]. These empirical parts are also used in the grounding 
of vision (section 7) which is the explicit evaluation part. Discussion and conclusions 
are found in section 8.  

2 Research Approach: Multi-grounded Visionary Design 
Research 

2.1 Visions as Elements of Design Research? 

To develop something new should be understood in the context of design science 
research [5, 10]. This type of research is contrasted to the study and explanation of 
what already exists (“behavioral research”). We will use the concept of design re-
search (and its abbreviation DR) below. Through design research, new artifacts are 
created. In DR theory, different types of artifacts are considered as valid outcomes; 
constructs, models, methods and instantiations [11, 5]. However, the primary outcome 
of IS design research is conceived to be an IT artifact: “The result of design-science 
research in IS is, by definition, a purposeful IT artifact created to address an important 
organizational problem” [5, p 82]. Visions can be thought of as a kind of DR out-
come, including and manifested as constructs and models. Is it valid design research 
to stop with visions/models? Should the design researchers not try to instantiate the 
visions in IT artifacts?  

We stopped, in this case, at visions only linguistically expressed. These visions 
were expressed in text and models (diagram figures). There were both practical and 
principal reasons for stopping at the visionary level and not trying to implement the 
ideas into artifacts of prototype character. We wanted to direct the discussions on 
fundamental design issues, not how something is solved in some prototype artifact. 
Our aim was to stimulate principal considerations and thus to think away concrete and 
specific digital solutions. The primary target groups for our visionary design pro-
posals were policy-makers, designers and other practitioners. Even if our starting 
point for analysis was the existing business link portal verksamt.se, we did not want 
to restrict the design to making improvements in this portal. We wanted to be innova-
tive and radical in our thinking and move beyond limited adjustments (see section 6.1 
below for further motives).  

In this design research we addressed real and highly relevant problems and con-
cerns. This has required a strong orientation towards problem understanding and 
awareness [7, 10, 12]. We have made in-depth investigations of current practices and 
artifacts. This can be seen as a kind of exploratory research within a DR frame [13]. 
Based on a deep problem and practice understanding, we have formulated visions for 
future digital interaction in terms of principle design proposals. Such design proposals 
can be seen as proof-of-concept models.  

Gregor & Hevner [9] discuss explicitly what kind of outcomes from DR that can  
be seen as legitimate ones. They state that a valid contribution can be 1) an instantiat-
ed artifact and/or 2) a nascent design theory (constructs, methods, models, design 
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principles) and/or 3) a well-developed design theory. Our contribution belongs clearly 
to the second of these types of contributions as a visionary model using new/improved 
constructs and expressing design principles.  

2.2 A Multi-grounded Design Research Process 

We claim that visionary design research can be seen as a legitimate research ap-
proach. This does not mean that we claim that any projection of ideas should be la-
belled as research. Idea generation and vision formulation can be part of research if 
there are other arrangements and considerations made. What are the warrants for mak-
ing vision development a legitimate research process? To design and justify visionary 
development as a research process, we turn to the principles of multi-grounded design 
research (MGDR). The general principles of multi-grounding were originally formu-
lated in [6]. These principles have later been further developed and refined by several 
scholars [7, 8, 14]. Multi-grounding comprises three types of grounding of some spe-
cific knowledge item:  

• Theoretical grounding; i.e. grounding in theory sources 
• Empirical grounding, i.e. grounding in sources of empirical data 
• Internal grounding, i.e. establishing internal coherence and grounding within the 

knowledge item itself 

Concrete results from a design process are, in MGDR, labelled situational design 
knowledge. There can be diverse kinds of situational design knowledge, following 
general principles of DR, like models and manifestations in concrete IT artifacts. 
Situational design knowledge, in a MGDR process, should be grounded in three kinds 
of sources; in theory, in empirics and in itself (i.e. through internal coherence). This 
means that visions can be legitimate results if they are theoretically, empirically and 
internally grounded. Theoretical grounding means that we need to find some theory 
that could give warrant to the vision. Internal grounding means that different elements 
of the vision need to be harmonious. The claims for empirical grounding are more 
multi-facetted. “The produced situational design knowledge should be informed and 
governed by practical knowledge as for example problems, goals and needs. The pro-
posed design should be a conscious and reflective response to these practical needs: a 
practical grounding of purpose, relevance and compliance.” [8, p 56]. It is stated that 
the design proposals should be assessed against anticipated and observed use-effects. 
In the case of design visions there will only be anticipated use-effects.  

The concept of grounding comprises both generation and validation. This means 
that the external sources are used for informing the design process and as well as for 
justifying the design results. Validation means in this context to check the corre-
spondence between the design knowledge and the identified knowledge sources/ 
warrants [6].  

In MGDR, there is a differentiation between situational/concrete design knowledge 
(as result from a situational design process) and abstract design knowledge (as result 
from design theorizing). The aim of multi-grounded design research is to produce 
both situational design knowledge and abstract design knowledge (design principles 
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or design theories). Abstract design knowledge can be formulated as “classes of prob-
lems”, “classes of goals” and “classes of solutions” [10, 15].  

In the presented design case, the visions are formulated as principles for proposed 
digital solutions. The principles are fairly general and abstract, which means that this 
design knowledge can be seen as both situational and abstract at the same time. As 
said in section 2.1 above, we have formulated a principle digital solution and there are 
no concrete illustrations in lo-fi or hi-fi prototypes. In figure 1, we have depicted the 
multiple sources for grounding in this case. The empirical bases are divided into 1) 
problematic situations of current practices (“problems”), 2) desired situations of fu-
ture practices (“goals”) and 3) opinions and assessments of proposed principles by 
knowledgeable practitioners including estimates of use-effects (“assessments and 
estimated use-effects”). The new design (i.e. the design vision) is a response to the 
problems in the current situation. It is also a way to operationalize the goals for an 
improved future situation. The relations between problems and goals (and their for-
mulations) can be said to be dialectical. Problems exist as deviations from desired 
states. These desires can be tacit goals, which can, based on problem formulations, be 
articulated as explicit ones. Explicit goals can be used to evaluate current situation in 
order to detect (other) problems. Empirical methods and sources for problems and 
goals are described in section 2.3 below.  

 

Fig. 1. Multi-grounding of visionary design knowledge 

Since the design knowledge is stated in terms of not yet realized visions, there can-
not be any factual use-effects. We have, however, collected views and opinions on the 
proposed new design from knowledgeable practitioners. The visionary knowledge has 
also been informed and justified by theoretical knowledge on digital service integra-
tion and the concepts of web portal and life-event.  

2.3 Diverse Kinds of Data for Grounding 

In order to pursue a multi-grounded design research process there was a need for di-
verse kinds of empirical data. Different empirical sources have been investigated. One 
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kind of important data was different descriptions of goals and rules, as e.g. the EU 
Service Directive [3]. In this category, other documents were also included such as 
the corresponding Swedish legislation and different goal documents concerning ad-
ministrative simplification and web-based support to entrepreneurs. An obvious data 
source was the existing web portal verksamt.se, with its different web pages. There 
existed also other websites with information and services for businesses, e.g. different 
municipal websites. Such websites were also investigated. Digital forms for applica-
tions existed on the verksamt website as well as on other websites. We have also stud-
ied paper-based forms for applications, since these forms give knowledge about the 
information demand on entrepreneurs.  

Besides these digital artifacts and documents, we have collected data from inter-
views. We have interviewed entrepreneurs (business owners, business executives) 
about their problems during setting up of businesses. We have also interviewed public 
administrators about their views on interaction with businesses. Workshops and meet-
ings have been arranged with policy-makers, executives, designers and administrators 
for discussing and assessing different problems, goals and design proposals.  

3 Theoretical Pre-knowledge: Web Portals with Integrative 
Services for Life-Situations 

E-government is one way to enhance simplification for businesses and citizens. One 
approach to address simplification for citizens is through the introduction of “one stop 
government”, that is integrated web portals [16, 17]. Such a portal is an integrated 
digital tool in front of public agencies as a new interface to the citizens. The egov 
portal idea builds often on the use of the concept of a life-event of a citizen (as an 
external user) [16, 18]. The use of the notions of life-event or life-situation [19] im-
plies taking the perspective of the citizens and their everyday practices and situations. 
Setting up a business is a typical kind of a life-situation. In such a life-situation the 
citizen may require contacts with several public authorities in order to reach different 
services. A life-situation approach is described to consider “government operation 
from the perspective of everyday life. Its main purpose is to overcome the existent 
structure and complexity of public institutions.” [18, p 3]. An egov web portal should 
contain information and services related to a life-situation which makes it possible for 
citizens to have “a simple access to all services they need in one place” [ibid]. The 
importance of a “unified entry point” is emphasized [ibid, 16].  

A web portal is seen as a new integrating interface between the citizens and public 
agencies. Behind this portal/interface there are back-office processes going on [16, 18]. 
A key issue in web portals is the degree of service integration. There is an important 
difference if the portal is 1) only simplifying the interface for the citizen (just one ac-
cess point) or 2) if it builds on an integration of services from different public agencies 
behind the portal [17, 18]. In the first case it will be easier for the citizen to find infor-
mation and services and in the second case it should also be easier to perform the re-
quired information tasks. The type of portal in situation 1 does not provide any real 
service integration: “the single portal … looks like integrated government, in reality it 
is just a layer covering the fragmented organizations behind it.” [17, p 280].  
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With inspiration from e-government maturity stage models [e.g. 20], there are 
many scholars who write about the need for service integration in e-government. Inte-
grated services are seen as the most mature stage in many such models. However, 
there are not much said in detail concerning how services are to be integrated. There 
are suggestions for back-office process re-organization [18] and information sharing 
among involved authorities [20]. There are also proposals for explicit guiding func-
tions for the users. “A (web) portal … will then locate the relevant services and make 
a recommendation, after which customers can use the portal to request the services 
they require.” [17, p 281]. Digital guides seem to be important tools and there might 
also be needs for improved information sharing and process re-organization among 
involved public authorities. These proposals seem, however, to be insufficient for 
reaching a high degree of egov service integration. There is more knowledge to be 
added. Below, we will, through our design case, give more details concerning princi-
ples for service integration.  

4 Problem Analysis 

The existing web portal verksamt.se can be seen as a response to the demands for 
administrative simplification. Different kinds of information for businesses are as-
sembled in one place. There are also several services co-located on the website, e.g. 
different forms for permit applications. We characterize verksamt.se as a first genera-
tion innovation of digital tools for businesses in their contacts with the public admin-
istration. The co-location of information and services (figure 3) is a clear improve-
ment in relation to the fragmented situation of many authority websites with content 
limited to their “own” information and services (figure 2).  

 

 

Fig. 2. Fragmented support for entrepreneurs (before/besides verksamt.se) 

However, the fragmented and co-located solutions exist side by side. Not all appli-
cation forms (and accompanying information) are located on the national business 
link portal verksamt.se. It is not mandatory for municipalities and other authorities to 
place their application forms on verksamt.se. In many cases there exist web links from 
verksamt to another website where some kind of form (completely digital or just a 
down-loadable pdf form) can be found. It is a complex digital landscape for entrepre-
neurs to navigate in. 
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The EU Service Directive [3] is one important impetus for a business link portal 
like verksamt.se. The Service Directive states that it should be possible and easy for 
service entrepreneurs to complete all procedures and formalities (declarations, notifi-
cations or applications necessary for authorization). These procedures should be pos-
sible to conduct through electronic means (a digital point of single contact). However, 
these regulations are not sufficient to enforce simple digital communication for the 
entrepreneurs in contacts with public authorities. It is even the case that the situation 
has been harder in business set up endeavors. The introduction of a digital PSC (like 
verksamt.se) adds partially more complexity and fragmentation to the digital land-
scape for entrepreneurs. The Swedish legislation (transforming the Service Directive 
to national rules and circumstances) has several dysfunctions making the communica-
tion between entrepreneurs and public administrators unnecessary complex and cum-
bersome [21].  
 

 

Fig. 3. Co-located support for entrepreneurs (current verksamt.se) 

We have made empirical inquiries concerning the interaction between (restaurant) 
entrepreneurs and public authorities. As described in section 2.3, we have interviewed 
entrepreneurs and public administrators and also studied documents and digital arti-
facts. Even if there exist several websites with the intent to give support in the busi-
ness set up process, entrepreneurs face severe problems in this process. We have 
elsewhere [4] analyzed and described such problems in detail. Below, we give an 
overview of different problems that may occur for entrepreneurs in interaction with 
public authorities (their websites, human agents and different documents). These 
problems exist even after the introduction of verksamt.se. We have identified the 
following problematic situations for entrepreneurs: 

• Complex regulations, i.e. hard for entrepreneurs to understand demands for permits 
and operations 

• There exists a mix of national and local regulations for businesses 
• Information is provided by many different authorities/websites; hard to obtain a 

proper overview 
• Information from different authorities to businesses can be contrarious 
• Insufficient adaptation of authorities’ information to certain types of businesses 
• Bureaucratic (unintelligible) language with many synonyms and homonyms 
• Many permits are demanded for business set up and operation 
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• The entrepreneurs usually lack knowledge about which permits are demanded for 
the planned practice 

• The entrepreneurs usually lack knowledge about which authority that is responsible 
for a specific permit 

• It is hard for the entrepreneur to get information about the case handling process of 
different applications and when to get a response to a submitted application 

• Motivations and explanations for information demands (of applications) are often 
missing; it is hard for entrepreneurs to understand why certain information items 
are needed 

• Some applications are hard to fill out; especially when multi-purpose forms are 
used 

• Some information demands are fuzzy; especially in general descriptions in free text 
supplements to application forms 

• Repeated information demands in different applications exist; authorities do not re-
use already submitted information from entrepreneurs 

• Hard for entrepreneurs to know the suitable sequence of filling out different appli-
cation forms 

• Sometimes, the entrepreneurs do not have (simple) access to the demanded information 

5 Goal Articulation 

There exist several policy documents concerning administrative simplification for 
businesses [e.g. 1, 2]. This includes also legislative documents such as [3]. We have 
studied such documents and detected many valuable ideas. However, when basing our 
analysis on the severe problems that entrepreneurs encounter when trying to set up a 
new business, we wanted to sharpen the goals further. We present below some goals 
aiming for radical simplification in the business set up concerning permits and other 
information from public authorities. This goal articulation is thus based on existing 
policy documents and our empirically based problem and practice analysis (summa-
rized in section 4 above).  

Instead of starting from public agencies and how they want to inform businesses 
and obtain applications from them (“inside-out”), we want to make a radical shift in 
the view. We want to start with the businesses and their needs for communication 
with public authorities (“outside-in”). We also adopt one collective view on public 
authorities treating them as one compound actor; the public sector as a whole. The 
entrepreneurs do not need to know how the public sector is organized in separate 
authorities. The goal is to have a simple communication tool for businesses when 
interacting with the public sector. Such a tool should enhance communication quality 
between the parties and give mutual benefits. The tool should also, with structured 
and accessible information, contribute to knowledge development among entrepre-
neurs; to support them to be more knowledgeable with better grounds for decision-
making and having better control over the setting up process. Radical simplification is 
aimed for; a guided setting up process that is transparent, coordinated, maneuverable 
and predictable.  



64 G. Goldkuhl et al. 

 

6 A Vision of an Assemblage Information System 

6.1 Choice of Visionary Knowledge 

We claim that our knowledge contribution is to be seen as vision development. What 
do we mean by visionary knowledge? A vision is a desired state. It should have an 
attracting force. The vision should stimulate and inspire people to strive towards it. In 
visions we disregard unnecessary limitations of current situations. Visions should be 
the result of a radical and innovative re-thinking aiming for knowledge of a prospec-
tive character with great potentialities.  

We have, when forming a vision for the digital communication between entrepre-
neurs and public authorities, intentionally disregarded many restricting aspects of the 
current situation. We have put aside many organizational, technical, administrative 
and economic circumstances. We had, as a basis, knowledge about the current digital 
solutions (verksamt.se and other digital artifacts), but these different digital features 
of the current situation were disregarded in the visionary development. We did not 
work with marginal modifications of the current digital artifacts. It was rather a clean 
slate approach. We strived for an ideal solution. Even if we disregarded many aspects 
of the current situations, the vision should not be seen as unrealistic. We have for 
example taken into account the current legislation. The vision should be in alignment 
with current laws since we cannot just wish for new laws and we know that the legis-
lation process usually takes quite a long time. We have based our vision on general 
potentials of information technology and an explicit view of a free flow of infor-
mation. We have above emphasized (in text) different aspects of our visionary devel-
opment. These aspects are to be seen as potential features of any visionary develop-
ment, but DR designers need to take into account situational circumstances.  

In using our vision for digital development, designers need to take into account cur-
rent solutions and make choices how to adapt the vision and the current artifact to each 
other. Realizing a vision-based IS should probably be done in a step-wise fashion.   

6.2 Proposal for a New Web Portal for Restaurant Businesses 

We have formulated a vision for a web portal for restaurant businesses in their interac-
tions with public authorities [4]. We describe three main principles of this vision here:  

1. An assemblage information system 
2. A joined-up support for application processes 
3. A reversed application process 

Following the goals (section 5) with one communication tool close to restaurant busi-
nesses, rather than close to public authorities, we put forth the principle of one infor-
mation system for such businesses. We describe it as an assemblage IS for restaurants in 
their planning and communication with the public sector during both the set up phase 
and the operational phase. This should be a web portal in the meaning of gathering di-
verse kinds of information and services to be a meaningful assemblage. However, the 
emphasis is to see it as the entrepreneurs’ IS, only provided by public authorities. This is 
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a shift from a traditional view of seeing the public websites as digital faces of public 
authorities. To gather all information and services in one system is a radical simplifica-
tion compared with the complex digital landscape of the present. Everything that is 
needed should be in one place for the restaurant entrepreneur.  

It is not the case the separate things are put together just besides each other. Infor-
mation and services are integrated when there are reasons for simplification and sup-
port for the entrepreneurs. The existing business link portal (verksamt.se) is mainly 
driven by the principle of co-locating (figure 3). Different communication services 
exist together at the same place but no real integration is made. On the contrary, we 
strive, in our vision for a new IS, to fuse services together when there are reasons and 
possibilities for that. This is the second principle of our vision and we call it a joined-
up support for entrepreneurs (figure 4). The process of completing different applica-
tion forms should not be treated as separate fragments. There is an administrative 
burden for the entrepreneur to find out what permits are needed and where and how to 
apply for them. This administrative burden should be relieved. Instead of separate 
permits, we have used one “restaurant permit” as a figure of thought. Metaphorically, 
the entrepreneur should apply just for one (restaurant) permit instead of many differ-
ent permits. We call this approach, a figure of thought, since we do not mean literally 
and judicially that the separate permits should be formally integrated into one single 
permit. What we mean is that the application process should not appear for the entre-
preneur to be a fragmented process, navigating between separate application forms. It 
should appear to the entrepreneur as he/she applied just for one permit, although there 
will exist different parts of this composite permit.  

This integrative process should be pursued through the third principle of our vi-
sion: a reversed application process. The existing procedure working with separate 
application looks like this: 1) find out what permits are needed, 2) select one permit 
and fill out the application form including parts of the planned practice, 3) submit the 
application. There can be digital support for all three phases of this process. In the 
first phase there can be guiding support to identify needs for permits. In the second 
phase, there can be digital forms to fill out and in the third phase there can be a digital 
procedure for signing and submitting.  

As a radical alternative we suggest a reversed application process. Such a process 
can be described consisting of the following phases: 1) the entrepreneur is prompted 
by the digital tool to describe the planned and desired practice of the business, 2) the 
tool identifies from this practice description needs for a permit and 3) generates an 
application proposal for the entrepreneur to be reviewed and 4) possibly submitted. 
The entrepreneur does not need to know beforehand which permits are needed. The IS 
helps the entrepreneur to describe the planned business and based on these descrip-
tions generates which applications are needed. This is why we call it a reversed appli-
cation process. In the existing process there is first an identification of permit needs 
and then description of (parts of) the business practice. In our visionary alternative 
there are first prompted practice descriptions and then digitally supported identifica-
tion of permit needs. Compare the speech bubbles in figure 2/3 (traditional application 
processes) and figure 4 (reversed application process) concerning the demands on the 
entrepreneur in the application process. 
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Fig. 4. Joined-up support for entrepreneurs (vision for an assemblage IS) 

As a consequence of such a reversed application process there will be an automatic 
re-use of information between different applications. The current situation is charac-
terized by multiple registering of the same information in different applications (sec-
tion 4 above). The entrepreneur will only register one specific information item once.  

We characterized verksamt.se above as a first generation of innovation for business 
support. Our design proposal can be characterized as a second generation of innovation.  

7 Vision Grounding 

7.1 Multi-grounding Principles 

The design vision of a web-based IS for restaurant entrepreneurs, described in the pre-
vious section, is not just taken out of the blue. It has been developed based on empirical 
and theoretical knowledge. This visionary knowledge (in terms of design principles) can 
be justified through matching it with empirical and theoretical knowledge. Principles of 
multi-grounded design research [6, 7, 8] in relation to visionary design knowledge was 
described above in section 2.2. Theoretical grounding means an investigation how well 
the design principles correspond to established theoretical knowledge, that is relating it 
to what is sometimes called a kernel theory [7, 22, 23].  

Even if the design principles have not been instantiated in real digital artifacts, it is 
possible to assess them empirically through knowledge of different epistemic types. 
The vision (as a proposed solution) can be assessed in relation to (figure 1): 

• Problematic situations, which it is intended to reduce 
• Goals, which it is intended to realize 
• Opinions/assessments made by knowledgeable practitioners, including estimated 

use-effects 

The grounding relations between the vision and its empirical warrants are specified in 
figure 5. The basic empirical justificatory scheme in DR is that a designed artifact 
leads to some positive use-effects [5, 8]. These use-effects should be factual. Howev-
er, as said earlier in this paper, there cannot be any factual effects when we stopped at 
a visionary and linguistic level. The use-effects are anticipated, but not in a ground-
less fashion. The anticipated use-effects are grounded in an analysis of different em-
pirical sources (problems, goals, assessments, estimates).  
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Fig. 5. Different types of grounding of the vision (proposed solution) 

7.2 Empirical Grounding 

The three main design principles in the vision are grounded in problematic situation 
as described in section 4 above. The first principle (an assemblage IS) is a response to 
the difficulties for entrepreneurs to comprehend the different demands from public 
authorities (e.g. complex regulations, fragmented information, several permits). The 
second and the third principle (a joined-up and reversed application process) can be 
seen as responses to several problems for the entrepreneur: Lack of knowledge of 
permits and responsible authorities, unclear information demands, difficulties to fill 
out applications, repeated registration of information, and unclear sequence for appli-
cation submission.  

The three design principles are operationalizations of the articulated goals for digi-
tal interaction between businesses and government (section 5 above). They are based 
on the outside-in view on arranging G2B interaction. The proposed IS is rather the 
restaurant entrepreneurs’ IS than the public authorities. The public agencies will of 
course use the system as providers of information and services and receivers of appli-
cations. But the main and primary users are the entrepreneurs and the web portal will 
be fully adapted to their needs. The portal hides to a large degree the organizational 
structure of the government (different authorities). The public sector is mainly treated 
as one collective actor as stated in one goal. A joined-up and reversed application 
process is a way to create a transparent, coordinated, maneuverable and predictable 
process, which was stated as an important goal.  

The vision (design proposal) was presented and discussed with several municipal 
administrators working with support for business set up. The reactions were very posi-
tive. They exclaimed: “This is what we want, but we don’t want to wait too long”. 
After our design research project was completed, we started discussions with execu-
tives and designers of the existing website verksamt.se. Our design orientation in the 
project had been to present something independent from this website, although with 
knowledge and inspiration from it. We did not take for granted that a new web portal 
for restaurant entrepreneurs, if realized, would be built through a redesign of 
verksamt.se. The executives and designers had general plans for expansion of verksamt 
through better inclusion of municipal information and services. These plans were, 
however, not as distinct as our design proposals. The practitioners became positive to 
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our design proposals and started to include them in their planning. There exist now 
concrete project plans and also on-going projects working in the direction of our design 
proposals. Their plans were based on their assessments and estimates of positive use-
effects. We have studied such documents (project plans) and talked with participants as 
parts of data collection and empirical validation.  

In their project plans there is heavy referencing to and quoting from our vision re-
port [4]. They totally agree with our diagnosis (problem analysis) as a basis for future 
designs. There are explicit statements for treating national agencies and municipalities 
as a collective whole. A quote from the project plan illustrates this: “Verksamt.se 
provides the ability to integrate and interact. It should be able to reuse information 
and e-services. This becomes particularly clear if you emphasize the perspective of 
the entire public sector that also includes the municipalities.” There are also clear 
statements in their roadmap for improved process support, reuse of information, 
joined-up support for services. It is very clear from this and another project plan that 
our visions have had great impact on the planning for the future verksamt.se as a more 
comprehensive business link portal.  

7.3 Internal and Theoretical Grounding 

The three design principles form together a coherent whole. There is a clear hierarchic 
structure between the principles in the order they are stated. This is to say that they 
are well grounded internally.  

We now turn to theoretical grounding. In section 3 above, some parts of prior theo-
retical knowledge has been reviewed. The assembly IS approach is a typical example 
of a one stop government (a web portal) based on a life-event approach. However, the 
existing portal (verksamt.se) is also an example of a one stop government. The pro-
posed web portal does not only co-locate information and services in one place. There 
is a clear design strategy to integrate services. It utilizes some principles known from 
the literature like guiding functions and information sharing. However, the call for 
back-office reorganization has not been prioritized in this proposed design solution. 
This was not considered essential for improved quality for service delivery. The focus 
has been towards procedural reorganization and simplification for entrepreneurs. To 
change work with applications to a joined-up and reversed process has been our de-
sign focus. This concept gives new meaning to service integration.  

8 Conclusions 

There is no standard template for design research [9]. Such research can be conducted 
in many diverse ways. However, what is common to all of them is an ambition to 
improve practice [5]. This presented research has worked with real and complex prob-
lems. The roles of the researchers have been to generate visions and principle solu-
tions, and not to construct IT artifacts. This research need to be understood in a con-
text of dialogue and argumentation. There have been dialogues between practitioners 
and researchers in order to establish reliable knowledge on problematic situations and 
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to furnish a basis for goal development. There have been dialogues between research-
ers and practitioners concerning proposed design principles based on a thorough ar-
gumentative base.  

As all knowledge development, this piece of DR has been conducted in the becom-
ing. What has been achieved is at the same time justified and provisional. There are 
needs for future studies for further development and justification of design principles 
for e-government support for business set up. There is also a need for inquiries con-
cerning this kind of visionary design research. We have presented different arguments 
for conducting a visionary DR. These arguments are based on a multi-grounding per-
spective [6, 7, 8]. Further research (including more examples with elaborated reflec-
tions) is needed concerning different warrants for the creation and use of visions in 
design research endeavours.  
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Abstract. Indoor air quality has a significant effect on human performance. In 
addition, many health issues can be traced back to bad indoor room-climate. 
However, especially in Europe, pupils spend a majority of their learning life in 
school classes affected by poor room climate. Without an automatic heating, 
ventilation and air conditioning system these pupils and their teachers have to 
rely on manual ventilation by opening windows. Thereby, they often lack fun-
damental room climate quality information to effectively guide their behavior. 
Information systems (IS) and sensor technology can be a remedy to these chal-
lenges. Existing room climate monitoring systems regularly reveal major short-
comings, e.g. in respect to user interfaces, presentation of data, and systematic 
engagement. We want to address the aforementioned shortcomings and present 
an art IS, which reflects room conditions in real time through modifications of 
depicted art. The artifact is evaluated in a field experiment, conducted in an 
Austrian grammar school. The evaluation reveals that room climate measured 
in CO2 can indeed be improved significantly. In addition, pupils also perceive a 
significant room climate improvement.  

Keywords: Human-computer interaction · Ambient displays · Art information 
systems · Pervasive computing  

1 Introduction 

The negative effect of poor indoor climate conditions on occupants is a well-
researched phenomenon. In 1983 the World Health Organization defined this pheno-
menon as the sick building syndrome (SBS). SBS refers to symptoms such as skin 
reactions, non-specific hypersensitivity, mental fatigue, headache, nausea, and dizzi-
ness among people staying in respective buildings [1] [2]. Those negative effects 
have been regularly detected in office buildings [3] or schools [4]–[8]. Research pri-
marily conducted in school environments show that, apart from effects on health, 
room climate additionally influences concentration and attendance [8]. More specifi-
cally, negative effects on simple calculations, word processing [3] as well as general 
math results [7] have been demonstrated.  
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One of the key root sources for SBS is ventilation. Heating, ventilation and air 
conditioning systems (HVAC) ideally guarantee good room climate. However they 
are often poorly installed, setup and operated. Moreover, older professional buildings 
and residential homes, especially in Europe, are rarely equipped with an automatic 
ventilation system. Proper manual ventilation is therefore crucial to improve indoor 
air quality. This also holds true for the majority of European schools, where fresh air 
is usually provided by opening windows.  

Sensing room climate can be very hard for humans as the human body is unable  
to sense important room climate parameters. Although we have a good sense for tem-
perature, carbon dioxide levels, for example, cannot be sensed directly at all. This 
problem is known and room climate sensors are used in office buildings as well as in 
residential buildings to control the settings of HVACs or the users’ own ventilation 
behavior. Monitoring Systems, like the commercial products Netatmo even allow 
detailed data analysis provided through a smartphone application. Furthermore, those 
applications provide user guidance, for example calculating an aggregated room cli-
mate index generated on the basis of temperature, carbon dioxide, humidity and noise, 
and having a traffic light indicating how good the overall room climate is. However, 
engaging people in tracking their room climate on a regular basis is far from being 
easy. While starting up a smartphone app on a regular basis is cumbersome, reading 
the values on a standard gauge is not very appealing. Furthermore, providing enough 
help to interpret room climate data is challenging. This is noteworthy, as people still 
have difficulties in understanding scientific notations such as carbon dioxide level 
expressed in ppm (parts per million).  

In this paper we present and evaluate an IS to promote pupils ventilation behavior 
in classrooms via a visual feedback system – the “CO2-Albert”. We developed CO2-
Albert enabling pupils to overcome a lack of information availability and -processing 
that makes it hard or even impossible for them to direct their behavior (ventilation to 
improve CO2 conditions) within a given feedback system. CO2-Albert is a feedback 
system being equipped with standard room climate sensors for temperature, humidity, 
and carbon dioxide. In contrast to conventional monitoring systems a display embed-
ded in a standard art frame presents the current room climate on the basis of a picture 
of Albert Einstein. Changing room conditions are reflected in modifications of the 
picture in real-time. While the focus of this paper is on CO2 and ventilation we want 
to transfer the design of this art monitoring system to other cases like diabetes, i.e. we 
want to visualize HbA1c and Hypoglycemia in a CO2-Albert-like feedback system. 

The paper is structured as followed: Having outlined the motivation, section two 
depicts the existing knowledge base. Section three presents our research methodolo-
gy. Section four outlines the design process. By demonstrating the artifact in a field 
test we evaluate its performance (section five). Finally, in section six we conclude our 
findings and present implications as well as limitations.  

2 Knowledge Base 

2.1 Fostering Health Behavior on the Basis of IS-Enabled Feedback  

The rise of IS in the 90’s also found its way to health care as IS proved to be cost-
efficient and quality increasing [2–4]. The possibilities in processing information 
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were soon used to give patients individualized feedback in order to support them  
improving their health behavior. This computer-tailored feedback was found to be 
effective in dietary [5], smoking [6], cancer [7] and health risk appraisal [8]. For an 
overview see [9].  

In general, four stages of feedback IS can be distinguished. First-stage approaches 
provide general information about health issues. With email emerging as a vivid 
communication tool, attempts were made to use this channel for low cost and high 
reach information provisioning [10]. Second-stage approaches provide behavior-
directed information personalized for a specific patient. There is broad evidence, that 
such second-stage information provisioning has a significant impact on physical ac-
tivity, dietary behavior and alcohol consumption [11]. Third-stage approaches use 
multiple feedback loops in order to repeatedly readjust behavior [12]. This strategy 
proved powerful to increase physical activity [13], dietary [5], weight [14, 15] and 
diabetes self-management. For an overview see [16]. Latest research focuses on a 
fourth stage of feedback that comes constantly and in real-time. A very prominent 
example is biofeedback [17], [18]. The work presented in this paper can be attributed 
to the latter fourth stage type of feedback IS. 

Research provides evidence that higher-level feedback approaches building upon 
more interactive interventions have a higher impact than lower level approaches. Brug 
et al. found that people ate more fruit and vegetables given second-stage feedback 
compared to the simple provision of general information [5]. This effect could even 
be enhanced with iterative feedback. Similar results were obtained in weight reduc-
tion [15] and risk behavior [8].  

2.2 Feedback as a Means to Drive and Direct Behavior 

There are several theories explaining the causes for behavior change in the field of 
health [9]. In the context of feedback IS, Control Theory [19] provides a powerful 
lens to understand the impact of these systems. Control Theory uses the basic cyber-
netic concept [20] of the negative feedback loop (NFL). A NFL starts with comparing 
an input capturing information on the present state to a desired reference value, the 
target state. Any discrepancy leads to behavior decreasing that discrepancy. The new 
present state then initiates a next NFL.  

The origin of the reference value may stem from superordinate goals, such as beliefs 
(“fresh air will make me be able to concentrate better”), norms (“one should always 
breathe fresh air”) or desires (“I would like better room climate”) [19],[21]. Superordi-
nate goals can influence subordinate goals in a hierarchical feedback system, e.g. “I 
love good room climate and therefore room temperature has to be 20°C.” The means to 
achieve a superordinate goal via its subordinate goals is a script. A script is defined as 
a “general course of action, that incorporates a series of implicit if-then decisions” 
[19], e.g. “if room temperature is above 20°C, I have to open the window.”  

In order to make a feedback loop drive someone’s behavior towards a certain goal, 
three requirements have to be fulfilled. First, the information of the present state has 
to be available. Second, the goal has to be appealing. And third, the individual needs 
to know what action to take to decrease present-target discrepancy, i.e. one has to 



74 P. Rigger et al. 

have an effective script. The latter is an issue of knowledge and may therefore be 
solved with education. When it comes to health behavior present information is often 
far from perfect [22]. Moreover, the goal to be achieved may be discounted due to 
temporal distance, may get out of focus due to distraction, or may simply lack of im-
portance [23]. The key to keep someone “on track” therefore lies in the format of the 
presentation to facilitate information processing and to increase awareness and goal 
attractiveness.   

2.3 The Role of Information Visualization, Storytelling and Awareness in 
Feedback  

Information visualization is a process that transforms data into a form that the human 
visual system can perceive the embedded information [24]. Its goal is to foster the 
observation and the understanding of data. Therefore information is made easier to 
process and thus more appealing [25]. There are no limits of how feedback is visua-
lized. This offers the possibility of letting users work on a cover-feedback system that 
is more attractive than the original one [26]. In a first technical test setup, pupils  
behavior seemed to focus on restoring the natural state of the displayed modified  
portrait. Vital feedback and lively discussions were focused on how to make the  
displayed person (“cover”-feedback system) look "normal". Hardly any feedback was 
directly related to improving room climate (original feedback system). The pupils’ 
actions were driven by a need for balance and order for the displayed manipulated 
picture of Albert Einstein [27–29].  

A key research area for information visualization involves creating visual meta-
phors. Metaphors to represent and support the tasks of understanding of the visualized 
information [26]. Raw data and information are often complex, high-volume and 
time-dependent. Therefore, visual metaphors can foster compliance, motivation and 
help direct behavior. One key concept of information visualization in feedback sys-
tems is storytelling [26]. Storytelling is a universally present feature of human com-
munication. Furthermore, it is a proven way to convey great quantities of information 
in a compelling, effective and efficient way [26], [30]. Technology now provides us 
with the means to convey information in a story-like fashion thereby leveraging the 
advantage of traditional storytelling. The paper at hand, for example, builds upon art 
visually telling a story about a suffering genius (Albert Einstein getting pale green). 

Providing information is not enough for an internal feedback loop to drive beha-
vior. Carver and Scheier propose that engagement in a loop “partially depends on the 
person’s focus of attention” [19] (p. 120). While attention makes sensory inputs avail-
able for action, memory or thought, awareness is based on attention and implies that 
there is neural activity that produces conscious experience [31]. Shifting attention to 
the salient standard, i.e. increasing awareness, leads to “a tendency to compare one's 
perceptions of one’s present state or behavior against the standard, leading (when 
possible) to a reduction of perceptible discrepancies between the two” (p.120). 
Awareness should further lead to “increased conformity to salient behavioral stan-
dards” (p.121). This holds for several behaviors like aggression [32–34] or resource 
allocation [35]. In the context of visual feedback discrete alerts in the form of caution 



Design Science in Practice: Design and Evaluation of an Art Based Information System 75 

or warning lights are commonly used as proven means to raise awareness [24]. In our 
case the attention-raising modified Albert should therefore motivate pupils to take 
action regulating room climate. 

3 Research Methodology 

The objective for this research is to develop, implement and evaluate an artifact that is 
novel and innovative. Therefore the proposed methodology is Design Science Re-
search (DSR) [36]. We follow the DSR process suggested by Peffers et al. [37] out-
lined in Figure 1.  

 

 

Fig. 1. Research methodology based on [37] 

The first three steps of the process are “problem identification & motivation”,  
“objectives of a solution” and “design & development”. These phases have been out-
lined extensively in previously research [38]. Thus, section 4 of this paper will outline 
essential findings of these three steps. The fourth step is the demonstration of the 
artifact. We demonstrate our artifact in a field setup by installing 10 artifacts in a 
grammar school. The evaluation of the artifact (step five) is presented in section five.  

4 Design and Development 

4.1 Evaluation of Existing Solutions 

As part of the DSR process we have tested multiple solutions that are currently avail-
able to monitor indoor room climate. Systems are available from standard gauges to 
more sophisticated internet-enabled sensors [39]. We identified the following three 
key problems [38]:  

Design & Development 

Objectives of a Solution 

Demonstration

Evaluation

Communication

Definition of design principles for sustainable room climate 
monitoring systems 

Implementation of room climate monitoring artifact (hardware 
and software)  

Field study

Evaluation of room climate measurements and perceived partici-
pant improvement  

Report for field study participants and research publications 

Problem Identification 
& Motivation 

Evaluation of existing solutions
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•  [KP1] Lack of systematic engagement: Room climate is specific for each indi-
vidual room and has to be measured continuously when the user is present. Fur-
thermore, the room climate IS should specifically engage the user in case of poor 
room climate conditions. Standard room climate systems tend to keep the level of 
engagement constant, thereby losing the users intention already during periods of 
good room climate.  

• [KP2] Complex, non-intuitive user interfaces: Displaying blunt data on a gauge 
or a digital display requires a lot of prior user knowledge to be effective. Data has 
to be interpreted and compared against known target values. While an average user 
can perform interpretation of temperature, e.g. interpreting CO2 values in parts per 
million (ppm) can indeed be very challenging.  

• [KP3] Long-term usage challenges: As discussed, current systems lack self-
explanatory user interfaces and do not engage the user when the room climate con-
ditions worsen. This ultimately challenges their long-term usage and impact. How-
ever, there is a new generation of internet-enabled system using smart phone apps 
or other mobile front-end devices to display information. While these systems 
overcome some of the discussed challenges they bring their own set of issues. 
Starting up an app is cumbersome compared to an always-visible measurement de-
vice. Push notifications can be used as a remedy to inform the user even if she does 
not start the app. However, these notifications are often perceived as intrusive and 
disturbing, especially when the user is not in the corresponding room currently ex-
periencing bad conditions. 

4.2 Design Principles 

Building upon prior research we derived the following four design principles (DP) for 
the development of a sustainable room climate monitoring system [38]: 

• [DP1] Draw attention only when necessary: We want to build a monitoring de-
vice that is unobtrusive and remains so unless attention is really necessary. Without 
the need of the users attention the device displays art in its natural form integrate 
seamlessly into the surroundings addressing KP1 [40]. With decreasing room cli-
mate conditions the continuous modifications enables the attentive user to react. 
When attention is necessary the modification to the art is in full forming, drawing 
attention of the whole surrounding.  

• [DP2] Connect to people emotionally: We want to go beyond designing a system 
that builds upon rationality and cognitive thinking, i.e. leverage emotions and psy-
chological incentives [29]. By creating a visual metaphor through the modification 
to the art the user easily perceives the connection between room climate and hu-
mans health addressing KP2. 

• [DP3] Provide choice: The design of the artifact is supposed to foster usage and 
post acceptance (KP3). Therefore, we want to leverage the advantages of persona-
lization [41] and allow the user to customize the solution to a specific taste [42]. 
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• [DP4] Learn from the past: Apart from having the current room climate displayed 
on the spot with the display, the analysis of historic room climate data is possible 
via a platform. Thereby, users can adjust the settings of their heating and ventilation 
system or conduct construction measures to improve indoor room-climate. 

4.3 Design and Features of the Artifact 

The goal of this research is to build a room-climate monitoring system that fosters sus-
tainable ventilation behavior by integrating an innovative user interface. We do so by 
implementing a hedonic user-interface by incorporating art, which seamlessly blends 
into the surroundings (DP1). Therefore we build a standard wooden art frame that is 
equipped with standard room climate sensors, and internet-capable minicomputer and a 
LCD display to illustrate art. In contrary to a standard framed picture, the displayed art 
gets modified in real time according to the continuously measured room climate. 

Our first prototype showed Marilyn Monroe (Albert Einstein was introduced later) 
and manipulated. As pointed out by [42] the idea behind using a face is that it is easily 
recognized, including changes in the appearance following DP2. In general, low tem-
perature is presented by coloring the lips of the portrayed person blue. Likewise high 
temperatures, exceeding a predefined threshold, transform the lips neon yellow. The 
intensity of the lips color reflects the extent that the threshold is being exceed/fallen 
below. Humidity levels are presented by modifications to the skin. Values below a 
threshold are depicted as a dry skin with cracks. Exceeding the optimal humidity val-
ue forms sweat like droplets on the skin. Likewise, the indoor carbon dioxide level is 
also presented by a modification to the skin. The level of exceedance of each mea-
surement is presented by the intensity of the modification. Figure 2 shows all the 
modifications in full intensity.  

 

Fig. 2. Modifications according to room-climate conditions (from left: 1. Low temperature, 
high temperature, low humidity, high humidity, high carbon dioxide level) 

This section will further outline the hardware used for the implementation of the 
design. A wooden art frame was equipped with standard room climate sensors, an 
internet-capable minicomputer and a LCD display to illustrate art. The artifacts dis-
play is a 23-inch TFT-LCD panel. Having a brightness of 250cd/m2 and viewing an-
gles of 89° in each direction the displays are not recognized as displays but as a nor-
mal print of art. The wooden frame hides the metallic edges of the panel and provides 
enough space in the back of the display to house the sensors, the computer and elec-
trical power supply. The Raspberry Pi, a Linux based small computer, in the back of 
the display was used to interact with the sensor and display the art using the built in 
graphic chip. Sensing room climate levels we used the K33 OEM  module from Sense 
Air measuring carbon dioxide concentration with a no dispersive infrared sensor.  
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Fig. 3. Image showing the back of the prototype; Legend: Raspberry Pi [1], Wooden Frame [2], 
K33 OEM [3], LCD Display + Display Controllers [4]  

Communicating with the Raspberry Pi the sensor provides a UART interface.  
Figure 3 shows the artifacts inner life with the mentioned hardware. 

Beside the display we provide a web portal to change settings. This way the dis-
play itself stays a true plug and play product without a complicated user interface. On 
a web platform the users can change the displayed art to the individual choice (DP3) 
as well as adapt the behavior of the art. Further it provides the user with historic room 
climate data (DP4). A comprehensive system-architecture enables the described func-
tionalities. A SQL database (PostgreSQL) stores all the art content that is available for 
download. A second database stores historical data, handles user administration and 
provides threshold data.  

5 Demonstration and Evaluation  

To evaluate the artifact, we conducted a field study in an Austrian Grammar School. 
The goal of this test is to improve the indoor air quality. We want to show that our sys-
tem improves indoor air quality (IAQ). As shown in various previous research activities 
carbon dioxide levels are a good indicator for IAQ [43–45]. Hence we hypothesize: 

Hypothesis 1 (H1): Classrooms with an artifact depicting room climate have a  
better IAQ in respect to carbon dioxide than classrooms with a dummy artifact only 
measuring IAQ.  

Unlike other countries, Austria, the location of the field test, has no binding CO2- 
regulations for schools. However local authorities issued three official CO2-
recommendations. The targeted carbon dioxide concentration for mechanically venti-
lated classrooms (de facto standard in Austria) is below 800 parts per million (ppm). 
The average over a single lesson shall not exceed 1’000 ppm. Single measurements 
during lessons should not be above 1’400 ppm.  

By focusing the artifacts design on the depicted design principles we further hypo-
thesize, that the students like and use the system, hence ultimately “feel” the im-
proved air quality. We thus hypothesize: 
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Hypothesis 2a (H2a): The perceived improvement of well-being is higher in classes 
with the artifact depicting IAQ. 

Hypothesis 2b (H2b): Students’ level of engagement in improving indoor air quali-
ty is higher in classes with the artifact depicting IAQ.  

5.1 Pre-test 

Before the start of the field-test we pre-tested the first version of the artifact. We in-
stalled Marilyn Monroe in a single classroom to test robustness of the system and 
general system acceptance. The pre-test lasted for 22 days (550 hours), including 65 
hours of occupancy during classes. The recorded data revealed CO2 levels that, even 
with our feedback system, in 18% of the time CO2 concentration exceed 1000ppm. 
Additionally in 5% of the recorded time the concentration exceed concentration levels 
of 1500ppm. Figure 4 shows the time series of a typical school day with occupancy of 
pupils during classes (depicted in green). 
 

 

Fig. 4. Time series of room climate level during typical school day 

The time series in Figure 4 further reveal that humidity and carbon dioxide levels 
show similar behavior. This is due to the fact that in buildings without humidifiers the 
exhaled air is the only source of humidity (increase of humidity goes along with in-
crease of CO2). Opening a window for fresh air leads to decreasing CO2 concentra-
tions as well as decreasing humidity (in winter outside air is very dry). 

After receiving first feedback from students as well as teachers, we adapted the IS 
in accordance with the introduced DPs. First, after a discussion with students and on 
the basis of DP3 we chose a portrait photograph of Albert Einstein for the context of a 
grammar school. We then adapted the changes of the appearance of Albert Einstein 
according to the proposed regulations as shown in Figure 5.  
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Fig. 5. Albert in corresponding CO2-concentrations; from left: < 800, 1000, 1400, >1500 ppm  

Second, we removed monitoring temperature and humidity and the corresponding 
modifications to the art. This is done following DP1. As shown in previous research 
[38] it is also possible to modify the face on the basis of multiple room climate para-
meters, e.g. also color the lips according to the temperature. But it is not the purpose 
of the monitoring system to draw attention to conditions when the ability to react is 
not available. Having no control over the heating system and not having a humidifier 
in classrooms, pupils cannot react to these conditions in the setting at hand. According 
to the theory of self-efficacy [46] we assume that students’ motivation to engage with 
the system would decrease showing temperature and humidity without appropriate 
means to react. 

5.2 Field Test 

For the field test we equipped 10 classrooms with the artifact. To test our hypotheses 
regarding the improvement of IAQ we used A/B testing. Group A, the experimental 
group, had artifacts that changed Albert Einstein’s appearance, as previously described, 
by measuring the CO2 concentration every four seconds and modifying Albert’s skin. 
Group B, the control group, was also equipped with artifacts. However, the devices in 
the control group did not react on room climate. The device of the control group thus 
only displayed Albert Einstein in its unmodified form. In both groups the CO2 concen-
tration was saved to our backend every 5 minutes for analysis and evaluation. Each of 
the 10 classes was randomly assigned to the experiment group or control group. All 10 
classes were given an introduction to the importance of room climate and their ability 
to change it. The 5 classes of the experimental group were also introduced to the func-
tionality of the device. Figure 6 shows the installation of the artifact. The field test was 
conducted over a period of 8 weeks. In that period 519 school lessons where held all 
together: 255 in the experimental group and 264 in the control group. 

  

Fig. 6. Photograph of the installed prototype in a classroom of a secondary school in Austria  
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We applied multiple regression analysis to examine the impact of the artifact on 
the improvement in IAQ during the experiment. This method was chosen for three 
reasons. First, the field test’s overall goal was to prove that the system works and has 
a positive impact on room climate. Hence the average carbon dioxide (dependent 
variable) should be lower in school classes with an artifact than in the control group 
classes with a dummy artifact. Second, multiple regression analysis allows us to re-
flect potential confounds, i.e. outside temperature and numbers of students. And third, 
because it also allows us to incorporate the individual classrooms in the analysis. 
Thereby, we can rule out effects that root in the characteristics of the classroom. 

The latter two reasons require further explanation. The field test was done in the 
last two months of the school year, May and June. In May and June the outside tem-
perature varies strongly both over different days, and also within the course of a day. 
After cold mornings (minimal temperature during the period: 6°C) the temperature 
rises quickly from lesson to lesson (maximum measured temperature 28°C). There-
fore opening a window in the cold mornings is correlated with a discomfort due to the 
cold and solely done to provide fresh air. At higher temperatures, the windows can 
remain open providing constant fresh air, erasing the artifacts impact on IAQ. The 
number of students was taken into the model because for certain lessons, the classes 
are divided, resulting in a smaller number of students and smaller decrease in IAQ 
during lessons. The individual rooms were modeled into the analysis because of the 
different physical characteristics (size, exposition, number of windows). 

Table 1. Results of multiple regression analysis 

 Coef. Std. Err t P > t 
Artifact -149.59 70.03 -2.14 0.016 

Outside Temperature -23.96 2.95 -8.12 0.000 
Number of Students 4.85 2.28 2.12 0.017 

 
The results of the analysis, shown in table 1, support our first hypotheses (H1). 

There is a significant positive relationship between the artifact and measured CO2. In 
addition, the outside temperature has a positive impact on CO2. Finally, number of 
students is negative related to CO2. 

To test the robustness of the key findings of the field test and to further examine 
H2a and H2b we collected qualitative feedback via a questionnaire at the end of the 8 
weeks field study. We obtained the data of 181 students (97 female, 84 male) from the 
age of 14 to 17 (Mage= 15.1, SD=1.2). Via a 7-point Likert scale, ranging from 1 (ab-
solutely not) to 7 (absolutely) we measured the level of agreement to statements con-
cerning students’ perceived improvement of IAQ. Furthermore, students’ perceived 
engagement to improve room climate was collected. 

To examine H2a, i.e. perceived level of improvement, students had to evaluate 4 
easy statements like: “Indoor air quality has improved since Albert was installed in 
the classroom” or “Since Albert was installed in our classroom, I feel more comforta-
ble in our classroom”.  A t-test, shown in Figure 7, revealed that students in classes 
with the artifact had a significantly higher perceived improvement of well-being, 
t(180)=-9.17, p<0.001.  
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Fig. 7. Mean perceived improvement of well-being by group members  

With H2b we wanted to test students’ perceived engagement to improve room cli-
mate, an indicator on the usage of the system. Students were asked for their level of 
agreement to statements such as: “Since Albert was mounted in our classroom, I take 
care that our classroom is well ventilated” or “Also in the future, I will take care that 
our classroom is well ventilated”. A second t-test depicted in figure 8, revealed that 
the students perceived level of engagement is also significantly higher in classes with 
an installed and functioning artifact, t(179)=-5.26, p<0.001. 

 

Fig. 8. Mean perceived level of engagement in room climate improvement by group members 

Summing up, the results of the field test support the three hypotheses. Over the pe-
riod of 8 weeks the group with the artifact depicting IQA had a better room climate in 
respect to CO2. The results of the questionnaire also support the effectiveness of the 
artifact in respect to subjective artifact perception.  

6 Conclusion 

In this paper we suggested a novel design for a monitoring system to help the user 
comprehend and further improve indoor air quality, in order to prevent negative  
effects correlated with poor indoor air quality. Although prior research in domains 
such as “informative art systems” [47] or “ambient information systems” [48] also 
present innovative systems, the depicted designs focus on showing what is technically 
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possible rather than finding reliable empirical evidence for their effectiveness. Com-
mercially available systems reveal severe limitations, especially in respect to sustain-
able user engagement. By incorporating art, the proposed design of our artifact con-
nects with the user on an emotional level, helps understanding the monitored values 
and integrates perfectly into the surroundings. The evaluation of the artifact was done 
by a demonstration in a field experiment.  

The field study in this paper has various limitations. The experimental design was 
not a double blind study. Therefore a Hawthorne Effect [49] cannot be fully excluded, 
i.e. the behavior of the students could have been influenced due to the fact that they 
knew they were part of an experiment. We tried to diminish an eventual bias with 
randomized group allocation [50]. In addition, the restricted duration of our field test 
limits the generalizability of our findings. Indeed, in summer, when windows can stay 
open, the need for our artifact is not given. We tried to address the mentioned issues 
by taking the outside temperature explicitly into our model. Future studies following 
the proposed design principles should also consider ethical implications. In the case of 
our study with young people in schools, the artifact must not depict images that could 
trigger strong negative emotions, such as disgust, fear or anger. 

The field experiment provides evidence for the positive impact of the artifact. 
More specifically, the study contributes to research on IS-enabled visual feedback 
systems. Our research shows evidence, that storytelling in a negative feedback loop as 
well as real time feedback contributes to the theoretical knowledgebase in the design 
and the effectiveness of a visual feedback system. The results though do not allow 
disentangling the effect of each given theory. Consequently, future work should focus 
on disentangling. In the course of our study we highlighted the importance of small 
details on feedback design and implementation, e.g. the effect of art modifications on 
the basis of temperature and humidity, which have substantial impact on behavior.  

Following the DSR Methodology, the findings of this research approve the design 
for this specific use-case of an IAQ IS and provide motivations for future adaptions to 
the artifact. In the context of the school, we are going to extend the field test over the 
course of a whole school year. This allows us to evaluate the long-term system en-
gagement and further evaluate the impact on student performance and health, as 
measured in yearly grades and in sick students over the course of a year. Furthermore, 
future experimental setups will be dedicated to a more fundamental research ques-
tions, i.e. “Are hedonic, art-based IS superior to utilitarian, non-art-based IS in respect 
to (long-term) usage and impact?” Therefore we want to compare the improved art-
based artifact to a non-art based, utilitarian monitoring system. Ultimately, we intend 
to derive a design theory for art-based IS.  

While the focus of this paper is on room-climate and ventilation, other data can be 
monitored in real-time. Data produced by the increasing number of connected sensors 
in everyday life could also modify similar art devices. Apart from the school context, 
we are currently also investigating the applicability of our solution to the case of di-
abetes through visualizing glucose levels as well as HbA1c. By providing a similar 
feedback system, we hope to help patients manage their diabetes mellitus more effec-
tive. 
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Abstract. Employees often supplement their organization’s Business Intelli-
gence (BI) system with individually tinkered reports. Unfortunately, these sup-
plements bear numerous threats such as limited report reuse across all users of 
the BI system. Therefore, we established a design science research (DSR) pro-
ject by exploring impediments of existing BI systems, building meta-
requirements and suggesting design principles. In particular, we propose a Re-
port Recommendation Assistant (RRA) for improving reuse of reports across 
potential users.  

In this paper, we present our DSR project and focus on the first evaluation 
cycle. Our results indicate that the RRA has a positive impact on perceived ease 
of use and perceived usefulness of the BI system. Furthermore, we find that 
these effects are negatively moderated by user’s expertise in using the BI sys-
tem and are not biased by the underlying BI system. Finally, we leverage results 
from BI expert interviews and existing literature to refine the proposed RRA.  

Keywords: Business intelligence · Design science research · Diffusion of reports · 
Report reuse · Recommendation assistant  

1 Introduction  

Over the last decade, many organizations made large investments into implementing 
standardized software products with the expectations that the resulting information 
systems (IS) integrate data and processes, allow control and reduce costs [1]. Howev-
er, research indicates that these systems oftentimes do not achieve the expected goals 
due to numerous reasons such as missing flexibility and long implementation times 
necessary to change them [2]. To mitigate this problem, end users tend to supplement 
their IS with additional artifacts. This phenomenon has recently gained momentum 
because individuals today may choose from, and are able to use, an unlimited pool of 
advices and services [3].  

However, these individually supplemented systems come along with dangerous 
threats such as limited reuse of data and functionalities [4]. Therefore, literature em-
braces them only within defined boundaries [2]. Rather than continuously installing 
additional supplementary systems, organizations should target stable systems that 
empower users and provide them with the flexibility to create new output [5]. This 
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applies especially to Business Intelligence (BI) systems because (1) many users of BI 
systems frequently develop supplementary, individually tinkered reports [6] and (2) 
reuse of these reports across potential users is typically very low [4]. Consequently, 
an examination of possibilities for simultaneously increasing report reuse and users’ 
flexibility with regards to report development would be highly interesting for industry 
and academia.  

Our overall research project aims at designing such a BI system. As part of this re-
search project, we address the following research question in this paper: How to de-
sign a BI system that improves reuse of reports across employees without limiting 
employees’ abilities to individualize their own reports?  

To answer this question, we first present our DSR project and then present two 
quantitative evaluation and one qualitative refinement study. In particular, the re-
mainder of this paper is structured as follows: Section 2 shortly introduces related 
work. Section 3 briefly summarizes our overall DSR project. Upon our previous work 
[7], we now present instantiations of the proposed design principle as well as testable 
hypotheses for confirming or rejecting the proposed impact of the design principle. 
Furthermore, section 4 outlines our research methodology and section 5 presents our 
results. Section 6 discusses and refines the proposed design principle. Finally, section 
7 concludes our work and outlines the next steps of our DSR project. 

2 Related Work  

In this paper, we investigate reuse of reports across users. Extant literature indicates 
tensions between reuse of reports and development of new reports that needed to be 
balanced by organizations [2], [4]. On the one hand, BI systems need to foster user’s 
“ability to create, generate, or produce a new output, structure or behavior without 
any input from the originator of the system” [5, p. 750]. That is, they need to be flexi-
ble and empower users to quickly make use of this flexibility [8]; e.g. through quickly 
developing new reports [9], [10]. On the other hand, however, BI systems need to be 
stable because stability is a precondition for reuse of reports across users as well as a 
precondition for being able to develop new reports in the long run [5]. As a conse-
quence, BI system designers need to balance the tensions [11] between developing 
additional reports within the BI system and reusing existing reports across users [12]. 

In particular, our work aims at increasing diffusion of reports. That is, reuse of re-
ports across different employees or, more precisely, the number of employees who are 
using a certain report [13].  

Diffusion of reports is important for organizations because more employees can 
benefit from the same report; thus generating scale effects (e.g., with regards to report 
development, maintenance and execution) and ultimately increasing the report’s value 
for its organization. Diffusion emphasizes how new technologies, practices and ideas 
are adopted within a population of potential adopters [14]. The major underlying as-
sumption is that diffusion starts slow but accelerates with each additional adopter until 
the innovation is adopted by the majority of the population. After this point, diffusion 
slows down, thus leading to an S-shaped curve as cumulative adoption function. Early 
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studies on diffusion deemed available knowledge about a technology to be a major 
driver of diffusion of that technology. Knowledge about a technology, which is availa-
ble within an organization, decreases knowledge barriers and improves adoption of the 
technology. New adopters in turn generate and provide additional knowledge about the 
technology, which progressively lowers the knowledge barriers for others to adopt and 
use the same technology [15]. Furthermore, research found an impact of socialization 
on diffusion. For instance, Dinev and Hu [16] draw on diffusion theory to explain so-
cialization effects. They assume that individuals build up knowledge and become 
aware of new technologies through interacting with the society. This socialization 
effect then influences the individual’s preferences and perceptions, for example, atti-
tude formation, perceived behavioral control as well as social preferences, such as 
subjective norms. Similarly, Mustonen-Ollila and Lyytinen [17] determined organiza-
tional and environmental factors that cause a technology’s diffusion within an organi-
zation and Siponen et al. [18] applied diffusion theory to investigate how the social 
context affects individuals’ adoption decisions.  

Synthesizing related work, we infer that diffusion refers to the increasing number 
of users who adopt a certain technology over time. Upon this understanding, we adopt 
the notion of report diffusion to refer to the number of employees who use a certain 
report at a certain minimum frequency. Although little report diffusion is a problem 
many organizations are facing, existing research does not yet prescribe how to tackle 
it while preserving employees’ abilities to individualize their own reports.  

3 Design Science Research Project – An Overview  

The work presented in this paper is part of a larger research project with the goal of 
designing a BI system which facilitates balancing report reuse and development of 
new reports. Specifically, we established a design science research (DSR) project to 
address our research questions because DSR is particularly suited to theoretically 
prescribe how to do something [19]. In particular, this paper focuses on improving 
reuse of reports across users of the BI system without limiting their ability to develop 
new, individual reports.  

Researchers have recommended DSR to investigate complex, non-decomposable 
research and business problems [20-21], understand and change generative events 
[22], and highlight knowledge creation based on rigorous validations [23-24]. Ac-
cording to Hevner [25], researchers first need to become aware of the relevant busi-
ness problem they intend to investigate. The results of this stage are typically formu-
lated as impediments of the current system [26]. Second, researchers should rigorous-
ly make use of the extant scientific knowledge base and theorize meta-attributes of the 
pursued future system [25]. These meta-attributes are usually referred to as meta-
requirements (MRs; [27]) because they reflect generic requirements that need to be 
met. Finally, a system needs to be designed that fulfills the identified meta-
requirements. Therefore, design principles (DPs) are proposed that describe how the 
new system should be implemented in order to meet the identified meta-requirements. 
Finally, these DPs should be implemented, evaluated and refined iteratively during 
multiple cycles [20], [25]. 
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As a part of our overall DSR project, in this paper we focus on the instantiation, 
evaluation and refinement phases of the first design science cycle. Therefore, we only 
briefly present impediments to existing BI systems and only briefly introduce one of 
our identified meta-requirements and one of our proposed design principles [7].  

3.1 Problem Awareness and Suggestion  

As the exploration of impediments requires flexibility for examining aspects of report 
diffusion that may not be completely identifiable at the outset of the study, we con-
ducted an exploratory interview study [28]. This is a common approach for establish-
ing DSR projects [26]. Four sites were selected on the basis of theoretical relevance 
and to ensure an adequate foundation for comparison and to maximize variation [29]. 
Specifically, we selected two organizations that focus on stability and two organiza-
tions that focus on flexibility. Furthermore, since literature indicates a beneficial ef-
fect on balancing stability and flexibility from establishing additional specialized 
organizational units between end users and IT professionals [30], we assured that 
exactly one organization of each group had established a BI Competency Center 
(BICC). BICCs are specialized organizational units that perform cross-functional 
tasks regarding development, operation and support of BI systems across a company 
[30]. Furthermore, in order to mitigate industry biases, all four organizations are vehi-
cle manufacturing companies. In total, we interviewed 20 employees in order to  
reveal impediments of current BI systems. [7] provides details about the selected 
organizations, the chosen snowball sampling approach, participants, semi-structured 
interview questions, data triangulation and the step-wise coding process.  

The interview study indicated that diffusion of reports across the users of a BI sys-
tem represents a major challenge for organizations. Moreover, the interview study 
revealed impediments to diffusion of reports across the users of a BI system. For in-
stance, a BICC expert at one organization explained how he believes that the reason 
why end users tailor their own individual reports would not be a lack of reports or a 
misfit of existing reports to users’ needs. Rather, the problem would be that users 
would not be able to retrieve the reports they were looking for: “We have very  
detailed possibilities for analyses. […] I fear it is less a problem that a required  
report does not exist. Rather the user gets buried by the bulk of options for selecting 
the report.”  

This impediment adversely affects diffusion, because the ability to find a report is a 
precondition for an employee to reuse another employee’s report. Too many options 
create huge complexity and intransparency over existing reports. To work around this 
impediment, end users start creating new reports instead of searching and reusing 
existing reports. Ultimately, this fuels a vicious circle. If employees create new re-
ports because they cannot find their required reports, they further increase the number 
of reports and, thus, make retrieval of reports even more difficult. This is bad for their 
organizations because if existing reports are less often reused across individual teams 
and departments, achieving scale effects and operational efficiency becomes more 
difficult [2], [4-5].  
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Similarly, it is difficult for BI experts and administrators to identify reports that 
were developed by a specific employee but might also be useful to further employees. 
For instance, an interviewee at another organization who focuses on maintaining the 
organization’s BI system complaints about the increasing number of reports: “The 
problem I see is this identification. [….] How do you identify ‘Oh, this is so great that 
others need it too’. You somehow have to provide a possibility to make this public.”  

To tackle issues of little diffusion, extant literature has shown that diffusion in-
creases through social influence [31], [32]. Potential new users typically turn to prior 
users as socially influential referents for determining the appropriate adoption choice 
[31]. However, contagious social influences of different prior users are not constant 
[33-34]. Therefore, they should be made visible to potential new users. Building on 
the findings from our exploratory interview study and extant literature, we derive a 
first meta-requirement which should be addressed in order to improve diffusion of 
reports across all users of the BI system.  

MR1. In order to increase diffusion of a report, a BI system should make 
the social influence of previous users on a potential new user visible.  

As explained above, a BI system needs to improve visibility of the social influence of 
prior report users in order to improve diffusion of a specific report. Building on litera-
ture, a key factor for improving visibility is user guidance as it allows focusing a us-
er’s attention on desired information and functionalities. In the 1990s, Silver [35] 
started examining possibilities for decisional guidance and their potential impacts. 
Briefly after that, Dhaliwal and Benbasat [36] developed a framework for knowledge-
based system explanations. Ever since, guidance studies have examined manifold 
application areas and have been conducted on individuals as well as groups [37]. 
More recently, guidance studies highlighted the need for recommendation assistants. 
Especially in the field of e-commerce, recommendation assistants who provide addi-
tional information and explanations have been found to focus customers’ attention 
and affect their shopping behavior [38]. The goal of affecting online customers’ shop-
ping behaviors is conceptually similar to our goal of improving diffusion of reports. 
In both situations a user’s attention is being focused on a particular information (e.g., 
a shopping item or the infectiousness of a report’s prior users) in order to lead the user 
into performing a certain action (e.g., buying the item or executing the report). There-
fore, we propose the usage of a report recommendation assistant (RRA) as a response 
to MR1. 

DP1. In order to increase diffusion of reports, the BI system should rec-
ommend reports upon the social influence of previous users on the user. 

3.2 Instantiations  

Design principles usually can be implemented in multiple different ways. This particu-
larly accounts to BI systems because they are also composed of different architectural 
layers (e.g., database system, data warehouse, and reporting client). Thus, we first had to 
decide on which layer the RRA should be implemented. We opted for the client layer 
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because only an extension to the BI client may sense the user’s environment and, thus, 
analyze the user’s currently selected data. Server-side layers (e.g., database and data 
warehouse) can only analyze which queries are executed by the user; but not which 
subset of all the data returned by a particular query is actually being filtered for analysis.  

As a first running prototype, we implemented the aforementioned RRA as an ex-
tension to the BI client SAP BusinessObjects Office Analysis. Since this BI client 
itself is an extension to Microsoft Excel, the RRA looks and feels like an extension to 
Microsoft Excel. Regarding its capabilities, this RRA is able to access metadata from 
the central BI system and combine this information with contextual information such 
as currently filtered dimensions. The RRA recommends frequently used reports de-
veloped by prior users who have been investigating similar dimensions and are  
using similar data filters and, thus, have a high social influence on the current user 
[31]. Fig. 1 shows a screen-shot of our prototype.  

 

Fig. 1. Instantiation of a working RRA prototype  

In addition, we developed alternative user interface mockups of three popular BI 
clients that were extended by the same RRA. Thus, we were able to control for poten-
tial biasing effects resulting from the BI client. Specifically, we instantiated the RRA 
as a side panel to three common types of BI clients [39]: First, we instantiated the 
RRA as an extension to a BI client which is typically used for agile business analysis 
and accessing data from rather small and medium BI systems, i.e., Tableau Desktop. 
Second, we instantiated the RRA as an extension to a BI client which is typically used 
for accessing data from a large, global BI system, i.e., SAP BW/BO. Finally, third, we 
instantiated the RRA as an extension to a BI client which itself extends Microsoft 
Excel. Microsoft Excel-based BI clients are provided by all large BI vendors in order 
to offer users ways to access large, global BI systems in familiar ways. We extended 
each of the three BI clients with a side panel that recommends additional reports 
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based on the social influence of previous users and similarity to the currently viewed 
data. Fig. 2 and Fig. 3 show the RRA (i.e., the panel at the right side of the screen) as 
an extension to the three BI clients.  

 

Fig. 2. SAP BW/BO extended with the RRA (panel on the right side)  

 

Fig. 3. Tableau Desktop (left) and MS Excel-based BI client (right) extended with the RRA  

3.3 Testable Hypotheses  

The goal of our work is to design a BI system that increases diffusion of reports. 
However, as empirically measuring diffusion of reports requires measuring usage of 
reports at multiple points in time [13], the work presented in this paper focuses on 
measuring antecedents of usage in a first step. In particular, we focus on perceived 
ease of use (PEOU) and perceived usefulness (PUSF) as antecedents of usage because 
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numerous research studies have already confirmed the positive impact of PEOU and 
PUSF on intention to use, e.g. [40-41]. Besides, when we explored impediments of 
current BI systems, we found that the reason why users supplement their BI system is 
not primarily a lack of reports and capabilities. Rather, users supplement their BI 
system because their system is too difficult to use and they cannot find the reports 
they need. To mitigate this, we proposed a RRA. Therefore, to allow for empirical 
testing, we now hypothesize that the proposed RRA will improve users’ perceived 
ease of use of the BI system as well as users’ perceived usefulness [41]:  

H1. A Report Recommendation Assistant which recommends reports 
based on prior users’ social influence has a positive effect on the users’ 
perceived ease of use of the BI system.  

H2. A Report Recommendation Assistant which recommends reports 
based on prior users’ social influence has a positive effect on the users’ 
perceived usefulness of the BI system.  

 
In addition, we also found that recommendations need to be novel in order to be use-
ful. Otherwise, they might be perceived obstructive. Especially users who already 
have substantial knowledge about the BI system might prefer a larger share of their 
screen being dedicated to actual data analysis instead of report recommendations. 
Therefore, we hypothesize that expertise in using the BI system negatively moderates 
the RRA’s positive impact on perceived ease of use:  

H3. A user’s expertise in using a certain BI system weakens the positive 
effect of a Report Recommendation Assistant on that users’ perceived 
ease of use of the BI system.  

4 Research Method  

To test the aforementioned hypotheses, we conducted two evaluation studies. First, 
we conducted a survey to investigate the impact of a RRA on students who have 12 
weeks of experience in using the BI system. Second, we conducted a laboratory ex-
periment to investigate the impact of a RRA on BI consultants. This approach allowed 
for triangulation of the results because novices (i.e., students) as well as experts (i.e., 
BI consultants) evaluated the RRA. In addition, we conducted semi-structured inter-
views with some of the BI consultants who participated in the experiment. This al-
lowed us to explore how the proposed RRA should be further refined.  

4.1 Confirmatory Studies for Evaluating Design Principle 1 

As part of the first evaluation study, 100 graduate students, aged 22-29, who are spe-
cializing in “Business Intelligence and Management Support Systems” used a BI 
system for 12 weeks to explore a retail store’s sales data [42]. Students were equipped 
with and trained in using the aforementioned BI client SAP BusinessObjects Office 
Analysis (Fig. 1) [43]. During the 12 week period, students were using the BI client 
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without a RRA in order to familiarize themselves with the “standard” BI client. Af-
terwards, we surveyed them about their experienced [40] ease of use and usefulness 
of the BI client without a RRA. Furthermore, we showed them screen-shots of the BI 
client with the RRA and asked them about their expected [40] ease of use and useful-
ness of the BI client with a RRA. Furthermore, we surveyed participants whether they 
would intend to use the BI client with RRA or the BI client without RRA. All ques-
tion items were based on the question items of the Technology Acceptance Model 
[41] because this model and its question items have been validated in numerous stud-
ies. Following recommendations in literature [40], question items were only adjusted 
to capture the difference between experiences and expectations. Finally, we received 
98 completely answered questionnaires. 

In order to triangulate our findings with experienced BI experts, we selected BI con-
sultants for the second experiment and conducted a scenario description experiment. 
Scenario description experiments show and describe different scenarios (typically dif-
ferent user interfaces) to participants who then are asked to answer questions about 
those scenarios. Scenario description experiments are a specific type of laboratory ex-
periments [44]. Since they allow for high control over potential confounding factors 
(i.e., high internal validity), scenario description experiments are particularly suited as 
evaluation technique before conducting expensive field experiments [44]. All participat-
ing BI consultants worked for one of two large international technology and manage-
ment consulting companies. Specifically, we provided five BI consultants from each 
company with a link to the scenario description experiment website who then forwarded 
the link to further colleagues. Finally, 37 BI consultants answered all scenarios.  

The scenario description experiment represented a mixed experiment design with 
recommendations (on, off) as within-subjects variable and the specific BI client (Tab-
leau Desktop, SAP BW/BO, Microsoft Excel-based BI client) and expertise (self-
reported on a Likert scale ranging from 1 to 5) as between-subjects variables. In par-
ticular, we first asked participants about their experiences in the usage of the three BI 
clients. Afterwards we provided four scenarios. Three of those four scenarios showed 
typical screens of the three BI clients (without RRA) and asked participants about 
their PEOU of each of them. The fourth scenario randomly selected one BI client, 
showed a screen of that BI client with a RRA implemented as a side panel (Fig. 1) 
and asked participants about their PEOU of the shown BI client with RRA. Addition-
ally, in order to focus participant’s attention on the shown recommendation assistant, 
the fourth scenario also included a sentence indicating that the side panel had been 
added. Again, all question items were adopted from previous literature: three items 
measuring expertise were adopted from Bhattacherjee and Sanford [45] and four 
items measuring PEOU were adopted from Davis [41]. Furthermore, to mitigate bias 
due to carry-over effects, learning effects and decreasing motivation, we counterbal-
anced the order in which the scenarios were presented to the study participants.  

4.2 Subsequent Exploratory Study for Refining Design Principle 1 

In order to refine the proposed design principles, we conducted semi-structured inter-
views with five BI consultants who also participated in the experimental evaluation. 
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BI consultants were suited for refinement due to their extensive knowledge about 
organizations’ challenges with BI systems. Besides, these interviews also allowed us 
to qualitatively confirm the experiment findings. Table 1 provides detailed descriptive 
statistics about the interviews.  

During the interviews, we showed the instantiated RRA mockups to the interview-
ees. Furthermore, we developed an interview guideline which focused on (1) the in-
terviewee’s opinion about recommending reports in order to increase reuse of reports, 
(2) the instantiated interface mockups, (3) ideas for alternative approaches, (4) issues 
that might occur during a real world implementation of a RRA, and (5) ideas for re-
finement.  

Table 1. Interviews for exploring refinement requirements and opportunities 

Interviewee Level Quantity Avg. duration Avg. transcript length 

BI Consultant  4 33 min 12 pages 
BI Senior Manager  1 54 min 15 pages 
Total 5 37 min 13 pages 

5 Results  

5.1 Confirmatory Evaluation Study 1  

First, we compared experienced usefulness and experienced ease of use of the BI 
client without RRA against the expected usefulness and expected ease of use of the BI 
client with RRA [40]. Results indicate that both usefulness as well as ease of use are 
significantly higher with RRA; thus confirming H1 and H2. Table 2 provides detailed 
statistics. In addition, we asked participants, whether they would prefer to use the BI 
client without a RRA or with a RRA if they had to choose. On a scale ranging from -3 
“strong preference for the BI client without RRA” to 0 “neutral” and to 3 “strong 
preference for the BI client with RRA”, participants on average rated 1.33 (with a 
standard deviation of 1.19). Therefore, based on the results of this study, we conclude 
that there seems to be a preference for the BI client with RRA as opposed to the BI 
client without RRA. 

Table 2. Evaluation Study 1: Survey with Graduate Students 

Dependent  
Variable 

BI Client Mean abs. 
difference t-value without RRA with RRA 

Perc. usefulness 4.52 (1.15) 5.41 (0.92) 1.09 9.34 *** 
Perc. ease of use 4.80 (0.99) 5.23 (1.13) 1.02 10.17 *** 

N=98; values in brackets show std. dev.; t-value calculated using paired t-test).  
Significance levels: ***p<0.001 (two-tailed). 
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5.2 Confirmatory Evaluation Study 2  

To triangulate the first evaluation study’s findings, we conducted a second study with 
BI consultants. We first gathered information about the expertise of participating BI 
consultants in using the three BI clients. While participants showed similar experienc-
es in using the BI clients SAP BW/BO and the Microsoft Excel-based BI client, they 
had less experience in using Tableau Desktop. Table 3 provides detailed descriptive 
statistics on expertise per BI client.  

Table 3. Participants’ expertise in using the three BI clients 

BI Client Expertise Mean (Std. dev.)
Tableau Desktop 2.19 (1.41) 
SAP BW/BO 3.32 (1.56) 
MS Excel-based BI client 3.22 (1.38) 
Total 2.91 (1.26) 

 
Following widespread experiment research [44], we conducted analysis of variance 

(ANOVA) and F-tests to confirm or reject our hypotheses. As statistical analysis tool 
we used the statistical programming environment R. Our results indicate that report 
recommendations have a positive impact on PEOU (H1). Furthermore, our results 
indicate that the positive effect of report recommendations is reduced by users’ prior 
experience in using the BI client (H3) at p<0.05. Although the positive effect of report 
recommendations on PEOU is “only” significant at p<0.1, we view H1 as being con-
firmed for the following two reasons: First, PEOU increased for all experience levels 
and all BI clients except for the highest experience level (i.e., experience level 5; see 
Fig. 3). This indicates that as long as users do not have very strong knowledge about 
the BI system, a report recommendation assistant increases PEOU. Second, since our 
evaluation serves as first evaluation cycle, the sample size is rather low and thus mod-
erate significance levels of p<0.1 can already indicate interesting effects. Detailed 
statistics are provided in Table 4. 

  
Fig. 3. Moderating effect of expertise (left) and BI client (right) on the report recommendation 
assistant’s (RRA) effect on perceived ease of use (PEOU)  
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Table 4. Evaluation Study 2: Mixed Design Experiment with BI Consultants 

 Df Sum Sq Mean Sq F value P(>F) 

Between-subjects: 
Expertise (EXP) 4 0.42 0.106 0.048 0.995 
CLIENT 2 6.93 3.464 1.587 0.227 
EXP*CLIENT 8 24.23 3.029 1.387 0.256 
Residuals 22 48.03 2.183   
Within-subjects: 
Recommendation (REC) 1 4.879 4.879 4.010 0.058+ 
REC*EXP 4 14.629 3.657 3.006 0.040* 
REC*CLIENT 2 0.496 0.248 0.204 0.817 
REC*EXP*CLIENT 8 13.952 1.744 1.433 0.238 
Residuals 22 26.769 1.217   

Dependent variable: PEOU;  N=37. Significance:  *p<0.05;  +p<0.10 
[expertise (EXP); BI client (CLIENT); recommendation (REC)] 

6 Refinement and Discussion  

In addition to the confirmatory studies, we conducted semi-structured interviews with 
BI experts in order to refine the proposed RRA. While none of them disputed the 
results of our evaluation studies, some interviewees raised concerns about the RRA’s 
usefulness for experienced users. For instance, one of them mentioned that it would 
be “difficult to find an appropriate algorithm to really suggest something relevant” 
(Interviewee 3). According to the interviewed BI experts, the greatest challenge 
would be the invocation of the RRA – that is, the decision when exactly should a 
report recommendation be displayed on the user’s screen. At first sight, reports may 
either be suggested to the user upon specific user interactions or constantly through, 
e.g., a side panel [46]. However, alternatively, the RRA could also be invoked intelli-
gently [47]. This form of invocation fits closest to the opinions of the interviewed BI 
consultants. For instance, one interviewee argues that recommendations should not be 
provided constantly or only upon user interactions: “It’s better to blend it in if users 
do not know something. […] If they know it once, they are not interested in it anymore 
and would like to have the entire screen for their report.” (Interviewee 1) 

Invoking recommendations intelligently (as opposed to constantly or upon user in-
teraction) means that the BI system only recommends reports that are likely to support 
the user’s current task. Instead of being disruptive, the RRA needs to foster the user’s 
engagement in her/his task. Therefore, we draw on recent advancements in flow re-
search. The flow state has been widely acknowledged for describing an individual’s 
state of being fully focused and engaged in an activity [48]. In particular, if an indi-
vidual’s skills and tasks are optimally balanced, the individual is “in the flow” and 
performs at the height of her/his skills [48]. Interestingly, recent user experience stud-
ies agree on five conditions that improve flow and, thus, should be supported by user 
interfaces [49-50]: (1) clear perceived goals, (2) unambiguous feedback, (3) a sense of  
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control, (4) a balance between the challenge of the task and skills of the individual, 
and (5) intrinsic motivation. Since the latter two conditions do not directly refer to the 
points in time when specific information such as report recommendations should be 
displayed, we do not consider them for refining the RRA. Furthermore, we assume 
that a user’s sense of control is generally highest if the user is not interrupted with a 
report recommendation at all. Hence, report recommendations should be avoided in 
general and should only be displayed if their probability for being helpful is above a 
pre-defined minimum certainty. As a consequence, we suggest that in order to intelli-
gently provide recommendations and support users’ flow state, the BI system should 
only display recommendations if goals can be supported with a minimum certainty 
and recommendations are not contradictory among themselves. Specifically, we refine 
DP1 with the complementary design principles DP1a and DP1b as follows:  

DP1a. The BI system should only recommend a report if the goals of the 
user can be supported with a pre-defined minimum certainty.  

DP1b. The BI system should only provide recommendations that are not 
ambiguous to other recommendations displayed simultaneously.  

 

We specifically looked at social influence of prior users as a driver of diffusion. 
While this is consistent with many research articles, specific types of social influence 
may be distinguished [31]: infectiousness, social proximity and susceptibility. First, 
infectiousness refers to the influence of prior adopters. This includes factors such as 
the size, performance, status, success of prior adopters as well as the overall number 
of prior adopters. Second, social proximity refers to the social distance between two 
actors and determines how easily information is transmitted between them. Marsden 
and Friedkin [32] even further distinguished social cohesion and role equivalence as 
two dimensions of social proximity. While social cohesion defines proximity in terms 
of the number, length, and strength of the paths that connect actors in a network, role 
equivalence defines proximity in terms of the similarity of two actors’ profiles [31]. 
For instance, if a software designer and a requirements engineer would share an office 
and frequently work together, their social cohesion would be relatively high. Howev-
er, role equivalence between them would rather be low because the requirements 
engineer would gather and describe requirements while the designer would draw 
mockups. In other words, role equivalence would be much higher between two soft-
ware designers – even if they were working on different projects and would be locat-
ed in different offices. Finally, third, the impact of social influence on diffusion is 
shaped by susceptibility. Susceptibility of a new adopter to social influence describes 
the adopter’s experience and skills. As a consequence, future research may further 
refine our RRA by distinguishing between various types of social influence.  

7 Conclusion  

In this paper, we investigated how to design a BI system that improves diffusion [13] 
of reports (i.e., reuse of reports across different users) without limiting users’ abilities 
to develop new reports. We built on our previously established DSR project in which 
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we explored four organizations in order to identify impediments to diffusion of re-
ports. Upon identification of impediments, we generalized the need for making social 
influence of prior report users visible (MR1) and subsequently proposed a RRA 
which recommends reports based on social influence of prior report users (DP1). 
Building on this work, in this paper we presented three mockups of the RRA based on 
different types of BI clients [39] as well as a working prototype. We also developed 
testable hypotheses in order to be able to evaluate the RRA through empirical confir-
mation or rejection.  

We conducted two quantitative evaluation studies. While the first study focused on 
graduate students who are specializing in BI, the second study focused on BI consult-
ants. Thus we were able to triangulate findings from novice users with findings from 
experienced users. The results showed that the proposed RRA improved perceived 
ease of use and perceived usefulness of the BI client that it extends. Since broad liter-
ature confirmed the impact of PEOU and PUSF on employees’ usage intentions and 
ultimately their usage [40-41], [45], we conclude that the RRA increases usage and, 
thus, diffusion of the recommended reports. However, we did not yet collect longitu-
dinal usage data as part of our evaluations. Thus, in the future, we intend to test diffu-
sion of reports more rigorously by collecting usage data at different points in time in 
real field settings [13]. Finally, we interviewed BI experts who participated in our 
experiment. Findings revealed the challenge of recommendation invocation; that is, 
the decision when to display a report recommendation. To address this challenge, we 
suggested intelligent invocation of recommendations. Specifically, we draw on flow 
state research and refined DP1 by highlighting that recommendations should only be 
invoked if they can support the user’s goals (DP1a) and if they are not ambiguous to 
further recommendations (DP1b). Furthermore, insights gained qualitatively con-
firmed the findings from the quantitative evaluation studies.  

Throughout our DSR project we had to make decisions – for instance when deriv-
ing meta-requirements from empirical interview findings or when proposing and re-
fining design principles or when instantiating the RRA. We acknowledge that these 
decisions are not without alternatives. In fact, it is likely that other scholars would 
have proposed different principles for tackling the identified impediments of current 
BI systems. Therefore, in order to back our decisions and make our work reproduci-
ble, we constantly referred to recent findings in literature. For instance, we focused on 
improving visibility of social influence in order to increase diffusion of reports be-
cause social influence has been widely recognized as a strong driver for diffusion 
[31], [34]. However, we do neither view our RRA as being “finished” or the only 
possibility for improving diffusion of reports. Thus, future research should comple-
ment and discuss our work. In addition, future research should address the following 
limitations of our work. First, we investigated BI systems at four organizations. 
Therefore, studying BI systems in additional organizations might reveal further im-
pediments. Second, DP2 and the refined DP1a and DP1b are still tentative since they 
are still subjects for evaluation and refinement [20], [25]. Therefore, future work may 
center on further evaluation and refinement cycles. Third, evaluation study 1 com-
pared experienced PEOU and PUSF of the BI client without RRA with expected 
PEOU and PUSF of the BI client with RRA. Although this has been done in other 
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studies too [40], those studies mentioned that the two are not always suited for com-
parison. Therefore, we are currently implementing a RRA in a real organization’s BI 
system and intend to investigate the RRA’s impact on actual usage and diffusion over 
time. Finally, we conducted a scenario description experiment to evaluate DP1. While 
scenario description experiments allow for high control over potential confounding 
factors (high internal validity), they typically have little authenticity (low external 
validity) [44]. Thus, future research should complement our work by examining the 
impact of DP1 in a real world setting.  
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Abstract. The current study aims to improve the requirements engineering 
(RE) communication, as often times projects fail due to poorly specified or 
misunderstood requirements. We use design science methods to build and eval-
uate a conceptual model which can add value to managers by offering them a 
set of guidelines and best practices for facilitating the RE communication. We 
did a qualitative study to investigate what the criteria are for selecting commu-
nication artifacts and we discovered that organizational culture plays a key role 
in this process. We demonstrate that the used artifacts need to adequately reflect 
the dynamic and intensity of the communication. Finally, we extend the RE 
process by adding two transitional phases to avoid requirements slipping 
through the gaps. Our findings indicate that such transitions are more distinct in 
traditional waterfall organizations and less salient in agile companies. The cur-
rent study approaches the RE communication process from a design science 
perspective which adds more knowledge on the topic and addresses some exist-
ing issues leading to project failure. 

Keywords: Communication artifacts · Requirements engineering · Design  
science · Qualitative research 

1 Introduction 

Requirements engineering (RE) is the process of eliciting individual stakeholder re-
quirements and needs and transforming them into detailed, agreed upon requirements 
documented and specified so that they can serve as the basis for all future systems de-
velopment [1]. This process is important because it provides team members an oppor-
tunity to discover the needs and requirements of the end-users at an early stage, so the 
final product or service can meet those predefined specifications.  
 Successful communication among the individuals involved in the RE process is of 
key significance to the overall development of information systems (IS) [2]. Thus, en-
gagement and active participation of the team members are essential to effective transfer 
of knowledge and information across the various activities performed during RE.  

The successful integration of RE and communication is problematic. Poorly speci-
fied requirements are considered to be a major factor for project delays and failures 
[3]. Differing motivations and expertise are additional factors contributing to poor 
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communication during the RE process [4]. This problem is often caused by the vary-
ing backgrounds of the participants in the RE process. Prior studies have established 
that end-users, systems analysts, developers, and managers frequently face challenges 
when working together [5]. Such miscommunication can lead to significant challeng-
es in adequately translating user context and needs into user requirements [6].  

The goal of this study is to investigate how communication is occurring throughout 
the RE process and to establish some good practices and guidelines for successful re-
quirements elicitation. We focus on communication artifacts and metaphors [7], as 
prior research has established a connection between the success of the IS and the val-
ue of tools for communication [8]. The research question guiding this study is: “What 
are the factors leading to the selection of communication artifacts for information sys-
tems requirements engineering?”  

We follow design science research methods proposed by Hevner and Chatterjee [9] 
and Hevner et al. [10] because they consider IS from a more practical perspective. We 
use qualitative methods and more specifically, we apply a case study approach. We 
conducted semi-structured interviews with nine participants to investigate the RE pro-
cess in seven projects across four different organizations. One of the respondents was 
an independent consultant who performs requirements elicitation on a regular basis 
and has a much broader perspective of the process. This qualitative method provided 
us with deeper and more meaningful information regarding the selection of communi-
cation artifacts for the RE process and allowed us to compare and contrast practices 
across a number of organizations.  

The current study extends knowledge on requirements engineering in several as-
pects. First, we address the existing gap in the RE communication process, as we offer 
some input on the rationale of selecting certain artifacts and their use. Second, we ex-
plore how the project methodologies adopted in various environments reflect the se-
lection of communication artifacts for the RE process. Third, we explore the commu-
nication metaphors suggested by Putnam and Boys [7] and we provide more insight 
on their application for RE. And fourth, we employ a design science methodology and 
propose a theoretical solution to a common problem in the practice of IS develop-
ment, thus bridging the gap between theory and practice. These findings are signifi-
cant, as they shed more light on the problem of RE communication and provide prac-
tical recommendations for improving the process by matching each stage of the RE 
process with specific communication artifacts which would add more value to the in-
dividuals involved. 

2 Background 

2.1 Requirements Engineering 

Requirements engineering occurs at the start of software development and involves 
the analysis and negotiation of what capabilities and features a new IS should possess 
[11]. The RE process has been extensively investigated by researchers in the past. 
Sommerville and Kotonya [11] suggest that it consists of a number of stages - from 
elicitation, validation, and management to non-functional specification, classical 
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techniques, viewpoint-oriented techniques, and interactive specifications. Wieringa  
et al. [12] propose the following sequence of activities involved in the engineering 
cycle: problem investigation, solution design, solution validation, solution selection, 
solution implementation, and implementation evaluation. Browne [13] discusses in-
formation gathering, representation, and verification as the three main steps per-
formed to gather requirements. Nuseibeh and Easterbrook [14] identify elicitation, 
modeling and analysis, communication, agreement, evolution and integration as the 
six main phases of the RE process. A model for differentiating the RE activities pro-
posed by Scacchi [15] involves: inception, initial development, productive operation, 
upkeep, and retirement. For the purposes of this study, we are adopting the RE 
activity differentiation proposed by Browne [13], as it is more general and we expect 
to find it in the case studies we are conducting. Further, its has much wider 
application which demonstrates its universality. The remaining studies are of no lesser 
value but they are too specific and may not be as widely used by practitioners.  

2.2 Communication Metaphors 

Communication can be conceptualized in terms of communication metaphors. A 
metaphor is a way to link abstract concepts to concrete things or to tie the familiar to 
the unknown [16]. One method to categorize metaphors for communication processes 
is within and across organizations on the basis of selected sentences from academic 
articles [7]. De-contextualizing the use of particular metaphors (at the linguistic level) 
within individual academic articles can be done to bring them together in coherent 
categories of conceptual or cognitive meaning [16]. The eight metaphors proposed by  
Putnam and Boys [7] include: 

1. Linkage – organizations as networks of relationships in which information con-
nects individuals, groups and institutions; 

2. Performance – communication as social interaction;  
3. Symbol – sensemaking through rituals and narratives; 
4. Voice – expression or supression of the voices of the organizational members; 
5. Discourse – language in use, words and signifiers that constitute an organization as 

inter-relationships among text; 
6. Conduit – channel that transmits messages; 
7. Lens – information processing by focusing on the nature and flow of information; 
8. Contradiction – opposing forces or binary relationships between contradictory 

messages. 

For the purposes of the current study, we are considering only the first five, as the 
other methaphors are more generic and do not directly relate to the RE process. 

2.3 Communication Artifacts 

The design of IS involves many communication activities occurring through different 
channels. Each of these channels utilizes certain artifacts which are more or less 
applicable based on the context. For example, interviews and conversations provide 
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very detailed information and personal interaction with the participants but they are 
time and resource consuming [18]. Surveys and questionnaires, on the other hand, are 
cheap and easy to conduct because participants are familiar with the format but at the 
same time researchers have no control over the participants and there may also be 
issues related to the quality of the data [19]. Conceptual models are used to represent 
non-functional aspects of the new IS but they are time and resource consuming and 
there is no guarantee they will provide the necessary specifications requested by the 
end-users [20]. Ideation workshops are used to generate ideas from a large talent pool 
but it is often times very difficult to coordinate the schedules of multiple participants 
[17]. Prototypes are appropriate because they increase user confidence and 
involvement but they can also be very expensive and time consuming [21]. Narratives 
or stories are useful for keeping track of activities and participants are familiar with 
the format. However, they require constant updates and sometimes employees can 
feel overwhelmed with information and can experience cognitive overload [22]. 
Spreadsheets are familiar to many but in some cases users need specific skills to 
understand and interpret the presented data. Diagrams and animations are easier to 
visualize and comprehend but they are typically used as supplemental materials and 
not as a main form of communication. Meetings provide instant feedback and they are 
relatively inexpensive which makes them very widely used in the corporate world. 
The disadvantage is that they require an agenda and a moderator to keep everyone on 
track [17]. Finally, observations provide detailed information on user behavior but 
they require time in the field which makes them expensive, as often the researchers 
would need specific training and skills to remain objective [23].  

2.4 Levels of Interaction 

Based on the characteristics of these communication artifacts, we can attribute a 
certain level of interaction to each of them. To classify the levels of interaction, we re-
fer to a differentiation proposed by Leonard-Barton and Sinha [24]. They organize the 
interaction in terms of low, medium or high depending on its intensity and frequency. 
The following is a differentiation of the communication artifacts we developed based 
on the levels of interaction: 

• Low – narrative/story, spreadsheet, diagram/animation, observation; 
• Medium –prototype, survey/questionnaire, conceptual model; 
• High – interview/conversation, ideation workshop, meeting. 

3 Conceptual Model 

Based on the summarized information from prior literature on the RE process, 
communication metaphors, and artifacts we expect to observe a certain pattern or 
rationale for the selection of some communication artifacts over others. The current 
study investigates what factors are leading to the selection of communication artifacts 
for information systems requirements engineering.  
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We hypothesize that the level or amount of interaction among participants during 
each phase of the RE process is a key factor for determining the communication arti-
facts used for that phase. Matching the level of interaction is a factor when selecting 
artifacts because it can provide the most effective and efficient communication among 
the participants [25]. Thus, we expect to observe a connection between the levels of 
interaction and communication artifact selection as they are related to improving user 
satisfaction with new IS. To classify the levels of interaction, we refer to a differentia-
tion proposed by Leonard-Barton and Sinha [24].  

We use design science principles [9, 10] to develop our conceptual model. More 
specifically, we follow the iterative approach consisting of design, rigor, and evalua-
tion cycles. The current study addresses a practical problem many individuals and or-
ganizations are facing. The proposed conceptual model emerged from a thorough un-
derstanding of prior studies and it was then tested in a number of real projects to eval-
uate its applicability and utility. As a result, we refined the model to better correspond 
to the environment and meet the needs of practitioners.  

We propose a conceptual model of categorizing communication artifacts, meta-
phors, and levels of interaction that would be likely to correspond to the different 
phases of the RE process. The model represents the three phases of the RE process: 
discovery (D), analysis and verification (A&V), and decision making (DM) [13]. We 
extend the RE process by adding two transitional phases (T1 and T2), as often times 
requirements are slipping through the gaps and our goal is to encompass RE as a more 
comprehensive process and improve the existing communication. Based on these five 
phases, we hypothesize what would be the expected level of interaction among partic-
ipants and we provide a list of artifacts which would allow a corresponding amount of 
intensity and frequency of the communication. We also provide a short rationale for 
our expectations.  

In addition to the assumptions we have made, we also expect to observe that the 
organizational culture or existing project methodology plays a role for the selection of 
communication artifacts. For example, agile companies would prefer more flexible 
methods for communication which provide more dynamic and are easy to perform 
more frequently. On the contrary, the traditional waterfall method would suggest 
communication artifacts which are more structured and support more robust 
interactions. Further, we expect to observe more distinct transitional phases in 
waterfall projects, as in agile methodology there are typically more iterations and 
overalapping between RE phases.  

Based on the conceptual model presented below (Table 1), we develop the 
following hypotheses to answer our research question: 
 
H1: The organizational culture and established methodology influence the selection 
of communication artifacts for RE. 
H2: Communication artifacts should be corresponding to the level or amount of 
interaction among participants. 
H3: There is gradual transition between the different phases of the RE process. 
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Table 1. Conceptual Model 
 

Phase Artifacts Metaphors Interact. Rationale 

D 

Interview,     
Conversation, 
Survey,        
Questionnaire, 
Meeting 

Linkage,     
Discourse 

High 

Intensive communication, mul-
tiple participants and view-
points, defining and asking the 
right questions 

T1 
Conceptual   
model,           
Meeting 

Performance, 
Discourse 

Medium 

Additional feedback before de-
signing the prototypes, verifi-
cation that requirements are 
understood correctly 

A&V 
Workshop,   
Prototype,    
Meeting 

Performance, 
Discourse 

High 

Highly interactive communica-
tion, gathering additional re-
quirements, remodeling the ini-
tially elicited requirements if 
needed 

T2 

Narrative, 
Spreadsheet, Dia-
gram,      An-
imation,  Meet-
ing 

Symbol,      
Discourse 

Low 
Structured and organized in-
formation, easy to measure and 
compare objectives 

DM 
Meeting,       
Observation 

Voice,    
Discourse 

Medium 
More structured and static 
communication, supporting 
graphical and text tools 

4 Methodology 

To test our conceptual model and find support for our three hypotheses, we follow the 
design science methodology proposed by Hevner and Chatterjee [9] and Hevner et al. 
[10]. Since this is an exploratory study on such a broad topic, we used a qualitative 
approach to gather deeper and more meaningful information from the participants. 
We conducted a total of nine semi-structured interviews with participants across five 
different organizations within the US. We discussed seven projects to better under-
stand how the RE communication process was occurring and to evaluate our model. 
We used a case study approach to be able to more adequately compare and contrast 
RE communication practices across the organizations and increase the generalizability 
of the findings. 

Participants in the interviews represent a large public university, a local govern-
ment, an international gaming corporation, and a private company for supplying geo-
graphic information systems (GIS) software. In addition, we conducted an interview 
with an expert working for a private consulting company specialized in requirements 
definition and management.  

Interviews were conducted in person and via phone in cases when the individuals 
were geographically dispersed. Each interview took about 30-45 minutes and it was 
recorded for data analysis purposes. We strived to contact multiple participants from 
each organization to increase the validity and reliability of the collected data but due to 
high turnover and the fact that some projects were completed several years ago, this was 
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not possible in all cases. We contacted key informants and using the snowball technique 
we were able to identify other members who took part in the projects. We chose a con-
venient sampling method in order to find participants who were familiar with the RE 
communication process and were actively engaged with the projects in their respective 
organizations. Using the information provided by the respondents regarding the RE 
communication, we assigned metaphors to each RE phase based on the definitions pro-
vided by Putnam and Boys [7]. Finally, we compared the results of the case studies with 
the proposed conceptual model to evaluate it and to demonstrate its utility. 

5 Data Analysis and Results 

5.1 Public University 

We conducted three interviews with members of a large public university in the Western 
US. We discussed two projects – one on copyright violations related to peer-to-peer 
downloads using the campus network, and the other on email notifications to students. 
Participants in the interviews were the Vice Provost of Information Technology (IT), a 
Network Operations Center Manager, and an Administrator at the Student Housing 
Complex. The university did not have a specific project methodology and the IT team 
used best practices from both agile and waterfall based on the needs and complexity of 
the projects.   
 
Copyright Project 
The purpose of the copyright project (Table 2) was to create a notification system for 
responding to violations of copyrights by students, to store information about the violators 
in a database, and to provide input to university representatives about these violations on a 
regular basis. The project was initiated by changes in legislation and the team members 
involved in the RE process were concerned mostly with eliciting requirements from the 
official documention and transforming them into functional specifications.  

Table 2. Copyright Project 

Phase Artifacts Metaphors Interact. Rationale 

D 
Interview,  
Narrative,  
Meeting 

Linkage, 
Symbol, 
Discourse 

High 
Very intense interaction, employees from 
various departments working together 

T1 
Narrative,  
Meeting 

Symbol, 
Discourse 

High 
Additional features of the system kept 
emerging along the way 

A&V 
Narrative, 
Diagram, 
Meeting 

Symbol, 
Discourse 

High Team members were pressed by time 

T2 
Narrative,  
Meetings 

Symbol, 
Discourse 

Medium 
Requirements continued to emerge and 
changes were constantly made 

DM 
Narrative,  
Meeting 

Symbol, 
Voice 

Medium 
Creating a consensus about the technolo-
gy used for developing the system 
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Email Announcements Project 
The purpose of the email announcements project (Table 3) was to consolidate all 
important announcements to students (i.e. dealines, workshops, events, etc.) in a 
weekly newsletter format. For a long time students felt overwhelmed by the constant 
daily notifications sent to them and they were the ones who initiated a new 
announcement system. Students also took part in shaping the features and 
specifications of the system, as well as in the development of the business processes – 
how to collect the announcements, which ones to be sent, who should send them, 
when is the best time for the bulletin to be distributed, etc.  

Table 3. Email Announcements Project 

Phase Artifacts Metaphors Interact. Rationale 

D 
Narrative,    
Meeting 

Symbol,  
Discourse 

High 
Provide justification for the project 
and discuss possible solutions 

T1 
Narrative, 
Diagram, 
Meeting 

Symbol, 
 Discourse 

High 
Clarifying the initially gathered re-
quirements 

A&V 

Narrative, 
Meeting, 
Prototype, 
Observation 

Symbol,  
Performance, 
Discourse 

High 

Develop detailed procedures and 
guidelines, students testing the pro-
totype, OIT observing and improv-
ing the system 

T2 
Narrative, 
Meeting, 
Prototype 

Symbol,  
Discourse, 
Performance 

High 
Debug the prototype before imple-
mentation, make sure all features are 
implemented 

DM 
Narrative,     
Meeting 

Symbol, 
Voice 

High 
Make a decision which requirements 
are out of scope and eventually im-
plement them in separate systems 

5.2 Local Government 

We conducted two interviews with members of a local government in the Western 
US. We discussed two projects – one on online business licensing, and the other on 
online submission of plans for licensing and building permits. The goal of both 
projects was to save citizens time and money by providing them a number of online 
services. Participants in the interviews were the IT Portfolio and Applications 
Manager and the Systems Manager. The local government relied on established 
project management guidelines, had a handbook of approved procedures, and 
waterfall was the typical project methodology used. 
 
Licensing Project 
The purpose of the licensing project (Table 4) was to allow customers to submit their 
business licensing applications online which would save them time and resources. 
The city would also be able to track each application easier and faster, so the system 
would prevent document loss and accidental destruction.  
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Table 4. Licensing Project 

Phase Artifacts Metaphors Interact. Rationale 

D 
Interview,    
Conversation,  
Meeting 

Linkage,  
Discourse 

High 
Users were most familiar with the 
features of the system and they ex-
plained it to the team 

T1 Meeting Discourse Medium 
Initial requirements were refined 
based on existing paper form 

A&V 
Narrative,    
Meetings 

Symbol,  
Discourse 

Medium 
Routine procedure, official approv-
al required 

T2 
Prototype,    
Observation,   
Meeting 

Performance, 
Discourse 

High 
Users and analysts were working 
together 

DM 
E-mail,        
Phone call 

Voice Medium 
Customers’ agreement was re-
quired before implementation 

 
E-Plans Project 
The purpose of the E-Plans project (Table 5) was to provide customers with the ability to 
upload plans for building permits online. In the past, they were required to print 15 sets 
of plans, one for each department which was costly and inefficient because for every 
single change all 15 sets had to be replaced. Developers from the local community were 
actively participating and providing their requirements for the new system.  

Table 5. E-Plans Project 

Phase Artifacts Metaphors Interact. Rationale 

D 

Interview, 
Conversation, 
Meeting,  
Diagram 

Linkage,     
Discourse, 
Symbol 

High 
Gather ideas from as many users as 
possible 

T1 
Meeting,  
Diagram,  
Narrative 

Discourse,  
Symbol 

Medium 
Refine initial requirements and 
gather more information 

A&V 
Meeting,  
Diagram, 
Narrative 

Discourse,  
Symbol 

Medium 
Routine procedure, user feedback 
was collected before submitting the 
requirements to the vendor 

T2 
Prototype,  
Observation, 
Meeting 

Performance, 
Discourse 

High 
Users and analysts were working 
together, the vendor was also in-
volved 

DM 
Meeting,      
E-mail,      
Phone call 

Voice Medium 
User feedback was used to decide 
which features to be included 

5.3 Gaming Corporation 

We conducted one interview with a systems analyst at a large international gaming 
corporation. We discussed two projects – one on reward cards system, and the other 
on a loyalty program for customers. The purpose of these projects was to increase 
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satisfaction and provide better and more customized services to customers. Waterfall 
was the typicall methodology used for developing new systems in the organization. 
Due to the high turnover in the gaming industry we were not able to obtain another 
person to participate in the data collection. 
 
Reward Cards Project  
The purpose of the reward cards project (Table 6) was to improve customer service 
and add more value to the guests. This was the first project to allow employees to 
sign-up customers for its loyalty program via a mobile device. This project was phase 
two of a larger project aiming to increase customer satisfaction across over 40 casinos 
and resorts.  

Table 6. Reward Cards Project 

Phase Artifacts Metaphors Interact. Rationale 

D 

Interview, 
Narrative, 
Spreadsheet, 
Meeting, 
Diagram 

Linkage, 
Symbol, 
Discourse 

High 
Intense interaction, many team mem-
bers involved, strict deadlines 

T1 
Phone call,   
E-mail 

Discourse Low 
Translate initial requirements into 
functional and feature specifications 

A&V 
Meeting,     
Narrative 

Discourse, 
Symbol 

Low 
Single session to approve the require-
ments document 

T2 
Meeting,     
Narrative 

Discourse, 
Symbol 

Low 
Official approval from the business 
owner 

DM 
Meeting,     
Narrative 

Voice, 
Symbol 

Low 

Decision had to be made in the begin-
ning of the project, either to meet a 
deadline or to implement more re-
quirements 

 
Loyalty Project  
The purpose of this project was to integrate the customer loyalty program with an 
online ticketing website (Table 7). The customers using the program would receive 
tier credits every time they purchase a ticket from that website and would be able to 
spend their money at the casino or resort. This system was part of a larger project and 
it had to be integrated with the online ticketing system as well as with the company’s 
existing systems. 

Table 7. Loyalty Project 

Phase Artifacts Metaphors Interact. Rationale 

D 

Interview, 
Narrative, 
Spreadsheet, 
Meeting, Use 
Case Diagram 

Linkage, 
Symbol, 
Discourse 

High 
Intense interaction, people from dif-
ferent organizations involved 
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Table 7. (Continued) 

T1 
Meeting,  
Narrative 

Discourse, 
Symbol 

Low 
Refine requirements and develop an 
interactive prototype based on them 

A&V 

Meeting,  
Narrative,  
Interactive 
Prototype 

Discourse, 
Symbol, 
Perfor-
mance 

High 
Test prototype, confirm specifications 
and business logic 

T2 
Meeting,      
Narrative 

Discourse, 
Symbol 

Low 
Confirm end-user workflow process-
es 

DM 
Meeting,      
Narrative 

Voice, 
Symbol 

Medium 
Official approval of the requirements 
documentation 

5.4 GIS Supplier 

We conducted two interviews with members of the Spatial Analysis team at an inter-
national supplier of GIS software products. We discussed one project which was rep-
resentative of the RE process for that organization – development of online analysis 
tools. The company relied on agile methods for IS development and it had embraced 
scrum as its main approach. Due to the methodology used, the participants did not 
have official titles within the company. 
 
Online GIS Analysis Project 
The purpose of the online GIS analysis project (Table 8) was to add customer value and 
provide a web-based solution for spatial analysis. This project would allow multiple us-
ers to collaborate on the same project and would extend the current product offerings.  

Table 8. GIS Analysis Project 

Phase Artifacts Metaphors Interact. Rationale 

D 
User conference, 
Workshop,    
User request 

Linkage, 
Symbol, 
Discourse 

Low 
Routine activities, user feedback 
is gathered on a regular basis 

T1 
Design meeting, 
Mock design 

Discourse, 
Performance 

Medium 
User requests are transformed 
into possible specifications 

A&V 
Meeting,      
Observation 

Discourse, 
Symbol 

Medium 
Unofficial release of the soft-
ware update 

T2 
Meeting,     
Online training 

Discourse, 
Symbol 

High 
Gathering input from the user 
community 

DM Meeting Voice Low 
Software updates are quite fre-
quent and decisions are informal 

5.5 RE Consultanting Company 

In addition to the case studies, we also conducted an interview with an expert working 
at a private company which provided consulting expertise, methodologies, standards 
and resources to the IT and business community in medium to large corporations and 
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governments worldwide. This was a different approach compared to the case studies, 
as an external organization was used to facilitate the RE process. Employees may not 
always have the necessary experience and knowledge on requirements gathering, thus 
using a consulting service could increase the success of the project. Such a 
perspective can also be useful to avoid office politics. The consulting company used 
predominantly agile methods and recommended this approach to their clients. During 
the interview, the participant outlined a common scenario for outsourcing the RE 
process (Table 9).  

Table 9. Common RE Process 

Phase Artifacts Metaphors Interact. Rationale 

D 
Checklist,    
Meeting 

Linkage, Sym-
bol, Discourse 

High 
Heavy interaction, engaging the 
customers in the RE process 

T1 

Test script, 
Scorecard, 
Wiki, Reposi-
tory/  Track 
system 

Discourse, 
Symbol, Per-
formance 

Medium 
Iterative process with constant 
client feedback and vendor input 

A&V 
Meeting,      
Observation 

Discourse, 
Symbol 

Medium 
Reviewing gathered content and 
getting multiple perspectives 

T2 
Meeting, Re-
port, Wiki 

Discourse, 
Symbol 

Low 
Most of the work has been done 
already, traceability purposes 

DM 
Balanced 
scorecard, 
Meeting 

Symbol, Dis-
course, Voice 

Low 
Information is gathered already, 
customer is making an informed 
decision 

6 Discussion and Future Work 

Based ont the data from these case studies, we were able to find support for our 
hypotheses and to answer the research question driving this study. H1 was supported, as 
the studied organizations demonstrated significant influence of the organizational 
culture on the selection of communication artifacts. The agile companies had a 
preference for faster turnover and results, more frequent meetings, and design iterations 
on a regular basis. On the other hand, the more traditional businesses were looking for 
more structured artifacts which could support long term projects with heavy reliance on 
documentation and reports. These findings correspond to previous studies. More 
specifically, they confirm the notion that agile methodologies focus on individuals and 
interactions rather than processes, working software rather than comprehensive 
documentation, customer collaboration rather than contract negotiation, and responding 
to change rather than following a plan [26]. The current study extends these concepts by 
identifying artifacts which are more commonly used in the requirements communication 
process and focuses on differences and similarities between agile and waterfall project 
methodologies. 

H2 was partially supported. During the interviews, the participants confirmed the 
importance of a relationship between the levels of interaction in the RE process and the 
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communication artifacts but admitted that the selection was made mostly based on 
already established principles and methodologies within the organization. Further, 
employees are familiar with the most common artifacts such as meetings, documentation 
or prototypes and there is no need for additional training or resources.  

H3 was also partially supported. We found that transitional phases were more 
distinctive in organizations using traditional waterfall methodologies while in more 
agile companies the transitions from one RE phase to another were more seamless due 
to constant iterations and frequent software releases. In addition, participants in more 
agile organizations reported to have less communication issues during the RE process. 
This can be also related to the relatively small teams working on each project and the 
geographic proximity of the team members.  

In addition, we can draw several inferences from the evidence in the case studies. 
First, some metaphors are more common in certain RE phases. The linkage metaphor is 
more frequently used in the discovery phase which supports the notion that there is a 
need for a network to recruit end-users for collecting initial requirements. The voice 
metaphor is also observed predominantly towards the end of the RE process which 
suggests that there is a relationship between making a decision on which requirements 
need to be implemented and the demonstration of power and superiority within the team.  

Second, there are two metaphors (discourse and symbol) which are more universally 
adopted and are not tied to a particular RE phase. These metaphors represent meetings, 
conversations, and document exchange which are occurring across all RE phases. One 
explanation for the widespread utilization of these communication artifacts and 
metaphors, respectively, is their ease of use and general acceptance in all organizations 
regardless of the implemented project methodology.  

And third, the fact that participants identified a number of important activities 
which took place during the transitional phases implies that RE is a much more 
complex process with many underlying layers of communication. Thus, it is important 
to further investigate how the RE activities gradually change and how knowledge and 
information can be more successfully transferred from one phase to another. Such 
insights can be used to improve the RE communication and avoid the problem of 
requirements slipping through the gaps [6]. 

Overall, the conceptual model we proposed has an application in organizational 
strucures and can add value to the RE communication process. Following the best 
practices in design science research [9, 10], we demonstrated the utility and usability 
of our artifact. We were able to establish a pattern for selecting RE communication 
artifacts and tie these artifacts to certain metaphors and levels of interaction. Such a 
relationship can be beneficial for both researchers and practitioners, as it provides a 
solution to the existing communication gap in requirements gathering and addresses 
the problem of misinterpretation of user needs and input in the initial stages of the IS 
development process.  

This is an exploratory study on such a broad topic and more research needs to be 
done in this area. We recommend that others extend our study by considering all 
communication metaphors proposed by Putnam and Boys [7]. Using a much larger 
sample size would increase the generalizability of the findings. We suggest looking at 
small and mid-sized organizations, since they may have a different approach to the 
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RE communication process. And finally, while the current study considers only the 
communication between individuals, it may be beneficial to examine the RE process 
from a technological perspective as well. 

7 Conclusion 

The current study presents a design science method for solving the existing problem 
of misinterpreting and misunderstanding end-user requirements. By taking a more 
rigorous scientific approach, practitioners can improve the communication during the 
requirements gathering process. Such practices can lead to higher user satisfaction 
with the final products or services and can provide much richer and more meaningful 
communication among the participants.  

We developed a theoretical model to answer the research question driving this 
study. We found that there are several factors leading to the selection of 
communication artifacts for RE. First, the organizational culture plays an important 
role and determines to a great extent the communication artifacts used by the team 
members. Second, we discovered that it is important for the artifacts to match the 
intensity and frequency of the communication, but this is not a primary concern for 
most participants. Instead, they follow established practices and project management 
guidelines, as the employees are already familiar with them and there is no need for 
training or additional costs associated with the adoption of new methodologies. 
Finally, the preferred organizational approach (agile or waterfall) determines the need 
for more distinctive transitional phases during the RE process. In agile organizations, 
processes typically overlap and there are no clear boundaries between the phases, 
while in traditional companies transitions are more clearly differentiated and a 
significant number of activities are performed in those in-between phases. These 
differences helped us to outline the need of a conceptual model which can be used to 
facilitate the RE communication and to offer practitioners a more scientific 
perspective to perform the requirements elicitation process.  
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Abstract. In the execution of an Action Design Research (ADR) project, we 
experienced challenges in how to enter into the ADR research stages effective-
ly. In this paper, we present how we addressed these challenges by extending 
the ADR model with two expanded up-front activities and multiple entry points. 
Our research on inter-organizational social networks is briefly described as the 
project context for application of the extended ADR model. 

Keywords: Action design research · Design science research process · Social 
networking information systems 

1 Introduction 

In our research on inter-organizational social networking, we conducted an Action 
Design Research (ADR) [12] project with a mid-market private equity (MMPE) firm. 
In the project, we evaluate existing online MMPE networks and propose a set of de-
sign principles for an innovative inter-organizational social network information sys-
tem (IO SNIS) artifact [9]. The goals of the research project are to extend existing 
streams of research on digitally embedded inter personal (IP) SNIS [1] into the do-
main of inter-organizational social behaviors.   

In the course of our research, we discovered an interesting disconnect in the fun-
damental assumptions and definitions of the ADR method. ADR tends to suggest a 
single design science research entry point focused on an existing information system 
using an action research cycle from Problem Formulation (Stage 1) to Build, Interven-
tion, and Evaluation (BIE) (Stage 2) [12]. In our IO SNIS research, no information 
system artifact existed in the problem domain being studied [9]. We needed to apply 
ADR at a much earlier point in the design science research process. Consequently, we 
drew from the multiple entry points proposed in the design science research model 
(DSRM) found in [11] to extend our ADR thinking.  

The execution of this IO SNIS research project produced an extended ADR model 
that compliments the work of Sein et al. [12]. In the following sections, we motivate 
and describe the extended ADR model with details from the IO SNIS project and 
other ADR exemplars. 



122 M.T. Mullarkey and A.R. Hevner 

 

2 Extending the Action Design Research Process Method 

Sein et al. [12] focus their ADR model development with an emphasis on the DSR 
paradigm advanced by Venable [15] that the invention of the information system (IS) 
technology was the key activity that “distinguishes” DSR.  The ADR method is their 
response to “a need for a research method that explicitly recognizes artifacts as en-
sembles emerging from design, use, and ongoing refinement in [the organizational] 
context.” [12, p. 39]   

In the four stage ADR method, the first stage – Problem Formulation (PF) - con-
sists of two principles of IT design (Practice-Inspired Research and Theory-Ingrained 
Artifact) and requires the execution of four tasks to complete. The PF stage yields a 
confirmation that the problem under consideration addresses a class of problems and 
“inscribes theoretical elements in the [initial design of] ensemble artifact.” [12, p. 41] 

In our IO SN research, we were faced with applying ADR to a complex, “wicked” 
problem where no artifact exists to address the problem of replicating offline inter-
organizational social behavior in an online environment. Thus, we were forced to re-
examine the PF stage and focus on an earlier point of entry than that discussed in the 
ADR method [12]. We needed to identify and define the problem and then demonstrate 
its importance to IT research and to practice. We determined at the outset that ADR 
must generate design knowledge that creates an innovative artifact and addresses an 
organizational need for intervention. This effort required the researcher to identify 
requisite theory and verify with practitioners the need for an as yet un-designed inno-
vative artifact. As in AR, we conducted this investigation of the phenomenon through 
the interaction and intervention of the researcher-practitioner in the problem domain. 

Once we had agreement as researchers and practitioners and before we could “real-
ize” (i.e. build) the design, we then found that we needed to elaborate and evaluate the 
principles and features of a proposed artifact. We observed in the ADR method that 
this step in the process was assumed to have occurred as a function of the artifact 
build, intervention and evaluation (BIE) stage of the method. We found that before 
the organization (or researchers for that matter) were willing to invest in the realiza-
tion of the design, a significant step was required that focused on the design theory 
stage in a fully elaborated DSR method.  After conducting this intervention, we rea-
lized that the ADR method could benefit from a more explicit separation of the PF 
stage into a Problem Diagnosing (PD) stage and a Concept Design (CD) stage. Thus, 
we included these two new stages in our conduct of ADR. 

The more fully elaborated ADR method is described in Figure 1 and adds these 
two important dimensions we found necessary to a robust ADR approach. This model 
of the ADR method adds emphasis to the Problem Diagnosing and Concept Design 
process steps prior to Building and Implementing an innovative artifact. We find that 
ADR must begin by demonstrating a rigorous PD stage informed by theory and an 
expressed need in practice. We then demonstrate a CD stage for the rigorous evalua-
tion of design principles and features.  These two distinct stages are essential to in-
sure that a fully elaborated IO SN design emerges from the iterative interaction of 
researcher and practitioner. All of this is needed before we presume to build (the BIE 
stage in ADR) an IO SN artifact. 
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Second, as we reflected on our actual practice of the ADR method, we realized that 
the ADR method as proposed tended to emphasize the artifact build, potentially at the 
expense of a robust design theory CD activity in situ with practitioners.  In the Sein 
et al. [12] article, in fact, the authors suggest a certain “tentative” nature to their ex-
ploration of the definition of a problem as an instance of a class of problems. We 
found that the definition of the first stage as a whole was somewhat inconclusive and 
could benefit from further elaboration. Moreover, we found that intervention and 
evaluation occurs at every stage in a robust ADR method.  Each stage involves the 
researcher-practitioner intervention in situ to avoid the development of any part of the 
artifact in isolation from the organization problem setting. 

Third, the extended model emphasizes the need for a cycle of researcher-
practitioner evaluation to occur in situ (intervention in the organizational problem set-
ting) at each step in the ADR method. We found it imperative to not only cycle from 
PD through CD to Build and, ultimately, Implementation (and back) but to also  
emphasize a disciplined reflection and evaluation cycle within the PD and CD stages 
before an artifact Build stage occurred.  Each stage has an intervention (I) and an 
evaluation (E) activity so we simplified BIE to Build. 

 

 
 

Fig. 1. Elaborated Action Design Research Method 

3 Finding Points of Entry for ADR 

We also realized that the ADR method as described and especially as it is diagramed in 
Sein et al. [12, Figure 1, p. 41] could predispose researchers to consider only realized 
artifacts for ADR. Stage 4, Formalization of Learning (FL), is shown to occur only 
upon the iterative completion of Stages 1, 2, and 3.  We asked ourselves if, in fact, 
formalization of learning could occur as a result of each stage of the ADR method. 
More importantly, learning that informed researchers and practitioners alike should be  
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an output from each stage in a robust application of ADR. Given our addition of stages 
in the more fully elaborated ADR in Figure 1, we believe that for any given problem 
class and innovative technology the research point of entry could occur at any one of 
the stages in an ADR investigation in situ.   

A research effort could clearly start, as ours did, at the PD stage of ADR.  An iter-
ative effort to formulate a problem definition and theoretically frame the technology 
domain could be a research contribution in and of itself and require the robust appli-
cation of ADR – even if no further stage of ADR ever occurred. The same could be 
said for an ADR research contribution with each stage. In fact, given the nature of 
research publication, space constraints and time to acceptance, it appears logical that a 
compelling application focused on a robust, iterative study of an artifact in just one 
stage might be the most likely form of published research using the method. How 
innovative technologies emerge from the interaction of researchers and practitioners 
in situ is, after all, the purpose of the ADR method. 

We find the acknowledgement and communication of multiple entry points for 
ADR researchers to be significant for several reasons. First, new artifacts may be 
interesting to researchers at different stages of their design, development, execution, 
and evaluation. Also, many pre-demonstration or pre-build research-worthy artifacts 
exist to include models, constructs, design principles, and innovative features all of 
which researchers should consider potential contributions to research and practice. 
Second, publication typically allows for a research focus on only a part of any given 
IS technology, class of problem, or class of solutions. Having an ADR process that 
provides multiple points of entry for researchers facilitates the “bite-sized” research 
contributions often required to obtain publication in top tier journals. And, third, as an 
applied discipline IS research frequently demands a cyclical process of comparison, 
evaluation, iteration, and modification of theory, constructs, artifacts, and impacts 
where a clearly understood starting point is needed as researchers identify and com-
municate the contribution of the research conducted. 

Consequently, it is imperative that researchers be able to classify and communicate a 
point of entry on the continuum of ADR.  We turned to the DSR process model of 
Peffers et al. [11] who propose a model of the “Possible Research Entry Points” in the 
Design Science Research Methodology (DSRM) Process Model.  The DSRM 
represents a consensus view of the commonly understood stages of design science re-
search and the movement through those stages needed to conduct meaningful research. 
Having outlined at least four possible entry points for DSR, the authors provide a means 
for future researchers to identify the starting point of their research on the timeline of the 
DSRM process. This enables the researcher to better position the research and commu-
nicate its contribution to research, practice, and innovative artifact development.   

We believe that ADR can be shown to be effective at the earliest possible entry 
point in the DSRM process and prove its value to an iterative, practice-inspired, 
theory-ingrained artifact with research contributions at every stage in the process of 
DSRM. To accomplish this, we can superimpose the fully elaborated ADR method on 
the DSRM as shown in Figure 2. 
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We determined that the ADR method offered the best approach to deliver a contri-
bution to research and practice for several reasons. In the context of a proposed inno-
vative artifact where no existing artifact can be shown to exist, the ADR approach 
provides a means to make practitioner embedded knowledge explicit in the full com-
plexity of the artifact’s intended use environment while insuring the rigor of a theoret-
ical (versus consultative) foundation. ADR accepts, by definition, that a researcher 
working with practitioners “in situ” acts upon and is acted upon by the organizational 
environment being studied. ADR fundamentally seeks to “assist in solving the current 
and anticipated problems of practitioners” while making a theoretical contribution. 
[12, p 38] 

As we adapted an ADR method for this research we faced a dilemma. When we fo-
cused on the design conversion in ADR Stage 2 – BIE (Build, Intervene, Evaluate) – as 
described by the case discussions in Sein et al. [12], we realized that ADR tended to 
anticipate a research entry point that emphasized the ensemble artifact build stage. In 
their Generic Schema for IT-Dominant BIE, the authors emphasize the use of ADR to 
build, intervene and evaluate the alpha, beta, and final versions of the ensemble arti-
fact. In their framework, the contributions occur post-BIE as shown. However, our 
research required us to choose a research entry point that was much earlier in the prob-
lem identification and diagnosing phase of new business process artifact development.   

4.1 The Problem Diagnosing Activity 

We began our study faithfully with the first stage in the ADR method - Problem For-
mulation.  We intended to look at web-based digitally embedded social networks [1] 
or social network information systems (SNIS) that have emerged through the re-
creation and replication of offline inter-personal (IP) social networks (SN) online.  
Our observation was that many organizations also behave socially on an inter-
organizational level in the normal conduct of business. Many examples exist, but a 
prime example turns out to be the inter-organizational (IO) social behavior predomi-
nant in Mid-Market Private Equity - MMPE. We reviewed the theory-ingrained re-
search of Social Network Theory and the practice-inspired empirical research on exist-
ing IP SNIS artifacts with PE practitioners in the MMPE setting [9]. Following 
Baskerville and Myers [2], our theoretical purpose in this research was to build a nas-
cent design theory that would guide the emergence of a practically useful IO SNIS 
artifact. 

As researchers, our observations of our activities and the requirements of the first 
phase of the ADR lead us to realize that within the Problem Formulation phase of 
ADR we went through a number of iterations of diagnosing both the theory and the 
practice at work in this research. For example, the practical problem was considered 
in the general context of a “Facebook” of organizations and then in the specific con-
text of the research opportunity for PE organizations. Our Problem Diagnosing step 
framed the Problem Formulation and nascent Design Theory, insured researcher-
practitioner Knowledge Sharing, a common language for the research model and its 
design constructs, and evidenced that the domain and the artifact under consideration 
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were appropriate for each other and could provide novelty. Table 1 summarizes the 
goals and data gathered in the Problem Diagnosing step. 

We realized that we were entering the DSR process at an early stage with the Prob-
lem-Centered Entry Point [11]. Consistent with an environment where we were not 
replacing or improving an existing IS artifact but, in fact, confirming that a problem 
really existed that required an innovative artifact for resolution. Our experience was 
that the first activity in a fully elaborated ADR can be described as a Problem Diag-
nosing of existing theory and practice through an iterative problem formulation and 
design theory development. This emphasis on diagnosing often leads the researcher 
and practitioner to spend more time and effort in initiating ADR. This emphasis is 
consistent with the “four pragmatic premises” outlined by Baskerville and Myers [2] 
if we are to insure that the artifact that is eventually researched and built informs re-
search and practice. This emphasis on Problem Diagnosing also supports a more ab-
ductive reasoning approach as proposed by Lee et al. [6] where more than one possi-
ble solution – and even a “do nothing” solution - to a given problem may exist in the 
design and build of a useable and useful IS artifact.  As such, a good Diagnosing step 
to start ADR will include problem formulation [14] and a theoretical component 
about the design artifact [6]. 

Table 1.  Problem Diagnosing in ADR 

Stage 1:  Problem Diagnosing 

Purpose:  Confirm Problem Formulation with Practitioner including introduction of 
relevant theory, prior existing technologies research, the proposed research model, and 
a novel artifact creation as a desired outcome. 

Knowledge Transfer 

• Practitioner – understanding of existing research on theory and practice for the 
class of problem and reflection on most important features in successful artifacts. 
• Researcher – understanding of the chosen Action Research Domain, generally, and 
the Practitioner’s organization, specifically. 

 
ADR research cases similar to ours will inevitably need to enter the research at this 

Problem Centered point and should be able to use the fully elaborated ADR paradigm 
to describe their point of entry. ADR conducted just at this point in the process may 
yield important insights that inform research and practice – even if further research is 
unwarranted.  Knowing what not to build and which problems do not warrant further 
exploration can be a very useful means to avoid wasted effort designing and building 
unwarranted information systems. 

4.2 The Concept Design Activity 

The second step in our research project focused on the identification and elaboration 
of the proposed artifact design. We propose this step of Concept Design as a set of 
activities over the search space of possible design candidates. Via these activities, 
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design principles emerge that address the problem class identified in PD. (Note that 
these design activities will come before the Build activities in the existing ADR mod-
el.) Our design goals include the abstraction and reflection on the IO SNIS purpose 
and the identification of the scope and constructs to elaborate (through guided emer-
gence) the design features essential to each design principle for the desired artifact.   

In our project, these design activities evolved through an iterative look at social 
theories and existing IP SNIS artifact design elements (i.e. social network design 
features in Facebook) to theorize key design principles for a novel IO SNIS artifact. 
The output of this step was our fully elaborated IO SNIS Design with well-established 
design principles (described in a separate article being prepared for journal submission). 
This step focused on the iterative evaluation of design principles through research and 
elaboration with practitioners (in the ADR approach) to establish completeness and 
parsimony in the innovative artifact design. This CD stage also ensured the requisite 
depth of understanding of the design principles needed to evaluate existing artifacts in 
the problem domain as possible solutions.  We note that if our core research started in 
this CD stage, we would consider this an Objective Centered ADR study.   

Table 2. Concept Design in ADR 

Stage 2:  Research Model Testing & Design Principle Emergence  

Purpose:  Evaluate and refine the artifact Design Research Model including modifica-
tion or addition of propositions.  Conduct Design Principle Emergence and Develop-
ment of the fully Elaborated Design Artifact. 

Abstract and Reflect 

• Abstract each Design Concept into a Design Principle;  Review existing artifacts 
design features; Compare to Practitioner’s Experience; Evaluate in situ for problem 
class and problem domain; Derive Conclusions 
• Reflect on Key Design Features for each Design Principle:  Practitioner-Researcher 
iterative reflection; Feature definition and elaboration; Simplify for Parsimony; Discus-
sion of Interactions 

5 Discussion – An ADR Research Continuum  

In addition to our research into SNIS, the “reinterpreted” (authors’ description) Volvo 
IT case described in the Sein et al. [12] article provides an ideal case to understand the 
extended ADR model. The authors use the case to describe their execution of the 
ADR method in detail. In this particular case, the authors explore a domain where the 
IT class has produced artifacts that are in use in the organization under study. In the 
case, the researchers collaborate with practitioners in situ to pursue an intervention 
that first critiques the existing instance (a Competence Management System (CMS)), 
identifies gaps in performance, investigates a means to modify and reimagine the 
artifact in an innovative way, prototype and test the artifact, and propose a generaliza-
ble set of design principles for the instance that inform research and practice. 
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Our observation of this case is that the build, intervene, evaluate iterative cycle of 
interaction with the practitioners makes perfect sense. The BIE cycle conforms to 
their Development Centered research entry point along the ADR continuum. In their 
case, they describe their iterations of artifact build with an intervention that leads to 
reflection, evaluation and documented learnings that inform research and practice. We 
find that the case, as presented, influences their definition of the ADR method but 
must be understood in the context of the DSR point of entry. The activities – evalua-
tion, reflection and learning – are critical to each stage of the ADR process, regardless 
of point of entry. 

As we considered the BIE cycle described, we observed that in Action Research, in 
the ADR article, and in DSR literature the Intervene, Evaluation, and Reflection on 
Learnings cycle can exist across stages as well as at each stage in the artifact devel-
opment. As we considered the evaluation of ADR cases, we realized that we could 
construct a modified version of the BIE triangle model used by Sein et al. [12, p. 49] 
to describe the activity at each stage of the fully elaborated ADR (PD, CD, B, I) and 
with each entry point. Figure 3 provides a fully elaborated ADR method showing the 
iterative process within and between stages with entry points positioned appropriately 
along the innovative artifact design continuum. 

 

 

Fig. 3. ADR Continuum with Stages and Entry Points 

If we use the fully elaborated ADR method as displayed, we see that the Volvo IT 
case described by Sein et al. [12] focuses on the Build stage with a Development cen-
tered entry point for the research. The original research conducted [7] was interested 
in developing an innovation adaptation of CMS for a new class of practitioners 
(knowledge workers instead of HR staff) using an innovative skill-based paradigm.  
In the execution of the research, the researchers and practitioners collaborated in an 
intervention in situ. Their iterative process led to the evaluation and rejection of  
the existing CMS. Experience with the existing CMS led to attempts to modify and 
adapt it which also failed.  At that point, the intervention considered a new paradigm 



130 M.T. Mullarkey and A.R. Hevner 

 

from the CD perspective, the new design principles were developed, the principles led 
to the emergence of new CMS features, and this version of the CMS was built and 
implemented. 

Working with the ADR method in Figure 3, we see that the Volvo IT ADR entered 
the continuum at the Development Centered point.  The initial testing and attempted 
adaptation occurred through an iterative intervention, evaluation and learning se-
quence. Once a new paradigm was determined to be necessary, the ADR moved to the 
earlier Concept Design stage where design principles and features were instantiated 
through guided emergence.  These principles and features were then reintroduced 
into the Build stage and the new CMS was constructed, evaluated, and, ultimately, 
Implemented in situ. 

We are able to consider our elaborated ADR method with multiple entry points in 
the context of the DSR guidelines [5]. We also observe that the ultimate goal in this 
research paradigm is the production of an innovative artifact. The artifact may be the 
output of any one of the stages described. When performed in adherence with the 
ADR method, the artifact will be constructed as a function of researcher-practitioner 
intervention in the problem space and be relevant to the problem at that point on the 
research continuum. 

A clear contribution of the new ADR model is that researchers can enter the re-
search continuum at multiple points. Moreover, the learning gained from iterative 
evaluation and reflection through intervention in a stage can inform research and 
practice alike and represents a meaningful contribution to both. When executed in 
accordance with the ADR method proposed by Sein et al. [12] and discussed in the 
AR method of Sussman and Evered [14], the artifacts constructed at each stage will 
have followed rigorous methods for their construction and evaluation. We know that 
design is a search process. Not every ADR research case needs to enter at Problem 
Diagnosing and end at Implementation. Researchers and practitioners will inevitably 
start somewhere along the continuum often dictated by the realities of the intervention 
environment, the existing state of the problem domain, and the existing paradigm of a 
given IT solution class.   

Finally, we see the elaborated ADR method with multiple entry points as a very ef-
fective way for DS researchers to effectively communicate the ADR stage and the 
research point of entry, the IT solution class, the problem class, the intervention do-
main, and the innovative artifact evaluated and produced to technology and manage-
ment oriented audiences. 

6 An Analysis of ADR Cases 

Our research suggests that any ADR research case conducted can be located on the 
continuum of the iterative ADR process in Figure 3. Admittedly, there is a fairly li-
mited number of examples of ADR cases in the existing literature. A survey of pro-
ceedings and publications does provide a collection of cases that can be considered in 
light of our proposition that multiple points of entry are not only possible with ADR 
but that it is essential that DSR authors specify the point of entry. In this section we 
position several cases in the context of our elaborated ADR model from Figure 3. In 
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Table 3, we present a list of ADR cases by their ADR stage (as we elaborate the ADR 
method) and by our observation as to their entry points (EPs). 

Table 3. ADR Case by ADR Stage and Entry Point 

ADR Case Stage Entry Point Discussion 
Mullarkey et 
al. 2013 [9] 

Problem 
Diagnosing 

Problem-
Centered 

IT Solution Class: Social Networking Infor-
mation Systems 
Problem Class: Social network dependent 
organizations 
Intervention Domain:  A US Mid-Market 
Private Equity firm 
Artifact: Innovative ensemble artifact in a 
new problem domain. 

Sein et al. 
2011 [12] 
(Lindgren et 
al. 2004 [7]) 

Build Develop-
ment-
Centered 

IT Solution Class: Competence Management 
Systems 
Problem Class: Knowledge intensive organi-
zations 
Intervention Domain: Volvo IT, HR, Workers  
Artifact:  Innovative adaptation of CMS 
using a new skill-based paradigm 

Bilandzic 
and Venable 
2011 [3] 

Problem 
Diagnosing 

Problem-
Centered 

IT Solution Class: Urban informatics 
Problem Class: Shared community or societal 
issues (non-profit) 
Intervention Domain:  Ubicomp 
Artifact: Innovation and application To Be 
Determined (TBD) 

Coenen et al. 
2015 [4] 

Diagnosing Problem-
Centered 

IT Solution Class: Virtual reality 
Problem Class: Living labs where new sys-
tems are tested in simulated “real-life”  
Intervention Domain:  Societal (non-
organizational) context 
Artifact:  TBD 

Noce and 
Carvalho 
2014 [10] 

Concept 
Design 

Objective-
Centered 

IT Solution Class: Integrated Business Intel-
ligence management systems  
Problem Class:  Public sector business man-
agement practices 
Intervention Domain:  Public institution – 
the Court of Auditors of the Mato Grosso 
state, Brazil 
Artifact:  BI to support Financial Manage-
ment of the Court 

Sherer 2014 
[13] 

Implement Observation 
Centered  

IT Solution Class: Electronic Medical 
Record/Electronic Health Record 
Problem Class:  Healthcare effectiveness 
Intervention Domain:  Health Care Providers 
Artifact:  EMR/EHR improvement 

 

Our SNIS case demonstrates that when no instance of an artifact exists for compar-
ison, modification or adaptation we as researchers must find an earlier entry point in 
the research process.  In the case of IO SNIS, we needed to take a Problem Centered 
point of entry where we needed to evaluate, reflect and document learnings –first and 
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foremost – as to whether an IT solution class was even warranted for the problem 
class identified. In the Sein et al. [12] case, the need for a CMS was not in debate. 
Thus, there was no need for a problem centered research entry point that questioned 
the existence of the problem class or the solution class. In the Volvo IT case as pre-
sented, questioning centered on the innovation of the artifact to fit the context. 

The case discussed in Bilandzic and Venable [3] is one where the authors are for-
mulating their adaptation of the ADR method to a specific research case where they 
understand the urban informatics problem class and hope to address the problem, 
ultimately, with an innovative IT solution class identified through their ADR inter-
vention. In this case, we perceive a Problem-Centered research entry point that will 
require a significant effort that starts in the Diagnosing Stage of ADR. 

In the Coenen et al. [4], the authors describe the IT solution and problem class but 
make no representation of the artifact to be considered or the specific intervention 
domain anticipated. Our observation is that their pursuit of research in this space is 
less dependent on the ADR variant chosen and more dependent on their selection of 
an interaction with a specific intervention domain beginning with a Diagnosing stage 
and a Problem-Centered point of entry. Thus application of the topology we suggest, 
with the requisite activites surrounding evaluation, reflection, and learnings, will lead 
to a rigorous exploration of this problem and IT class as desired by the authors. 

In the Noce and Carvalho [10] case, the researchers sought to respond to an effective 
vote of no confidence in the exsting IT artifacts (represented by Business Intelligence 
Models such as Canvas, e-value, and Work Systems or by Enterprise Architectures such  
as TOGAF, FEA, etc). To do so the researchers employed the ADR approach. Our 
observation of their method suggests that researchers and practitioners ask the question: 
what would a better artifact accomplish? This Objective-Centered approach lead to an 
intervention where pratitioners and researchers, in situ, critiqued the design features of 
existing artifacts and developed an new set of features in an iterative process of 
evaluation, reflection and documentation of learnings.  The resulting artifact was then 
proposed for build. The authors believe that the ADR method followed yielded an artifact 
design that should be built and tested in the next stage of ADR. 

In the Sherer [13] case, the researcher identifies in Table 2, p. 867, that an ADR 
intervention in situ involving researchers and practitioners will be able to address a 
variety of functionality in EMR/EHR systems (such as payment structure, information 
control, information asymmetry, and privacy concerns) in a manner not currently 
addressed by the IT systems in place. Through ADR the author suggests that the 
researcher-practitioner interaction will propose, evaluate, reflect and learn different IT 
features, processes, practices, and/or system constraints that will improve the 
effectiveness of existing EMR/EHR artifacts. We observe that this application of 
ADR fits squarely in the Implement stage and enters the DSR at the Solution 
Observation point on the ADR continuum. 

Taken collectively, these recent ADR cases illustrate the reality and the value of 
specifying as researchers the stage and point of entry for any given ADR research. We 
discovered the need to apply this discipline in our ADR research. We recognize the 
benefit to the DSR field when the discipline is applied to describe the ADR 
performed. And, we realize that defining points of entry along the ADR continuum 
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also encourages researchers to iteratively evaluate, reflect on, and document learnings 
not just at the artifact Build stage as in Sein et al. [12], but also at every other stage in 
the ADR method. 

7 Conclusions 

Digitally embedded social network information systems are a new phenomenon in 
information systems that are steadily moving into the web-enabled business processes 
of organizations. Our challenge was to determine the most effective approach to the 
study and design of these innovative artifacts. We chose to integrate the relatively 
recent research paradigm surrounding ADR into our DSR exploration of IO SNIS. We 
found that we needed to extend the ADR method to emphasize the Problem Diagnos-
ing and Concept Design stages and the possibility of multiple DSR entry points. We 
determined that doing so encouraged us to pose much more fundamental research 
questions that anticipate or propose innovative technologies not yet resident in busi-
ness practice. 

Our research suggests that IS research can benefit from our elaborated ADR me-
thod. Our analysis of cases conducted to date with the ADR method, confirms the 
need to clearly communicate the ADR stage and the entry point with every study. As 
our research into the IO SNIS domain highlighted, we found this to be particularly 
important when the research concerns innovative technologies where no prior in-
stance exists. Using our elaborated ADR method helps when researching in complex 
business environments where we as researchers seek to conduct theory-ingrained, 
practice-inspired rigorous and relevant research to make practitioner embedded know-
ledge explicit in the full complexity of a novel artifact’s intended use environment. 
Moreover, we establish that at every stage in ADR and regardless of the point of entry 
into DSR, the activities surrounding evaluation, reflection and learnings must be do-
cumented. 

Our goal in this paper is to share a high quality research method that we found 
helpful in extending the boundaries of research in design science so that it can be 
applied to DSR. We provide a novel extension to the ADR method and suggest the 
approach that can be taken to effectively conduct ADR using this method. 
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Abstract. Design Science Research (DSR) still reveals several methodi-
cal shortcomings, which need to be remedied in order to enhance the ma-
turity of DSR and its derived artifacts. For instance, there is a remarkable
lack in methodical support for problem formulation. Also, DSR does not
provide detailed procedure models, which can be operationalized appro-
priately. This compromises rigor within the design process and hampers
demarcation from professional practice. In order to tackle these issues,
we propose the adaptation of Requirements Engineering for structuring
the problem space and deriving design decisions systematically. Require-
ments are also intended to work as glue between single design stages in
order to keep the design process comprehensible and transparent. We
therefore justify an ontology-based analogy between requirements anal-
ysis and DSR parts and provide a requirements-driven DSR framework
based on a four-part ontology that especially focuses problem analysis
and design preparation. Moreover, a detailed state of the art is presented
and our approach is discussed within a critical appraisal.

Keywords: Design science · Requirements analysis · Requirements on-
tology · Analogy · Design rigor · Design science framework

1 Introduction and Motivation

Design Science (DS) is defined as the innovative, rigorous and relevant design of
information systems for solving important business problems or improving the
effectiveness or efficiency of existing solutions [1–4]. Relevance describes whether
an artifact satisfies the identified problems from theory or professional practice
[1, 5]. The rigor aspect covers the systematic, incessant and reasonable usage
of appropriate research methods as well as the consideration of both the the-
oretical and practical state of the art [5, 6]. DS includes the investigation of
technical, organizational or human components and primarily aims to develop
prescriptive knowledge and means-end relations for a class of similar business
problems in the form of artifacts [2–4]. Artifacts can be classified into constructs,
models, methods and instances [7, 3, 8]. While design-oriented research is tradi-
tionally applied within the European BISE (Business and Information Systems
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Engineering) community due its roots in IT engineering, it is rather new within
the more natural science based NAIS (North American Information Systems)
community [2, 9]. Within the NAIS community, DS has been introduced by the
works of [10], [11], [12] and the often cited contribution of [1]. Due to this kind
of a clash between two research directions, it is still difficult to consolidate a
common understanding of DS, its application and evaluation 1. Thus, Design
Science Research (DSR) is still in a pre-paradigmatic phase; lacking in the sense
of commonly accepted methods, techniques and reference procedures [15, 8]. We
therefore aim to provide means for better methodical support by adapting Re-
quirements Engineering for better problem formulation and design conception
within DSR. In preparation of that, the next subsections provide current defi-
ciencies motivating our proposal and state desirable requests for improvement.

1.1 Deficiencies in Design Science Research

Problem Description: While some authors stress creativity within design pro-
cesses [13], we agree with [16] stating that “it is very unlikely that new and
fruitful ideas come out of the blue” [16, p. 749]. Clear and precise problem for-
mulations are of high importance in order to construct effective design solutions
systematically, minify the level of creativity at all and avoid unwanted side-
effects (referring [12, p. 254]). Problem representation has a profound impact
on the addressed artifact and makes its solution comprehensible [17, 12]. A pro-
found problem description further enables both the rational consideration of the
state of the art and the applicability of existing theories and preliminary works.
However, there is still a remarkable lack in methodical support for problem for-
mulation and representation within DS (see Section 2 in detail) and the “initial
stage of the designing process is seldom satisfactorily formulated” [16, p. 749].
Although a straightforward problem formulation is not trivial as the problem
domain affects complex socio-technical organizations [18, p. 20] and the level of
novelty and uncertainty is usually high [1, p. 84], we think that it is necessary to
provide means for describing both the initial problem and its possible revisions
during the research progress.

Request for improvement: It is necessary to provide capabilities for represent-
ing the core concepts and interrelations of the problem and their sources from
theory and practice [12, p. 253]. It should be possible to explicate particular “ma-
turity levels” in the sense of describing the level of knowledge (or confidence)
about a particular problem.

Operationalization and Comprehensibility: Following the idea of falsifica-
tionism, capacity for (temporal) truth requires refutability. Within DS, truth
comes mainly from evaluation in the sense of fulfilling some sort of identified
needs and requirements. Hence, it is necessary to ensure refutability by the
comprehensive and clear presentation of the design process, its assumptions and
decisions which allow design replicability and comparability (essentials in science
[10]). However, many DS works lack such an appropriate presentation of their

1 See the debates in [3], [13] and [14], for instance.
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research method which hampers rigor to a considerable extent. Indeed, many
researchers pretend to apply DS, but only very few explicate its implementa-
tion reasonably [19]. Apparently some researchers tend to use DS as a pretty
“research method label” for the ex post legitimization of designed artifacts. We
suppose that this is caused by an insufficient methodical support in terms of
operationalization [20, 19, 21, 22] 2. While providing general orientation, the
majority of existing procedure models disclose deficiencies regarding to the per-
manent and consistent consideration of specific methods and techniques in single
stages [23, 24]. Exceptions are the approaches of [20], [25] and [22]. The stated
lack of concreteness may lead to neither objective nor replicable design decisions
[2, 22, 26]. We therefore argue that a transparent presentation of the DS pro-
cess (especially regarding the conception of the artifact) is crucial for ensuring
comprehensibility, replicability and comparability.

Request for improvement: We need some kind of an anchor element which
supports the operationalization of procedure models, ties design phases together
and facilitates the integration of objectives, decisions, selected methods and eval-
uation criteria. Thus, it might be also possible to explicate research progress and
revise assumptions (as DS is iterative research, e.g., [6]).

Professional Design vs. Design Science: Due to similarities to professional
design, DS is compelled to demarcate its field; especially when designing IT ar-
tifacts. [8] and [2] state that DSR aims for results having practical relevance and
rigorous generation. Of course, also practitioners can produce innovative, original
and sophisticated artifacts, if they apply the same rigor as researchers would do.
However, researchers generally intend to reach a certain level of generalizability for
a class of similar business problems [22] and focus merely on the way of designing.
Practice-based solutions usually address a single, business-specific issue. However,
they can define rather precise requirements from a limited set of stakeholders. In
contrast, research-based works often take multiple sources such as design theories
into account. Consequently, DS can differentiate itself by strict rigor and a max-
imum of objective method selection [27, 8, 2], intended generalizability and also
by rigorous evaluation [22, p. 115] 3.

Request for improvement: As already stated above, there is a need for me-
thodical support in terms of providing a detailed design process and integrating
several aspects from artifact planning, designing and evaluation.

The described shortcomings demonstrate that DSR suffers from limited prob-
lem formulation and poor design process representation. Hence, we aim to pro-
vide support for better structuring and representation of the design process with
special consideration of the problem formulation phase. We therefore adapt the
method of Requirements Engineering (RE). As RE itself is a complex and multi-
layered method, it might be too ambitious to conduct its entirety to DS at once.

2 Operationalization is understood as detailing a rather abstract procedure model into
a set of tasks, activities or techniques.

3 A research process is understood as “application of scientific method(s) to the com-
plex task of discovering answers to questions” [10] with the aim of increasing knowl-
edge [18, p. 33].
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Thus, we focus on appropriate adaptation of requirements formulation and spec-
ification. We aim to use requirements both as operationalization of research ob-
jectives and as glue within the process in order to explicate the research progress
comprehensively. Requirements can contribute to DSR as follows:

– During pre design phase: Problem and domain description; conceptualiza-
tion; base for design decisions and selection of appropriate methods.

– During design and post design: Decision justification; integration of research
steps; visualization of research progress; revision of initial assumptions.

– DSR community: Comparability, replicability and generalizability.

Based on the stated objective, two research questions should be answered.
First: How can fragments of RE be mapped and adapted to DSR? Second: How
can we adapt these features to a DS reference framework in order to make the
entire process more integrated? Within the research community, we see our ap-
proach as possible contribution to general DSR [8], respectively meta design [25].
We apply the analogy technique as it is a promising source for innovation (e.g.,
[2]) and especially relevant in DS [3, p. 9]. Hence, this research paper consists
of three main parts. First, Section 2 provides RE fundamentals by consolidating
a requirements ontology and summarizing the state of the art regarding prob-
lem analysis and possible requirements usage in current DS. We then propose
the adaptation of requirements concepts and discuss their possible usage by
proposing our ontology-based framework in Section 3. Afterwards, our proposal
is critically reflected and related work is considered in Section 4. The paper ends
in Section 5 with an outlook to further research.

2 Requirements Engineering

2.1 Fundamentals

RE is a discipline which focuses on the gathering, management, validation and
documentation of requirements primarily in the context of systems. The general
objective of RE is to achieve a requirements specification that represents stake-
holder needs [28]. The specification for a system is formulated with requirements.
According to IEEE, a requirement is defined as a condition or a capability of
a system or a person to solve a problem or to reach an objective [29]. [30] de-
fines three orthogonal dimensions of RE: Specification dimension, representation
dimension and agreement dimension. The first describes the degree of under-
standing (opaque to complete), the second the degree of formalization (informal
to formal) and the third the degree of agreement (personal to common) between
different stakeholders. All activities that increase the different degrees are part
of the RE process. There are different sources for requirements, which can be
analyzed using different elicitation methods (interview, questionnaire etc.) [28].
[31] distinguishes early phases and late phases of the RE process, whereby re-
quirements in the early phase have low degrees in the dimensions defined by
[30]. The early phases are characterized by a view on the domain context and
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the business need. Therefore they are less formal, the agreement between stake-
holders is low and a comprehensive system understanding is not given in this
phase. This view helps to understand the tasks which will be supported by the
system. An approach for the classification of the discipline of RE is to differen-
tiate between problem-oriented and solution-oriented RE. Problem-oriented RE
focuses on the description of existing problematic phenomena, solution-orientied
RE focuses on the description of the system and its context [32]. Important
concepts that should also be created in the early phase of the RE process are
acceptance criteria. They describe the conditions that must be met to lead to
stakeholders acceptance of the system [29].

Requirements Classification: There are different approaches for classifying
requirements. An often used approach classifies requirements into functional
and non-functional requirements (quality requirements) as well as constraints
[28, 29]. Functional requirements specify a behavior or a feature of a system.
Non-functional requirements describe the quality of the features and constraints
describe limitations and aspects that cannot be influenced during system de-
velopment. Sub classes for non-functional requirements can be built [33]. This
kind of classification does not consider the requirement process, as it has a more
structural view to requirements. Furthermore, this classification approach does
not consider different levels of granularity. A granularity-oriented view on re-
quirements has been proposed by [34]. The authors define four requirements
abstraction levels and an eliciting process. The most abstract level is the product
level where the requirements can be directly linked to the strategy and goal of
a product. The feature level requirements describe specific features of a desired
system without specifying detailed functions. These functions are defined on the
next level, the function level. The lowest level, component level, defines require-
ments that constraint the solution space to specific design requirements. The
higher levels can be assigned to the phases of the RE process where the system
specification is more abstract and goal-focused.

Goal Oriented Requirements Modeling (GORE): GORE is a specific
method family in problem-oriented RE. It focuses on the objectives (goals) a po-
tential system user wants to achieve [35]. Goals help to elicit requirements and to
explore and evaluate alternative solutions to a problem [36]. [35] states that goals
can be defined on different levels of abstraction and that the use of GORE is
not inherently top-down. Two approaches for formalizing requirements are com-
monly used: KAOS modeling [37, 35] and the i* modeling [31]. The i* approach
is an actor-centric modeling approach [38, 31], which allows the assignment of
different intentions to actors (goals, beliefs, abilities and commitments). Further,
the modeling approach differentiates between strategic dependency models and
a strategic rationale models. The first should help to get an understanding of the
reasons to specific questions and focuses an extrinsic view between actors. The
second model focuses on intrinsic relationships between intentions of one actor
[31]. Because i* focuses more on actors and their intentions, this approach was
not applied in the context of DS, as the intention of our approach is to describe
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the research objectives, break them down to fine-grained objectives and to struc-
ture them within the design process. Thus, we rather focus on objectivity instead
of subjective actor-dependency.

Hence, we rather adapt the KAOS (Knowledge Acquisition in autOmated
Specification) modeling method. KAOS defines a metamodel with different model
types. Its central model type is the goal model where different goals with different
levels of abstraction (strategic, technical etc.) are formulated and interrelated.
The goal model represents goals, having particular relationships to each other
(conflict, dependency, supporting). Goals can be decomposed to subordinated
goals. Obstacles are conditions that prevent the goal achievement. KAOS also
considers agents which are classified as software agents (as part of the software
system) and environment agents (e.g., a human being). The assignment of agents
to goals is realized within the responsibility model. For the description of con-
cepts in the problem space there is furthermore an object model, which defines a
domain ontology with specific entities. The behavior of agents which contribute
to the fulfillment of goals is described in an operation model. This model assigns
specific operations to software agents [39, 40].

2.2 Consolidated Requirements Ontology as Base for Adaptation

[40] compares six different KAOS metamodels. They found that each of these
metamodels does not consider and formalize the full set of KAOS concepts.
They propose a composite metamodel, which they use as an abstract syntax for
a modeling method. Our approach considers this metamodel as a basis for the
construction of an ontology for requirements engineering.

Motivated by the stated requests for improvement from Section 1, we propose
the adaptation of RE (especially requirements analysis) to DSR in order to apply
its capabilities in goal and problem formulation for solving or at least improving
the stated issues. We suppose that the better the initial problem is described,
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the better is the final artifact [12, p. 251]. We also strongly agree with the neces-
sity of dovetailing descriptive and constructive research techniques in DS [14].
We aim at making the design process less designer-depended (purely creative)
and more objective [16, p. 734]. Further, we argue that requirements facilitate
the pre-design phase differentiation between scientific and professional design
[20, 22]. Within the design phase requirements can be used for design specifi-
cation in the sense of a rational selection of methods and decision explanations
[26]. Revising requirements could also be useful for the explication of research
progress and even as indicator for stopping the research process. The deriva-
tion of evaluation criteria seems to be reasonable in the post-design phase. From
an outside perspective, requirements are powerful concepts for the replication
of research settings and comparability between artifacts and their construction.
Consequently, they could be used for justifying and presenting originality [41].

2.3 Requirements in Design Science - State of the Art

In order to examine the state of the art of requirements in DSR, we analyzed a
range of frameworks or procedure models from the literature. We especially fo-
cused on the pre-design phase in order to identify advices concerning problem
analysis, design preparation and method configuration. In order to prove the pos-
sible revision of these initial assumptions, we also considered the construction
phase. Finally, the post-design phase was considered in order to find reasonable in-
tegration between evaluation criteria and activities to initially stated objectives.

Problem Analysis: The relevance of the context in the sense of stakeholders,
opportunities and domain laws is often emphasized (e.g. [6]). It is common sense,
that analyzing and describing both the research problem and the problem do-
main are important parts of the entire design process [10, 12, 1, 3]. In this context,
[4] recommends some kind of atomization of the research problem into better
manageable entities. [10] emphasizes the importance of domain understanding
by identifying constraints and requirements to the aimed system. Several authors
proclaim requirements as suitable means for goal refinement [26, 5], problem ex-
plication [42, 16] or as indicators for practical relevance [5]. In detail, different
requirement types are stated in literature: [16] specifies functional, user-related
and contextual requirements of an artifact. [22] adds organizational requirements
such as required skills, tools and competences, which need to be fulfilled by the
designer itself. [26] introduces theory-driven requirements and outlines the pos-
sibility of requirement conflicts. [42] distinguishes between specific and generic
requirements. Finally, requirements can be used for reasons of justification and
demonstrating artifact originality [18, 26].

Preparation and Method Configuration: Construction preparation con-
tains the artifact design and configures appropriate methods and techniques.
[41] proposes requirements as base for design and several authors indicate their
relevance for functional and structural specifications [16, 10, 22]. Also, a refine-
ment of requirements into design criteria and metrics is considered [16, 22]. [20]
emphasizes the possibility of assessing the actual relevance of the aimed arti-
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fact. [41] brings up the comparison of requirements for justifying originality. [26]
applies requirements for the selection of appropriate design theories.

Construction: Since the majority of DS frameworks and models lacks a de-
tailed design support, there is only weak consideration of the impact and usage
of requirements in the design phase. While explicit documentation of the con-
struction process is needed [20], only very few authors consider requirements for
that: [26] understands requirements as representations of designed constructs
and [16] facilitates early evaluations based on requirements. Although a few au-
thors stress the importance of iterative and incremental system specifications
[4], there is neither a detailed methodical support for that nor some kind of
requirements re-engineering, which would be necessary for design iteration.

Evaluation: Evaluation should primarily prove goal achievement [12, 16, 6, 3],
as the designed artifact is “complete and effective when it satisfies the require-
ments and constraints of the problem it was meant to solve” [1, p. 85]. Conse-
quently, requirements need to be defined precisely and measurable [10, 41]. [26]
proclaims requirements-related indicators for conducting evaluations.

Further, requirements play a role in some research articles from the field of
Design Theory: For instance, meta requirements are understood as a “class of
goals to which the [design] theory applies” [11, p. 42]. [43] considers the possible
implementation of theory-based requirements of design-oriented research in gen-
eral. However, it has to be concluded that there is a general lack of specificity
regarding artifact conception and design. Consequently, also the identification,
formulation, management and revision of requirements before, within and after
the artifact design remains vague and scattered. Only a few articles address the
integration of requirements with evaluation processes and criteria. There is also
no deeper consideration of requirements and goal representations at all.

3 Requirements Driven DSR Framework

Figure 2 presents our framework as ontology. The most concepts are derived
from the previously introduced requirements ontology and aligned to DSR. The
derivation was conducted by analogical conclusion based on a rational discourse.
We therefore examined the semantics of requirement concepts in regard of an ap-
propriate application in DS. In addition, typical DS concepts are integrated and
the entire ontology aligns with typical DS stages: analysis (Figure 2a), prepara-
tion and method configuration (Figure 2b), construction (Figure 2c) and evalu-
ation (Figure 2d). Below, the ontology is explained in detail.

3.1 Problem Analysis

The initial impulse for designing artifacts comes from an idea source like a spe-
cific practical problem which is identified in daily business. Even already existing
artifacts can inspire DS activities; for instance in the sense of improving their
effectiveness or efficiency. As we already stated within this paper, analogies to
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related disciplines can also provide worthwhile stimulus. Last but not least, DS
can rely on purely theoretical investigations (e.g., literature reviews or theo-
ries). The idea concept is used for clarifying the artifact intention and an early
presentation of relevance. The explicated idea might be related to a particular
stakeholder, which is either the owner of the idea or is affected by the intended
artificial solution. We therefore divide into domain experts (i.e., business ex-
perts), researchers (representing primarily theoretical-based works), developers
(addressing construction-specific problems) and virtual users. The latter covers
the necessity of creating a typical user for a particular DS problem, while real
users from business are missing, since the idea arose from theory. A virtual user
can be characterized by rationally derived specifications of typical business cases
or by outlining potential application fields. This is important for both an early
demonstration of relevance and a following derivation of user-related require-
ments. User-related requirements have two purposes: First, they are understood
as initial, rather vague and high-level descriptions of the artifact, which provide
first impressions of the targeted solution space. Second, they address subjective,
more soft stakeholder preferences (e.g., regarding usability).

Ideas as well as stakeholders are embedded in a particular context. The con-
text refers to the entirety of common concepts, properties and artifacts in the
problem domain. The context causes contextual requirements, which need to be
considered in artifact design without having a dedicated functional contribution
(e.g., laws, regularities or industry standards). For instance, the e-health indus-
try requires strong privacy management rules. A particular idea always reveals
problems which cause specific objectives, which can have several interdependen-
cies between each other (relations and refinements). A particular problem is
characterized by a set of problem features in the sense of its specific properties
that might be relevant for problem solution. At this stage, it is extremely impor-
tant to consider the current state of the art and check whether existing solutions
or the knowledge base provides capabilities for solving identified problems. If
this is possible for all problems, the objective is not considered as a research
objective as it is completely solvable 4. A research objective intends to create
or revise artifacts. Further, each problem has to be examined against the state
of the art in order to justify its scientific relevance (see research problem). Of
course, a clear distinction is not straightforward at all, but we proclaim such a
deep consideration as an important indicator for relevance.

3.2 Preparation and Method Configuration

Problem features cause the definition of feature-related requirements and func-
tional requirements. According to RE, feature-related requirements encompass
rather general artifact descriptions, without specifying detailed functionality.
In contrast, functional requirements focus a more detailed specification and fa-
cilitate method selection and configuration. Thus, they can be seen as design
requirements in a late stage, while feature-related requirements are located in

4 Reformulating or focussing the objectives can cause new research problems.
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the very early design stage and are less specified or formalized. Non-functional
requirements are adapted in order to integrate the aspect of quality. As quality
in DS is tightly coupled to rigor, guidelines [1, 18] can cause requirements to
the target artifact. Furthermore, design theories or research methods itself can
set constraints or limits to artifacts [26]. Both directions are condensed within
the concept theory-based requirements. Besides, adapted requirements stand for
any kind of requirements, which are adapted or reused from previous works
in order to benefit from comparable and reliable solutions. The stated require-
ment types are sub types of the central requirement concept. As stated at the
beginning of the paper, requirements are primarily used for structuring, formu-
lating and describing the problem space and the target artifact from several
perspectives in order to achieve an integrated picture of the problem. Require-
ments are intended to operationalize research objectives, make the design process
more transparent and constitute intermediate results of the design process. As
depicted in Figure 2b, it should be also possible to represent refinements, rela-
tions and even contradictions between requirements in order to systematize the
pre-design phase.

As mentioned above, requirements have different levels of detail or formality
in relation to the artifact. This aspect is explicated by the phase property. The
version property implies the actual state of revision, as DS often starts with
some vague requirements, which need to be refined or even redefined during
the research process. Consequently, requirements should enforce the definition
of design criteria [16] in order to constitute the entire design conception. As this
stage is close to the construction phase, the design conception actually repre-
sents the set of all late-phase requirements. Afterwards, appropriatemethods and
techniques for the fulfillment of these requirements are selected and configured
5. In contrast to RE, agents are understood as research methods and techniques
which are able to resolve a requirement rigorously. A particular method is then
applied within constructions steps, producing an artifact part or the final arti-
fact. Thereby, the concept of artifacts is similar to the RE concept of systems.

3.3 Construction and Evaluation

Generally, DS is seen as an iterative and incremental procedure [4, 5]. As we see
requirements as the first intermediate result of the entire design process, their
iterative re-engineering has to be considered. Revision is also necessary, as design
problems are “wicked” by definition with rather vague initial requirements and
straightforward constructions are rarely possible (e.g., [18]). We proclaim four
reasons for requirements revision: First, there is no suitable method for require-
ments fulfillment. This would actually lead to the definition of a new research
problem owning separate requirements. Alternatively, the requirement can be
defined in a broader way by generalizing. Second, the requirement is defined too
generic and needs specification in order to apply a method usefully. In this case,

5 Actually, this is a point where the “creativity” of the researcher still plays an im-
portant role [13, 16].
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the scope of the artifact is naturally limited, but rigor and quality are enhanced.
Third, there can be an increase of knowledge thanks to the progress of the design
process (see the artifact parts). This could lead to adding, specifying or even re-
moving particular requirements. Fourth, updated knowledge can also be caused
by new solutions or comparable approaches. Thus, a continuous consideration of
the state of the art is indispensable. Revisions can be triggered at several points
in the design process and are summarized with the revision request concept.

Finally, the designed artifact is tested within the evaluation phase, which has
strong similarities with acceptance tests from RE. The evaluation is operational-
ized by particular evaluation criteria, which are associated with corresponding
requirements (cf. [26]). Thus, it is possible to utilize the concept of requirements
as design glue from analysis to evaluation.

4 Critical Appraisal and Related Work

4.1 Possible Reasons for Critique

We assume that there is some reservation to our proposal. Hence, two issues that
are worthy for discussion are considered below.

Complete Problem Description: [41] criticizes the “mechanic world view”
that is implicated in the popular approach of [1], as the approach presupposes the
existence of both a clearly definable problem space and a translation into a de-
sign of the solution space. [41] merely negates the complete describability of the
problem space and states its contingency due to the immanent uncertainty and
novelty of research. Hence, the author also considers requirements as contingent.
The author justifies his objection with the underlying positivistic position in [1],
which refers to the subject-independent existence of a completely describable
reality (i.e., that there is one complete set of correct requirements). However, we
follow the constructivist approach that stands for a subjective re-construction of
the reality. This is more suitable for DSR due to the consideration of stakeholder
dependencies both in problem and solution space (referring to [6]). Consequently,
a complete description of the problem and its requirements is neither possible
nor necessary per se, since the correspondence to participated stakeholders is
essential. Moreover, consensus on an acceptable level of detail and completeness
is only possible iteratively by reusing as much knowledge sources as possible.
Further, we understand requirements primarily as means for the representation
of goals, design decisions and design progress in order to describe “hard describ-
able” aspects at all.

Creativity in Design Processes and Possible Worlds: It is quite often
stated in literature that design thinking primarily requires a high level of cre-
ativity and does not allow pure analytical solutions (e.g., [20, 42]). Although we
generally agree to [2] stating that the definition of an appropriate, creativity-
independend design method is very hard, we think that the great majority of
DS projects can be conceptualized and planned in a very strict manner, since
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artifacts are usually build incrementally or by the usage of analogies (as IS re-
search is a inter-disciplinary field of research; e.g., [3]). It is very rare that a
design artifact comes out of the blue and provokes a disruptive, break-through
innovation. Thus, we think that creativity merely refers to method selection,
adaptation and configuration. Therefore, we postulate the codification of design
work by the usage of requirements (referring to [44]). This is mainly driven by a
better design explication and justification in the great majority of DS projects.

[41] also criticizes the affirmative character of [1] as the authors only address
explicit problems from business. Although this aspect is slightly corrected in later
works, this is an important aspect as DS can overemphasize the business rele-
vance and “close the doors” for normative artifacts such as reference models [41]
or problems that are not even recognized in practice [2]. Consequently, it might
be hard to explicate requirements since the related problems are yet missing. We
therefore consider multiple problem sources (see Figure 2a). Herein, spontaneous
ideas need to be motivated reasonably and a translation into possible business
cases is required due to the derivation of requirements.

4.2 Related Work

A review of the literature reveals only one research article having a similar
approach - namely the approach of [16]. The authors present a six stage design
and evaluation cycle having an elaborated pre-design phase. First, during the
hunch phase a small set of stakeholder goals is described. Second, functional,
user-related and contextual requirements as well as design-related assumptions
are formulated and integrated with the previously defined goals. Third, these
requirements are transferred into structural systems specifications, which enable
the prototypical design subsequently. After real life implementation, the designed
product is evaluated against the initial goals [16]. Although the classification of
requirements and the throughout integration of them are very promising and
similar to our approach, there are some differences: The authors mainly focus
on practice-driven problems and omit theoretical motivations. Also, there is no
consideration of changing or incomplete requirements and the authors suppose
fully describable design problems categorically.

[42] introduces the Soft Design Science approach combining DS and the soft
systems methodology. The authors emphasize the general relevance of require-
ments [42, p. 5] and propose the definition of specific requirements for a specific
problem. These requirements are then transformed into a more generic set of
requirements in order to provide the base for a class of problems. However, the
research paper does not provide deeper specification of requirements formulation
and management and remains a little sketchy in this respect.

[26] aims to provide methodical support for better design justification by de-
ploying design theories as there is usually “no guidance [...] on how to relate de-
sign decisions to suitable theoretical justification” [26, p. 3]. The authors propose
the decomposition of goals into requirements that are measured by indicators.
Requirements are than matched to existing theories (or theoretical constructs)
based on a comparison of their indicators and consistency rules [26, p. 5]. This
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implies that both requirements and theories can be described completely. Hence,
there is no consideration of requirements redefinition or an integration into an
existing framework. Also, the approach mainly focus IT artifacts [26, p. 2].

[45] proposes Action Design Science and emphasize the interaction between
organizational context and design. Thus, research is practice-inspired and tries
to generate knowledge by generalization from a specific problem that is seen
as an instance of a class of problems. Focusing the issue of problem formula-
tion, [45] aims to incorporate action in the DS approach instead of sequencing
both approaches. This is done in order to emphasize that “the artifact emerges
from interaction with the organizational context, even when its initial design
is guided by the researchers‘ intent” [45, p. 40]. Within problem formulation,
[45] proclaims the principles of practice-inspired research and theory-ingrained
artifacts. In the first, the practice problem is seen as a trigger and a knowledge
creation opportunity. In the second, the researcher brings in theoretical elements
to the artifact. Unfortunately a systematic approach to identify and describe the
generalized class of problem is not described, which leaves a gap that could be
filled by a systematic requirement analysis. Also, there is still a need for a de-
scription of the resulting problem class that incorporates the practice driven
requirements and the ingrained theory requirements.

5 Conclusion and Further Research

This research article outlines the adaptation of RE for DSR in terms of repre-
senting the research objective and corresponding artifact requirements system-
atically. The incentive for that comes from methodical lacks within current DS
frameworks, which can hamper rigor and the quality of artifacts at all. We have
chosen requirements as they can work as appropriate means for the integra-
tion of objectives, decisions, methods and evaluation criteria. Thus, the entire
design process can be presented transparently and more comprehensible. The
researcher is supported by providing concepts for explaining or explicating parts
of his research process in accordance to the proposed concepts. We therefore
presented respective concepts within the ontology-based framework in Section 3
and briefly introduced their usage. This should also facilitate communication
within the research community and push a discussion on common concepts in
order to enhance the maturity of the DS discipline itself (cf. [15]). Furthermore,
the ontology itself can be seen as functional requirement for DSR frameworks
and procedure models.

This article was mainly intended to both motivate and introduce requirements
to DSR in general. Hence, there are several topics for further investigation and
extension: Due to the limited size of this article, a worthwhile demonstration of
the proposed framework was not feasible. Therefore, a separate research article
is written. This article also presents integrations of our approach into existing
DS frameworks (e.g., into [5]). It is furthermore important to address the issue
of very innovative artifact ideas (see Section 4.1), which can only be described
by rough requirements (as we used requests for improvement in Section 1). At
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least, it is required to explicate such first intentions and describe their emer-
gence precisely. Besides, it is very promising to analyze a possible adaptation of
requirements elicitation techniques in order to provide further methodical sup-
port during design. As this article focuses on structural aspects (what are the
requirements), the procedural aspects (how to elicit requirements) should be in-
tensified. Last but not least, epistemological questions in the context of design
requirements have to be elaborated, as different positions on that might cause
serious misunderstandings within the research community.
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3. Österle, H., Becker, J., Frank, U., Hess, T., Karagiannis, D., Krcmar, H., Loos, P.,
Mertens, P., Oberweis, A., Sinz, E.J.: Memorandum on design-oriented information
systems research. European Journal of Information Systems 20(1), 7–10 (2011)

4. Peffers, K., Tuunanen, T., Rothenberger, M.A., Chatterjee, S.: A design science
research methodology for information systems research. Journal of Management
Information Systems 24(3), 45–77 (2007)

5. Hevner, A.R.: The three cycle view of design science research. Scandinavian Journal
of Information Systems 19(2), 87 (2007)

6. Hevner, A., Chatterjee, S.: Design science research in information systems. In:
Design Research in Information Systems, pp. 9–22. Springer (2010)

7. Gregor, S., Hevner, A.R.: Positioning and presenting design science research for
maximum impact. MIS Quarterly 37(2), 337–356 (2013)

8. Winter, R.: Design science research in europe. European Journal of Information
Systems 17(5), 470–475 (2008)

9. Buhl, H.U., Müller, G., Fridgen, G., Röglinger, M.: Business and information sys-
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Abstract. This paper presents a critical account of the current state of design 
science research (DSR) of socio-technical artifacts in the information systems 
discipline as viewed through a postmodern lens. The paper offers a novel per-
spective to reflect on DSR and socio-technical artifacts, especially in terms of 
their limitations and boundaries of application. To achieve this, I critically ap-
praise the current state of DSR practices, based on postmodern researchers’ key 
stances. The findings offer new perspectives on artifact effects, their application 
contexts, artifact utility, artifact audiences, the roles of the languages in which 
artifacts are specified, the design researcher’s role in the DSR process, and the 
political dimension of artifact design and evaluation. Design science researchers 
working on all types of socio-technical artifacts can use this paper’s findings to 
reflect on their artifacts’ limitations and potential real-world consequences be-
fore, during, and after artifact design and instantiation, and to subsequently im-
prove these artifacts. 

Keywords: Design science · Socio-technical artifacts · Postmodernism · Post-
modern 

1 Introduction 

In recent years, design science research (DSR) has become an established research 
paradigm in the IS field [1]. Its goal is to design and evaluate socio-technical artifacts 
(or design theories) that provide potential solutions for classes of real-world prob-
lems. The purpose of artifact evaluation is to assess an artifact’s impacts and utility in 
solving the problems for which it was designed, to assess its superiority to other solu-
tions (if applicable), and to derive future artifact improvements based on its applica-
tion experiences. Over the past decade, DSR has seen substantial development con-
cerning its theoretical and methodical foundations [2–8]. Pries-Heje et al. [9] stated 
that methodical support for DSR evaluation research was still thin, but a few years 
later, Peffers et al. [10] provided an extensive analysis and overview of existing arti-
fact evaluation methods. Recently, Venable et al. proposed a comprehensive frame-
work to guide artifact evaluation throughout its development in an entire research 
project [11]. However, these approaches and methods have one thing in common: 
They take a positivist stance on research. Consequently, researchers using these 
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methods for artifact evaluation – at least implicitly – assume an ontological and epis-
temological objectivism [12, 13]: That there is one reality out there and that they are 
able to objectively perceive the artifacts and their impacts in this reality, i.e. without 
distortions, biases, or alternative interpretations. This can lead to a narrow perspec-
tive, as well as to misleading ex ante and ex post assessments of potential or de facto 
artifact impacts and their utility.  

However, there are other research paradigms in the IS field, namely interpretivism 
and critical emancipatory research [13]. The latter is often simply called critical re-
search, but with the recent emergence of critical realism in the IS field [14–16], the 
adjective emancipatory is added throughout this paper to distinguish them clearly. 
Both interpretivism and critical emancipatory research take a more subjective stance 
on reality [12, 17], which lead to a more differentiated picture of reality (and some-
times even to the questioning of the existence of objective reality). However, both 
need suitable research questions in order to be useful; consequently, simply switching 
to different methods would not be a viable solution to gain a more thorough under-
standing of artifact impacts and their utility. In addition, non-positivist approaches are 
far less common in the IS field than positivist ones [18]. Stahl’s appraisal of DSR 
takes a critical emancipatory stance [19]. According to him, the key contributions of a 
critical emancipatory perspective of DSR include 1) the risk of unconsciously follow-
ing the heroic design ideology that unidirectionally shapes artifact users’ realities as a 
projection of managerial power, 2) a prescriptive perpetuation of extant ideologies 
codified in predominant artifacts (leading to conservatism instead of innovation), and 
3) the neglect of moral and ethical aspects of DSR. 

Besides the positivist, interpretivist, and critical emancipatory research paradigms, 
social scientists often mention postmodernism as a fourth extant paradigm [20]. 
Postmodernism acts as an umbrella term for a number of diverse stances that social 
researchers take; it challenges the foundations of traditional research interested in 
generalizations and progress – two goals DSR also strives for. Novel artifacts (or 
design theories) should be applicable to more than a single local context and should 
have greater utility than existing artifacts or solutions [1]. Since applicability and 
utility are both crucial constituents of progress and contribution in DSR, additional 
lenses through which researchers can question the extent to which they can reliably 
argue for artifact generalizability and superiority can help justify the resulting arti-
facts. In addition, analogous to theories’ boundaries, these lenses may help improve 
discussions of, or reflection on, an artifact’s boundaries [21, 22]. 

This is especially relevant for socio-technical artifacts that explicitly include the 
social context and, thus, affect individuals and society. The extent to which an artifact 
affects people and society can be rather limited, such as a novel business information 
system that allows its users to work more efficiently or has a more user-friendly user 
interface. On the other end of the scale, there are the individual and societal impacts 
of other IS DSR endeavors, such as assisted living [23], or smart cities [24]. Here, the 
artifacts’ impacts have more far-reaching – positive and negative – applications in 
terms of the extent to which they intend to and in fact affect individuals and society as 
a whole.  
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For an extreme illustration of the negative consequences that artifacts’ unintended 
side-effects may have, I draw on a prominent example from another design-related 
context: architecture. Jencks uses the following example to denote the end of the 
modern architecture era and, thus, the beginning of postmodern architecture [25]: In 
1952, a housing complex called Pruitt-Igoe in St. Louis, MO was planned with great 
expectations regarding contributing to urban renewal and inhabitants’ quality of life. 
A renowned, successful architect designed and built the complex according to state-
of-the-art functionalist architecture principles. However, it soon became clear that 
these design principles and goals did not hold in reality. First, the complex’s inhabit-
ants quality of life and safety were low, and occupancy dropped rapidly, despite cost-
ly countermeasures on the part of the city and the federal administration. Eventually, 
having become a slum, the entire complex was dynamited in 1972. There is little in 
the current IS design science discourse for socio-technical design projects that en-
courages, or even guides, researchers to prevent their artifacts from triggering similar 
(or worse) consequences and, metaphorically speaking, from meeting the same fate as 
Pruitt-Igoe. Yet socio-technical design artifacts may affect people or society as 
strongly as, or even stronger than, a failed housing project of 2,870 apartments. 

Against this backdrop, it is worth taking a more in-depth look at what postmodern-
ism, as a critical lens, can contribute to the current state of IS DSR discourse. Howev-
er, postmodernism has generally only been covered in the IS discipline to a very lim-
ited extent [26–28], nor has any of its previous contributions covered design science. 
In this light, this paper seeks to provide a critical yet constructive appraisal of the 
current state of the DSR discourse through a postmodernism lens. The findings allow 
design researchers to take new angles and lenses to view and reflect on – and subse-
quently improve – their artifacts during their design and during their instantiation in 
practical settings. The postmodern research stances challenge traditional research’s 
fundamental assumptions and may even appear ‘impertinent’ in this regard but none-
theless provide a useful lens for becoming aware of the boundaries of current DSR.  

The remainder of this paper is structured as follows: Section 2 provides a brief 
overview of common research streams within postmodernism, Section 3 discusses the 
implications of each research stream on IS DSR designing socio-technical artifacts, 
and Section 4 highlights the primary impacts on the design science discourse, while 
Section 5 provides a conclusion and an outlook for future research. 

2 Postmodernism as Research Paradigm – An Overview 

My overview on postmodernism as a research paradigm in this section follows 
Alvesson and Sköldberg’s summary [20], since it covers many streams of a disjointed 
and fragmented research field. Their overview also provides a critique of postmodern-
ism and poststructuralism (in this paper, labeled postmodernism) while keeping in 
mind applied and empirical social science, which one would rely on in order to evalu-
ate socio-technical artifacts. Alvesson and Sköldberg use postmodernism as an umbrella 
term for a wide variety of research streams and schools that follow the same ideas, and  
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emphasize that the two umbrella terms of postmodernism and poststructuralism do not 
have a clear and unified relationship in the literature. All postmodern research ap-
proaches have in common a fundamental opposition to structuralist and functionalist 
principles. The summaries I provide below only capture the key elements of each post-
modern research stream. In a detailed view, each stream and each author within each 
stream offer a more multifaceted perspective. Space restrictions do not allow for such a 
detailed level here. The same applies for a more detailed differentiation between post-
modernist and poststructuralist perspectives. 

2.1 Postmodernism as a Lens for the Deconstruction of Texts 

A first stream within postmodernism is concerned with the deconstruction of texts. In 
short, the deconstruction of a text means, in a first step, to turn its predominant mean-
ing around to an opposing one through weaknesses in the text (destruction of its prin-
cipal meaning). Afterwards, the two opposing meanings are then placed in a wider 
context in which they are just gradual differences. In other words, in this second step, 
the opposing difference between the meanings is also destructed and, finally, a new 
context is constructed into which the two former extremes fit as mere special cases – 
hence, deconstruction [29].  

Derrida introduces the concept/non-concept1 of différance in language – a neolo-
gism of difference and deferral [30] – on the basis of this deconstruction of texts. In 
his view, there is a difference between every word’s intended meaning and its oppo-
site meaning, which should be deconstructed. Further, the sense of an entire text com-
posed of words is not yet clear when a word is written (or spoken); its overall mean-
ing is thus deferred. Thus, for Derrida, there is never an absolute meaning, only rela-
tive and temporary ones. 

On this relativist foundation of an absence of meaning, Derrida further argues 
against the concept of presence, which is dominant in Western metaphysical thinking 
[31]. For him, there are no principles, causes, goals, intentions, or other forces present 
behind the observable surfaces of real-world phenomena. Therefore, only the observ-
able surfaces should be considered.  

2.2 Postmodernism as a Stance against Grand Narratives 

Another stream in postmodern research turns against what proponents such as Lyotard 
call grand narratives [32]. Grand narratives are a label for all theories, approaches, 
methods, or paradigms that are – to a limited or greater extent – of a coherent, com-
prehensive, and unified nature. This postmodern research stream rejects the existence 
of such grand narratives and dismisses them as ‘myths.’ Instead, Lyotard advises that 
we seek out fragmented local histories, the specifics of a situation or a context, emer-
gent instead of regular phenomena, contradictions, and paradoxes.  

                                                           
1  Différance is called a concept and a non-concept due to a self-referential application of 

deconstruction / différance to différance in a postmodern spirit, cf. [20 p. 187, 224]. 
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In science, Lyotard approves of Feyerabend’s [33] methodological pluralism/anarchism 
and is of the view that, with their elements of unpredictability and randomness, chaos and 
catastrophe theories are superior to classic theories that strive for order, harmony, and 
regularity. This especially refers to theories and methods that follow a positivistic para-
digm. Interestingly, Lyotard values pragmatic technologic criteria where applicability – or 
utility, as used in design science discourse – dominates aspirations towards a universal 
truth. He further criticizes critical emancipatory theory. While he values free communica-
tion and dialogue, Lyotard prefers disturbances and contradictions that lead to fruitful 
disagreement instead of striving for consensus and harmony. 

2.3 Postmodernism as Criticism of the (Humanistic) Subject of Research 

A third postmodern research stream consists of authors who reject the idea and the 
existence of a coherent individual – who acts consciously, autonomously, and ration-
ally – as a research subject [34–37]. Consequently, these authors also reject the idea 
of a unified subjectivity. Further, language constitutes and influences all subjectivity. 
For instance, subjective perceptions of work may cover different facets of work, such 
as “heavy demands, stress, opportunity, or challenge” [20, p. 195]. In addition, sub-
jectivity is not considered stable over time, since language triggers ideas and emotions 
that may differ over time, even within the same individual. Thus, proponents of this 
research stream advise one to de-center the human subject in research and to prob-
lematize his or her predominant role. In other words, they challenge the assumption 
that people behave consistently and predictably over time. Combined with the role of 
language, which influences subjectivity in essentially unpredictable ways, these au-
thors treat subjectivity as a highly volatile concept, which essentially acts as a poten-
tial destabilizer of any discourse between subjects – including conversations, inter-
views, and surveys.  

2.4 Postmodernism Questioning the Role of the Researcher as Author 

Other postmodernists problematize the role researchers play in the research context. 
From this postmodern perspective, research is not supposed to explain, verify, and 
seek truth, but should foster a critical conversation between researchers [38]. Post-
modernism questions researchers’ authority and ability to objectively determine the 
relationships between identified elements, or to offer a simple synthesis of individual, 
more complex, findings at all [39]. Further, the differing styles of the authorship of 
intermediate or final texts, of interpretations, or of individual values lead to different 
researchers – at least subconsciously – using different languages to present their re-
search, conveying different messages even though they followed the same goals and 
adhered to the same procedures and methods [40, 41]. Empirical researchers thus face 
two representational challenges [42]: First, researchers reproduce or reconstruct a 
particular fragment of reality (epistemological dimension). Second, by doing so, re-
searchers implicitly select, interpret, and frame their real-world object(s) of interest in 
subjective ways (ethical-political dimension). In this light, any seemingly objective 
data or facts are in fact individual researchers’ subjective accounts. Consequently, in 
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this postmodern view, research, “constructs rather than depicts what is being re-
searched” [20, p. 200]. To avoid a single subjective lens, research should therefore 
seek out alternative accounts, or voices, of an empirical situation; it should also be 
self-reflective on its limitations in this regard.  

2.5 Criticism Directed at Postmodern Research 

Alvesson and Sköldberg [20] summarize criticism of postmodernism as follows:  

Lack of Constructivity. A researcher applying a postmodern perspective does not 
solely attempt to create knowledge, to contribute to a cumulative body of knowledge, 
or to provide meaningful and substantial contributions for someone else than other 
(postmodern) researchers.  

Textual Reductionism. In several postmodern streams, the emphasis is on text and 
language, instead of on the social phenomena in a text. Taken further, there is a dan-
ger that postmodern research is only concerned with research for its own sake, with 
self-referential positions and arguments. Postmodern research can thus lose its con-
nection to phenomena beyond the text. 

Relativism. Taken seriously and literally, many postmodern streams advocate a 
stance of “anything goes” – to quote Feyerabend [33], who directed this criticism at 
methodological anarchism in research. Postmodernism takes anything goes one step 
further and extends it to research subjects. In other words, not only are there no limits 
to irrelevance in postmodernist research, but it would also be impossible to argue 
about research topics that are not worthy of attention in the first place. This leads to 
an overall impression of postmodern research’s arbitrariness and relativism. 

2.6 Recommendations for Non-postmodern Empirical Research 

Against the backdrop of these four identified postmodern research streams and their 
limitations, Alvesson and Sköldberg [20] draw the following implications for non-
postmodern empirical research. They intend to stimulate researchers’ reflections on 
the limitations of their research. Section 3.2 will draw on these implications to derive 
and discuss corresponding implications for DSR artifact evaluation research as an 
instance of empirical research. 

Pluralism as an Empirical Research Principle. Taking seriously postmodern ideas 
in empirical research means that researchers need to deliberately seek out multiple 
voices and facets of a real-world setting. The ‘raw data’ they seem to have gathered 
may not be as raw as it seems. In addition, moving towards pluralism means deliber-
ately looking for voices that contradict the messages the dominant voices convey and 
paying special attention to conflicting or paradoxical statements in the data. Further-
more, acknowledging a complex environment and developing suitable categories for 
the multitude of observed phenomena is a solution as much as a problem: Researchers 



158 A. Drechsler 

who categorize reality construct their own reality and base their subsequent analysis 
on their subjective interpretations and categorizations of reality. 

Well-grounded Process of Exclusion. Since not all unique – dominant and marginal 
– voices in a real-world setting can be realistically captured during empirical research, 
the process of consciously excluding voices can help researchers become aware of 
their perspective’s limitations and implications for their subsequent research.  

Cautious Interaction with Empirical Material. Postmodernism highlights the 
strong influence that the researcher as a subjectivity-inducing individual has on all 
facets of empirical research. The recommendation here is not to shy away from shap-
ing research and drawing bold conclusions, but to do this consciously and deliberate-
ly. Researchers can achieve this by actively seeking a wide range of possible theories 
or metaphors to frame and guide the selection and analysis of empirical material. 

Differentiated Role of Theory. Postmodernism reminds us that moving from theory 
to data to analysis to interpretation to text and back does not happen seamlessly. The 
choice of one theory/piece of data/analysis/interpretation/set of words excludes all 
others (including, but not limited to, their various opposites). If researchers are aware 
of this, they can avoid locking themselves into a specific frame of reference. 

Problematization of Authorship and Language. When, in a postmodern view, near-
ly all of a research endeavor’s properties influence – or even shape – its process and 
outcome, such a view emphasizes that researchers must take responsibility for their 
findings and their ‘blind spots’ in any case and may not hide behind methodological 
(and conformist) procedures and protocol. Furthermore, the exposed role that lan-
guage plays in nearly all stages of empirical research, regardless of setting and meth-
od, severely limits the extent to which one can strongly justify arriving at specific 
interpretations and conclusions. While this should not stifle a researcher and nor pro-
mote relativism or nihilism, being aware of and sensitive to differing interpretations 
and conclusions can lead to greater awareness of the limitations of one’s research. 

Awareness of Political Aspects of Research. Finally, when authorship implies au-
thority, it also implies power and, in turn, politics. Consequently, readers can interpret 
politically any statement or conclusion (or the absence of these) drawn by researchers. 
Again, this should not stifle researchers, but should make them aware of this issue 
underlying their research. 

3 A Postmodern Lens on IS DSR 

Section 2 showed that, taken to their extreme, postmodern thoughts may lead to re-
search having a very limited contribution potential. At the same time, such thoughts 
allow for a focused and structured reflection on research content and practices before, 
during, and after an empirical research project. In this way, postmodern thoughts can 
help empirical researchers to increase their awareness of their work’s limitations and 
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boundaries. This section now shows how postmodern thoughts can also act as helpful 
lenses to reflect on the limitation and boundaries of artifact design, instantiation,  
and evaluation in IS DSR. Two separate subsections cover the (constructive) artifact 
design and (empirical) artifact evaluation phases. In this section, organization is not 
limited to traditional business organizations, but encompasses all types of socio-
technical systems for which IS DSR may develop socio-technical artifacts. 

3.1 Implications of Postmodernism for Artifact Design and Instantiation 

This subsection highlights the implications of the four postmodern research streams 
outlined in Sections 2.1 to 2.4 for the artifact design process and its applica-
tion/instantiation in one or more real-world contexts.  

Indeterminism of Artifact Effects during Design Time. The general principles 
behind Derrida’s deconstruction of texts and différance are also applicable to artifacts. 
Usually, each socio-technical artifact has a specific purpose: to solve an existing prob-
lem (in case of a local artifact/design theory), or a class of problems (in case of a mid-
range artifact/design theory) in a real-world organization [1]. Likewise, each word in 
a text usually also has a specific meaning. When applied/instantiated in a specific 
socio-technical application context (organization), an artifact should trigger one or 
more effects within that context, in order to achieve the intended solution. This may 
include the provision of a technical infrastructure (an information system), as well as 
changes to an organization’s processes and the required human behavior. Decon-
structing this intended effect in the first step opens up the possibility that the artifact’s 
instantiation may in fact lead to the opposite effect. Such effects are well known in 
social policy research, for instance, requiring car passengers to wear seatbelts leads to 
increased fatalities owing to the heightened feeling of increased security [43]. In the 
second step, the deconstruction tasks researchers with finding a spectrum of possible 
outcomes with the two opposites now mere dots on the spectrum. This opens up a 
perspective on a much wider range of possible artifact effects. In addition, organiza-
tions continuously change and evolve over time. Therefore, organizational dynamics 
may reinforce, sidestep, or counteract the initial effect that an artifact triggered. Con-
sequently, a stable and sustained artifact effect is indefinitely deferred.  

Thus, design researchers can use Derrida’s concept of différance to reflect on their 
artifacts’ possible effects in a static (deconstruction) and a dynamic (deferral) per-
spective beyond the desired and intended effect an artifact has, or may have, on an 
application context. They can do so not only right before the de facto introduction of 
an artifact into an application context, but already during a very early stage of the 
design and during intermediate evaluation phases. In turn, the results of their reflec-
tion can serve to improve the artifacts so that unintended side-effects can be mini-
mized. Since the second deconstruction step can specifically yield a multitude of pos-
sible effects, it is not possible to anticipate each possible artifact effect and develop 
countermeasures. Instead, this step can prepare design researchers for organizations’ 
effectively unpredictable reactions when an artifact is introduced. The effective  
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deferral of de facto sustainable artifact effects also has implications for artifact evalu-
ation, as discussed in Section 3.2. 

Artifacts as Grand Narratives. Viewed through a postmodern lens, the current un-
derstanding of artifact utility in DSR as the ‘dependent variable’ constitutes a ration-
alistic and functionalistic construct. In addition, artifacts promising to solve (a class 
of) real-world problems through their application fit all the characteristics of grand 
narratives. They are of a coherent nature, generalized, and disregard the specifics of 
each local application context. Postmodernism is highly critical of such grand narra-
tives and challenges them on a fundamental level.  

Thus, neither design researchers nor future artifact users should expect artifacts to 
be ‘turnkey solutions’ for the problems they want to tackle. Instead, they should antic-
ipate the need to tailor the socio-technical artifact elements to their specific contexts, 
in order to be successful. This is in line with Pandza and Thorpe’s warnings to treat 
DSR outcomes’ introduction into organizations as a trigger for change processes and 
not as an engineering-like application [44]. The context-specific adaption issue is 
already reflected as in the ‘mutability’ and ‘principles of implementation’ aspects in a 
design theory [3], and in proposals to also consider artifact fitness (adaptability to the 
specifics of application contexts) in addition to artifact utility [2].  

Moreover, viewing artifacts as grand narratives emphasizes the importance of par-
ticular aspects of an application context for artifact success and thus points to the 
limitations of generalizing across artifact application cases. This is especially relevant 
when moving from local to mid-range artifacts/design theories or trying to generalize 
as a final step in an action design research project [45]. 

Subjectivity and Artifacts. At first glance, artificial entities – socio-technical arti-
facts – and not people are the center of attention in IS DSR. Therefore, the issues 
concerning subjectivity do not at first seem to be of particular relevance for conduct-
ing IS DSR. However, subjectivity enters DSR in four different ways. First, by defini-
tion, socio-technical artifacts (excluding purely technical IS DSR artifacts) contain a 
social component, which immediately connects socio-technical artifacts to the realm 
of human subjectivity. Second, all artifact users have their own subjective perceptions 
of how and how well an artifact can solve their problems (or may create new ones in 
the process). This relates to the concept of affordances in design research [46], but 
goes one step further. In this postmodern-inspired lens, affordances – as expressions 
of artifact users’ subjectivity – should not be regarded as stable over time. Conse-
quently, neither should (perceived) artifact utility be regarded as stable. Third, when 
postmodernists posit that (textual) language triggers ideas and emotions – and thus 
influences subjectivities; this not only also applies to DSR artifacts, but even leads to 
an extension of the postmodernist perspective. Commonly, DSR artifacts’ specifica-
tions are not limited to textual language, but also employ semi-formal graphical de-
pictions, which may or may not conform to modeling languages such as BPMN or 
UML. In turn, this requires attention to the kinds of ideas and emotions triggered by 
artifact specifications or representations in the different textual and modeling lan-
guages when potential or designated future artifact users view the artifacts. In turn, 
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these ideas and emotions may influence these users’ perceptions of artifact utility. The 
role of design researchers, which is problematized in a separate paragraph below, is a 
fourth source of subjectivity in a DSR context. 

Design science researchers can already draw on the above conclusions during their 
artifacts’ design time to reflect who their artifacts’ audiences are (which arises from 
their artifacts’ social component) and how the artifacts they create influence the dif-
ferent individuals in their audiences. This influence not only comprises the subjective 
perceptions of an artifact’s utility, but also the perceptions of – and, in a second step, 
attitudes towards – an artifact. In sum, design science researchers can therefore use 
this postmodern lens to extend their focus beyond their artifacts, to consider individu-
als whom their artifacts are likely to affect in differentiated ways.  

The Design Science Researcher’s Role. While postmodernist criticism of empirical 
research practices is limited to questioning the role of the researcher as an author, the 
multiple roles design science researchers take during a DSR project require more 
extensive problematization. DSR researchers are first and foremost designers and 
therefore take an intentionally active stance in shaping possible future realities [47]. 
They therefore figuratively and literally construct what is being researched, regardless 
of whether they choose an action design research approach [45], or whether they 
choose to design abstract artifacts that will be instantiated and applied to specific 
application contexts later on. Simultaneously, design science researchers change roles 
during the evaluation phase and seek to become passive observers of artifact effects. 
Design science researchers are thus authors of artifacts, as well as authors of empiri-
cal research accounts. Empirical researchers’ afore-mentioned double representation 
problem is therefore even more multifaceted concerning design science researchers. 
They not only – subjectively – select, interpret, and frame a real-world problem, but 
do the same with their proposed solution – the artifact. Likewise, Stahl [19] also high-
lights that the ethical-political dimension extends to the artifact as well as its evalua-
tion. In addition, creativity’s role in DSR clarifies that different designers come to 
different solutions/artifacts for the same problem and context [48]. Moreover, a pub-
lished artifact only retains an indirect connection to its creators (through formal au-
thorship), but still embodies all the afore-mentioned sources of researcher subjectivi-
ty. When an artifact is instantiated in a new organization, all these subjectivities are 
also applied to this application context, possibly even without its original designer’s 
involvement.  

Therefore, it seems even more imperative for design science researchers than for 
empirical researchers to (self-)reflect on the roles they take and the limitations they 
are responsible for in any DSR effort. The call to seek multiple voices in empirical 
research also applies to design science research in the form of intentionally seeking 
multiple solutions. In this regard, Boland and Collopy provide an illustrative report on 
how an architect working for the star architect Frank Gehry deliberately sought an-
other solution by discarding the first workable solution for a challenging architectural 
problem, starting from scratch [49]. Since writing a DSR publication constitutes de-
coupling an artifact from the persons of its designer(s), covering the afore-mentioned 
issues in the resulting text can raise future artifact users’ awareness of the hidden 
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issues of subjectivity. In addition, DSR projects – especially those concerning socio-
technical artifacts with a potentially high impact on individuals’ lives and society – 
can generally benefit from an intensive reflection on the political and ethical dimen-
sions of artifact design. 

3.2 Implications of Postmodernism for Artifact Evaluation 

This section now applies Alvesson and Sköldberg’s [20] recommendations regarding 
empirical research (see Section 2.6) to artifact evaluation in a DSR context.  

Pluralism as an Artifact Evaluation Principle. Transferring the first principle to 
artifact evaluation leads to the recommendation to deliberately seek multiple voices 
within an affected organization to evaluate artifact utility in practice. During artifact 
evaluation research, it may be convenient to limit interviews, for instance to IT, or 
business executives, or the end-users selected by executives – with the executives 
typically in the role of the gatekeepers. A thorough reflection on the different artifact 
audiences during design time (see above) should yield a comprehensive list of the 
different stakeholders – and thus, relevant voices – that design researchers can cover 
during artifact evaluation. 

Well-Grounded Process of Exclusion. It may not be feasible – especially for socio-
technical artifacts with large-scale impacts on society – to listen to representatives of 
all artifact audience groups during an artifact evaluation cycle. In such cases, the se-
cond principle recommends a conscious selection process of the audiences that re-
searchers exclude from the artifact evaluation process. 

Cautious Interaction with Empirical Material. In addition to the general recom-
mendations by Alvesson and Sköldberg [20] in their third principle for all empirical 
research, there is an additional aspect of particular relevance for artifact evaluation 
research. The application of the deferral part of différance to socio-technical artifacts 
in Section 3.1 highlighted that there may not be any point in time in which artifact 
utility takes its final shape. This implies that any evaluation of artifact utility is likely 
to remain a snapshot in time, and that subsequent later evaluation rounds may well 
yield a different utility evaluation or show additional – positive or negative – side-
effects that only manifest in an organization after the first evaluation. 

Differentiated Role of Theory. As theories form important foundations for both 
artifact design and evaluation [6], the choice of theories constitutes a crucial decision 
for any DSR effort. The choice of different theoretical lenses may lead to different 
solutions and different artifact utility criteria. However, the chasm between explanato-
ry-oriented theories and actionable knowledge has been discussed extensively in DSR 
[50]. Therefore, it is important to keep this chasm in mind when deriving theoretical 
implications and discussing theoretical contributions during artifact evaluation. 

Problematization of Authorship and Language. Since an artifact’s designers usually 
also conduct evaluation in artifact evaluation research, the design researcher’s pronounced 
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role – as discussed in Section 3.1 – gains an additional facet. It is easy to imagine that the 
same biases and frames of mind that influenced artifact design decisions are also likely to 
influence artifact evaluation. In addition, as noted, artifact evaluation research presents 
researchers with the additional obstacle of evaluating their subjectivity – or themselves, to 
a certain extent – as embedded in a particular artifact. While ‘ideal’ researchers would not 
shy away from questioning their previous decisions and would be open to the increased 
potential to learn from a failed artifact application, a research project’s realities could sim-
ultaneously be a powerful force to bias artifact evaluation research towards artifact suc-
cess. Here, the postmodern lens helps raise the awareness of the researchers conducting 
artifact evaluation. Further, textual and modeling languages’ previously discussed roles 
and influences also apply to artifact evaluation research. 

Awareness of Political Aspects of Design Research. Artifact evaluation research 
becomes a political instrument, especially when an artifact has been developed in 
close collaboration with and/or has been funded by powerful persons in the target 
organization. In this context, the challenge of an unbiased evaluation now extends 
from the individual person(s) of the researcher(s) to the joint collective responsible 
(and perhaps even accountable) for an artifact’s design and ultimate success. Artifacts 
are thus more than a mere political statement published as an isolated research finding 
outside an organizational context. Taken further, as soon as seemingly neutral re-
searchers enter an organization in order to design, apply, or evaluate an artifact with 
the potential to influence the organizational context, they instantly become political 
entities. Therefore, ample awareness of this issue can help design researchers to pre-
vent or at least reduce the circumstances of the political setting from compromising 
the artifact evaluation. This should be seen in addition to design research’s other po-
litical aspects, which Stahl [19] has pointed out – as mentioned in the Introduction – 
which should also be the subject of artifact evaluation. 

4 Discussion 

A postmodern perspective such as the one taken up in this paper has rarely been ap-
plied in the IS field and its application to DSR is, to my best knowledge, the first of 
its kind. This paper therefore offers several novel lenses from other research disci-
plines for IS research and IS DSR in particular. At first glance, the ‘unconstructive’ 
nature of the postmodern paradigm does not constitute an attractive proposition for a 
field with a cumulative tradition. However, the in-depth consideration of each post-
modern research stream and extant recommendations for empirical research have 
yielded several novel and, given the nature of postmodern research, surprisingly struc-
tured implications for the design and evaluation of socio-technical artifacts. While 
this appears somewhat ironic, given the nature of postmodern research, irony is an-
other common trait in postmodern research [20]. A further ironic consequence of 
postmodern criticism of the humanistic subject of research and its subsequent advice 
to de-center the human subject from research is the advice that DSR researchers 
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should go beyond a singular artifact focus and should deliberately consider the indi-
viduals whom the artifact are likely to affect as the artifact audiences. 

Some of the implications – such as the importance of adapting artifacts to applica-
tion contexts’ specifics, the necessity for artifacts to keep up with changing environ-
ments, and IS DSR’s political-ethical dimension – have been considered in other DSR 
papers and contexts. However, to my best knowledge, other implications have not yet 
been discussed in the literature. These include the role artifact audiences and artifact 
languages play in the design and evaluation process, design science researchers’ mul-
tifaceted role over the course of a DSR project, the issue of artifacts’ unintended side-
effects, artifact utility’s unstable nature in social contexts, the challenge of seeking 
many voices on artifact effects during artifact evaluation, and the perspective on so-
cio-technical artifacts as grand narratives. While some researchers may, in fact, ad-
dress some or all these issues during their DSR consciously or sub-consciously, the 
lack of comprehensive coverage in the extant literature leaves the extent to which they 
actually address these issues to researchers’ (and their reviewers’) common sense.  

Here, this paper makes another major contribution by turning the ‘unconstructive’ 
nature of postmodern research into constructive implications for DSR. Taking post-
modernism as grounds for reflection, this paper provides multiple perspectives from 
which one can reflect on DSR’s limitations and artifact boundaries. These perspec-
tives for reflection complement researchers’ common sense as well as existing theo-
retical and methodological DSR guidance, and each perspective contributes a distinct 
lens for artifact criticism and the enhancement of particular areas. The reflection pro-
cess allows design researchers to explicate and discuss issues that would otherwise 
stay hidden, would be tackled subconsciously if at all, or would be taken for granted. 
Most factors are induced by or related to the social application context of socio-
technical artifacts. Hence, the reflection processes will probably be more extensive 
and will also have greater effects if artifacts’ social component and the social applica-
tion context affected by the artifacts are large.  

Returning to the architecture example of the Pruitt-Igoe housing complex men-
tioned in the introduction, such a reflection process would not prevent a similar ‘dis-
aster’ with one’s own IS DSR artifacts. Nevertheless, it is conceivable that more unin-
tended side-effects and artifact limitations may be uncovered, taken into account, and 
prevented during the reflection process than without such a structured and thorough 
reflection process. Such reflection should at least mean that one is better prepared for 
negative side-effects during artifact evaluation and can pinpoint possible reasons for 
this failure more easily and in a more structured way.  

5 Conclusion and Outlook 

Overall, this paper provides design researchers and DSR publication readers – and, 
thus, future artifact users – with a number of additional perspectives through which 
they can view and evaluate artifacts, as well as DSR in general. Design researchers 
can draw on these perspectives during the various stages of artifact development, 
instantiation, and evaluation over the entire course of a DSR project, in order to further 
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improve their artifacts. However, owing to space restrictions, this paper only covers 
each perspective in brief. Future research can expand on each of the perspectives and 
can illustrate the benefits of appropriate reflection in the context of past or ongoing 
DSR projects in greater detail. Another direction for future research is, analogous to 
the boundaries of theories, to develop a more coherent artifact boundary concept [21] 
based on the various limitations of artifacts I have pointed out in this paper. This could 
further strengthen the foundations of the fundamental entity artifact in the IS DSR 
meta-discourse. 

References 

1. Gregor, S., Hevner, A.R.: Positioning and Presenting Design Science Research for Maximum 
Impact. MIS Q. 37, 337–A6 (2013) 

2. Gill, G., Hevner, A.R.: A Fitness-Utility Model for Design Science Research. ACM Trans. 
Manag. Inf. Syst. 4, 5:1–5:24 (2013) 

3. Gregor, S., Jones, D.: The Anatomy of a Design Theory. J. Assoc. Inf. Syst. 8, 312–335 
(2007) 

4. Hevner, A., Chatterjee, S.: Design Research in Information Systems: Theory and Practice. 
Springer, New York (2010) 

5. Hevner, A., March, S.T., Park, J., Ram, S.: Design Science in Information Systems  
Research. MIS Q. 28, 75–105 (2004) 

6. Kuechler, W., Vaishnavi, V.: A Framework for Theory Development in Design Science 
Research: Multiple Perspectives. J. Assoc. Inf. Syst. 13, 395–423 (2012) 

7. Peffers, K., Tuunanen, T., Rothenberger, M., Chatterjee, S.: A Design Science Research 
Methodology for Information Systems Research. J. Manag. Inf. Syst. 24, 45–77 (2007) 

8. Vaishnavi, V., Kuechler, W.: Design Science Research Methods and Patterns. Auerbach, 
Boca Raton (2008) 

9. Pries-Heje, J., Baskerville, R., Venable, J.: Strategies for Design Science Research Evalua-
tion. In: Proc. ECIS 2008 Conf. Galway Irel (2008) 

10. Peffers, K., Rothenberger, M., Tuunanen, T., Vaezi, R.: Design science research evalua-
tion. In: Peffers, K., Rothenberger, M., Kuechler, B. (eds.) DESRIST 2012. LNCS, 
vol. 7286, pp. 398–410. Springer, Heidelberg (2012) 

11. Venable, J., Pries-Heje, J., Baskerville, R.: FEDS: A Framework for Evaluation in Design 
Science Research. Eur. J. Inf. Syst. (2014) 

12. Lee, A.S.: Integrating Positivist and Interpretive Approaches to Organizational Research. 
Organ. Sci. 2, 342–365 (1991) 

13. Mingers, J.: Combining IS Research Methods: Towards a Pluralist Methodology. Inf. Syst. 
Res. 12, 240–259 (2001) 

14. Mingers, J.: Real-izing Information Systems: Critical Realism as an Underpin-ning Philos-
ophy for Information Systems. Inf. Organ. 14, 87–103 (2004) 

15. Wynn, D., Williams, C.: Principles for Conducting Critical Realist Case Study Research in 
Information Systems. Manag. Inf. Syst. Q. 36, 787–810 (2012) 

16. Zachariadis, M., Scott, S., Barrett, M.: Methodological Implications of Critical Realism for 
Mixed-Methods Research. MIS Q. 37, 855–879 (2013) 

17. Hirschheim, R., Klein, H.K.: Four paradigms of information systems development. 
Commun ACM 32, 1199–1216 (1989) 



166 A. Drechsler 

18. Venkatesh, V., Brown, S.A., Bala, H.: Bridging the Qualitative-Quantitative Divide: 
Guidelines for Conducting Mixed Method Research in Information Systems. MIS Q. 37, 
21–54 (2013) 

19. Stahl, B.C.: The Ideology of Design: A Critical Appreciation of the Design Science Dis-
course in Information Systems and Wirtschaftsinformatik. In: Becker, J., Krcmar, H., 
Niehaves, B. (eds.) Wissenschaftstheorie und gestaltungsorientierte Wirtschaftsinformatik, 
pp. 111–132. Physica-Verlag HD, , Heidelberg (2009) 

20. Alvesson, M., Sköldberg, K.: Reflexive Methodology - New Vistas for Qualitative Re-
search. Sage, London (2009) 

21. Whetten, D.A.: What constitutes a theoretical contribution? Acad. Manage. Rev. 14, 490–495 
(1989) 

22. Weber, R.: Evaluating and Developing Theories in the Information Systems Discipline. J. 
Assoc. Inf. Syst. 13 (2012) 

23. Chatterjee, S., Price, A.: Healthy Living with Persuasive Technologies: Frame-work,  
Issues, and Challenges. J. Am. Med. Inform. Assoc. JAMIA. 16, 171–178 (2009) 

24. Maccani, G., Donnellan, B., Helfert, M.: Action Design Research in Practice: The Case of 
Smart Cities. In: Tremblay, M.C., VanderMeer, D., Rothenberger, M., Gupta, A., and 
Yoon, V. (eds.) Advancing the Impact of Design Science: Moving from Theory to Prac-
tice, pp. 132–147. Springer International Publishing (2014) 

25. Jencks, C.: The language of post-modern architecture. Academy Editions, London (1987) 
26. Chatterjee, S., Sarker, S., Fuller, M.: Ethical Information Systems Development: A 

Baumanian Postmodernist Perspective. J. Assoc. Inf. Syst. 10, 787–815 (2009) 
27. Kreps, D.: My social networking profile: copy, resemblance, or simulacrum? A poststruc-

turalist interpretation of social information systems. Eur. J. Inf. Syst. 19, 104–115 (2010) 
28. Kroeze, J.H.: Interpretivism in Information Systems: A Postmodern Epistemology?, 

http://sprouts.aisnet.org/11-171/ 
29. Krupnick, M.: Introduction. In: Krupnick, M. (ed.) Displacement: Derrida and after.  

Indiana University Press, Bloomington (1983) 
30. Derrida, J.: Writing and difference. University of Chicago Press, Chicago (1978) 
31. Derrida, J.: Margins of philosophy. University of Chicago Press, Chicago (1982) 
32. Lyotard, J.-F.: The Postmodern Condition: A Report on Knowledge. University Of  

Minnesota Press, Minneapolis (1984) 
33. Feyerabend, P.: Against method: outline of an anarchistic theory of knowledge. New Left 

Books, London (1975) 
34. Weedon, C.: Feminist practice and poststructuralist theory. B. Blackwell, Oxford (1987) 
35. Foucault, M.: Power/knowledge: selected interviews and other writings, pp. 1972–1977. 

Pantheon Books, New York (1980) 
36. Collinson, D.L.: Identities and Insecurities: Selves at Work. Organization 10, 527–547 

(2003) 
37. Willmott, H.: Bringing agency (back) into organizational analysis: responding to the crisis 

of (post)modernity. Postmodernism and organizations, pp. 114–131. SAGE Publications, 
London (1993) 

38. Brown, R.H.: Rhetoric, textuality, and the postmodern turn in sociological theory. Sociol. 
Theory 8, 188–197 (1990) 

39. Rosenau, P.V.: Post-modernism and the social sciences: insights, inroads, and intrusions. 
Princeton University Press, Princeton (1992) 

40. Sköldberg, K.: The poetic logic of administration: styles and changes of style in the art of 
organizing. Routledge, London (2002) 



 A Postmodern Perspective on Socio-technical Design Science Research 167 

41. Richardson, J.: Writing: a method of inquiry. In: Denzin, N.K., Lincoln, Y.S. (eds.) Hand-
book of Qualitative Research. Sage Publications, Thousand Oaks (2000) 

42. Linstead, S.: From Postmodern Anthropology to Deconstructive Ethnography. Hum. 
Relat. 46, 97–120 (1993) 

43. Peltzman, S.: The effects of automobile safety regulation. J. Polit. Econ., 677–725 (1975) 
44. Pandza, K., Thorpe, R.: Management as Design, but What Kind of Design? An Appraisal 

of the Design Science Analogy for Management. Br. J. Manag. 21, 171–186 (2010) 
45. Sein, M., Henfridsson, O., Purao, S., Rossi, M., Lindgren, R.: Action Design Research. 

MIS Q. 35, 17–56 (2011) 
46. Seidel, S., Recker, J., Vom Brocke, J.: Sensemaking and sustainable practicing: functional 

affordances of information systems in green transformations. Mis Q. 37, 1275–1299 
(2013) 

47. Frank, U.: Die Konstruktion möglicher Welten als Chance und Herausforderung der 
Wirtschaftsinformatik. In: Becker, J., Krcmar, H., Niehaves, B. (eds.) 
Wissenschaftstheorie und gestaltungsorientierte Wirtschaftsinformatik, pp. 161–173. 
Physica-Verlag HD, Heidelberg (2009) 

48. Hevner, A.R., Webb Collins, R., Davis, C., Gill, T.G.: A NeuroDesign Model for IS  
Research. Informing Sci. 17 (2014) 

49. Boland, R., Collopy, F.: Managing as designing. Stanford University Press (2004) 
50. Bunge, M.: Scientific Research II: The Search for Truth. Springer, Berlin (1967) 



© Springer International Publishing Switzerland 2015 
B. Donnellan et al. (Eds.): DESRIST 2015, LNCS 9073, pp. 168–180, 2015. 
DOI: 10.1007/978-3-319-18714-3_11 

Agile Design Science Research 

Kieran Conboy1, Rob Gleasure2, and Eoin Cullina1() 

1Lero, Business Information Systems, National University of Ireland, Galway, Ireland 
{kieran.conboy,e.cullina2}@nuigalway.ie 

2Department of Accounting, Finance and Information Systems, University College Cork, 
Corcaigh, Ireland 

r.gleasure@ucc.ie 

Abstract. As design science has matured, prescriptive frameworks and best 
practices have been advanced to assist researchers and lay out the academic 
standards for the paradigm. We argue that the problem-solving model underly-
ing much of this progress has limited the ability of researchers to produce crea-
tive artefacts. To address this, we propose an amended Agile Design Science 
Research Methodology (ADSRM). ADSRM draws upon breakthroughs made 
in industry by those adopting ‘agile’ perspectives on IT development. This agile 
perspective balances procedural rigour with the need to consider empirically-
driven problem/solution coevolution, allowing development to hone in on the 
most meaningful and unanticipated of problems. ADSRM proposes amend-
ments to several existing DSR best practices, as well as two entirely new com-
ponents to be modelled in the design process, namely a problem backlog and a 
hardening sprint. The value of these additions is illustrated in two exemplar 
cases. 

Keywords: Design science · Agile · Software development 

1 Introduction 

The need for design-oriented research within the Information Systems (IS) discipline 
has been discussed at length in recent decades e.g. [1-3]. The resulting calls to action 
have been positioned as design theory [4, 5], engaged scholarship [6], action/action-
design research [7], and most commonly, under the umbrella term of design science 
research (DSR) [8, 9]. The motivations for DSR are two-part. Firstly, the type of 
knowledge that is required for design is often distinct from the explanation-based 
knowledge generated by traditional research [10], meaning design knowledge may 
remain at the level of a ‘craft’ without more deliberate theoretical analysis [11]. Sec-
ondly, by becoming more actively involved in the design of innovative artefacts, re-
searchers can engage problems closer to the vanguard of industrial practice [12, 13].  

Despite these motivations, recent work [14] suggests that while many DSR studies 
focus on ‘improvement’ (new solutions to old problems) and ‘exaptation’ (old solu-
tions to new problems), few focus on ‘invention’ (new solutions to new problems). 
This failure has been attributed to difficulties in balancing traditional standards  
of academic rigour against the practicalities of real-world development [15]. Such 
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difficulties have resulted in several high-level process models to guide development 
and design theorizing, e.g. [7, 8]. Yet the desire to impose rigid a priori idealized 
structures on design risks stifling creativity and encouraging incremental, rather than 
exploratory design [16-18]. 

These issues are not restricted to scholarly pursuits. Industrial IT development pro-
jects have also historically struggled to balance creativity and formal structure, as 
academic pressures are replaced by managerial and regulatory demands [19, 20]. One 
of the most successful solutions to this problem for industrial practitioners is that of 
agile development, in which design practices react and adjust to changing user re-
quirements while maintaining more dynamic structures for managing resources and 
software quality [21-24]. Thus, in the spirit of learning from industry, the objective of 
this study is to apply the principles of agile software development to DSR to create an 
adaptive and responsive design process capable of inventive IT artefact development. 

The remainder of the paper is structured as follows. In the following section we 
explore the theoretical foundations of DSR, particularly the concept of design-as-
problem-solving that has informed much of design-oriented IS research. We then 
discuss existing research on agile software development, identify key principles, and 
use these principles to inform a revised DSR process that extends the design process 
model proposed by [8]. This revised DSR process is illustrated in two exemplary 
cases, validating the potential of the approach for further development. Finally, the 
conclusions of the study are presented and future research directions are laid out. 

2 Design Science Research and Design as Problem-Solving 

In practical terms, DSR approaches may be considered as Strategy 1 and Strategy 2, 
which are differentiated according to their deductive or inductive/abductive focus 
(though both strategies rely on each of the various reasoning types to some extent) 
c.f.[25]. Strategy 1 DSR approaches a design problem at an abstract and generalizable 
level, relying heavily on deductive reasoning. Strategy 2 DSR approaches design at a 
pragmatic level at an instance-level, whereby the abstract implications of the solution 
for the class of problems are considered reflectively through a process of inductive 
and abductive reasoning. Yet a third perspective on design also exists in which design 
is seen not as sequence of problem definition and solution, but rather as a bricolage-
like exploration of evolving problem/solution pairings [26-28]. This idea has been 
illustrated using the metaphor from genetics research of ‘survival of the fittest’ [29], 
where (i) design solutions compete within the solution space according to pressures 
exerted from the design problem space (ii) design problems within the problem space 
compete according to selection pressures from the solution space. From this process 
of competition, stable problem/solution pairs begin to emerge through a mechanism 
of focus and fitness until a survivable pair emerges. This model was explored further 
by [30], who not only observed support for its descriptive accuracy, but also noted 
greater creativity among individual designers who maintained greater flexibility over 
their initial problem space. This flexibility meant new requirements could be discov-
ered, so increasing competition in the problem space and accelerating the coevolution 
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of problems and solutions. Such coevolution receives little attention in existing mod-
els of DSR and this failure to actively consider and document this process of change 
presents a significant limitation for two reasons. Firstly, valuable design knowledge is 
not captured in the discipline’s shared knowledge base. Secondly and perhaps most 
importantly, prescriptive DSR frameworks that do support problem/solution coevolu-
tion may be actively discouraging an important aspect of creativity in design.  

3 Agility in IT Development 

The concept of agile IS development was formalised in the Agile Manifesto [31]. 
This manifesto rejected the highly-formalised software development methods com-
mon at the time for faster, user-centric, and more dynamic methods. Among other 
things, this meant early and continuous delivery of software, regular reflection, and 
actively seeking and welcoming changes in requirements, even late in development.  
A variety of agile methods subsequently emerged including extreme programming 
(XP), feature-driven development, scrum, and adaptive software development, to 
name a few (c.f. [32-34]). These methods were employed with success across a range 
of domains [32] even extending to heavily regulated environments such as biomedical 
software development (e.g. [35]), healthcare e.g.[36], and regulatory compliance 
software[37].  

The methods referred to collectively as agile can vary according to values, prac-
tices, tools, and metrics [38]. However, an extensive review and synthesis of agile 
literature [22] suggested to be reasonably considered agile, an IS development com-
ponent must meet three conditions.  

The first condition requires that the IS development component must not detract 
from any of the following (a) perceived economy (b) perceived quality (c) perceived 
simplicity. Perceived economy describes the importance of the problem being solved, 
perceived quality describes the usefulness of the solution in solving that problem, and 
perceived simplicity describes the efficiency with which the solution solves the prob-
lem. Viewed in coevolutionary terms, this condition relates to the stability of the 
problem/solution pairing, as it ensures both the problem and solution are relevant and 
well aligned. The second condition requires that the IS development component must 
contribute towards one or more of the following: (i) creation of change (ii) proactiva-
tion in advance of change (iii) reaction to change (iv) learning from change. This 
condition captures the evolution and mutation of possibilities within the problem and 
solution space. The third condition requires that the IS development component must 
be continually ready i.e. minimal time and cost to prepare the component for use. This 
ensures that seemingly stable problem/solution pairs continue to suffer empirically-
driven selection pressures capable of upsetting artificial equilibria.  

This perspective explains some portion of the success of agile methods. Unlike 
traditional ‘waterfall’ IS development methods in which solutions are contrasted 
against a fixed problem, agile methods allow both problems and solutions to adapt 
and evolve. This enables greater flexibility and responsiveness in design, therefore 
more useful IS components. Like traditional waterfall models of industrial design, 
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leading models of DSR also lack a dynamic coevolutionary view of design. Thus, just 
as industrial agile methods have enabled more inventive software development, so the 
application of an agile perspective to DSR may serve to increase the proportion of 
inventive IT artefacts. 

4 Theoretical Model 

The aim of the research herein is to develop an agile adapted version of the DSRM 
framework [8]. DSRM is selected both because it is established within the commu-
nity, because it compartmentalises design in a way that lends to both atomic and high-
level design, and because it is relatively prescriptive as regards the design process. 
These characteristics make it ideally suited to both represent existing DSR practice as 
well as to relate findings back to the broader DSR paradigm. The extended model 
(referred to hereafter as ADSRM) is outlined in the diagram presented in Fig.1. The 
following sections will present a brief overview of existing practices outlined by 
DSRM, which are then critiqued and amended to better facilitate agility.  

4.1 Problem Identification and Motivation 

The problem identification and motivation sub-process is the first step to be carried 
out in the design process once a project has been initiated (this initiation occurs either 
through ‘problem-centred initiation’ in which little is known about a design problem; 
‘objective-centred initiation’ in which little is known about how an objective of a 
solution impacts on a problem; ‘design/development centred initiation’ in which little 
is known about how to create a design feature, and; ‘client/context initiated’ in which 
an industry partner invites collaboration). Problem identification and motivation per-
forms two important functions in DSRM. Firstly, the problem defined at the outset of 
the study is used to guide development of subsequent design components, so bound-
ing and directing design activities [4, 11]. Secondly, the defined problem is used to 
ensure industrial relevance by linking to blind spots in both the practitioner and aca-
demic knowledge base [13].  

In practice the customer can start from a position of not knowing what they want. 
Further, scenarios exist whereby the customer cannot know desired software capabili-
ties until an initial version or prototype has been prepared to make concepts and asso-
ciated issues tangible. To better capture this, two changes are proposed for ADSRM. 
Firstly, a new component is added in the form of a problem backlog. This component 
represents the broader problem space from which individual problems can be identi-
fied and motivated. Secondly, feedback from the latter stages is modelled to this  
problem backlog, representing the ability of any such stage to provoke insights re-
garding the problem space.  
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Fig. 1. Agile Design Science Research Model (ADSRM)  

4.2 Define Objectives of a Solution 

The next DSRM sub-process requires the definition of the objectives of a solution. 
These objectives define the characteristics of a solution that will address the defined 
design problem. In some studies this may be so sophisticated as to take the form of a 
separate embedded layer of causal explanatory theory, while in others it may be 
loosely formed or implicit [39]. These have been described as ‘general components’ 
of a solution, which break down a system in a way that lends itself to design [40]. 

Agility not only focuses on specific high level objectives but also breaks solution 
requirements into lower level ‘digestible’ user stories [41]. An Iteration Plan and sub-
sequent solution is achieved “where through the communication among team ele-
ments and sequential iterations the problem is divided into sub-problems” [42] p.8. 
This allows objectives and sub-objectives to be identified that are somewhat stable, 
while still leaving space for objectives to emerge to the more uncertain, turbulent 
objectives. This gradation reduces resistance for vague but potentially competitive 
new problems and solutions. Consequently ADSRM is amended to consider (i) a 
high-level overall objective and (ii) lower-level sub-objectives of varying priorities 
and granularities. 

4.3 Design and Development 

The design and development sub-process creates the IT artefact comprising the key 
contribution of the study. Such artefacts may take different forms, e.g. constructs, 
models, instantiations [2], technological rules [43], and principles of implementation 
[11]. These prescriptive artefacts are ultimately functional and their justification stems 
from the problem and objectives identified earlier.  

Agile methods expand on such a perspective by demanding mindfulness of non-
functional requirements, such as reliability, testability, security and usability [44]. 
This allows quality-focused constraints to be implemented within the context of the 
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project. Active user involvement throughout design iterations facilitates this mindful-
ness. In particular where use cases can identify anomalies not otherwise outlined in 
initial requirements[45] meaning solutions may be viewed holistically, rather than 
solely through the lens of a defined problem. Thus ADSRM is amended to explicitly 
consider non-functional requirements, e.g. through the addition of use cases during 
the design and development.  

4.4 Demonstration 

The demonstration sub-process identifies a suitable instance of the problem to solve 
using the proposed design, either by experimentation, simulation, case study, proof, or 
some other means. This sub-process translates reusable and abstract elements of the 
problem and solution into specific operational contexts, which allows theoretically 
situated elements of design greater ‘empirical grounding’ [46]. Further, providing 
examples of design prescriptions makes their intent more lucid and minimises the 
potential for misapplication [47]. Put differently, the demonstration acts an ‘exposi-
tion’ not only that a design can be implemented but also how it can be implemented 
[11]. Agile principles go one step further in that, not only must demonstration show 
that a design can be implemented and how this can take place, but some actual im-
plementation must be produced. Such a strategy ensures there are no gaps between 
perception of validity and reality from the point of conception. This acts to test the 
stability of a problem/solution pair early, rather than allowing it to proceed unchal-
lenged. Thus, ADSRM prescribes that early and frequent implementation should be 
considered for all design concepts (not just finished artefacts).  

4.5 Evaluation 

The evaluation sub-process determines how the proposed solution addresses or fails 
to address the defined problem. This corresponds roughly to the theory-testing com-
ponent of traditional descriptive or explanatory research, though the emphasis is on 
the utility of the design, rather than its truthfulness [1, 2]. Evaluation can take place in 
‘artificial’ settings, wherein variables can be controlled and participants are at low 
risk, and/or ‘naturalistic’ settings within real-world working environments, wherein 
embedded socio-technical effects and more diverse stakeholders can be observed [48, 
49]. DSRM models this sub-process as feeding insights back to the sub-processes 
attempting to define objectives of a solution, as well as the design and development.  

Agile views of evaluation differ in several ways.  Firstly, there are ‘light’ evalua-
tion methodologies and metrics such as lean start up [50], which are less onerous and 
resource or time consuming, allowing more iterative and dynamic evaluation to take 
place. Secondly, many agile methods use instantaneous and automated testing to 
evaluate changes at a component-level [51, 52]. Thirdly, more recent research on 
agile evaluation advocates evaluation of not just an artefact but the agility afforded by 
the artefact (and the agility afforded by the process that creates it [22]). These prac-
tices increase the empirical selection pressure on problem/solution pairings, thus are 
also considered in ADSRM.  
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4.6 Communication 

The communication sub-process represents the final stage of a DSR project, in which 
findings are shared with relevant audiences via publication, both scholarly and profes-
sional. Such dialogue with both scholars and professionals is vital if DSR is to prop-
erly integrate into the knowledge ecosystem [13]. To harness valuable feedback from 
audiences during communication, DSRM models this as informing ongoing efforts 
to define objectives of a solution and design and development. 

Communication is central to agile practice [53] and notable points of relevance ex-
ist to be applied to DSR. Firstly, agile methods place increased emphasis on commu-
nication within the team, as opposed to the externally-facing view described in 
DSRM. Secondly, agile communication is a continuous and parallel process, whereas 
DSR is often communicated via more punctuated publication and distribution of find-
ings. Thirdly, agile communication emphasizes the diversity of communication meth-
ods and interactions. Working papers, continuous seminars and live working artefacts 
all form part of additional communication methods used by Agile teams in achieving 
greater communication frequency and reach. These qualities allow agile communica-
tion a continuous flow of information that further resists artificial equilibria. Thus 
ADSRM is amended to consider the communication of findings frequently inside and 
outside the research team, and the utilisation of a range of outlets early in develop-
ment, e.g. standup meetings, industry workshops, and working papers.    

4.7 Balancing Agility and Rigour – ‘Hardening Sprint’ 

DSR places significant emphasis on the rigor of the design process to differentiate 
itself from practice and ensure the reliability of findings [13, 49]. While we do not 
believe that the agility-based amendments to DSR practices presented in the previous 
section automatically detract from rigour, there are opportunities for this to happen. 
This is problematic, as doing so threatens to force a greater burden of rigor from the 
design process to the evaluation of the artefact, which may lead to less cutting-edge 
research [12]. Fortunately, the challenge of introducing agility without compromising 
procedural rigor has been explored and addressed in practice, e.g. in heavily regulated 
industries with high demands of transparency, documentation, and accountability 
during development [37]. Essentially a ‘hardening’ sprint is added every few itera-
tions, with the goal of enhancing rigour that may be lacking during regular sprints. 
The frequency of these hardening sprints is very much context-based and dependent 
on the rigour or perceived lack thereof.  

This concept of a hardening sprint is applied to ADSRM as an additional design 
component, although any DSR team should consider the full scope of the design 
process in this regard. This hardening sprint is based using several key mechanisms 
(1) Freeze the Problem. While the ability to deal with change afforded by agility is 
certainly in today’s complex design environments, a level of rigour can be applied to 
a phase where no turbulence, dynamism or improvisation is allowed. If one thinks of 
trying to hit a continually moving target, a moment in time where the target is still can 
be a very valuable asset. (2) Freeze the Process. Agility encourages improvisation, 
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underpinned by the ‘people over process’ principle of the Agile Manifesto. The con-
cern from a rigor and regulatory point of view is that to be confident of rigour there 
are times when process must be valued over people. Again a single sprint that requires 
extra careful adherence to procedure, compliance checks and an absence of improvi-
sation can be valuable in ensuring and maintaining rigour. (3) Add to the process.  
A third option to enhance rigour in this extra sprint is to add additional rigour-driven 
parts to the process. An obvious example of this would be to add extra measures or 
change the existing measures when conducting the evaluation phase. 

5 Application of the Model 

This section presents two DSR exemplars that demonstrate the need for an agile 
model that captures problem/solution co-evolution. The focus of these exemplars is 
the power of the two additional ADSRM components, a problem backlog and a hard-
ening sprint.     

Exemplar 1: The Value of a Problem Backlog.  
The first project took place within a large US-based IT company offering cloud-based 
software and services to more than 500,000 customers worldwide and operating in 
more than 50 countries. This project was situated in one site in North-West Europe 
with over 700 employees. Technical support personnel in this location were creating 
semi-structured log files for each customer support request, detailing the nature of the 
query, customers’ hardware and software configurations, and solutions offered. Man-
agement knew big data/predictive analytics techniques could be applied to log files to 
produce valuable insights, however they had no single defined ‘problem’ to be solved. 
Rather, they understood they had capabilities not currently being exploited. This di-
lemma is common for big data/predictive analytics projects, as the types of value that 
emerge are hidden until interesting correlations and patterns have been identified. 
Limited existing research was found to offer assistance with this scenario, so a DSR 
project was initiated.  

One problem visible from the outset was to identify hardware and software con-
figurations that occurred frequently in log files reporting errors. This problem ap-
peared manageable and had limited institutional barriers to change, so became the 
focus of the first design iteration. A Hadoop MapReduce-based implementation iden-
tified correlations be-tween several problematic components that had previously gone 
unnoticed or unreported. The tangibility provided by this development fed engage-
ment in the initiative across organisational and managerial functions, which resulted 
in the identification of new opportunities for its extension. The VP of Global Techni-
cal Support commented that the project “convinced me that this is what it’s all about. 
There are algorithms and methodologies out there to decipher the huge amounts of 
data we have”. An increasingly significant problem backlog began to emerge, includ-
ing opportunities to pre-empt issues, reduce support re-quests and increase customer 
satisfaction. 



176 K. Conboy et al. 

This case illustrates how problem/solution coevolution can be driven by the solu-
tion-space, rather than problem-space. The interesting element of the case (and so the 
focus of theorising) was the search for problems that could produce stable prob-
lem/solution pairs where the solution was comparatively fixed. A design method 
emerged that pre-scribed finding problems that were technically manageable and 
lacking socio-political complexity, so enabling progressively more substantial prob-
lems could be integrated into the problem backlog. A traditional problem-driven DSR 
model applied deductively would have over-looked this opportunity, due to the lack 
of a defined problem at the outset. A traditional DSR model applied induc-
tively/abductively would suggest the project was routine, obscuring and even discour-
aging re-flection upon the theoretically rich search of the problem-space.  

Exemplar 2: The Value of a Hardening Sprint.  
The second project took place within the early stages of a start-up company looking to 
develop a mobile application to assist home carers in managing general wellness. 
Existing research and a founder’s personal experience providing home care indicated 
that carers were struggling to record and monitor specific health-related details, so 
inhibiting the timely introduction of medical interventions. This appeared to be be-
cause carers may not detect health deteriorations early enough to seek professional 
medical assistance. Further, when specific health deteriorations are reported, medical 
professionals have limited basis upon which to determine the origins, frequency, time-
line, and so their trajectory. The lack of existing solutions allowing home carers to 
measure and track health-related details meant a DSR project was initiated. However, 
the fuzziness of the problem suggested several exploratory iterations would be needed 
before this problem could be defined clearly enough to allow more rigorous hardening 
to take place.  

The first iteration of design assimilated existing survey-based measures of health 
into a crude mobile-friendly web interface. This interface was presented to the foun-
der, who leveraged personal experience to act as product owner. The founder noted 
that the time required to fill out extensive surveys made the application impractical. 
The second iteration was more robust and focused on the speed and intuitive-ness of 
user interactions. Mechanics were implemented to shorten surveys and provide visual 
summaries and the maturing application was discussed with focus groups of carers. 
These carers reported that much of the problem lay in tracking wellness alongside 
specific interventions to better gauge their efficacy. Growing confidence led to a con-
firmatory hardening sprint in which new features were added and the application was 
released for beta-testing. Feedback from users supported the utility of the application, 
with several users initiating medical interventions to address areas of concern that had 
previously gone unnoticed.  

This project illustrates the value of empirically-driven and evolving problem/solution 
spaces as enabled by progressively hardening design iterations. This resulted in a novel 
instantiation that modelled the role of carers as not only tracking health, but also proac-
tively identifying, implementing and evaluating interventions independent of input from 
medical professionals. A traditional problem-driven DSR model applied deductively 
would have solved a problem that, though logically justifiable based on early research, 
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was out of sync with actual practical needs. A traditional model applied induc-
tively/abductively would have glossed over or omitted the initial positioning of the 
study and the rationale for problem redefinition. This would have isolated the project 
from existing research, making it difficult to relate and assimilate findings. It may have 
also resulted in emerging insights being misrepresented as known a priori design pa-
rameters, so focusing attention away from the most fundamental and interesting findings 
surrounding the proactivity and medical autonomy of carers. ADSRM allowed the prob-
lem and solution to gravitate towards the most stable pair, before latter more rigorous 
iterations ensured the validity of the final artefact.  

6 Discussion and Conclusion 

This study expands upon the view of DSR as problem-solving, in which problems are 
viewed as a priori inputs to the design process. This is contrasted with alternative 
perspectives from other disciplines, wherein the problem space is seen as emerging 
and evolving in tandem with the solution space. To better capture this emergence and 
evolution of problems, an agile perspective is adopted on the leading DSR process 
model, DSRM. A revised version is presented (ADSRM), as well as exemplars dem-
onstrating the practical value of key amendments.  

The first contribution of this study is a fundamental epistemological shift for DSR 
which encourages an agile approach to problem identification. We are aware that 
some researchers will argue such exploration already often occurs outside of the 
documented research process. However the explication and integration of this element 
of design into DSR allows for greater rigour and knowledge accumulation in how it is 
conducted, analysed, and reported. Moreover, it creates a more detailed and lucid 
understanding of the act of design for researchers.  

The second contribution is the ADSRM model itself. In addition to amendments to 
existing practices, ADSRM offers two additional components in the form of a prob-
lem backlog and a hardening sprint. These additions draw upon tried and tested indus-
trial practices that successfully balance exploration and procedural rigor during the 
design process. Further, the assimilation of such practices into an established model 
of DSR ensures changes come at minimal expense in terms of the progress already 
made to identify DSR best practices.    

The third contribution is the increased potential for radical and innovative DSR in 
the future. The ability to reframe a problem has been positioned as a key dimension 
for creativity, vital for allowing for empirically-driven expansion of the parameters 
for design. ADSRM (and the agile philosophy that underlies it) gives researchers 
license to do this without compromising their academic standards, nor their ability to 
position their work against existing literature. 
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Abstract. Directed links in social media could represent anything from intimate 
friendships to common interests. Such directed links determine the flow of in-
formation and hence indicate a user’s influence on others—a concept that plays 
a vital role in sociology and viral marketing. Identifying influencers is an im-
portant step towards understanding how information spreads within a network. 
Social networks follow a power-law degree distribution of nodes, with a few 
hub nodes and a long tail of peripheral nodes. This paper proposes a novel visu-
al framework to analyze, explore and interact with Twitter ‘Who Follows Who’ 
relationships, by browsing the friends’ network to identify the key influencers 
based upon the actual influence of the content they share. We have developed 
NavigTweet, a novel visualization tool for the influence-based exploration of 
Twitter network. The core concept of the proposed approach is to identify in-
fluencers by browsing through a user’s friends’ network. Then, a power-law 
based modified force-directed method is applied to clearly display the graph in 
a multi-layered and multi-clustered way. To gather some insight into the user 
experience with the pilot release of NavigTweet, we have conducted a qualita-
tive pilot user study. We report on the study and its results, with initial pilot re-
lease. 

Keywords: Social Media Influencers · Social Media Influence · Twitter Analyt-
ics · Graph Visualization 

1 Introduction 

The social media literature makes a distinction between influencers and influence. 
Influencers are prominent social media users with a broad audience. For example, 
social users with a high number of followers and retweets on Twitter, or a multitude 
of friends on Facebook, or a broad connections on LinkedIn. The term influence re-
fers to the social impact of the content shared by social media users. If social media 
users seem to be interested in something, they normally show it by participating in the 
conversation with a variety of mechanisms, mostly by sharing the content that they 
have liked. (Anholt 2006; Myers & Leskovec 2014) has noted that a content that has 
an impact on a user's mind is usually shared. Influencers are prominent social media 
users, but we cannot be certain that the their shared content has influence, as dis-
cussed by (Benevenuto et al. 2010). 
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Social media have become pervasive and ubiquitous. There is a growing need for 
information visualization, which has recently become a popular subject of research 
(Fan & Gordon 2014; Klotz et al. 2014; Myers & Leskovec 2014). In general, infor-
mation visualization aims at showing information in an easy, user-friendly and graph-
ical way. However visualizing information properly is not trivial and becomes of 
challenge when the focus is social networks, such as Twitter. Twitter has been defined 
by many researches as the key role player of the change on how information dissemi-
nation is accomplished. Its influence on information dissemination has led to research 
exploring on how this is achieved. According to (Kwak et al. 2011) the unicity of 
direction in twitter connection provides the key driver of information dissemination 
via word of mouth (WoM) in retweets.  

The ultimate goal of our research is to provide a novel visual framework to ana-
lyze, explore and interact with Twitter ‘Who Follows Who’ relationships, by brows-
ing the friends’ network to identify the key influencers upon the actual influence of 
the content they share. In this paper, we exploit a modified power-law based force-
directed algorithm (Hussain et al. 2014) to clearly display the Twitter network graph 
in a multi-layered and multi-clustered way. NavigTweet aims to provide a visual in-
terface to interact and explore the Twitter network. It helps to identify the key players 
or prominent Twitter users among Twitter browsed network based upon actual con-
tent they share and provides opportunity to follow them directly through application 
interface. The top-influencers are identified by both user-level (e.g. number of fol-
lowers, number of tweets, etc.) and content-based (number of hashtags, number of 
URLs, etc.) influential parameters. The user can explore its own network and FOAF 
network in order to find out interesting people in the network and can directly follow 
or unfollow through application interface. The intended audience is people who want 
to find interesting information regarding their social network and empower them to 
enlarge their social network by providing interesting people to follow. The intended 
audience may find influencers among their own and as well as FOAF networks 
through a visual interface and can traverse the graph through visual interface to fur-
ther explore networks at any depth level, to find out more influencers. 

As part of this research, we have developed NavigTweet (Hussain 2015), a visual 
tool for the influence-based exploration of Twitter friends’ network. It helps to identi-
fy the key players, and follow them directly through the NavigTweet. The user can 
explore its own Friend-of-a-Friend (FOAF) network in order to find interesting people 
to be followed. The top-influencers are identified by both user-level (e.g. number of 
followers, number of tweets, etc.) and content-based (number of hashtags, number of 
URLs, etc.) parameters, thoroughly described in Section 3. Based upon these parame-
ters, the tool adopts the Analytical Hierarchy Process (AHP) technique, to rank Twit-
ter users, as our NavigTweet user explores his/her FOAF network. The NavigTweet 
users can find influencers within their friends’ network through a visual interface and 
iteratively explore FOAF network to find more influencers. To gather a preliminary 
feedback on the NavigTweet user experience with a pilot release of NavigTweet, we 
have conducted a survey targeting reference group of academic experts in the social 
media domain who have been asked to use the application in real time environment. 
This paper presents the results of Table 4 questionnaire collected through the survey.  
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The remainder of this paper is structured as follows. Section 2 discusses influence 
and influencers in social media, and provides insights about Twitter analytics and 
visualization tools. Section 3 presents our methodology. Section 4 discusses imple-
mentation aspects of NavigTweet. Section 5 presents the evaluation framework with 
pilot study and results. Conclusions are drawn in Section 5. 

2 State of the Art 

In this section, we will discuss about the concept of influencers and influence in social 
media. We also discuss insights about Twitter analytics and visualization tools. 

2.1 Influencers and Influence in Social Networks 

Traditionally, the literature characterizes a social media user as an influencer on the 
basis of structural properties. Centrality metrics are the most widely considered pa-
rameters for the structural evaluation of a user’s social network. The centrality of a 
concept has been defined as the significance of an individual within a network (Fan & 
Gordon 2014). A node that is directly connected to a high number of other nodes is 
obviously central to the network and likely to play an important role (Barbagallo et al. 
2012). In addition to degree centrality, the literature also shows other structural met-
rics for the identification of influencers in social networks. (Leavitt et al. 2009) pre-
sented an approach where users were identified as influencers based on their total 
number of retweets. 

Several research works have addressed the need for considering content-based met-
rics of influence (Bigonha et al. 2012). Content metrics such as the number of men-
tions, URLs, or hashtags have been proved to increase the probability of retweeting 
(Bakshy et al. 2011). Twitter has been the most common dataset for researches on 
user influence. For example, (Chang 2014) and (Kwak et al. 2010) measure the influ-
ence of Twitter users based on the sheer number of retweets spawned from the users’ 
tweets. Recently, (Wu et al. 2011) have studied the elite users who control a signifi-
cant portion of the production, flow, and consumption of information in the Twitter 
network. In (Wu et al. 2011) a top-down approach is used by identifying top users 
based on how frequently these appear in user-generated lists. 

2.2 Twitter Analytics and Visualization Tools 

Twitter analytics tools generally aim at finding, analyzing and then optimizing a per-
son’s social growth. For example, Twitonomy (Twitonomy.com 2014) is an inde-
pendent website, unaffiliated with Twitter that allows users to search for the Twitter 
history of accounts by entering a Twitter handle into a search box. Similarly, 
Followerwonk (Followerwonk.com 2014) is a web application which helps a user 
explore and grow his social graph. As discussed in (Klout.com 2014), Klout is a 
system-generated tool for measuring influence; in other words it is a potential rating 
system that can be used as a measure of credibility. A user’s Klout score is measured 
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based on three components: true reach (how many people a user influences), amplifica-
tion (how much the user influences them), and network impact (the influence of the 
user’s network) (about Klout.com, 2012). Klout scores have a range of 1–100, with a 
higher score indicating a higher level of influence. (Kilpatrick 2015) discusses addition-
al analytics tools including The Archivist, SocialBro, Twenty Feet, 
TweetStats, Twitter Counter, Tweetstats, and TweepsMaps. 

The literature on social network visualization tools indicate that there exist only a 
few visualization tools. (Kilpatrick 2015; Kujawski 2014) reviews existing tools, 
including TouchGraph, MentionMap, and Hashtagify. TouchGraph is a 
real-time web application which provides a cluster visualization of a user’s Facebook 
network. It provides information for each friend and group of friends. The groups are 
clustered in different colors, but the representation is not friendly and a user cannot 
navigate or browse the network of other friends. Similarly, MentionMap provides a 
neat and interactive visualization, although sometimes it is hard to navigate due to 
ambiguous and cluttered graph layout, as shown in Figure 1 (a). It tends to discover 
the people who are more active in Twitter and the terms that they are talking about. 
The maximum depth of the graph is 2-level, as when a user browses another user’s 
network, his/her own network disappears from visualization. Finally, Hashtagify 
allows a user to visualize a network based on a Twitter hashtag. Although the layout 
is not cluttered as compared to MentionMap, the tool does not allow the visualiza-
tion of user’s friends or followers. 

 

 

Fig. 1. Twitter visualization tools 

3 Design and Methodology 

This section presents the network exploration approach and algorithms that are em-
bedded in NavigTweet. First, we discuss the graph drawing algorithm that draws a 
Twitter network graph in an aesthetically pleasant and understandable way. Second, 
we discuss the ranking mechanism, that we adopted to identify influencers by using 
both user-level and content-based parameters.  
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3.1 Power – Law Algorithm (Graph Layout Technique)  

This section summarizes the graph layout algorithm used in NavigTweet. Further 
details on the algorithm can be found in (Francalanci & Hussain 2014; Hussain et al. 
2014). The power-law layout algorithm, shown in the following code snippet, belongs 
to the class of force-directed algorithms, see (Chan et al. 2004; Fruchterman & 
Reingold 1991). The proposed approach is aimed at the exploitation of the power-law 
degree distribution of Twitter users’ nodes (N

s
). Provided that the distribution of the 

degree of the nodes follows a power law, we partition the network into two disjoint 
sets of vertices N, i.e. the set of Twitter users’ nodes N , and the set of friends’ 
nodes N , such that N N N , with N N . 

Algorithm 1: High-level structure of power-law layout algorithm. 

DATA:  
N
s
 = User Nodes (Selected Users);  

N
f
 = Friend Nodes;  

E = Edges connecting user and friend nodes. 

d = Node Degree, representing the number of connected friends;  

T = Energy / Temperature Variable;  

T
h
 = Temperature threshold, to control simulation. 

BEGIN 

1. NodePartition(); 

2. resetNodesSizes(Nf ,d); 

3. InitialLayout(); 

   IF (T>Th) DO  

  AttractionForce(N
s
,N

f
);  

  RepulsionForce(N
s
,E); 

   ELSE 

  AttractionForce(N
f
,N

s
);  

  RepulsionForce(N
f
,E); 

4. LShellDecomposition(N
s
,N

f
); 

5. NodesPlacement (N
s
,N

f
); 

6. TempCoolDown(T);  

END 

 
The resetNodesSizes(Np,Nt,d)method is responsible for resetting the size 

of each node in the graph, based upon their degree. The higher the degree of a node, 
the greater the size and vice versa. The InitialLayout() step calculates attrac-
tion and repulsion forces, based upon the value of Th, which is a threshold value that 
can be tuned to optimize the layout, by providing maximum forces exerted upon hub-
nodes Nh. The formulae of attraction and repulsion forces are similar to those used in 
traditional force-directed approaches, such as (Chan et al. 2004). In this paper, the 
forces formulae have been taken from the power-law based modified force-directed 
algorithm presented in (Hussain et al. 2014). The LShellDecomposition(Ns,Nf) 
method is responsible for the calculation of the l-shell value of friend nodes in Nf, in 
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Fig. 3. User ranking methodology/workflow 

Algorithm 2: User ranking algorithm of NavigTweet. 

DATA 

N = Twitter User Node 

U = Twitter User Object, retrieved from Twitter API.  

(AHP based Weight Vectors) 
CONSTANT  as DOUBLE 

INPUT 

(N, U) 

OUTPUT 

Final Ranking value (Score) of each node n  N. 

BEGIN 
1. function UserBasedScore(u) := do begin 
2.  ( User-based influence parameters ranking )  
3.  ( Product sum of weight and values ) 
4.    ∑ .  ..  ..  . ; 
5.  N.userRank  d; 
6.   ; 
7.  end do 
8.  function TweetBasedScore(u) := do begin 
9.  ( Tweet-based influential parameters ranking )  
10. ( Summing up values for last 200 fetched-tweets) 
11.  for i:=1 to 200 do begin 
12.  .  . . ; 
13.  .  . . ; 
14.  .  . . ; 
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15.  .  . . ; 
16.  .  . . ; 
17.  end for 
18.    ∑ .  ..   .   .  . ;  
19.  N.tweetsRank  f; 
20.  ; 
21. end do 
22. ∀ u in U do begin 
23. u.AHPScore = UserBasedScore(u)+TweetsBasedScore(u); 
24. end for 
25. ( Descending sort of nodes by their AHPScore ) 
26. (assign ith indexed-value as node’s AHPRank) 

END 

The UserBasedScore(u) method provides a score value of user-level parame-
ters and returns a user-level score value. Similarly, TweetBasedScore(u) meth-
od provides a score value of tweets-level parameters (last 200 fetched-tweets) and 
returns a tweet-level score value. After scoring each user, the algorithm provides a 
rank value of each user by sorting all users based upon score value. 

3.4 Application Workflow Architecture  

The workflow of NavigTweet is provided in Figure 4. The basic building of the appli-
cation are the following: 

1. Twitter Authentication: NavigTweet uses OAuth protocol for Twitter user au-
thentication, using the Pin-based mechanism provided by Twitter API. This mod-
ule is responsible for handling user authentication for successful login. 

2. User Node: After successful login, the application creates a user node on graph 
canvas, corresponding to the user who has logged in. 

3. Twitter Data Streaming: This module is responsible for fetching the user’s 
friends’ data. Due to the rate-limit of Twitter APIs, we fetch a maximum number 
of 500 friend IDs and 100 User objects in once API call. 

4. Graph Model Processing: This module creates nodes and edges for parsed friends 
on the graph canvas. As a result a local neighborhood cluster of friends’ nodes 
around a user’s node is created on graph canvas.  

5. AHP-Based Ranking: This module provides each node’s AHP-based score and 
rank, by using both user-level and tweet-level influence parameters provided by 
Twitter API, as shown in Figure 3.  

6. Graph Controller: Finally, this module handles event related functionalities (e.g. 
mouse double-click event), and applies power-law based graph layout over graph 
nodes. Whenever, the user double-clicks on any node, the application repeats from 
the 3rd module of Twitter Data Streaming, in order to fetch clicked node’s friends, 
and position them on the canvas. 
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NavigTweet is the JAVA Runtime Environment. During installation, the setup will 
automatically install the JRE Bundle package, if missing. NavigTweet uses OAuth-
based protocol for user authentication provided by Twitter API. The OAuth protocol 
allows Twitter users to approve the application and allow it to act on their behalf 
without sharing their password. Then, NavigTweet can require an Access Token from 
Twitter. This initial configuration is a one-time process. Further details can be found 
on NavigTweet official website (Hussain 2015).  

Figure 5 shows the main screen-shot of NavigTweet. The interface consist of three 
panels, left, center and bottom. The left panel shows the influencers, as well as Twit-
ter and control options. The influencers-pane shows the top-20 influencers. The Twit-
ter-pane shows user-timeline and a button to send direct message to followees. The 
control–pane provides button controls, node search, and graph legend panel. The cen-
ter panel of NavigTweet shows the graph canvas, where the user can explore and 
interact with the graph. The bottom panel of NavigTweet provides timeline and con-
sole panes for the currently selected node. 
The main functionalities of NavigTweet are summarized in Table 1. 

Table 1. Main functionalities of NavigTweet 

Categories Features 

• User Profile Man-
agement 

─ User Authentication 
─ Access Token Generation for Login. 
─ Profile information access 

• Interaction with 
Twitter 

─ Follow / Unfollow user 
─ Display friends’ network graph. 
─ View timeline 
─ Post a tweet 
─ Explore social network at any depth. 
─ User search. 
─ Top-20 user-level influencers (i.e. influencers that are 

selected among any node on canvas.) 
─ Top-20 graph-level influencers (i.e. influencers that are 

selected among users connected with a followee relation 
with currently selected users). 

─ View user analytics 
─ Send direct messages 

• Influence – based 
Social Network 

─ Perform ranking of each user 
─ Show mutual-Follower(s) 
─ Browse FOAF network. 

• Interface and Con-
trols 

─ Zoomable user interface 
─ Node Tooltip and Show/Hide node labels 
─ Bird’s Eye View of Graph Canvas. 
─ Print Graph. 
─ Apply Power-Layout  
─ Console Output/Log 
─ Multi-Colour Clusters 
─ Export Data (CSV) 
─ Mouse Events (Drag, Scroll, Over, Click) 
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5 Evaluation and Results 

In this section, we present a qualitative comparison between NavigTweet and existing 
applications. Later, we present the pilot execution and results. 

5.1 Comparison Between NavigTweet and Existing Applications 

As noted in Section 2, there exist a few visualization tools. Twitter changes its API 
periodically, which enforces developers to continuously update their tools. This repre-
sents the main reason why the number of tools are practically limited. Table 2 shows 
the highlights of the comparison between NavigTweet and the tools that we have been 
able to test. 

Table 2. Features comparison 

Features x Tool TouchGraph MentionMap InMaps NavigTweet 
Real-time No Yes No No 

Graph depth 1 2 1 Many 

Response time <5s <5s <5s >5s 

Initial load time >5s <5s <5s >5s 

Open source No No No TODO 

Pre/freemium Both Freemium Freemium Currently Freemium 

Social Network Facebook Twitter LinkedIn Twitter 

Platform Web Web Web Currently Desktop 

Help and support Feedback Feedback FAQ/Feedback Feedback/Tutorial 

 
Table 3 provides a more qualitative analysis of the usability of different tools, in-

cluding NavigTweet. Note that clarity can be defined as the percentage of the amount 
of information displayed as perceived by human mind. The main difference among 
the tools is their ability to represent graphs. We have considered several aesthetics 
factors, such as color-scheme, distance between the nodes displayed, information 
amount displayed per node, zoom ability of graph canvas, node shapes, mouse con-
trols, etc.  

5.2 Pilot User Feedback Survey 

The pilot activity aims to target expert user opinion, in order to get feedback and sug-
gestions. Our goal was to finalize the application by incorporating their feedback, 
prior to an extensive survey research step which is still ongoing. The pilot was also 
meant as a technical test of NavigTweet multi-platform compatibility features.  
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Table 3. Clarity comparison 

Clarity x Tool TouchGraph MentionMap InMaps NavigTweet 
Network browsing Self & Others Self & Others Self Self & Others 

Friendly colors Somehow Yes Yes Somehow 

Clusters clarity Yes Yes Somehow Yes 

Multi-color cluster No No Yes Yes 

Zoom-able Interface Yes Yes Yes Yes 

Pan & drag Yes Yes Yes Yes 

Information quantity A lot Normal Normal Normal 

Information placement ToolTip None ToolTip Tooltip 

Default information Name + Photo Name + Photo Name Screen Name 

Node shape Circular Rectangular Circular Circular 

Pilot Participants: Initially, we targeted a reference group of 8 people from academ-
ia, who are expert in the domains of Data, Web and Security, Information Systems, 
Advanced Software Architecture and Methodologies, and Social Network Analysis. 
We intended to demonstrate the application in a real-time environment, to gather their 
feedback about the application.  

Face-to-Face Interviews: During the pilot, we have performed one-to-one, face-to-
face interviews. We had the opportunity to brief the interviewees about the applica-
tion scenario, installation, and application flow. We obtained real-time feedback from 
each participant who was asked to run and use the application. The discussion and test 
sessions with each participant took around 1 – 1.5 hours. During each session, each 
participant tested the application thoroughly and provided us with open-ended feed-
back.  

Feedback Survey: The pilot activity also involved a structured feedback survey, 
provided in Table 4, which have administered after the face-to-face meetings. 

 
Pilot Results: We conducted briefing sessions with each pilot participant, where we 
discussed in detail the application scenarios. Each pilot participant evaluated existing 
requirements and features of the application and also proposed new requirements, 
including both functional and non-functional requirements. A technical issue identi-
fied during pilot activity was the Installer Problem on MAC OS (the application failed 
to install on MAC OS). Overall, the survey results were positive, as shown in Figure 
6. Comments were generally favorable towards NavigTweet (“Really useful, and 
aesthetically pleasant graphs with nice color-scheme”, “Innovative and Informative 
tool”, “User Ranking and Influencers Identification over graphs is quite wonderful!”), 
which was especially praised for User Interface, Graph Animated Layout,  
Multi-Colored Clustering Scheme, Dynamic Top-20 User- and Graph-Level  
panel, Browsing Friends’ List, Mutual-Friends Identification. Several participants 
pointed out that the tool identifies actual influencers that are visualized in a novel and 
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easy-to-understand way. A pilot participant advised to reduce tool-tip contents, and to 
reduce some information panels, as the tool itself is self-explanatory and provides an 
understandable work-flow. Another pilot participant advised to introduce new panel 
of graph-level influencers, i.e. tool should show top influencers from overall graph of 
currently selected users and their followee relation connections. We also received 
advises on introducing other features like Data export, refined node search, and hence 
we also implemented these features prior to public release.  
 

Table 4. Feedback Survey 

QUESTIONS ANSWER CRITERIA 
Qualitative Analysis 
Do you find NavigTweet interesting?  
(User Interest) 

• Funny 
• Boring 
• Helpful 
• Informative 
• Innovative 
• Useful 
• Usable 

How would you rate the effectiveness of NavigTweet, as an 
interactive tool to explore your Twitter social networks? 
(User Interaction) 

Low/High 5 point scale. 

How would you rate the clarity for NavigTweet? 
(Clarity Perception) 

Low/High 5 point scale. 

Do you find NavigTweet helpful in exploring and identify-
ing the influencers (prominent twitter users)?  
(Influencers Identification) 

Yes/No/Somehow 

Would you browse other users' friends’ networks via 
NavigTweet?  
(Network Browsing Level) 

Yes/No/Somehow 

How would you rate NavigTweet overall? (User Satisfac-
tion) 

Low/High 5 point scale. 

User Interface 
Do you like the User Interface of NavigTweet? 
(Graphical User Interface) 

• Graph Representation. 
• Friendly color-scheme. 
• Cluster Clarity. 
• Informative node tooltip 

Which color scheme in clusters you prefer? 
(Clusters color-scheme) 

Same/Different 

How much information is displayed per user node? 
(User Information Quality) 

Too little/Normal/Too much 
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We incorporated pilot comments by updating functionalities in NavigTweet, which is 
officially released and available to public users.  

7 Conclusion and Future Work 

This paper proposes a novel visual framework to analyze, explore and interact with 
Twitter ‘Who Follows Who’ relationship, by browsing a user’s friends’ network to 
identify the key influencers based upon the influential content that they share on Twit-
ter. We developed NavigTweet, which is able to visualize Twitter FOAF networks in 
aesthetically pleasant multi-clustered and multi-layered graphs, and helps to identify 
prominent users or top influencers from the network. We have reported on a qualita-
tive analysis of our tool. We also reported on a pre-launch pilot test execution, by 
involving a qualitative user study, to get a feedback via survey. We found that pilot 
participants were positive about the functionalities and features of the tools along with 
novelty of the idea itself, and received favorable comments concerning NavigTweet. 
We have addressed the pilot comments by modifying and updating the tool according-
ly. We are currently conducting an extensive survey. 

Future work will consider detailed evaluation and implementation of web-based 
interface of NavigTweet, in which we intend to incorporate additional navigation and 
analysis features. Any suggestions or reviews received from end-users, as part of the 
ongoing extensive survey, will also be considered in this second release. 
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Abstract. Data quality (DQ) might degrade over time, due to changes in real-
world entities or behaviors that are not reflected correctly in datasets that de-
scribe them. This study presents a continuous-time Markov-Chain model that 
reflects DQ as a dynamic process. The model may help assessing and predicting 
accuracy degradation over time. Taking into account cost-benefit tradeoffs, it 
can also be used to recommend an economically-optimal point in time at which 
data values should be evaluated and possibly reacquired. The model addresses 
data-acquisition scenarios that reflect real-world processes with a finite number 
of states, each described by certain data-attribute values. It takes into account 
state-transition probabilities, the distribution of time spent in each state, the 
damage associated with incorrect data that fails to reflect the real-world state, 
and the cost of data reacquisition. Given current state and the time passed since 
the last transition, the model estimates the expected damage of a data record 
and recommends whether or not to correct it, by comparing the potential bene-
fits of correction (elimination of potential damage), versus reacquisition cost.  

Following common design science research guidelines, the applicability and 
the potential contribution of the model is demonstrated with a real-world data-
set that reflects a process of handling insurance claims. Insurants' status must be 
kept up-to-date, to avoid potential monetary damages; however, contacting an 
insurant for status update is costly and time consuming. Currently the contact 
decision is guided by some heuristics that are based on employees' experience. 
The evaluation shows that applying the model has major cost-saving potential, 
compared to the current state.  

Keywords: Data Quality · Accuracy · Continuous-Time Markov Chain · Design 
Science Research 

1 Introduction 

Organizations rely on data resources for supporting operations and decision making. 
As highlighted by a plethora of studies, degradation in data quality (DQ) can be asso-
ciated with business-process deficiencies, flawed decision and major monetary  
damages. With the rapid growth in the magnitude of data resources, the task of main-
taining high DQ level is becoming increasingly complex and costly, particularly when 
the detection and the correction of DQ defects require some manual intervention.  
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DQ management is therefore in a growing need for tools and techniques that can aid 
and expedite detection and correction in scenarios where the task cannot be fully au-
tomated – e.g., by alerting on data items that are likely to be erroneous, predicting 
possible quality degradation, and improve the cost-effectiveness of manual interven-
tions. The model developed in this study aims at making contribution to that end. 

This study addresses scenarios in which data was acquired correctly, but the real-
world entity described change over time. If the data is not updated accordingly, it may 
no longer reflect the real-world state, and becomes inaccurate. For example, if we fail 
to update a person's data for a while, some attribute might become inaccurate – e.g., 
the person may have changed address, marital status, or education level. Handling 
inaccuracies introduce inherent cost-benefit tradeoffs. On the one hand, relying on 
inaccurate data might lead to fault decisions, possibly associated with some monetary 
damage. On the other hand, not all accuracy defects can be handled automatically, 
and manual detection and correction is expensive and resource-demanding. Do the 
benefits from DQ improvement justify the associated costs? If yes, what is the optim-
al point in time at which data values should be evaluated and possibly reacquired? 

The model developed in this study reflects data-values transitions as a dynamic 
process. Taking the continuous-time Markov chain approach, the model assumes a 
finite set of states, each reflecting a possible attribute value. The model also considers 
the damage caused by inaccuracies – i.e., cases where the data state does not meet the 
real-world value. As shown later – such formulation can help answer important DQ 
management questions: a) What is the likelihood that a certain existing data value is 
inaccurate? b) From the point of acquisition (or, reacquisition) – how long will it take 
a certain data item to become inaccurate? c) What is the economically-optimal point 
of time for auditing and possibly correcting a certain data item? 

To demonstrate applicability and potential contribution, the model is evaluated 
with a real-world dataset that reflects insurance-claims handling. Much of the han-
dling is done via phone calls, during which an employee must update the insurant's 
status. Insurants often neglect to report status updates; hence, the dataset is subject to 
inaccuracies that translate to major losses for the firm. Contacting all insurants regu-
larly is infeasible, due to time and cost constraints, and currently contact-initiation 
decisions are guided by heuristics based on employees' experience. The evaluation 
shows that call-initiation could have substantially improved by applying the model.  

In the remainder of this paper, we first review studies that influence our thinking 
and development. The model formulation is described next, followed by evaluation 
with real-world data, and discussion of the results. To conclude we summarize the 
study and its key contributions and highlights possible directions for future research. 

2 Background 

Data is often subject to quality defects – missing records or values, mismatches be-
tween values and real-world entities, outdated values that no longer reflect current 
behavior, and others. With the broad recognition of data as a critical resource, data 
quality (DQ) defects and their hazardous effect attract growing attention. Poor DQ 
may harm operational processes, decision-making activities, and cooperation within 
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and between organizations (Batini, Cappiello et al. 2009). The task of DQ manage-
ment may involve different perspectives: technical solution, functional requirements, 
management responsibility, organizational culture, economics, and others (Madnick et 
al., 2009). This study focuses on DQ assessment - a key DQ management activity 
(Wang, 1998; Pipino et al., 2002). Measuring DQ and sharing the results can raise 
awareness to DQ defects, prevent flawed decisions, and help reducing the magnitude 
of errors and the time spent on validation (Chengalur-Smith, Ballou et al. 1999; Cai 
and Shankaranarayanan; 2006). A plethora of studies addressed DQ assessment from 
many different perspectives. Here, we wish to highlight some key questions and in-
sights that rise from a review of some previous works, and influence our study. 

2.1 Orthogonal or Dependent DQ Dimensions? 

DQ research broadly adopts the notion of DQ dimensions – the claim that DQ should 
not be assessed as a single "overarching" concept, but rather as a set of perspectives, 
or dimensions, each reflecting a different type of DQ defects or hazards (Pipino et al., 
2002; Even and Shankaranarayanan, 2007) – e.g., Completeness, Accuracy, Currency, 
Timeliness, and Validity. The common measurement approach, along these dimen-
sions, is a 0-1 ratio that reflects a proportion of non-defected items (1 – perfect DQ, 
no defects), and can be assessed at different levels - records, specific attributes, or 
entire datasets (Pipino et al., 2002; Even and Shankaranarayanan, 2007).  

A first question that we raise is – should DQ dimensions be treated as orthogonal 
or dependent? So far, DQ dimensions were more commonly treated as orthogonal and 
assessed independently. This approach is apparent in works that discuss a specific 
dimension (e.g., Even et al., 2010; Fisher et al., 2009; Heinrich and Klier, 2011; 
Wechsler et al., 2013), or multiple dimensions, each measured independently (Pipino 
et al., 2002; Even and Shankaranarayanan, 2007). Some studies, however, look at 
possible mutual effect between DQ dimensions – how changes in one are reflected in 
others. Ballou and Pazer (1995; 2003) look into accuracy-timeliness and complete-
ness-consistency tradeoffs. Parssian et al. (2004) analyze the evolvement of DQ de-
fects along a multi-stage process, showing that defects of a certain type may evolve 
into defects of other types at later stages.  

This study looks into the mutuality between currency and accuracy – the former re-
flects the extent to which data is up-to-date, while the latter reflects the extent to 
which the data is free of errors. It shows that as data becomes less current it is also 
likely to become less accurate. A similar proposition was made by Wechsler et al. 
(2012), who developed a model that highlights possible mechanism behind that mu-
tual effect and demonstrated it with census data. This work will be discussed some 
more later, as it influenced the conceptualization the model development in this study. 

2.2 DQ as a Static Snapshot or as a Dynamic Process? 

DQ measurements serve as input for important DQ management tasks – analysis of 
current state, communicating DQ status to end-users, and directing improvement ef-
forts (Wang, 1998). A second question that we raise is – should assessment take a 
static ("Snapshot") view, or rather a dynamic view of DQ as an evolving process. 
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Many works reflect a static view – assessment based on a "snapshot" of data, taken at 
a certain point of time (e.g., Ballou et al., 1995; Chengalur-Smith et al., 1999; Even et 
al., 2010). Some works introduce a probabilistic approach into their measurement 
schema, acknowledging the fact that the data sample available for evaluation does not 
necessarily provide a comprehensive and recent enough picture of the real-world state 
(e.g., Fisher et al., 2009, Heinrich, et al., 2009/2011). Regardless the probabilistic 
approach, this body of works still offers a static view, and provider measures that 
reflect the current DQ state. 

A dynamic view is reflected to an extent in Pipino et al. (2002) – their software 
utility permits tracking progression of "snapshot" measurements over time.  Even et 
al. (2010) show that DQ deteriorates over time, to a point where outdated data might 
become useless and no-longer worth fixing. Wechsler et al. (2012) model transitions 
between data values as a multi-stage dynamic process that explains DQ deterioration.  
An important motivation behind dynamic modeling is the possibility to turn it toward 
prediction of future DQ degradation. If predictions are reasonably reliable, managers 
can prepare for possible DQ hazard, act proactively, and take preventive measures. 

2.3 Impartial or Value-Driven DQ Assessment? 

A number of studies have highlighted economic aspects of DQ. A possible perspec-
tive for observing economic DQ issues is the value of information, as high-quality 
data is positively associated with higher value or utility (Haug et al., 2011, Even and 
Shankaranarayanan 2007). DQ defects might degrade the potential value, and cause 
monetary losses – e.g., by resulting-in sub-optimal decisions (Heinrich, Klier et al. 
2009, Even et al. 2010).  The other possible economic perspective is the cost asso-
ciated with DQ improvement – manual handling of DQ defects typically require ma-
jor time resources (Wechsler and Even, 2012), while automation require investment in 
IT resources (Cappiello et al. 2003, Eppler and Helfert, 2004). 

Our third question – should the goal of DQ assessment be error-free data, or max-
imizing value and economic benefits? Even and Shankaranarayanan (2007) link this 
differentiation to impartial versus contextual DQ measurement. The former reflects 
stand-alone assessment of data and DQ defects, regardless of how data is used. The 
latter reflects the impact of DQ defects within a specific context of use. Their contex-
tual assessment applies the concept of utility – a measure for the value stems for data 
usage that may vary, depending on the usage contexts. Impartial measurement is more 
common in earlier DQ works (e.g., Ballou and Pazer, 1995/2003, Chengalur-Smith et 
al., 1999; Parssian et al., 2004), while some more recent works look into linking DQ 
assessment to data utilization with the associated benefits (e.g., Even et al., 2010; 
Heinrich et al., 2009; Wechsler et al., 2013). This study links DQ assessment with the 
utility damage of inaccuracies and the cost of correction, toward economically-
optimal prioritization of DQ improvement efforts. 

3 Model Development 

The model developed in this section addresses data management scenarios that adhere 
to the following characteristics and assumptions:  
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• A dataset, in which each record reflects a single instance (e.g., a list of customers). 
• A target attribute, with value that reflects the real-world state of the associated 

instance (e.g., the customer's status). The model assumes a finite number of real-
world states, each associated with a corresponding data value. Hence, the value 
domain of the target attribute is a discrete and finite set of possible values. 

• When a dataset record is added or updated, the target attribute reflects correctly the 
real-world state. However, the real-world state may change, and if the target 
attribute is not updated accordingly, it no longer reflects the real-world state accu-
rately. 

• The target attribute is assumed to have significant business importance, with a 
certain cost or penalty in case of inaccuracies; hence, the motivation for maintain-
ing target-attribute values as accurate as possible. 

• Besides the target attribute, a record contains a number of additional attributes 
(e.g., the customer's gender, date of birth, or region of residence). Some of those 
attributes may have some association with the target attribute, and may help pre-
dicting transitions in the real-world state to an extent. 

A modeling approach that may fit such scenarios is the Markov Chain (MC) model 
(Ross, 1996).  The basic MC form considers a stochastic process of transitioning over 
time between a finite number of possible values .. . Time is modeled as a dis-
crete variable (t = 0, 1, 2, ..), where steps in [t] are associated with equal time interval. 
The transition probability  reflect the likelihood of transitioning from value xi to 
value xj within a single time interval. The MC assumes "memory-less" transitions – 
i.e., the transition probability depends only on the current value, and not on previous 
values, and does not change over time. The collection of transition probabilities forms 
the transition matrix, where ∑ ,.. 1 for each [i]:  

                                                                                                   (1) 

P is assumed to be stationary; hence, , the t-steps transition matrix  (i.e., the set 
of probabilities that a value will change from xi to xj after t periods) is the t-power of 
the transition matrix:  .  

A model for DQ assessment, based on the basic MC form, was introduced in 
(Wechsler and Even, 2012). The proposed model fits the characteristics and the as-
sumption of the scenario described above. If a certain target-attribute value xi was 
recorded at time t=0, it can be shown that its expected accuracy level (the likelihood 
to remain accurate) at a later time t is given by . The modeling ap-
proach proposed by that study had major influence on the approach applied in this 
study. However, that modeling approach poses a few major limitations, which are 
addressed by this study: fixed-length discrete time periods, possible dependencies 
between attributes, and the need to consider possible cost-benefit tradeoffs. 

Notably, extended MC forms offer refined treatment of time (Ross, 1996). The Con-
tinuous-Time Markov Chain extends the MC to a continuous stochastic process. In the 
continuous-time MC the time spent in state xi has the "memoryless" property as well. 
Let  denote the time spent in state xi before transitioning, then |
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. The random variable  must therefore be exponentially distributed. The 
transition probability from xi to state xj depends of the transition time: | . This MC extension is used in the development of our mod-
el, which is described next. 

3.1 Baseline Formulation: Optimal Data Reacquisition Time  

Next, we present an analytical formulation, aimed at answering the question: given a 
record with a target-attribute value of xi, what would be the optimal time for reacqui-
sition of that record? The formulation, which considers the following factors, is first 
stated at a high-level, and further extended later:  

• The time, denoted by (t), passed since the most recent data acquisition, 
• The real-world property, reflected by the target attribute has N possible states. Ac-

cordingly, the target attribute has one among N possible values …   
• The data state, as reflected by a current target-attribute value xi, (denoted by index 

[i]) vs. the real-world state, which should have resulted a target-attribute value xj 
(denoted by [j]). The record is said to be accurate if i=j, and inaccurate otherwise. 

• Inaccuracy may result in some monetary damage, which may change over time. 
The damage function  reflects the damage that can be attributed to a record 
currently at state [i], which should have been in state [j]. All  are assumed 
to be non-negative, monotonic and non-decreasing with (t) (i.e., can be a constant). 
We also assume no damage when a record is accurate (i.e., 0). Since the 
assumption if that at the time of acquisition the data is accurate, 0 0. 

• The cumulative damage function  reflects the accumulation of damage functions, 
weighted by the probability or transitions.  reflects the probability that a 
record with state [i] at t=0 has transitioned to state [j] at time t. The cumulative 

function can therefore be expressed as  .. ·  . Since 

 is a linear combination of  with non-negative weights, it is also non-
negative, monotonic/non-decreasing with (t), and 0 0. 

• Reacquisition cost  depends on current state [i] and on (t). As with the damage 
function, we assume that  is positive, monotonic, and non-decreasing with (t). 

The optimal point of time for data reacquisition is (t) that solved the following: 

   ∑ ·  …  (2) 

In other words: data reacquisition should be performed at the first point of time 
where the potential damage is higher than the reacquisition cost.  

• Since  and  are both monotonic and non-decreasing, there is at the most 
one optimal point of time  that solves the equation (Fig. 1a). 

• At the time of acquisition (t=0), the cost is positive; hence, greater than the dam-
age: 0  0 0. If for all (t)  (Fig. 1b), no reacquisition will 
occur. This is particularly true if the record is at a state with no transitioning out (a 
"sink") – i.e.,  is 1 for i=j, 0 otherwise, and 0 for all (t). 
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3.3 Context Variables 

The scope of assessment and correction is the target attribute but it would be impor-
tant to mention that the data record contains additional attributes. Obviously, such 
attributes may have important business value too and their quality must be managed 
as well. Here, for the purpose of the model development, we see them as context 
attributes – they may have some association with the target attribute, describes certain 
relevant conditions under which it transitioned from one state to another, and possibly 
have some influence on the different components of the model formulation: the dam-
age functions, the transition probabilities, and/or the correction costs. We now extend 
the formulation to reflect the possible impact of the context attributes: 

• We assume a single context attribute with a value domain that contains a discrete 
set of L possible values or states … , indexed by [l]. Each state reflects a cer-
tain context that classifies the records into meaningful groups (e.g., customer seg-
ments, system of data origin, etc.).  
─ A context variable defined over a continuous range (e.g., "annual salary"), can 

be transformed into a discrete set of ranges ("bins") that reflect meaningful 
business classification (e.g., "salary range", of  "high", "medium", or "low").  

─ Multiple attributes can be transformed to a single context attribute, in which 
each state reflects a combination of value. For example, a combination of {"ma-
rital status" and "salary range"} with possible value combinations of ("single", 
"low"), ("single", "medium"), ("married", "low"), etc.  

• The assumption is that the context value of a record is set when the record is first 
acquired, and does not change over time. As discussed in the concluding section, 
later extensions to this work should look into modeling possible transitions in [l]. 

• The specific context value [l] may affect all the model components; hence, their 
annotation should be extended accordingly:  
─ The correction cost function  
─ The damage function  and the cumulative damage function . 
─ The transition probability matrix Pl and its cells { }.  
─ The exponential distribution parameters: ~exp  . 

Accordingly, the formulation in Eq. 3 should be extended to: 

  ∑ · 1 ·…  (4) 

The implication is that, given a context variable with a set of possible states, the mod-
el has to be evaluated separately for each state. This implies a need to establish L 
models, one for each context state, and for each record apply the model that matches 
the context group to which it belongs. 

4 Empirical Evaluation 

This study contributes a novel model for predicting economically-optimal data  
reacquisition cost. This contribution aligns with the design-science research (DSR) 
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paradigm, which targets the creation of new artifacts (such as models) toward improv-
ing IS implementation. The success of DSR outcome is judged by its quality, contri-
bution, and the impact of the developed artifacts (Hevner at al., 2004). The work de-
scribed so far can be linked to the DSR steps defined in (Peffer et al., 2007):  

1. Identify Problem and Motivate: data inaccuracies may cause substantial dam-
ages, and the cost of fixing them may turn out to be high, hence the need for 
solutions that may help predicting inaccuracies, assess the potential damage, 
and prioritize improvement efforts accordingly. 

2. Define Objectives and Solutions: the proposed solution is an analytical model, 
based on the Markov-Chain approach, which helps predicting accuracy degra-
dation, and help assessing the cost-benefit tradeoffs associated with fixing it. 

3. Design and Development: the development of the proposed model was de-
scribed in the previous section. 

In this section we proceed to the next steps: demonstration of the model and evaluat-
ing its performance within a suitable real-world data management scenario.  

4.1 Evaluation Setup – The Firm and the Business Process 

Our evaluation site is a privately-owned service provider (referred to as the FIRM) 
that works in collaboration with leading Health Maintenance Organizations (HMO's) 
and handles insurance claim for customers who suffered work accidents (magnitude 
of 10,000's claims, annually). A person who suffers an accident is entitled for some 
benefits (e.g., monthly stipend for the recovery period, coverage of medical expenses, 
and help in transportation) from the National Insurance Organization (NIO). The 
process of applying for those benefits is long and complex, and required submission 
of applications, medical records, and specialist assessments.  It is in the interest of the 
HMO's that a customer fills-in the application, otherwise medical expenses that could 
have been covered by the NIO, will have to be charged to the HMO's. The HMO's 
hire the FIRM to accompany the customer, assist them with the claim-application 
process and make sure that the required documentation is delivered. Customers are 
not charged for this service, and the FIRM is getting reimbursed for claims that 
ended-up being filed. 

The process is mostly remote – i.e., almost no face-to-face meetings are required, 
and most of the status tracking is done via phone call with serviced representatives. 
The claims are filed either by FIRM representatives or by the customer. Customers 
are supposed to report FIRM representative on any progress. However, in practice, 
they often neglect to do so; hence, their data record often does not reflect correctly 
their actual status. Discrepancies as such might turn out to be costly – for example, if 
the customer has received the forms, but failed to complete and sign them,  
the processes might be substantially delayed, and the FIRM will not get reimbursed. 
To avoid possible discrepancies, FIRM representatives call customers that are still in 
the process eventually, and verify their status. Making such a call costs the service-
representative time; hence, cannot be performed too often. To avoid too-high cost, the 
representatives call only a subset of the customers each month, where the choice is 
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based on their current state, and other "heuristics" that have evolved in the firm over 
the years. Given this current situation of severe damages due to data inaccuracies, and 
high data reacquisition cost, the FIRM is currently looking into a solution that will 
help turning the customer calls into a more cost-effective process. 

With the help of FIRM managers, the claim-handling was modeled as an 8-stage 
process with possible transitions among them.  

1. Customer data received: data was received from the HMO, no contact with 
the customer was made yet. 

2. Customer is waiting for the forms: first contact with the customer was made, 
and the customer is waiting for the forms. 

3. Customer is filling the forms: customer has received the forms and needs to 
fill them and get his employer to sign.  

4. Customer had signed the forms: customer had filled-in and signed the forms, 
and needs to deliver it back to the company. 

5. Claim was filed: the claim was submitted to the NIO, and pending for 
processing and approval. 

6. Claim was filed independently: the customer had chosen to file the claim in-
dependently, with only partial help of the company. 

7. Process is irrelevant: the customer is either unreachable, had already filed in a 
claim, or is interested in filing a claim at all. 

8. Claim approved: the claim processing by the NIO has been completed, and 
the application was approved.  

From the FIRM's stand point – the hazardous states, with some potential damage, are 
6 and 7. In all the stages the customer is associated with some cost (the time spent on 
calls so far), but the FIRM will see no revenue.  

4.2 Data Collection and Preparation 

The evaluation included a dataset with 14,209 customer records. The records were 
anonymized – Id's were converted to sequential numbers, and any detail that could 
have identified the customer was removed. The current process step (a value between 
1 and 8) was defined as the target attribute. As context attribute we chose an attribute 
that reflected three forms (L=3) of how the contact with the customer is handled: 
phone calls (l=1, 7,513 records), field representative (l=2, 5,330 records), or a combi-
nation of both (l=3, 1,366 records). FIRM managers suggested that the contact form 
has important implications for the process, and significant impact on costs and poten-
tial damage; hence three models were developed, one for each context value.   

Currently, the FIRM's customer database does not keep track of the changes, and 
does not record the exact date and time in which the status was updated. To track 
changes in status, we sampled the dataset periodically, and compared customer status 
and the beginning and at the end of each period. Overall, we sampled in periods, each 
reflecting a slightly different number of days (32, 31, 34, 30, 32, and 29). Transition 
matrices {P} for all models were calculated for each period – we have verified  
and the transition probabilities were indeed similar between periods; hence, it was 
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reasonable to assume that the transition matrices stay stationary over time. This sam-
pling schema introduced some issues that had to be addressed in the evaluation: 

• The dataset state the last date of contacting the customer. It is therefore possible to 
know whether or not the customer was contacted during the month, and if yes – 
whether or not the call resulted in a change in state. However, as only the last call 
is recorded, it is impossible to tell whether or not within a single period a customer 
received a few calls, and the status updated more than once. The evaluation there-
for considered only the last transition within a period, if more than one occurred. 
Since the model assumes memoryless transitions, this approximation did not bias 
significantly the model outcomes.  

• If a customer was not contacted during the period – it is impossible to tell whether 
or not the real-world state did change. In that case, a possible transition in the real 
world state had to be approximated – based on actual transitions of customers at 
similar states, who were contacted via the same contact form.  

 

 
 
 
 

 

 

 

Fig. 2. Transition Histogram Example: From State 1 to State 8 under Contact From 1 

 
The assessment of probability parameters was conducted for all 6 periods, where 

the estimation was conducted for customers who performed transitions. The transition 
probability matrices reflected, in general, the expected business process – for exam-
ple, state 8 that was expected to be stationary, indeed did not have transitions out. 
However, the transitions did not always conform to the assumption of exponentially 
distributed transition time. Out of 132 transition rates, only 64 were shown to be ex-
ponentially distributed (using the K-S goodness-of-fit test, with significance level of 
0.05). Some transition time distributions did not pass the test, but still appeared to 
have nearly-exponential characteristics (For example – the distribution shown in Fig. 
2). Despite the misfit of some distributions to the model assumption, we chose to 
proceed with the model, in hope that when applied it can still yield better prediction 
results than current performance, in terms of cost-saving.  
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4.3 Evaluation Results 

The model can help predicting the optimal time in which data should be reacquired. 
The potential damage of data inaccuracy is zero at t=0 and may grow over time. The 
evaluation was conducted, for each period, along the following steps: 

• The customers who were evaluated were those with known state at the beginning 
of the period (i.e., not newly-added), and not stationary (i.e., state other than 8). 

• Per customer, the model was used to predict the potential damage at the end of the 
period. From the FIRM's standpoint, the damage will realizes if the customer ac-
tually reached states 6 or 7 – but the data shows a different state, not perceived as 
hazardous. The potential damage was therefor set as the likelihood that a customer 
will reach one of the hazardous states at the end of a period, given current state. 
The records were there sorted by their potential damage – high to low.  

• The evaluation compared the performance against the current heuristics-based calls 
by FIRM representatives. If at a certain period Y calls were made – the evaluation 
compared Y customers who were actually called to the Y customers that that were 
ranked as having the highest potential damage according to the model's prediction.  

Table 1. Prevention of Potential Damage, Actual vs. Model 

Pd. Recor
ds 

Potential 
Damage 

Potential Damage 
Prevented – Actual 

Potential Damage 
Prevented – Model 

Improvement 
Percentage 

1 4608 561.01 516.96 (92%) 558.17 (99%) 8% 
2 3943 555.32 355.81 (64%) 488.44 (88%) 37% 
3 3385 676.98 267.85 (40%) 531.54 (79%) 98% 
4 5412 597.92 543.53 (91%) 592.69 (99%) 9% 
5 4123 592.4 371.88 (63%) 512.20 (86%) 38% 
6 3315 673.94 285.35 (42%) 511.40 (76%) 79% 

 

Table 1 compares the potential damage prevented, which is defined as the potential 
damage of a customer who were actually called by representatives (or recommended 
by the model). In all periods, the predictions made by the model could have prevented 
more potential damage. The margin is explained by the quality of recommendations 
made by the model – while both methods were evaluated with the same number of 
customers per period, the model could recommend customers with higher damage 
potential to be contacted. 

Table 2 demonstrates how the suggested model prevents actual damage, by com-
paring model recommendation to the transition during the evaluated period. 

• Damage prevented: customers who were actually called by representatives (or rec-
ommended by the model) and ended-up transitioning. When the customer's state is 
reacquired, if transitioned to states 6 or 7, the damage was considered as damage 
prevention. 

• Damage inflicted: customers who were not called by representatives (or not rec-
ommended by the model), and ended-up transitioning to another state. 

• Except for period 1, the model increased the damage prevented and reduced the 
damage inflicted. In some periods major improvements were made. 
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Table 2. Damage Analysis 

Pd. Recs. Poten-
tial 
Dam-
age 

Damage 
Pre-
vented – 
Actual 

Damage 
Prevented 
– Model 

Preven-
tion  
Increase 
(%) 

Damage 
Inflicted 
– Actual 

Damage 
Inflicted 
– Model 

Inflic-
tion 
De-
crease  
(%) 

1 4608 561.01 400.06 
 (71%) 

394.51
 (70%)

-1% 41.00
 (7%)

46.55 
 (8%) 

14% 

2 3943 555.32 308.24 
 (51%) 

329.29
 (54%)

7% 216.35
 (36%)

195.30 
 (32%) 

-10% 

3 3385 676.98 198.95 
 (27%) 

311.51
 (42%)

57% 335.70
 (46%)

223.14 
 (30%) 

-34% 

4 5412 597.92 365.23 
 (61%) 

386.68
 (64%)

6% 56.23
 (9%)

34.78 
 (6%) 

-38% 

5 4123 592.4 294.80 
 (45%) 

354.48
 (54%)

20% 239.30
 (37%)

179.61 
 (27%) 

-25% 

6 3315 673.94 243.92 
 (33%) 

326.84
 (44%)

34% 329.27
 (45%)

246.35 
 (34%) 

-25% 

 
The context attribute that we chose for evaluation is the form of contact, with 3 

possible values. As suggested earlier (Eq. 4), the model parameters were developed 
for each form separately and the customer subgroups where evaluated each according 
to the associated model. The evaluation in Table 2 has been repeated, but disregarding 
the context-value. The results are summarized in Table 3. 

The non-context-evalution results, as presented in Table 3, are fairly similar to the 
evalution that did consider the differences in context. In some periods the damage 
prevention was higher and the damange inflinction was smaller, but in average the 
preformacnce was similar, with no statistically-significant difference. Without 
contextual attribute the average damage prevention was 21.53% and the averatge 
damage infliction was -22.2%, while when splitting the customers into 3 groups the 
average numbers were 20.36% and -19.67%, respectively.  

Overall, the evaluation results were encouraging. The use of the model was able to 
provide recommendations of customers with high probability of state transition that 
need to be contacted, with overall performance that was substantially higher than the 
current heuristics-based contact method. A key preliminary assumption, made prior to 
the model evaluation, was that the transition time has exponential distribution. This 
assumption was supported only partially by the actual data – some distributions con-
firmed this assumption but some did not. Regardless – the use of the model could 
provide good results, in terms of damage reduction, despite some mismatched with 
the assumption of exponential behavior. The further separation to different models, 
based on the values of the contact form as context variable, did not improve the re-
sults but did not harm them either. Notably the choice of context variable was based 
on a recommendation made by FIRM's managers. A more robust evaluation of con-
text variable is needed, and a better choice could have possibly made a greater impact.   
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Table 3. Damage Analysis, Disregarding the Impact of Context Attribute. 

Pd. Recor
ds 

Potential 
Damage 

Damage 
Pre-
vented – 
Actual 

Damage 
Pre-
vented – 
Model 

Preven-
tion  
In-
crease 
(%) 

Damage 
Inflicted 
– Actual 

Damage 
Inflicted 
– Model 

Infliction 
Decrease  
(%) 

1 4608 452.49 363.88
 (80%)

363.81
 (80%)

0% 39.79
 (9%)

39.86 
 (9%) 

0% 

2 3943 451.37 281.41
 (62%)

284.12
 (63%)

1% 195.6
 (43%)

192.89 
 (43%) 

-1% 

3 3385 517.28 182.47
 (35%)

304.86
 (59%)

67% 301.87
 (58%)

179.48 
 (35%) 

-41% 

4 5412 523.15 333.86
 (63%)

360.53
 (69%)

8% 59.39
 (11%)

32.71 
 (6%) 

-45% 

5 4123 513.21 269.84
 (52%)

306.75
 (60%)

14% 215.76
 (42%)

178.85 
 (35%) 

-17% 

6 3315 520.55 223.75
 (42%)

312.11
 (60%)

39% 300.54
 (58%)

212.18 
 (41%) 

-29% 

5 Conclusions 

With the growing dependency of organization on their data resources, the issue of 
data quality defects and their potential damage is on the rise. Data quality manage-
ment is in need for tools and techniques that will aid the associated decisions – which 
data items should be audited and possibly corrected, what is the optimal timing to do 
so, and how to do so in a cost-effective manner. This study contributes to that end by 
offering a model that can help predicting possible degradation in data quality and 
recommending the optimal time for requisition. The model, based on a continuous-
time Markov chain, takes some novel approaches, compared to tools and techniques 
that were previously introduced in research. The study looks at a possible interplay of 
two DQ dimensions that are mostly treated independently – accuracy and currency. It 
observes quality degradation as dynamic process, and builds into the model possible 
cost-benefit tradeoffs, that can influence economically-optimal choices. 

The application and the potential contribution of the model were demonstrated 
with a large dataset that reflects a dynamic real-world scenario with characteristics 
that justify, in general, the model formulation and assumptions. The results were en-
couraging, and the model indeed showed a potential to improve the data acquisition 
process and reduce damage. Obviously – some more evaluation and adjustments are 
required, before the model can turn into a tool that can be applied in practice.  

While this study makes some contributions, it had some limitations that should  
be acknowledged, and possibly addressed in future research. The model relies on  
the assumption that the company reacquires the customers' current state without inter-
fering with the natural course of their process. In practice, contacting a customer for 
data reacquisition may serve as an opportunity to make some offers and influence the 
customers' behavior. By that – the act of data acquisition does not only update the 
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record to reflect the real-world state, but can also influence the real-world state and 
result in some changes to the data. Modeling reacquisition as a decision tree may help 
capturing this possibility. Another limitation is the underlying assumption of a memo-
ry-less transition time with exponential distribution. In this study, this assumption was 
applied even in cases where the actual transition time did not match an exponential 
behavior. In future extensions, the model can be further developed to deal with differ-
ent type of distribution. A third limitation is the assumption that context variable are 
stationary – i.e., their value is set when the record is first acquired, and does not tran-
sition over time. Obviously, this assumption applied only with certain context 
attributes, but not with others. A future enhancement to the model can consider possi-
ble transitions in the values of context attributes, and assess the possible impact of 
such transitions on the ability to predict the transition time, and optimize the reacqui-
sition decision accordingly. The improvements discussed here are currently under 
development and evaluation, and we plan to present them in a follow-up study.  
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Abstract. In this paper a hybrid framework for Sentiment Analysis is pre-
sented. In the first part, dictionary based and machine learning based Sentiment 
Classification are introduced and the two approaches are contrasted. In the 
second part of the paper, the HSentiR framework, which combines the two ap-
proaches, is introduced. Consequently, the framework is evaluated regarding 
scoring accuracy and practical concerns. 
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1 Introduction and Research Problem 

Content and sentiment analysis as fields of study have intrigued researchers for a long 
time. As early as the nineteenth century, the quality of newspaper-articles was studied 
on a statistical basis [1]. However, due to the exponential increase in readily available 
digital texts that also has resulted from the rise of social media, sentiment analysis has 
become one of the most active data mining topics. Popular techniques include the use 
of (1) machine learning approaches, such as of Support Vector Machines (SVM) and 
naïve Bayes classification, or (2) scoring by comparing the words in a text with a 
dictionary of sentiment words of known polarity [2]. These two approaches to senti-
ment analysis have specific advantages and limitations. While dictionary based scor-
ing methods offer a higher level of domain portability than machine learning based 
ones, their ability to detect sentiment in a document remains limited to the used dic-
tionary and, for optimal scoring accuracy, a domain-specific dictionary is desirable 
nonetheless [3]. On the other hand, machine learning based classifiers are typically 
not domain-portable at all because they are based on different statistical measures of 
similarity and consequently perform much worse, if the documents at hand are not 
comparable to initial training data [4]. Due to these drawbacks of the individual ap-
proaches, researchers have combined them in hybrid models, which strive to combine 
advantages of both methods. It has been shown that the combination of two or more 
methods can improve scoring accuracy [5]. However, these models remain widely 
inaccessible to the scientific community at large. Thus, neither the validation of exist-
ing research, nor the application of existing implementations of these models, can be 
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done easily. However, reproducible research has been identified as being key to build 
trust in the validity of empirical research [6], especially when it is computationally-
assisted [7]. In order to be able to reproduce the results of sentiment analysis, both the 
data used for the study and the computational method used to calculate the results 
may need to be made available, at least to the reviewers of the paper, ideally to the 
general public. While the availability of data is a research project-specific problem 
and often hindered by licensing and privacy concerns, the methods used to perform 
the analysis should be made available whenever possible. The goal of this research is 
to combine the advantages of hybrid-classification methods with enabling reproduci-
ble research in sentiment analysis tasks. Due to this goal, the presented approach is 
implemented in R, is domain portable and improves scoring-accuracy over dictionary-
based scoring alone. The proposed framework for hybrid domain-portable sentiment 
analysis is modular and can be easily reproduced or modified using the publicly avail-
able source code and R-script files.1 The remainder of the paper is organized as fol-
lows: The first section gives a brief overview of sentiment analysis methods and their 
different prerequisites, as well as some of their strengths and limitations. The second 
part presents the developed hybrid sentiment analysis framework HSentiR as a 
framework to combine different approaches leveraging their individual strengths. The 
third part presents an empirical evaluation of the framework, using the popular movie-
review polarity corpus by Pang and Lee [8]. Results show that the dictionary-based 
stage of the process performs comparably to other implementations, provided a do-
main-appropriate dictionary is used. The machine learning stage of the process im-
proves the scoring accuracy. Whether this is a result of the machine-learning algo-
rithm used in the example (k-NN) or a domain-specific result is an interesting ques-
tion for further research. Apart from the slight increase in scoring accuracy, the ma-
chine learning stage offers the advantage of faster scoring of new documents and 
independence of sentiment-dictionaries.  

2 Theoretical Background 

Sentiment analysis, as a subcategory of opinion mining [2], describes the field of 
study that tries to summarize the emotional, or opinionated, contents of texts in a 
manner that allows for a quick grasp of these properties for arbitrary amounts of text. 
Practical sentiment analysis applications range from improving the quality of restau-
rant reviews [9], over stock market prediction [10, 11], to the classification of movie 
reviews [12], political analysis [13] or the measurement of consumer confidence [14]. 
As noted, the field has a long history. This hardly surprises, as the opinion of the 
masses have always been of interest to scientific scrutiny. However, in the past such 
studies had to concentrate on topics like newspaper articles [1], because the personal 
opinions of the individual were not available to researchers. Social Media has 
changed this data landscape fundamentally. Today, for every major public event, 
thousands if not millions of tweets, blog or forum posts are available online and often 

                                                           
1 These files are available on: http://www.uni-goettingen.de/en/482273.html. 
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can be accessed through an Application Programming Interface (API) in real time to 
those willing to pay for the privilege. Due to this exponential increase in available 
data, sentiment analysis—yesterday’s scientific curiosity—has become a necessity for 
businesses and the politically ambitious alike. The task of automated sentiment ex-
traction from texts is not a trivial one, even if digital texts are as freely available as 
they are today. This is due to the fact, that unlike human readers, automated classifi-
cation systems are not able to detect the subtleties of human communication by  
default. In example, while the sentence "I love chocolate" will easily lend itself to 
analysis, another example such as "Don’t I just love politicians, they are all so hon-
est!" obviously poses a number of challenges. In fact, the second example contains 
three major challenges to sentiment analysis; sarcasm (irony), negation and the use of 
sentiment words to express the opposite of their expected sentiment. A fourth such 
challenge is identified by Liu, who notes that superficially objective sentences, such 
as "My car’s motor stopped working a week after I bought it", carry a sentiment that, 
while being obvious to a human reader, will be virtually undetectable through a pat-
tern based analysis [2]. Another especially difficult problem is the use of the rrealis 
[15], e.g. "Had Rome not fallen, we might all be called Julius". While the use of a 
single grammatical phenomenon, such as the irrealis, might not seem problematic 
since the usage of the construct is relatively rare, these challenges to sentiment analy-
sis have to be considered as a whole, as errors due to them will accumulate and skew 
the results of the analysis. While there are a number of publications on each of those 
specific problems, here the focus will remain on sentiment analysis in general. Still, 
the addition of mechanisms that deal with these problems would constitute worth-
while extensions to the processes described later on. Meanwhile, a possible way to 
mitigate such problems would be to analyze texts that are assumed to contain senti-
ment but employ factual language, such as governmental press releases. 

2.1 Two Approaches to Sentiment Analysis 

There are two popular approaches to sentiment analysis. One is to treat the analysis as 
a classification problem and use supervised or unsupervised learning methods to clus-
ter texts, sentences or individual words into categories (e.g. positive and negative), 
while the other is to use sentiment lexica containing the semantic orientation of a 
given set of words [16]. Both approaches have a number of advantages and disadvan-
tages and have been the subject of a variety of research, both for dictionary-based 
methods [17, 18] and machine learning based approaches [19, 20]. One major differ-
ence between the methods is portability, i.e. the ability to use a method established in 
one domain on text in another. While it is almost pointless to try to use the result of 
supervised learning outside of the domain used to train the classification algorithm 
[16], it is intuitive that the words contained in sentiment lexica will carry most of their 
semantic orientation across domains (and perhaps more importantly the orientation 
will seldom change to its opposite). Still, a dictionary intended for cross-domain use 
cannot be expected to perform as well as a domain-specific one because the choice of 
words that express a particular sentiment differs greatly from domain to domain. In 
example, a positive movie review might use words like “entertaining” or “stunning”, 
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while a positive analyst report regarding a company’s financial performance might 
contain words like “continuity” or “increase”. Thus, specialized dictionaries are, of 
course, ideal and are a core-requirement whenever a high scoring accuracy is desired. 
Another disadvantage of supervised learning approaches is their reliance on frequen-
tist properties of the data. Frequentist properties denote properties related to the field 
of frequentist statistics, which focuses on relative frequencies [21]. For an introduc-
tion to such properties see Held or Mayo and Cox [22, 23]. In example, if a given 
corpus of reviews contains only one case of each positive and negative attribute ex-
pressed by the reviewers, there will be no statistical pattern to discern and the ma-
chine learning (ML) approach will fail. A similar argument can be made for Bayesian 
approaches. In either case, the models rely on a statistically discernable difference 
between the groups or categories of texts. A dictionary might still contain a large part 
of these attributes [16]. On the other hand, machine learning based classification can 
assign texts to categories, which are not “identical” to the training data used to create 
the classifier, while dictionary based scoring requires an absolute matching of terms. 
In a sense ML based methods capture the latent sentiment of words via their relation 
to one another, while dictionary based approaches rely on explicit mappings to cate-
gories. It is also important to remember that these two approaches are by no means 
mutually exclusive. Hybrid approaches have been successfully employed to combine 
the portability of dictionary-based approaches with some automation [16]. Examples 
include Read and Carroll, as well as Li et al. [24, 25]. Indeed, such a combined me-
thod is the basis for the HSentiR framework introduced here. Liu differentiates be-
tween three types of sentiment dictionaries [2]. At first, sentiment dictionaries were 
created manually, which of course takes time and cannot be done on a project specific 
basis [2]. The second approach is to create sentiment dictionaries from normal dictio-
naries and is called "The Dictionary based Approach" by Liu [2]. This approach will 
be used in the work at hand. When talking about it, it is important to remember that 
according to Liu the name refers to the (general) dictionaries used to create the senti-
ment dictionary, and not the newly created lists of sentiment words that will be called 
sentiment dictionaries. Since all dictionaries used in the paper will fit this description, 
here "dictionary-based" will simply refer to sentiment analysis using a dictionary 
instead of a machine learning approach. A third approach described by Liu is to create 
the sentiment dictionary-based on a specific corpus. This approach, while being at-
tractive due to the perspective of creating a sentiment dictionary that is corpus specif-
ic, requires large corpora to function properly [2]. Any dictionary-driven content 
analysis approach is "[...] done on a hit-or-miss basis" [26]. Either the sentiment vo-
cabulary used in the studied corpus is contained in the dictionary or it is not. Thus, a 
dictionary suited to the domain of interest could not be more critical to a study’s suc-
cess. Consequently, many different dictionaries have been developed since the early 
days of computer-aided content analysis. As there now are a great number of different 
dictionaries available from various publications, the following section will be re-
strained to giving an overview of possible ways to create dictionaries and listing some 
of the most commonly used in secondary research, thus being by no means compre-
hensive. The basic assumption made when using such dictionaries is that the words 
contained therein have a prior polarity [27], e.g. the word "good", when considered 
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without context, will be perceived as positive by most people. This prior polarity is 
used to assign words to a sentiment category. Of course, a word’s prior polarity will 
not always coincide with its contextual polarity, e.g. "fast" might be contained as a 
positive word in a dictionary for the automobile domain and a text might contain the 
phrase "it broke fast". Where such violations of the assumption occur, they introduce 
a bias to the analysis. Muhammad et al. propose a distant-supervision approach to 
generate domain specific dictionaries that mitigates this bias [3]. Such a method might 
be a prudent addition to dictionary bootstrapping techniques. Stone et al. pioneered 
the dictionary-driven approach and the work they started has been continually im-
proved ever since [28]. The dictionary-based content analysis tool they created is 
commonly referred to as The General Inquirer (GI) and performs a variety of tasks 
from corpus pre-processing to result summarization [28]. The original goals of this 
tool are still relevant today. It was created to provide a possibility to operationalize 
theory, enable researchers to use a comparable and reproducible procedure and reduce 
the manual work required for content analysis [28]. For the purposes of this text, GI is 
considered mainly for its dictionary. For a more detailed description including the 
corpus pre-processing techniques and tagging procedures used by GI in its original 
version see [28]. Today, GIs dictionary has been extended to encompass a total of 175 
categories and includes both The Harvard IV-4 categories (IV-4) and The Lasswell 
dictionary (Lasswell). The first two categories contained in the dictionary are positive 
and negative words with 1915 and 2291 entries respectively. For both types of senti-
ment classification, texts are commonly aggregated in a data-structure referred to as a 
corpus [29]. In addition to the texts themselves, this corpus can also contain meta-
data, such as authors, geo-locations or the time a certain text was created.  

2.2 Requirements Facing a Sentiment-Classification Framework 

As noted in the last section, both dictionary-based and machine learning based senti-
ment classification methods have a number of disadvantages. Therefore, combined 
methods are desirable because they can mitigate these disadvantages. What are the 
key issues researchers face when working with sentiment classification systems? 
When working with different solutions, data-formats can make it difficult to use the 
output of one tool as the basis for further analysis. In addition, most methods de-
scribed in the literature are simply not available for research-use. When tools are 
available, they are generally not intended for hybrid use. Based upon these practical 
concerns, what requirements should a good framework for sentiment classification 
meet? First, it should be integrated into the research-workflow. This requirement can 
help to reduce the need for data-transformation and re-entry, thus reducing the like-
lihood of errors during these tasks. Due to the diversity of available statistics pack-
ages covering these and many other fields of interest, R offers a wide user base al-
ready familiar with a powerful statistical toolset and programming language. Fur-
thermore, these existing packages can be used to perform the entire content analysis 
process, from data import to the statistical examination of the results, within one ap-
plication framework. In addition, the framework should be modular, in order to allow 
researchers to use project-specific methods. This is a key requirement for research-
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purposes because only by allowing for the adoption of novel-methods, new know-
ledge can be incorporated in future research. In addition, ideally, the framework 
should be open and reproducible because “black-box” methods are undesirable in 
practical research. Most of all, the framework should be easy to use. Ideally, research-
ers would always use the most accurate classification solution, which reflects the 
latest advances in Sentiment Analysis. However, due to factors like time constraints 
and familiarity with certain software implementations, the best solution will not pre-
vail if it is hard to use. Thus, ease of use and proper documentation are key features of 
content analysis software. Finally, the framework should provide the needed facilities 
needed in order to create reproducible research. While graphical user interfaces may 
be more intuitive for beginners, researchers have a need for script-based input formats 
because such scripts can easily be shared with reviewers and the public.  

3 HSentiR: A Hybrid Sentiment Analysis Framework 

Here, a two-staged hybrid framework for sentiment analysis using R is presented. 
Figure 1 shows a simplified illustration of the process.  

 

Fig. 1. The HSentiR Framework (Hybrid Sentiment Analysis in R) 

The analysis process begins by importing text-data from a data source into R. Due 
to the large number of available R packages for such tasks, many APIs (e.g. Twitter) 
can be directly accessed for this purpose. Of course, data-import from a variety of file 
formats is also possible “out of the box”. In order to be able to work with large 
amounts of text, a standardized storage format needs to be chosen. Such collections of 
text are commonly referred to as Corpora [29]. Here, due to the mutually exclusive 
needs of the two classification methods used throughout HSentiR, two storage for-
mats are used. The dictionary-based classification uses a list-structure, which allows 
for corpus-wide transformations and cleanup tasks while retaining the input data in its 
original form. The machine learning stage utilizes the corpus class of the tm package 
available on the Comprehensive R Archive Network (CRAN). Note that the tm package 
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also includes a variety of other text mining related tools, as well as pre-processing capa-
bilities, such as stemming and the creation of term-document-matrices (TDM), which 
are a convenient basis for machine learning based analysis in R. This twofold storage 
structure enables custom pre-processing for the two stages of the analysis. Indeed, this 
possibility is needed because the pre-processing needs of the two stages are mutually 
exclusive. Pre-processing for a dictionary-based analysis should aim to increase the 
matching probability between the dictionary and the corpus, while machine learning 
based classification benefits from pre-processing tasks like sparse term removal, 
which would decrease matching probability with the dictionary. In the subsequent 
subsections, the two stages of the HSentiR framework will be described in more de-
tail, before putting the framework to the test using movie-review data [8]. 

Step1: DSentiR – Dictionary Based Scoring 

As shown in Figure 1, the dictionary based scoring phase of the process generates the 
training data for stage 2. Figure 2 gives a more detailed overview of the dictionary 
based classification process this stage of the HSentiR process.  
 

 

Fig. 2. The dictionary based stage of HSentiR: DSentiR  

 
As the figure illustrates, the cleansplit function provided by the DSentiR package 

covers a number of common pre-processing tasks, such as removing characters from 
that data that might hinder the matching of words with the sentiment dictionary and 
splitting texts into individual words. This function is easily expandable using custom 
Regular-Expression (Regex) patterns and is therefore easily adapted to domain-
specific pre-processing needs. Processing a text with this function results in a vector 
consisting of individual words. Afterwards, the scoring function is used to match this 
word-vector with the sentiment dictionary. The function returns the match-count be-
tween the dictionary and the supplied text. Optionally, the function can also return the 
matched words themselves if a “sanity check” is desired. Finally, the match counts are 
handed over to a function containing the chosen sentiment measures, which determine 
the classification of each text based on the scores. As is, the sentiment.measures func-
tion outputs the proportion of positive matches in relation to the total match-count as 
the default measure: 
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   (1) 

It is assumed that if this percentage exceeds 50 a text is of positive sentiment. In-
deed, this intuitive cut-off value is very near to the empirical optimum determined in 
the validation section of this paper. Apart from this pos.-percentage measure the func-
tion is also able to return polarity (centered around 0). Furthermore, the function is 
easily adaptable to other measures should those be desired instead of the already 
available implementations. Finally, each document is assigned a sentiment category 
(e.g. positive or negative) based on the chosen sentiment measure. If a corpus is ex-
pected to contain neutral documents, adding a “dead zone” to the measure might be 
desirable. Consequently, the output of the first stage of HSentiR consists of category 
assignments for all documents, which contained at least one word present in the sen-
timent dictionary. Of course, the percentage of documents assigned a score using this 
method is a function of document length. However, the movie review corpus used to 
assess the method shows that for medium length documents, all texts were assigned a 
score. This can not be expected to be the case for shorter documents. In example, in a 
corpus of 7,000 tweets with hashtag “#google”, 51% were assigned a score. Factoring 
in both the limited length of tweets and the fact that not all tweets in such a random 
sample are expected to carry sentiment, this still is considered a solid basis for further 
classification.  

Step2: Machine Learning Based Scoring 

Figure 3 gives an overview of the machine learning stage of the process. Typically, 
the input required to train a machine learning classifier consists of three components. 
The data is split into training and test sets, additionally the true classifications of the 
training data is supplied to the algorithm. In the case of HSentiR, an estimation of this 
true classification is supplied by the DSentiR stage. As noted, there are a number of 
different algorithms, such as naïve Bayes, k-NN or SVMs, which are known to per-
form well in text classification tasks. All of these (and more) are already available as 
R packages and can be utilized with the training data resulting from DSentiR. Choos-
ing a suitable classifier for a given domain is not a trivial task and involves trial and 
error, i.e. trying a number of different algorithms on a given corpus. Thus, this flex-
ibility is a prerequisite for domain-portability.  
 

 

Fig. 3. The machine learning stage of HSentiR  
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4 Framework Evaluation 

In this section, the HSentiR framework will be applied to a corpus of 2,000 movie re-
views provided by the well-established movie review corpus 2.0, which has been the 
basis for over a hundred analyses to this date [8]. This corpus has been the subject of 
this many studies due to the fact that is has been manually pre-categorized, allowing for 
reliable process assessment and reliable comparison of different methods. The evalua-
tion consists of three different assessments. First, the dictionary based scoring phase 
alone will be applied to the corpus, in order to provide an overview of the abilities and 
limits of this basic scoring method. Consequently, a k-NN classifier will be introduced 
and trained using the true (true label) training data given by the pre-classified movie-
review data. This provides a baseline to compete against for another run of k-NN train-
ing using the DSentiR result as training data (estimated label), allowing for a compari-
son of accuracy within the movie-review domain. As previously discussed, using a do-
main-appropriate sentiment dictionary is key to dictionary based sentiment classification 
accuracy. Thus, in this section, different dictionaries will be used to score the documents 
contained in the movie-review corpus. It is expected that scoring-accuracy varies de-
pending on the used dictionary. In particular, three dictionaries are used: 
 

1: The positive and negative word categories from the current version of the General 
Inquirer (GI) dictionary [28], as available from the GI-Homepage. 
2: The AFINN dictionary, created by [30] for use with form 10-K annual reports, 
which give an overview of a company’s financial situation and its business(domain-
inappropriate for movie-reviews). 
3: The current version of the dictionary introduced by [31]. 

 

As the AFINN dictionary was created for the financial domain, it serves as an  
example of choosing the wrong dictionary. This should lead to a significant loss of 
scoring accuracy. The following table shows the classification accuracy for all three 
dictionary, for both positive and negative reviews, as well as the average across both 
categories. 

Table 1. Percentages of correct sentiment classification within Movie-Review Data 

 Positive Negative Average 

Liu 59.5 77.2 68.35 

AFINN 28.6 83.3 55.95 

GI 70.2 50.5 60.35 

 
Indeed, the AFINN dictionary results in 5-13% loss of average accuracy. There-

fore, choosing the right dictionary for the domain is imperative. The GI has the high-
est success rate for positive reviews but hardly beats a coin flip for negative ones. 
Finally, the Liu dictionary seems to be most consistent for this dataset with 68.35% 
average accuracy. As mentioned before, these results are for positivity with 50% as 
cut-off value. Although cutting at this threshold seems intuitive, the reasoning behind 
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this value is worth a closer look, as it might not be optimal. How does the cut-off 
value affect correct scoring in both negative and positive reviews? To answer this 
question, the percentages of correct scoring are calculated in 0.5% steps for cut-offs 
ranging from 0.05 to 1, which results in a 200-step distribution of results. 

 

Fig. 4. Distributions of correct scoring for cut-offs 2 (0; 1], 200 steps for positive (upper) 
and negative (lower) reviews 

 
As expected, all reviews are scored positive for cut-offs near zero and all negative 

for those near 1. More importantly, both distributions are symmetrical. While the 
distribution for positive reviews is centered on a value slightly higher than 0.5, the 
negative case is centered around a value smaller than 0.5. This should balance in the 
mean of both cases and allow 0.5 to serve as a reasonable cut-off. Figure 5 shows the 
mean of simultaneous correct scoring for both positive and negative reviews. The 
maximum of simultaneous correct scoring for both categories is close to 0.5. To be 
exact, it is found at the cut-off value 50.5% with 70.6% correct scorings, thus provid-
ing a 2.25% improvement over the original average. 

 

Fig. 5. Distribution of simultaneously correct scores 

While this result should not be considered a general truth, it seems that at least in 
this dataset, positive reviews contain about as many positive matches with the dictio-
nary as negative reviews contain negative matches. Whether this is due to good ba-
lancing in the Liu dictionary or a natural property of the dataset would be another 
interesting question for future research. Of course, such an analysis is only possible 
with pre-labeled data, which is generally not available when sentiment analysis is 
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desired. However, the example shows that the proposed classification method works 
and offers up to 70% accuracy, even though the dictionaries were not specifically 
intended for use in the domain. Next, the accuracy of a k-NN classifier using the pre-
determined classification of the movie-review dataset is assessed, in order to provide 
a baseline for the combined scoring approach of HSentiR. The k-NN classifier is only 
one of the possible classifiers available through various R-packages. Other options 
include SVMs or advanced methods like string-kernels [29]. A domain-appropriate 
classifier has to be chosen on a trial and error basis using the data in question. The 
“class” R-package provides the k-NN implementation used here. Pre-processing in 
this case includes the removal of all punctuation, white space, lower case conversion, 
as well as the removal of stop-words. Also, those words in the term-document-matrix, 
which occur not at least in half the documents are removed (sparseness factor 50%). 
A random sample of 70% of the data is used to determine the training data for the 
algorithm. The remaining 30% are used for validation. The table 2 shows the confu-
sion matrix resulting from the process. 

Table 2. Confusion Matrix for k-NN classification (true labels) 

 Actual 

Prediction Negative Positive 

Negative 288 69 

Positive 21 222 

 
Based on this confusion matrix, the overall accuracy of the k-NN classifier, trained 

with the actual categories of the data (true label), can be calculated as 85%. Although 
this scoring accuracy could certainly be improved by using alternate algorithms or 
fine-tuning of the input-parameters, it is sufficient to act as a benchmark for the hybr-
id approach, using the same parameterization. In addition, it is important to remember 
that this real label information would usually not be available in practical research, 
which is why hybrid approaches, such as the one introduced by the HSentiR frame-
work, are needed in praxis. Using the estimated sentiment-classification, resulting 
from the DSentiR stage of the process, the same process as before is repeated, yield-
ing the results portrayed in table 2.  

Table 3. Confusion Matrix for k-NN (estimated labels) 

 Actual 

Prediction Negative Positive 

Negative 249 123 

Positive 66 162 
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As the new confusion matrix illustrates, the accuracy drops to 68.5% using the esti-
mated label information instead of the true label. Note that, due to the random sam-
pling of the training and prediction cases, the accuracy varies between runs of the 
model. However, it is reasonably stable on a level comparable to the accuracy of the 
DSentiR stage. This raises the question of the benefit of the machine learning stage of 
the process. As described earlier, the machine learning stage allows to classify docu-
ments not containing words included in the sentiment dictionary. The answer to this 
question also has to be answered on a project specific basis, depending on factors, such 
as the number of documents and their individual length. When very large corpora are 
analyzed, using the DSentiR stage on a subsample to create training data is computa-
tionally preferable, while small corpora can be analyzed entirely using dictionary based 
scoring. Compared to the k-NN model trained with the real label information, 16.5% 
accuracy were lost by the label-estimation. Of course, if this is a reasonable price to 
pay for not having to manually create the training data, is project specific. While it is 
feasible to create training data manually in datasets like the movie-review example 
(n=2,000), larger corpora require an automated approach to the problem, like DSentiR. 
In addition, the k-NN method allows for the classification of documents that do not 
contain words included in the sentiment dictionary but are otherwise similar to those 
which do. Due to its modular nature, the HSentiR framework can be applied to both 
cases. In addition, the increase in scoring accuracy has to be determined on a corpus-
specific level and different machine-learning algorithms, such as naïve Bayes or SVMs 
may increase accuracy even more. Since the goal of this research is to establish a 
framework for such optimizations, this will not be investigated here because there is no 
general answer to the question of the most suitable classifier. 

5 Conclusions and Outlook 

The goal of this research was to create an open, hybrid and domain-portable approach 
for sentiment classification that meets the requirements of domain-portability and 
public accessibility, while limiting the level of complexity in order to enable a large 
amount of users to make use of the process. The evaluation of the two stages of HSen-
tiR shows that the dictionary based stage (DSentiR) performs well if an appropriate 
sentiment-dictionary is used. This confirms that dictionary based sentiment classifica-
tion is only as good as the dictionary used to score the texts. The movie-review exam-
ple shows that a k-NN classifier, when trained with the true classifications of the data, 
achieves ~85% accuracy in this domain. When using the estimated classifications 
from DSentiR, the accuracy drops to ~68%. Of course, this level of accuracy leaves 
room for further process refinements. These can be achieved in three key areas. First, 
the scoring accuracy of the DSentiR stage should be optimized. There are three possi-
ble ways to expand upon the proposed techniques. First, the existing functionality 
could be made more performant, thus enabling usage on larger data quantities. There 
are several possible ways to achieve this goal. First, the code could be revised with 
the goal of vectorization. However, most of the functions used here already comply 
with this paradigm of R performance. Another way to improve performance could be 
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making use of the existing interfaces between R and other programming languages, 
such as C++ (rccp) or the C interface that is part of the R-core. Especially the substi-
tution tasks in the cleansplit function could benefit from implementation in those 
languages. A third possible way to optimize performance is making use of the compi-
ler package and its Just In Time Compiler (JIT), which does not require code revision. 
The second possible addition to the proposed techniques is extending the existing 
process to address more of the specific challenges that sentiment analysis faces. An 
obvious addition would be to make use of the sentiment strength scores available in 
some sentiment dictionaries. In addition, the pre-processing techniques employed by 
the cleansplit function could be improved, in example by including a spell-checking 
and stemming stage to improve the chances of matching a word with the dictionary. 
Furthermore, the introduction of word sense disambiguation could improve result 
accuracy. Furthermore, automated translation of corpora and dictionaries could enable 
cross-language use of the process. Finally, the need for domain-specific dictionaries 
remains an issue. One approach to solving this problem is using a digital dictionary 
like WordNet [32] to bootstrap a dictionary for each dataset, using some of the do-
mains most prominent sentiment-laden terms as seeds. Such bootstrapping approaches 
have been shown to effective [33] and a WordNet interface for R is already available. 
Apart from achieving scoring-accuracy, this research intended to create a reproducible 
and open framework for sentiment analysis, which enables researchers to produce 
peer-reviewable results. The HSentiR process relies on simple R-scripts, which can be 
shared with both reviewers and the public, ideally making the reproduction of results 
as easy as pressing as pressing a button. This combination of openness of method and 
ease of producing results for validation can help the scientific community to build 
public trust in empirical research. Furthermore, public validation of results can help 
researchers to correct mistakes, thus improving the quality of future publications. It is 
with these goals in mind, that the use of methods, such as the HSentiR framework, 
should be encouraged. 
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Abstract. Customer-centric design is critical to the success of delivering Pre-
dictive Analytics (PA) as a Self-Service Technology (SST), yet efforts to date 
have focused upon the related technical challenges. This research turns to the 
multidisciplinary field of Service Design to address this where its centerpiece 
Service Blueprint (SB) method has the potential to support such customer-
centric design. However the fields’ long-standing emphasis on traditional high-
touch low-tech services limits its utility for the design of SSTs. This research 
adopts a Design Science approach to improve upon the SB to offer a more 
complete solution beyond these traditional boundaries. As output, a new multi-
model is proposed with an enhanced SB at its center, enabling design practi-
tioners to rise to the challenges of these technology-enabled services. Besides 
providing the necessary customer-focused design for PA SSTs, the research 
contributes to the development of a more holistic approach to the broader prac-
tice of Service Design. 

Keywords: Service Blueprint · Self-Service Technology · Predictive Analytics · 
Service Design · Service Science · Design Science  

1 Introduction 

The importance of services within the global economy is widely recognised with 
long-standing trends of their increasing dominance and forecasts which only see point 
towards their continued growth [1, 2]. The convergence of two recent technologies, 
cloud computing and software-as-a-service, is giving rise to an innovative new class 
of service within the analytics domain referred to as Predictive Analytics as a self-
Service (PAaaS) [3, 4]. Generally speaking, Predictive Analytics (PA) is the applica-
tion of statistical models and analysis drawing upon existing and/or simulated future 
data in the provision of actionable insights for real-world problems [5]. A Self Service 
Technology (SST) is then any technology-enabled service which enables the user to 
avail of a service independent of direct service employee involvement [6]. The deliv-
ery of PA in this way offers such insights on a pay-per-user on-demand self-service 
basis allowing organisations which do not have the necessary infrastructure or exper-
tise to exploit their potential benefits. The challenges in realising such a service  
are both broad and varied [7] with much of efforts to date having focused on the tech-
nical design [4 , 8]. Yet this technical focus threatens to neglect the user’s perspective 
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during design, which represents one of the key success determinants for any Self-
Service Technology (SST) [9, 10].  As such, this research turns to the multidiscipli-
nary field of Service Design to offer a customer-centric approach to the design of 
PAaaS. 

2 Literature Review 

Service Design is a multidisciplinary design field which sits at the intersection of 
service strategy, innovation and implementation [2, 11, 12]. It seeks to design service 
processes, interactions, features, systems and strategies in an orchestrated manner, 
where the principal objective is to offer superior customer experience and differenti-
ate from service competitors [2, 12-16].  In spite of its steadfast customer focus and a 
myriad of tools and methods however, there is increasing recognition that it has failed 
to keep pace with the technology-driven evolution of services [2, 17, 18].  

For Self-Service Technologies (SSTs) as well as many other services, technology 
and information systems have become essential foundations giving rise to conflicting 
design perspectives. This can give rise to service designers complaining that develop-
ers build systems which constrain their ability to deliver what the customer wants. 
Similarly developers may encounter difficulties where designers propose service as-
pects which the back-end system can’t support [19]. A unified design perspective is 
needed which addresses the trade-offs and potential conflicts from both sides of the 
screen: where developers better understand customer needs and designers better  
appreciate the constraints, as well as the opportunities, of the underlying technology 
[1, 20, 21]. Yet the legacy of Service Design remains rooted in the traditional high-
touch low-tech services where the focus largely remains on design of the service front 
stage, i.e. the service interface and corresponding interactions between service user 
and provider with some expansion to the surrounding context of a socio-material sys-
tem [15, 22] in neglect of the corresponding back stage elements.   

In fact amongst all the Service Design methods, the only exception to this is  
the Service Blueprint (SB) which offers a customer-focused process-orientated visu-
alisation of service delivery [23, 24]. Along the horizontal axis, it represents the chro-
nology of actions conducted during its delivery. Along the vertical axis, this is  
decomposed into five different rows or swimlanes: the Physical Evidence, i.e. what 
the customer sees, the Customer Actions, the On-Stage Employee Actions, the Back-
Stage Employee Actions and Support Processes undertaken by non-contact employ-
ees. The SB has become fundamental to the practise of Service Design [25] and the 
literature refers to its use and adaptation in support of designing the service processes, 
customer experience, provider organisation and overarching strategy [23, 24, 26-30]. 
As the swimlane names may suggest however, the SB has predominantly only been 
applied to high-touch low-tech services where the technological dimension of design 
has been neglected [21, 31]. Furthermore, in spite of its potential, these previous ex-
plorations have focused upon the front stage design, discounting the importance  
of back stage service elements. This reflects a central shortcoming of traditional de-
sign understanding where service quality was commonly viewed as something which 
occurred at the service interface rather than determined by the entire service system 
and simply manifested there [19].   
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A more holistic approach is beginning to emerge within the broader context of 
Service Science.  This global initiative spans academia, industry and government in 
seeking to unite the entire spectrum of service-related fields and is underpinned by a 
view of services as complex configurations of people, technology and other resources 
in the co-creation of value [1, 2, 32-34]. This has led to the development of the Ser-
vice Experience Blueprint (SEB) method within Service Design in the first concrete 
step towards addressing the challenges of technology-enabled service innovations. It 
extended the design scope beyond the traditional single interface focus to allow for 
integrated customer experience design across multiple channels, where the traditional 
brick-and-mortar interface is complemented by SSTs such as on-line stores or tele-
phone interfaces [9, 18, 21].  In doing so, it also explicitly incorporated technology 
actions in addition to human actions to the traditional SB format.  In spite of this, the 
SEB remains focused on design of the front stage experience with minimal represen-
tation of the back stage technology. 

Further efforts to advance Service Design under the umbrella of Service Science 
exhibit the same shortcoming.  One of the most noteworthy examples, the Multi-level 
Service Design (MSD) method extends the traditional design scope upwards across 
three hierarchal levels [17]: the service concept: the benefits the service offers to its 
customer positioned with the value constellation [35]; the service system in accor-
dance with the above definition [34]: and the service encounter: aligned with the his-
torical design focus of the interactions setting and process. However whilst it offers 
an integrated view of a service across each of these levels, it propagates a neglect of 
the back stage design through incorporation of the SEB at the foundational service 
encounter level.  Other research efforts such as Customer Experience Modelling have 
also explicitly focused on offering a more holistic view of the front stage experience 
[16, 36]. In fact, many of the concerns expressed in relation to the traditional SB re-
main unaddressed.  These include the apparent restriction to represent only basic 
service systems [25-27, 31] as well as its application to isolated areas of improvement 
for existing services rather than the design of new more complex systems [37].   

This paper argues therefore that Service Design is lacking a comprehensive and ro-
bust method enabling the integrated design across complex front-stage back-stage 
service system.  In the case of PAaaS, the need for such a method to allow a unified 
design perspective is considered even more critical where in addition to collaboration 
between service designers and developers, the perspective of the analytics expert must 
also be incorporated.  The objective of this exploratory research is therefore to ex-
plore the use of the Service Blueprint to support the integrated design of a Self-
Service Technology in Predictive Analytics.  This aligns with the call for its crea-
tive expansion within Service Science [2] as well as the many calls to extend upon its 
representation for all but the most basic of service delivery processes [25, 27, 31, 37]. 

3 Research Methodology 

This research adopted a Design Science research approach where the IT artifact takes 
the form of a method [38]  to support the integrative design of Self-Service Technol-
ogy (SST) in Predictive Analytics (PA).  As such, the research can be regarded as an 
exploratory study contributing to the improvement of Service Design knowledge and 
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practice where existing solutions for the design of SSTs are inadequate.  The authors 
were also participants in developing the technology, which implies that this research 
is participatory in nature and may also be seen as drawing up on an Action Research 
oriented methodology paradigm [39]. 

The development of the artifact is informed by both existing literature from Service 
Design, as well as empirical evaluation from an exploratory case study. The former 
provides high-level guidance, the latter allows real-world complexities to be appreci-
ated and close observation of the artifact’s application in context.   

Three research questions are formulated to guide the design and evaluation of the 
artifact: First, does the SB capture the creators’ perception of the front-stage back-
stage service system of the SST in PA? Second, does it support the design team in 
integrated design of the service system? Third, what improvements can be made to 
better support this? The first two questions address both sides of the coin where con-
ceptual modelling is concerned, regarding both its creation and use, while the third 
question draws upon both of these to extend the model as necessary.  

The selected case study was conducted under a long-standing industrial-academic 
collaboration partnership between the University College Cork (UCC) and a statistical 
software company for the development of a SST offering predictions of customer 
churn to business users. The PA SST was to allow non-expert users to upload historic 
customer data to a cloud service and generate predictions to identify those customers 
at greatest risk of ending their subscriptions. It also offered customised interactive 
visualisations surrounding the corresponding ‘loyalty curve’ to help define targeted 
marketing campaigns to increase retention amongst the identified high-risk customer 
segments. This type of capability empowers key decision makers in churn manage-
ment, commonly regarded as one of the key application areas of PA [40]. The com-
plexity of the SST delivery spanned several technologies such as C#.NET, SQL 
Server and IIS for the core information system, Fortran 77 for the analytics algorithms 
and EXTJS for the visualisations, all encapsulated as a web service. Accordingly, the 
service design team was a multidisciplinary group of experts spanning commercial, 
analytical and software development competencies. This team was jointly led by a 
project director and technical project manager, both of whom were supported by a 
business analyst, predictive analytics expert as well as a senior and junior software 
developer. Only the technical project manager had prior experience with the Service 
Blueprint (SB) model. The work was jointly sponsored by the software company to-
gether with the funding organisation as part of an industry innovation programme. 

The evaluation was cross-sectional in nature allowing for three different design 
cycles at different snapshots during the 12 month period from October 2013 to Sep-
tember 2014. This enabled on-going knowledge sharing between the researcher and 
practitioners where both the evolving nature of the service together with the artifact 
could be accounted for in the collaborative development of an improved solution.  

The artifact evaluation was driven by multiple data collection techniques in the dif-
ferent design cycles offering rich qualitative data. The first research question was 
addressed using informed argumentation [41], which evaluated the ability of existing 
methods to capture the needs of service design. The second research question  
concerning use of the service design model was addressed using focus group discus-
sions with the service design team during the course of the project, together with par-
ticipative observation by one of the authors. The third research question built upon 
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consolidated observations from informed argumentation, focus groups, and participa-
tive observation to identify emerging themes and opportunities for improvement in 
the service design methods employed.   

4 Artifact Description and Evaluation 

In accordance with the iterative nature of Design Science, the following sub-sections 
describe the artifact and its evaluation across each of the three design cycles.  Its 
application in the case study environment serves as illustration of use and proof-of-
concept in support of the integrative design of a Self-Service Technology (SST) inte-
grated design in Predictive Analytics (PA).  Due to space limitations, the following 
section documents only the most important observations from the construction and 
evaluation of the artefact. However these observations are sufficient to demonstrate 
where the existing Service Blueprint (SB) method falls short and the evidence for 
proposed improvements. 

4.1 First design Cycle  

Context and Description. The first design cycle centered upon the launch of the case 
study project, wherein it was necessary to communicate the starting vision of the ser-
vice to the newly-formed design team. This was needed to enable an overall project 
plan to be established identifying key areas for collaboration and allowing individual 
design activities to commence. To this end, the researcher created the first service 
design model drawing upon the traditional SB of Bitner, Ostrom [24] with the single 
modification that it allowed representation of technology actions in addition to human 
actions as in the more recent Service Experience Blueprint (SEB) method [21].   

Evaluation. The SB demonstrated a capability to transform the initial textual service 
brief into a visual representation of the integrated front-stage back-stage service sys-
tem. The chronological depiction of service delivery combined with its decomposition 
across the different ‘swimlanes’ offered an intuitive means with which to encapsulate 
the understood vision.  

Evaluation via the focus group discussions saw mixed views expressed as to the 
degree to which the model supported the integrative design of the service system. On 
the one hand, the SB successfully offered a high-level representation of the service 
system “effectively transforming the brief into a tangible vision” as described by the 
project director. This instilled a shared mental model and provided a starting platform 
from which to discuss the design, as well as enabling participants to overcome their 
individual disciplinary silos and approach design from a unified perspective, i.e. from 
the service user. Participants described how it offered a “crystallisation of the cus-
tomer perspective” where even the most technically-orientated PA expert and soft-
ware developers noted how the SB helped maintain basic customer experience design 
at the forefront of consideration. The evaluation also newly highlighted the particular 
value of the SB for SST experience design. Its swimlane structure continually en-
forced conscious design decisions regarding what was made visible to the service user 
and what was hidden in addition to which actions were automated and which were 
realised by the user.  These respective design concepts of service transparency and 
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empowerment are central to self-service design but particularly so when dealing with 
the challenges of readily delivering the complexities of PA capabilities for the non-
expert business user. On the other hand however, the lack of depth in the model was 
criticised by the software developers concerned with the technological aspect of  
design.  The lack of process logic detail together with a complete absence of the in-
formation view inhibited the start of any development activities. Even basic represen-
tation of the user-interface was missing. This impacts both design of the technology 
solution and the customer experience.  More generally, the team recognised that,  
in spite of its potential, the lack of detail in the SB limited its support for more mean-
ingful multidisciplinary discussions.   

Moving forward, two recommendations central to improvement of the SB were 
identified: First, the adoption of the Business Process Modelling Notation (BPMN) in 
place of the current free-form notation. This was intended to allow more detailed and 
complex process flow representation in addition to the introduction of the correspond-
ing information flow. Second, the incorporation of a user interface storyboard in order 
to represent how the virtual service will look to the user. This was hoped to strengthen 
design of the customer experience as well as making tangible that which sits at the 
centre of integrative design between front and back stage. 

4.2 Second Design Cycle 

Context and Description. The second design cycle was conducted three months later 
when a more detailed vision for the service was beginning to take shape. Develop-
ment of the service had not yet commenced, yet the maturing design knowledge pre-
sented an opportunity to evaluate the method under increasingly detailed conditions. 
A second model was created to incorporate feedback from the first iteration and im-
plement the identified improvements (see example in Figure 2 below).  

Evaluation. The refined SB model significantly extended the ability to both capture and 
elaborate a more complex service system design.  The advance beyond the traditional 
format to representation of a technology-enabled service is reflected by the renaming of 
generic swimlanes to “Physical & Virtual Evidence” and “Support Processes & Sys-
tems”. The service design storyboard [42] strengthened the link between what is visible 
and available to the user and the underlying complexity of the service delivery. This 
allowed a more complete representation via the process logic gateways and information 
flows enabled by BPMN, meaning greater integration of the customer experience and 
technology design. It also increases the level of detail in the model as the project pro-
gresses, further strengthening its support for integrative design. 

Three further improvements of note were identified. The first two were imple-
mented during the course of the model creation. First, a high-level delivery process 
framework was introduced in the form of the activity vectors located above the swim-
lane grid. These represent the primary stages in delivery of the PA process, drawing 
upon accepted PA process models [3, 43, 44], and facilitated the elaboration of an 
increasingly complex design in a modular fashion. Second, the notion of comment 
boxes was introduced. These captured identified gaps in the design and highlighted 
areas for future discussion. Both of these are anticipated to be of increasing benefit  
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Fig. 1. Iteration 2 -  Improved Service Blueprint 

as the SST design evolves. The third improvement, flagged for future evaluation, is 
the combined use of user personas with the improved SB model. Personas offer a 
precise description of a service user and what he or she wishes to accomplish [45]. 
These can offer an explicit representation of the user perspective which should drive 
detailed elaboration of the SST design. 

4.3 Third Design Cycle 

Context and Description. The third and final design cycle was conducted following 
a further four months as part of the projects Critical Design Review (CDR). The pur-
pose of this was to establish a design baseline for a service prototype to be released to 
the prospective customer organization. Within this context, a further evolution of the 
design model took place to consolidate recent design team knowledge in respect of 
the SST and to address the increasing complexity and corresponding challenges. The 
result was a multi-model, as illustrated in Figure 3 below, comprising of a further 
enhanced SB, together with service user personas and a newly developed Service 
Blueprint Overview Map (SBOM) to be discussed below. 

Evaluation. As the proposed SST service system became increasingly lucid, the re-
fined SB from previous iterations struggled to capture all of the necessary informa-
tion. Although the benefits of changes made to date (BPMN notation, interface story-
board, activity vectors, comment boxes, etc.) in the representation and elaboration of 
the design were re-affirmed, increasing complexity placed additional demands.  
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Fig. 2. Iteration 3 - Multi-model 

The service now required a multi-provider offering where the data used to generate 
predictions was managed by a third party provider external to the prospective cus-
tomer organisation. Further to this, it also evolved to a multi-user offering where dif-
ferent individuals within the organisation would be responsible for prediction data 
administration, prediction generation and subsequent strategy definition. The Service 
Blueprint Overview Map (SBOM) was developed in response to these emerging re-
quirements. It allowed representation of the complete design of the service system 
across an interconnected constellation of SBs spanning the service delivery process 
within the high-level activity vector framework along the horizontal, as well as the 
multiple design perspectives of all the key delivery stakeholders along the vertical. 
The multi-user nature of the service also heightened the need to capture and differen-
tiate between individual service user needs and preferences.  

This was reinforced by further evaluation in focus group discussions. The design 
team regarded this multi-model as a significant improvement upon the traditional SB 
where it strongly supported the integrative design of the SST as part of the CDR. 
Central to this, the multi-model was observed to offer a more complete representation 
of the service. Participants described how for the first time they had an “end-to-end 
360° view” of the service system where prior to the model design discussions had 
been fragmented or at best unstructured. The detailed representation offered by the 
improved SB combined with the top-level view of the SBOM was stated as helping to 
avoid risks associated with over-simplification or under-estimation of the work in-
volved. This was evident in a number of instances where the model helped reveal the 
need for additional software modules and user interfaces previously unrecognized. 

The new multi-model consolidated existing refinements as well as adding some 
additional features in support of customer experience design.  Introduction of the 
personas offered an explicit description of the user perspective to be adopted.  
All participants described how this maintained a unified design perspective for even 
detailed discussions where a shared vision not just of the service system but of the 
design rationale behind it was made possible. In particular, the software developers 
explained how the persona-SB combination helped “ground design ideas with respect 
to the service user, ensuring the technology is the means to an end, rather than an  
end to itself”. The business analyst did comment however that the personas did some-
times remain disconnected from the SBs. To compensate for this, it was suggested to 



238 C. Thornton and B. O’ Flaherty 

 

explicitly list experience requirements at the top of each SB. Participants also agreed 
that the embedding of the user interface storyboard further facilitated the integrative 
design where it effectively mandated a constant link between the Front Stage (FS) 
elements on view to the user and the underlying Back Stage (BS) elements driving 
service delivery. For a more detailed representation of the user interface, the develop-
ers agreed that it merited its own dedicated design layer in the multi-model, in par-
ticular with respect to the analytics visualizations. Participants stated that the SBOM 
was extremely useful in designing the collective experience of the service across the 
coordinated team of users within the prospective customer organization. 

The increased design detail within the multi-model also enabled it to support de-
sign of the underlying technology solution and encompassed analytics. The design 
team described how representation of complex process logic, information flow and 
datastores allowed “high-level conversations to take place whilst uncovering implica-
tions on software development”. The model helped developers explain constraints 
relating to deep structure design elements such as datastores of the underlying data-
base and also facilitated discussions for new design features providing a platform for 
greater description of what’s required. The developers did suggest that a link to Data 
Flow Diagrams (DFDs) and Entity Relationship Diagrams (ERDs) would further 
embed use of the model for day-to-day usage. 

Overall, the design team attested to the strength of the multi-model in newly sup-
porting collaborative and iterative design efforts. Individuals described how it helped 
identify and highlight areas of collaboration and impart control over discussions, na-
vigating the breadth and depth of design issues. Where some instances of confusion 
did occur as to the exact usage situation of use being modelled, it was proposed to 
explicitly identify and differentiate between different scenarios.  Beyond this, the 
only other major drawback was the absence of software to support update of the mul-
ti-model during live discussions. 

5 Discussion 

5.1 Findings 

This research offers several significant findings regarding the use of the Service  
Blueprint (SB) method for integrated design of a Self-Service Technology (SST) in 
Predictive Analytics (PA).    

With respect to the first research question, it is found that the SB only allows the 
model creator to capture a high-level understanding of the SST front-stage back-stage 
service system. On the one hand, the customer-centric swimlane decomposition of the 
system provides an intuitive tool with which to depict design understanding. This is par-
ticularly relevant for self-service PA where it mandates an awareness of the degree of 
transparency and empowerment designed into the delivery of complex analytical capa-
bilities to a non-expert user. On the other hand, the research underscores a number of 
shortcomings which limit the practical benefits of this. The absence of a formal notation 
means that the SB lacks the ability to represent detailed process flows necessary to cap-
ture understanding beyond anything but a nascent design vision. The process-orientated 
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format of the SB also fails to address the information-intensive nature of the service 
where the storage and processing of analytics data, as part of the overall delivery process, 
are as important as the actions driving it. Similarly the lack of representation of virtual 
service evidence in complement to the traditional physical evidence, i.e. the user inter-
face, limits the extent to design understanding can be captured. More significant perhaps, 
is the inherent restriction of the SB to single-user single-provider service systems which 
is more the exception than the rule in such technology-enabled service innovations. This 
all has significant implications on its wider use by a design team. 

In relation to the second research question then, the SB can offer only limited sup-
port to the integrated design of a PA SST service system. The research shows that it 
can help a design team at the initial stage of a project to transform the starting design 
vision into something tangible, providing a discussion platform to stimulate design 
discussions. However this type of high-level representation, which exemplifies exist-
ing research efforts, restricts its potential to support the service design in a more 
meaningful way. First, support to customer experience design is limited to basic 
agreement of service transparency and empowerment. This is fundamentally affected 
by the absence of service virtual evidence where it does not depict what the user sees 
on-screen or how they interact with it. Furthermore, the customer perspective which 
the SB mandates is difficult to maintain when efforts turn to articulate a more in-
depth design of the service and underlying analytics. In this situation, the tendency to 
revert to a technology-driven rather than customer-driven solution dominates. Second, 
support to technology design is limited to offering developers a broad understanding 
of the service to be developed. The inability to represent a detailed process flow or  
the corresponding informational aspects means the SB cannot offer a more detailed 
conceptual design and in no way contributes to the logical or physical design of the 
technology solution. For these same reasons, neither can it support the necessary col-
laboration between developers and analytics experts concerning the detailed steps 
underlying the predictive analytics or the generation of the corresponding visualisa-
tions. Again the absence of the user interface inhibits such integrative design efforts 
where it is the central element bridging the front and back stage design. Overall, 
whilst the SB does provide an initial shared mental model for envisioning a SST, its 
lack of detail undermines its ability to offer any further design support. 

In answering the third research question, the research identifies a broad gamut of 
improvements to address identified shortcomings. Focusing on the SB, the research 
proposes a number of adaptations significantly improving upon existing efforts. Key 
changes include: incorporation of Business Process Management Notation (BPMN) to 
allow representation of complex process and information flows; embedding of a user-
interface storyboard to depict the virtual service evidence; introduction of activity 
vectors to offer a high-level delivery framework; inclusion of comment boxes to cap-
ture identified design gaps and flag areas for future work as part of an overall service 
development roadmap. Furthermore, in what is a significant step towards a holistic 
service design, the research proposes a multi-model approach to SST design integrat-
ing different design perspectives even further with this improved SB situated at its 
centre as illustrated in Figure 5 below. It explicitly captures the customer perspective 
to be adopted in design through service user personas. It provides a dedicated design 
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space for the user interface through the designers’ storyboard, itself linked to the SB 
virtual evidence. Notably, the multi-model also includes and consolidates multiple 
design perspectives for the service system via the Service Blueprint Overview Map 
(SBOM). It complements the process-orientated view of the SB with the Encounter 
Information flow (EIF). This is the software development Data Flow Diagram over-
laid with the high-level activity representation. The model also explicitly identifies 
the different scenarios for which the SST is designed. This allows the corresponding 
different user-provider configurations, interfaces, SBs, etc. to be presented depending 
upon the specific scenario in focus. Underpinning all this and linked to the depicted 
SB data stores and information flows, the final model component is the Information 
System Architecture which represents the structure of the required database. This is 
the Entity Relationship Diagram from software development and naturally links to the 
datastores identified in the SB and the information flows but here and the EIF. 

 

 

Fig. 3. Final artifact - multi-model 

5.2 Theoretical Contributions 

To the best of our knowledge, this is the first empirical study which evaluates the use 
of the Service Blueprint (SB) for the design of a new Self-Service Technology (SST). 
The vast majority of Service Design literature focuses upon the design of high-touch 
low-tech services. Several exceptions exist [17, 21], however those studies focus upon 
front stage design and are restricted to the improvement of existing service offerings. 
This research provides a number of other theoretical contributions. First, it presents a 
broader understanding of the service experience concept in reflection of multi-user 
service. Recent research extended the service experience beyond its singular focus at 
a single interface to its application across multiple channels [17, 21]. In a similar fash-
ion, this research extends the concept from an organisation perspective, bridging 
across the coordination and/or collaboration of a team of service users. This further 
embeds the notion of service experience as an emergent property of the service  
system and, in doing, so opens up a new design space beyond the individual user ex-
perience of particular importance to Business-to-Business (B2B) services where the 
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traditional focus has been on Business-to-Consumer (B2C) services [2]. Second, it 
demonstrates a way in which academically rigorous Service Design research can be 
conducted using a design science approach. The lack of theoretical foundations within 
Service Design is widely recognised [15] and Design Science presents a natural 
means to address this within the field. In particular, it can help address the wicked 
nature of design where the problem, i.e. the service, to be designed for evolves as the 
research is conducted.  Further, the use of Design Science becomes increasingly at-
tractive where Service Science calls for the integration of language, concepts and 
models from different disciplines [1, 2] demanding a standardised solution-driven 
research approach across the research community . 

5.3 Practical Implications 

The primary contribution of this research lies within a number of significant ad-
vancements within the practise of Service Design. First, it has developed and demon-
strated a model which can offer a customer-centric design approach whilst simultane-
ously integrating a technological perspective. This enables integrative design of both 
front stage and back stage service elements from multiple design perspectives and is a 
critical enabler for the successful design of technology-enabled innovations such as 
Predictive Analytics self-services.  

Second, reflecting upon its broader utility, the research offers an enhanced Service 
Blueprint method relevant for the design of many service types (e.g. technology im-
proved person-to-person, multi-channel or multi-provider services) and not just SSTs. 
The model enables representation of complex service delivery and explicitly ad-
dresses the infusion of technology in services. This responds to calls to address the 
many shortcomings associated with the traditional SB format [25-27, 31, 37] as well 
as for calls to extend its application to the design of new services rather than simply 
the improvement of existing services [37]. It builds upon the more recent SEB re-
sponding to calls for further research to extend its design focus beyond the front stage 
experience and explore its use for B2B services [21].     

Third, the utility of the research extends even further with respect to the developed 
multi-model with this enhanced SB at its centre. This offers a comprehensive repre-
sentation for the above mentioned service types, addressing both the breadth  
and depth of their complex design in a manner not previously seen. The multi-model 
helps design complex service delivery processes together with their corresponding 
information flows in the co-creation of value amongst multi-user/provider value con-
figurations across different service scenarios. This contributes to the advancement of 
Service Design where the consensus is that it simply has not kept pace with the evolu-
tion of services in recent decades [2, 17, 20]. From a Service Science standpoint, it 
integrates methods from Service Design and software engineering bridging the disci-
plinary gap offering a platform for collaborative design efforts. This responds to the 
call for a unified design perspective [1, 2], where Glushko and Tabas [19] in particu-
lar emphasise the importance for the development of shared information flow and 
process models. As a whole, the multi-model answers the call for the creative expan-
sion of the traditional SB in enhancement of Service Design, one of the ten identified 
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research priority areas for Service Science [2]. The importance of adopting a holistic 
approach to design is also increasingly recognised [2 , 11] and the research further 
embeds this practise where it can improve the MSD by extending its design scope for 
the broader complexity of design at the service encounter level.   

5.4 Limitations and Future Work  

As with any study, this research has a number of limitations. Given the available re-
sources and time constraints, the evaluation focused upon a single case study. As 
exploratory research, this facilitated a considerable depth of knowledge concerning 
the use of the SB and offered a practitioner-driven case for its extension to the devel-
oped multi-model. However this limited the opportunity to uncover additional im-
provements relevant to a wider audience and, to some extent, the degree to which the 
research results can be generalized to broader design efforts. It is recommended that 
further work be conducted leveraging the model in additional design engagements 
with different design teams and even to different service types or within different 
industries. Another limitation concerns the absence of an agreed approach for evaluat-
ing the quality of a conceptual models, in this case the SB. This is currently recog-
nized as an on-going area of research [46] and any further exploration of the multi-
model should seek to capitalize on accepted empirical evaluation criteria. Finally, it is 
recommended that any such exploration be conducted within the broader context of 
Patrício, Fisk [17]s’ MSD method. This research focused upon the front-stage back-
stage service system at the equivalent service encounter layer of the model. The pos-
sibility to further investigate MSD with the multi-model developed here situated at its 
foundation in place of the SEB presents a significant research opportunity for future 
work. Overall then, further validation of the proposed method is required to determine 
the generalizability where this research paves the way for future confirmatory re-
search. This would both further enhance the application of the SB to self-service Pre-
dictive Analytics and help advance towards a generalizable theory. 

5.5 Conclusions  

This exploratory study concludes that, in spite of its customer focus, the traditional 
Service Blueprint (SB) model is insufficient for supporting the integrative design of a 
Self-Service Technology (SST) in Predictive Analytics (PA). It fails to capture any-
thing more than a high-level representation for basic service systems and its use by 
design teams is therefore limited as a discussion platform for all but the most nascent 
of SST designs. An improved solution is presented in the form of a multi-model, with 
an enhanced SB at its core. This multi-model draws upon familiar concepts within 
both Service Design and software development to offer a more detailed and compre-
hensive model of the service system. This significantly improves upon a design 
team’s ability to collaboratively design a SST in PA, or indeed any other domain of 
self-service. The resulting design knowledge includes the description of a method  
for supporting SST design, the associated constructs and model together with an in-
stantiation for the case study SST. Accordingly, the research contributes to a nascent 
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design theory for the design of SSTs in PA where further advanced can be achieved 
through its exploration for additional services and incorporation within broader holis-
tic frameworks such as the Multi-level Service Design (MSD) model [17]. 
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Abstract. While the importance of innovation as a dominant driver of societal 
and economic progress is well established, the processes and outcomes of 
innovation remain distressingly ad-hoc and unpredictable. In particular, the 
Front End of Innovation (FEI) provides many open questions as innovators are 
challenged to understand the opportunity context, generate novel ideas, and 
evaluate these ideas for the implementation of solutions. We propose an 
original model of the FEI with a nascent theory base drawn from recent 
perspectives in the areas of innovation, creativity, knowledge, and design 
science. A key insight is the application of a knowledge maturity lens to 
distinguish four categories of innovation – invention, exaptation, advancement, 
and exploitation. We conclude with an agenda for future research to extend 
innovation theories and with actionable advice for improving current practices 
of innovation. 

Keywords: Innovation · Front end of innovation · Design science research · 
Knowledge · Creativity 

1 Introduction 

Innovation’s positive role in advancing economic growth and benefitting society has 
been long established [1]. However, recent studies have expressed concerns of an 
innovation slowdown with deleterious consequences (e.g. [2]). Chief among the 
challenges are the difficulty of measuring the novelty and impacts of innovation 
outcomes, the unpredictable nature of the innovation process, and the lack of strong, 
coordinated commitments by industrial, academic, and governmental stakeholders to 
enable a culture of innovation and risk-taking.  

Innovation processes and outcomes are difficult to predict and understanding is 
hampered by the lack of clearly articulated concepts and theories that underlie 
effective innovation activities. In this paper, we focus on the front end of innovation 
(FEI). FEI encompasses the activities in the innovation process in which ideas are 
generated and evaluated before one or more selected ideas or prototypes continue on 
to the comparatively well-structured new product and process development (NPPD) 
activities. FEI is receiving increased attention because of a perception that there is a 
lack of high-profit ideas entering NPPD [3, 4]. Noting the lack of research into the 
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FEI and believing that the FEI is not as mysterious as it has been portrayed; Koen et 
al. [5] developed a model for the FEI based on best practices in eight companies. 
However, the FEI is hardly studied at all in connection with IT innovations - an 
exception being Brem and Voigt [6]. Thus, we believe that innovation with IT offers a 
fertile ground for theorizing the FEI. Not only are “IT-innovations” ubiquitous, they 
come in many shapes and forms, including products, processes and services.  
In addition, the FEI is comparatively atheoretical [7] and current innovation models 
are not linked to the insights that can be gleaned from relevant underlying theories, 
including germane theories of creativity, knowledge, and design science.  

The objective of the paper is to develop the initial base for a FEI theory with IT, 
drawing insights from the perspectives of creativity, knowledge, and design as 
surveyed in the next section. The nascent theory is based on an innovation model 
resulting from a synthesis of existing theory. As a key model component we adapt the 
Knowledge Innovation Matrix (KIM), a typology for innovations and design science 
contributions developed by Gregor and Hevner [8, 9]. Different patterns of effective 
FEI activities will depend on the type of innovation being explored – invention, 
exaptation, advancement (improvement), or exploitation. The KIM-FEI model posits 
that effectiveness and eventual success in each innovation category will require 
variations in innovation activities, organizational environment, team skills, and 
produced outcomes. The implications of this study are examined in the discussion 
section. The research contribution is a novel conceptual model (nascent theory) that 
integrates IT concepts and business innovation concepts to develop a fine-grained 
understanding of the front-end of product-process-service innovation, utilizing 
perspectives on the roles of creativity, knowledge, and design.  

2 Grounding Perspectives 

The territory covered by the term innovation is immense and crosses multiple 
disciplines. The human actors in this landscape are many and varied, including 
managers, inventors, creative employees, entrepreneurs, university researchers, and 
policy makers. With such a large landscape it is not surprising that it is hard to rise 
above one’s immediate surroundings and take a global view of innovation. Thus, we 
bring together ideas from multiple perspectives on current research thinking and 
practice to inform and ground our nascent innovation theory development. While we 
cannot hope to perform an exhaustive survey here, our goal is to highlight several key 
research streams that ground the innovation model presented in the next section. 

2.1 Innovation Perspective 

We begin by examining perspectives that take an encompassing view of innovation. 
These broad innovation perspectives take a process view of innovation and study how 
innovation activities occur over time against a background of environmental and 
organizational conditions.  

Van de Ven et al. [10] provide a comprehensive model for novel innovations 
developed from their work in the Minnesota Innovation Research Program. These 
authors question stage-wise (stage-gate) models that see the innovation process as 
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progressing through a series of stages or phases, such as invention-development-
testing-commercialization. Instead, they see a richer process that is more complex and 
uncertain than stage models. They believe that innovation can be accomplished in a 
number of different ways and that the innovation journey can unfold along many 
different paths. The period of the Van de Ven et al. [10] model that is of most interest 
to the current study is the initiation period which corresponds to the FEI. A key 
insight is that there are many possible FEI paths in the journey. 

Work that focuses more specifically on the FEI is that of Koen et al. [3, 4] who 
study FEI activities through the lens of a New Concept Development (NCD) model. 
The NCD [5] divides the FEI into three key parts: the engine, the wheel, and the rim. 
The engine contains the core elements that give power to the front end process - 
organizational attributes (i.e. strategy, vision, resources, culture, teams and 
collaboration). The wheel, the inner part of the NCD, has five activity elements: 
opportunity identification, opportunity analysis, idea generation, idea selection,  
and concept definition. Ideas flow and iterate among these five activity elements.  
The third part of the NCD model is the rim, the environmental factors, such as the 
company’s organizational abilities, regulatory changes, and worldwide trends, which 
influence the core elements and shape the five steps. The NCD focus is on  
the creation of “new” products and processes, rather than the creative “adoption” of 
the ideas of others. Given its firm grounding and wide acceptability as a model of the 
FEI, we use the NCD as a base for our current work. 

2.2 Creativity Perspective 

According to Burkus [11, p. 15], “creativity is the starting point for all innovation” 
where creativity is defined as “the process of developing ideas that are both novel and 
useful” [12]. We expect the role of human creativity to be especially salient in the 
FEI, where novel ideas are needed for an innovation process to begin. Here we briefly 
focus on Amabile’s componential theory of creativity to inform our FEI model. 
Amabile [13, 14] posits that four components are necessary for a creative response:  

• Domain-relevant skills include intelligence, expertise, knowledge, technical 
skills, and talent in the particular domain in which the innovator is working; 

• Creativity-relevant processes include personality and cognitive characteristics that 
lend themselves to taking new perspectives on problems, such as independence, 
risk taking, self-discipline in generating ideas, and a tolerance for ambiguity. 

• Intrinsic task motivation is a central tenet. “People are most creative when they 
feel motivated primarily by the interest, enjoyment, satisfaction and challenge of 
the work itself – and not by extrinsic motivators.” [14, p. 3]. 

• The social environment, the only external component, addresses the working 
conditions that support creative activity. Negative organizational settings harshly 
criticize new ideas, emphasize political problems, stress the status quo, impose 
excessive time pressures, and support low-risk attitudes of top management. 
While positive organizational settings stimulate creativity with clear and 
compelling management visions, work teams with diverse skills working 
collaboratively, freedom to investigate ideas, and mechanisms for developing 
new ideas and norms of sharing ideas. 
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It is important to note that Amabile’s work is based on two important assumptions. 
First, there is a continuum from relatively low, everyday levels of adaptive creativity 
to the higher levels of creativity found in significant inventions and scientific 
discoveries. Second, there are degrees of creativity exhibited in the work of any single 
individual at different points of time and circumstances [13]. Comparing Amabile’s 
model with the NCD of Koen et al. [3, 4], it can be seen that there are some 
similarities. For example, Amabile’s social environment construct is similar to the 
organizational attributes construct of the NCD. However, the NCD does not focus on 
the interpersonal components of skills and motivation that feature prominently in the 
Amabile [13] model.  

2.3 Knowledge Perspective 

The connections among existing knowledge sources and the generation of new ideas 
are fundamental to innovation. “Innovation is about knowledge – creating new 
possibilities through combining new knowledge sets” [15 p. 37]. Knowledge-
intensive activities, such as innovation, are studied for their historical impacts on 
societies and cultures [16]. Broad theories are proposed around the efficient growth of 
economies based on their production, management, and consumption of knowledge. 
Key topics include appropriate incentives for the efficient production of knowledge 
and the trade-offs of public access to knowledge (e.g. open sources) vs. privatized 
exploitation of knowledge (e.g. proprietary patents).  

Thus, we include a special focus on knowledge and knowledge flows as applicable 
to innovation. In academic-business settings, providing an identifiable contribution to 
knowledge, as in journal outputs or patents, is a key motivator for at least some of the 
individuals involved. Approximately two-thirds of leading innovations in recent years 
are estimated to have come from collaborative partnerships involving academia, 
business, and government, including government funded labs and university research 
[17]. These collaborative research ventures should yield dual outcomes, with both: (1) 
innovations in terms of products and processes with real-world impacts outside the 
development environment; and (2) formal knowledge production. 

At the organizational level the work of Nonaka and colleagues on the “knowledge-
creating” company depict the central importance of knowledge for innovation and 
focus on changes from tacit to explicit knowledge in a spiral process (e.g. [18, 19]. 
Nonaka [18] shows how innovations are linked to novel ideas, which can be gleaned 
from individuals’ tacit knowledge. For example, the Matsushita product development 
company incorporated ideas obtained from careful observation of an expert human 
bread maker into the design of a superior bread making machine.  

2.4 Design Science Perspective 

The Design Science Research (DSR) paradigm has its roots in engineering and the 
sciences of the artificial [20] and is fundamentally a problem-solving paradigm. DSR 
seeks to enhance human knowledge with the creation of innovative artifacts. These 
artifacts embody the ideas, practices, technical capabilities, and products through 
which information systems can be efficiently developed and effectively used. The 
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results of DSR include both the newly designed artifact and a fuller understanding  
of the theories of why the artifact is an innovation in the relevant application context 
[21, 22]. IT artifacts as composed of inherently mutable and adaptable hardware, 
software, and human interfaces provide many unique and challenging design 
problems that call for new and creative ideas. DSR in IT fields involves the 
construction of a wide range of socio-technical artifacts such as decision support 
systems, modelling tools, governance strategies, methods for software systems 
development and evaluation, and system change interventions. 

Gregor and Hevner [8] develop a DSR framework to assist researchers in 
positioning knowledge contributions so that the significance and novelty of the 
contribution could be better recognized via academic publication. We believe that this 
framework can be modified and extended so as to provide a guide to understanding 
the impact of knowledge contributions and real-world outcomes in innovation for a 
broader audience.  

2.5 Types of Innovation – The Knowledge Innovation Matrix (KIM) 

The nature of the FEI is said to vary with the type of innovation. For instance, Koen et 
al. [4] show in an empirical study that processes for radical innovations differ from 
those for incremental innovations. Distinguishing more clearly between the processes 
and activities that occur with different innovation types is a core objective that drives 
our innovation model. Thus, we need to choose a categorization schema that is 
suitable for the FEI. There are many ways to classify innovations, as noted in reviews 
by Garcia and Calantone [23] and Miller and Miller [24]. Some basic dichotomous 
classifications include the distinction between exploration and exploitation, 
introduced by March [25] in relation to learning. March saw exploration as “search, 
variation, risk taking, experimentation, play, flexibility, discovery, innovation” [25 p. 
71]. Exploitation was “refinement, choice, production, efficiency, selection, 
implementation, execution.” Another important dichotomous classification is that 
between radical and incremental innovations. Rothwell and Gardiner [26 p. 16] see a 
radical innovation as a major advance in the technological state of the art, while an 
incremental or improvement innovation is the utilization of even small changes in 
technological know-how.  

In our FEI model we use the Knowledge Innovation Matrix (KIM) as developed in 
Gregor and Hevner [9]. This 2x2 typology, as seen in Figure 1, offers a finer-grained 
view than simple dichotomous classifications and is firmly based  in the fundamental 
differences in triggers of an innovation in the FEI, needs-pull (problem trigger) or 
technology-push (knowledge trigger) [15] and the combinations of these two triggers. 
KIM extends and combines prior work on classifying innovations on two dimensions 
(e.g. [24, 27, 28]).  

The two dimensions that form the basis of the matrix are: 

1. The knowledge (solution) maturity dimension, which resonates with the key roles 
in innovation of new ideas [10, 29], new insights [30], new knowledge and skills 
[31], technological know-how [26], new knowledge [32], and learning [25]. 
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Fig. 1. Knowledge Innovation Matrix 

2. The application domain (problem) maturity dimension, which  resonates with the 
key roles in innovation of opportunities [15], tasks and problems [33], markets 
[34], needs [35] and fields [36].   

The KIM quadrants are described here briefly and the reader is referred to Gregor 
and Hevner [8, 9] for further detail.   

1. The invention quadrant includes very novel innovations that are seen as “new to 
the world”, where both the both the idea of the problem or opportunity, and the 
knowledge to solve it, have not been recognized before. Recognition of the 
application domain and the related solution knowledge are both low.  

2. The exaptation quadrant includes innovations where knowledge of how to satisfy 
one particular need or application function is applied to another need or market in 
a completely different field.  Solution knowledge is well advanced, but 
recognition of how to apply that solution to the specific application area is low.  

3. The advancement (improvement) quadrant1 includes innovations where a better 
solution is developed for a known problem. The difference between this quadrant 
and the invention quadrant is that here the goal of the innovation effort can be 
specified at the outset. Solution knowledge is suboptimal, but recognition of the 
problem is high.  

4. The exploitation quadrant includes innovations which are seen as “new-to-us” 
rather than “new-to-the-world.” Known solutions are applied to known problems, 
possibly with some relatively minor customization. Innovative work in this 

                                                           
1  In prior work the label “improvement” was used for this quadrant, rather than 

“advancement” [8, 9]. The label has been changed here to avoid confusion between 
“improvement” and the term “incremental improvement”, which has a different meaning. 
The use of the stronger label “advancement” recognizes that in this quadrant knowledge is 
advanced to some significant degree. 
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3.2 Engine 

The engine gives power to the FEI and consists of [3]: 

• Organizational attributes to include supportive and involved senior management, 
an innovation culture, a clear strategic vision of the project goals, a positive work 
environment, and adequate resource commitments [4, 14]. Resources can include 
internal knowledge resources and intellectual organizational capital.  

• An innovation project team that is “collaborative, diversely skilled, and idea-
focused” [14].  

• Each team member must have the appropriate individual characteristics to be 
successful. Key characteristics include creativity, domain skills, and intrinsic 
motivation [14]. 

The innovation engine analyzes opportunities in the environment, accesses current 
knowledge from the knowledge base, and generates interesting ideas for further study. 
Then the results from the engine will be focused and sent through a lens to the KIM 
prism. 

3.3 KIM Prism 

The KIM prism identifies and distinguishes the innovation categories in the project. 
There may be one or more innovation opportunities in the four categories of 
invention, exaptation, advancement, or exploitation. As described in the previous 
section, these categories are defined by the levels of knowledge maturity in the 
application and solution contexts for the innovation opportunity. 

3.4 Practice Patterns 

It is expected that all four of the KIM innovation quadrants will require some degree 
of creativity in thinking of new ideas and applications and also in bringing existing 
knowledge to bear on known applications. We expect to find differences among  
the quadrants arising from the theory that applies to each of these dimensions.  
We consider each quadrant in turn in this light, considering the engine (organizational 
attributes, teams and collaboration and individual characteristics), activity elements 
and outcomes. The practice patterns in each quadrant (Figure 2) are labelled creative 
insight, application discovery, problem solving and appropriation respectively. The 
reasoning for the differences is based on the theories of innovation, creativity, 
knowledge, and design science. 

Invention Quadrant. The invention quadrant is the one in which both existing 
domain knowledge and application knowledge are low, thus high levels of creativity 
are required to generate novel ideas and the use of agile methods fostering creativity 
are important. Radical, out-of-the-box thinking is valued and non-conventional 
approaches for the development of ideas will be employed. For creativity processes, 
we expect to find, following Csikszentmihalyi’s [37] five phase model, evidence 
particularly of the “insight” phase and the preparation and incubation phases that lead 
up to it. Organization policies that foster creativity are key, particularly those that 
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allow employees time to think and try out their own ideas. Outcomes from this phase 
include concepts that may be highly risky, as evidence of their utility and 
effectiveness may be scarce. 

Exaptation Quadrant. In the exaptation quadrant a novel association is found 
between existing solution knowledge in one field and a challenging opportunity in 
another field. As in the invention quadrant, a relatively high level of creativity and 
associative thinking are required to generate the novel relationships between the 
existing knowledge and a new application. The important thing here is to 
conceptualize an association between the existing technology and some purpose that 
is different from what was originally envisaged. We want to find new niches for 
existing technologies in which connections are made between apparently disparate 
ideas, either from very creative individuals or a group with diverse ideas. Open 
innovation methods such as crowdsourcing are examples of ways in which exaptation 
can be encouraged. Crowdsourcing encourages a diverse range of people, including 
fringe experts, to contribute ideas. Organizations also make use of creativity, 
brainstorming, and ideation techniques to encourage creative connections between a 
technology (knowledge) and a new use for the technology. The process here is termed 
one of application discovery [38]. 

Advancement Quadrant. The advancement quadrant is the one in which there is less 
than optimal solution knowledge for achieving a relatively well-understood 
application. The goal is to achieve a significant advance on existing knowledge for 
solving a particular problem. People are needed who are experts with significant 
relevant domain knowledge. Methods in this quadrant include typical research and 
design activities, such as that described for design science research with IT [39]. 
Gregor and Hevner [8] show in an analysis of 13 design science articles in a leading 
journal that the majority (77%) fell into the improvement (i.e. advancement) quadrant.  

Exploitation Quadrant. The exploitation quadrant is the one in which there is mature 
domain knowledge for achieving a well-understood application or function. The goal 
is then to optimize the functioning of a state-of-the-art technology in a new 
application environment. The innovation is new-to-me or new-to-us rather than new-
to-the-world. Innovation in this quadrant can be cast in different lights and there is a 
wide range of theorizing. From one viewpoint, exploitation within a firm is seen as a 
later stage of innovation after the FEI, where innovations are effectively and 
profitably deployed. From another viewpoint, the innovation is seen as adopted or 
appropriated from an outside source. We use the term “appropriation” for this 
process, to capture the idea that it is more than “adoption”, but can include adaption, 
and re-design in order to capture value [40].  

3.5 Outcomes 

The innovation outcomes of all four KIM quadrants can be described as well-defined 
concepts, or demonstration prototypes, for products, services, and processes that are 
sent forward for further consideration and refinement in the implementation stages of 
innovation. In other words, the fully-formed new idea is moved from FEI to 
subsequent innovation stages of further demonstration (e.g. prototyping), new product 
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(service, process) development, and, eventual commercialization [5]. Each outcome 
will be accompanied by a detailed features list, evidence of the benefits and costs, and 
identification of limitations and potential risks. Outcomes from the different 
innovation categories will be distinguished by the knowledge maturity gaps filled by 
the innovation activities performed. This new knowledge will also be contributed to 
the current knowledge base as shown in Figure 2.  

4 Building Design Theory from the KIM-FEI Model 

The KIM-FEI model provides the basis for the development of a nascent theory for 
the FEI with IT innovations [8].  

4.1 Research Propositions 

In order to gain more complete understanding of the FEI, here we advance some 
propositions based specifically on the unique aspects of the KIM-FEI model. These 
propositions point out some salient characteristics of each innovation quadrant that 
can lead to further research questions and nascent FEI theories. Note that we do not 
address propositions that apply across all innovation quadrants. Such general 
innovation theories are well-covered in the grounding perspectives literature. As 
noted before, with all innovations the individual characteristics and organizational 
conditions that allow human creativity and enhance the association between ideas will 
be important to some degree.  Access to pertinent knowledge bases and the latest 
technology trends along with free flow of knowledge among collaborators will also be 
important across all quadrants. 

Proposition Set 1: For inventions, the salient conditions are: 

a) Organizational attributes that foster creativity, including policies that give 
freedom to employees to investigate problems of their own devising in free time, 
allowing innovators to incubate ideas (e.g. bootlegging policies);  

b) Supportive teams with colleagues who encourage original thinking and tolerate 
eccentricities.  

c) Individual characteristics that typify highly creative people, including strong 
intrinsic motivation. However the innovators may be fringe experts in so far as 
the innovation is concerned. 

d) Activities as in the creative process: preparation, incubation, evaluation and 
elaboration. 

These propositions are advanced because the invention quadrant is the one in 
which high levels of creativity are expected, so theories of creativity are especially 
relevant [14, 37].  

Proposition Set 2: For exaptations, the salient conditions are: 

a) Organizational attributes that include resources to encourage contributions of 
diverse ideas and connections between these ideas, for example open innovation 
through crowdsourcing. 
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b) Collaborative teams with diversities in domain expertise and technical skill sets. 
c) Individual characteristics that typify highly creative people, including strong 

intrinsic motivation in many cases. However the innovators may be fringe experts 
in so far as the innovation is concerned. 

d) Activities termed application discovery, where individuals, teams or groups are 
encouraged to generate ideas for re-purposing existing knowledge (e,g. 
brainstorming, ideation exercises). 

These propositions are advanced because the exaptation quadrant is the one in 
which knowledge and creativity across boundaries are expected, so theories of 
creativity [14, 37] and associative thinking [41], and concepts of open innovation [42, 
43] and exaptation [38] are relevant.  

Proposition Set 3: For advancements, the salient conditions include: 

a) Environmental factors such as access to important knowledge sources in the 
knowledge base, including the latest scientific research. What advancement 
improvements will make a true difference in the current IT environment and how 
is that advancement measured? 

b) Organizational attributes that include an open, innovative culture that allows 
experimentation and risk taking. 

c) Research and development teams with collaborative, disciplined, and creative 
colleagues. 

d) Individual characteristics that typify creative people, including strong intrinsic 
motivation. The innovators will require true expertise to fully understand the 
current state of knowledge and envisage potential solutions that will make a 
difference.  

e) Activities as in problem solving, with heuristic search for a solution taking place 
in a problem space, with actions such as experiments. 

These propositions are advanced because the advancement improvement quadrant 
is the one in which theories of human problem solving [44] and design science 
research [22] are more relevant. 

Proposition Set 4: For exploitation, the salient conditions are: 

a) Environmental factors such as competitor threats, customer trends, and regulatory 
changes that supply an innovator with an opportunity that could lead to value-
added advantages. A knowledge base is required from which the ideas behind the 
innovation can be retrieved and applied. 

b) Organizational attributes that include senior management vision and 
organizational strategy. 

c) Development teams that can apply cutting-edge technologies to interesting 
problems. 

d) Individual characteristics that typify creative people in a professional role with 
expertise in the restructuring and redefining of the innovation to fit a new 
context, e.g. software engineering or change management expertise.  

e) Activities as in the innovation appropriation process:  agenda-setting, matching, 
redefining/restructuring, clarifying, and routinizing.  
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These propositions are advanced because the exploitation quadrant is the one in 
which existing innovations are adopted, adapted and refined to suit a new context [29].  

5 Discussion and Conclusions 

This paper advances a theoretical model for the front end of innovation (FEI), 
showing the different conditions and activities that typify innovations of different 
types. Innovations are categorized according to their position in the Knowledge 
Innovation Matrix (KIM), being invention, exaptation, advancement or exploitation. 
Compared to the familiar exploration-exploitation dichotomy, invention, exaptation 
and advancement correspond to exploration modes, whilst exploitation remains 
exploitation. We have avoided the use of the radical-incremental distinction, as we 
argue that this distinction applies more to the depiction of innovations when they have 
reached the market, rather than the FEI. 

Different patterns are expected in each quadrant, with respect to knowledge flows, 
level of expertise, individual creativity, working across boundaries and activities. The 
activity patterns in each quadrant are labelled creative insight, application discovery, 
problem solving and appropriation respectively. The reasoning for the difference in 
patterns is based on the perspectives and theories of innovation, creativity, 
knowledge, and design science. The research propositions in the previous section are 
meant to inspire research on these differences and, thus, establish a starting point for 
building theory in the FEI. 

The FEI model has both theoretical and practical significance. Theoretically it 
provides a model for the FEI that is soundly based in prior theory, thus providing a 
valuable extension to prior work. Further, it shows that for innovations related to IT, 
which comprise a healthy proportion of all modern innovations, IT can have roles as 
both operant and operand [45]. As an operant, IT innovations trigger further 
innovation in an ongoing process. As an operand, IT provides for valuable tools that 
support innovation, such as knowledge support systems and open innovation 
platforms.  

Practically, the FEI model provides opportunities for managers to plan and 
evaluate the strategies they use for innovation. The different patterns for the quadrants 
show how different strategies can be used for different ends.  The thinking underlying 
the model has some resemblance with the Ansoff matrix that proposes strategies for 
growth around new product development [27] and has been used successfully in 
industry for many years. The FEI model is soundly based in theory and takes into 
account the changes in the way innovations occur, includes both process and product 
innovations, supports innovation across organizational boundaries, and involves the 
use of IT in both operand and operant roles.  

We note that the differing innovation patterns in the model should not be expected 
to hold too strictly. Any one innovation is likely to involve occurrences of creative 
insight, application discovery, problem solving and appropriation and possibly will 
move between quadrants over time. What the patterns show is what is expected at a 
general level, showing archetypes of behavior for different categories. In fact, the 
“menu” of activities that are depicted may suggest possibilities to managers, rather 
than blindly following familiar patterns. Managers can map innovation practice in 
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their organization and see if there are gaps and opportunities for doing things 
differently.  

Our current study has limitations. We recognize that the landscape of innovation is 
huge and we are at risk in classifying all types of innovation in only four categories. 
More study is needed to validate our model. Another limitation is the lack of a fuller 
analysis on the role of government in innovation activity. The government (or public 
sector) perspective on innovation concerns the economic and societal welfare of the 
governed population. This is necessarily a ‘big picture’ view of the need for 
innovation to improve the human condition. Government can stimulate processes in 
which basic research is linked to utilization of innovations when forces within 
academia and industry are insufficient by themselves to achieve this goal.  

In conclusion, the new KIM-FEI model provides exciting opportunities for much 
future work. The propositions can be tested empirically and the theoretical model 
developed further. The exaptation quadrant is one that is comparatively 
underdeveloped theoretically, with concepts from open innovation and need-solution 
pairs still not well integrated theoretically. More work can be done examining the 
roles of IT as both operant and operand and the IT systems such as knowledge sharing 
systems that are involved with IT as an operand resource. Work can also be done to 
investigate how organizations can use the model so as to behave multidextrously, 
being involved in multiple types of innovation at the same time. It has been shown 
that firms that can balance these activities well are nine time more likely to achieve 
breakthrough products and processes than others, even while sustaining their existing 
business [46].  
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Abstract. It has been more than ten years since the publication of Hevner et al [1] 
and five years since Venable [2] surveyed editors and DSR researchers on 
standards and criteria for judging the quality and suitability of DSR submissions 
for publication. Since then, there has been much further discussion about 
evaluation, design theory, and standards for DSR publication. This paper attempts 
to answer the question of how standards for judging the quality (e.g., rigour and 
relevance) of DSR research publications have changed since 2010 and to develop 
a snapshot of the relative importance of different extant DSR publication criteria. 
To do so, the author surveyed editors of IS Scholars’ “basket-of-eight” journals, 
DESRIST conference program committee members, and DESRIST (co-)authors. 
This paper compares the quantitative findings of the current survey to the 2010 
survey. 
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1 Introduction 

It has now been more than ten years since the publication of Hevner et al (2004), 
which set a de facto standard for the conduct and evaluation of Design Science Re-
search (DSR), and five years since Venable [2] surveyed editors and DSR researchers 
on standards and criteria for judging the quality and suitability of DSR submissions 
for publication. Venable found a high level of disagreement about the different crite-
ria or standards for DSR, such as adoption of the Hevner et al [1] guidelines, the suit-
able kinds and rigour with which evaluations should be conducted, and the develop-
ment of design theory as a research outcome.  

Since 2010, there has been much further discussion in the IS and DSR community 
about the application and applicability of the Hevner et al. guidelines (e.g. [3,4]), evalua-
tion in DSR [5,6], design theory [7,8,9,10,11,12], and standards for DSR publication.  

This paper attempts to answer the question of whether and how standards for DSR 
research publication have changed since 2010 and to develop a snapshot of the rela-
tive importance of different extant DSR publication/quality criteria.  

To do so, in line with Venable [2], the author surveyed the editors of IS Scholars’ 
“basket-of-eight” journals, DESRIST conference program committee members, and 
DESRIST (co-)authors. This paper compares the quantitative findings of the current 
survey to the 2010 survey. 
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This paper is organized as follows. Following this introduction, section 2 intro-
duces literature relevant to DSR standards and criteria. Section 3 describes the survey 
research method used and section four presents the quantitative findings. Finally, 
section 5 discusses the findings and concludes the paper. 

2 Literature Review 

There are several different areas relevant to DSR standards, including (1) extant 
guidelines for conducting DSR (e.g. the Hevner et al. guidelines), (2) papers expand-
ing on the evaluation aspect discussed by Hevner et al. (e.g., [5,6,13,14,15]), and (3) 
papers discussing the need for and form for design theory (e.g., 7,8,9,10,11,12). Addi-
tionally, Venable [2] identified (4) several other potential criteria, both a priori and 
suggested by survey respondents. The next four subsections briefly discuss each of 
these four areas before the last subsection summarises and states the paper’s research 
questions.  

2.1 The Hevner et al. (2004) Guidelines and Recent Literature 

Following DSR’s perceived devaluation concomitant with the rise of behavioural 
research in Information Systems, Hevner et al. [1] advocated and rejuvenated interest 
in DSR. In their seminal MISQ paper, they discussed the nature and conduct of DSR 
and its importance in the field of IS. Among other things, they proposed seven guide-
lines for conducting and evaluating good DSR, as summarized below.  

1. Design as an Artefact – An identifiable and viable design artefact, as in March and 
Smith [16], i.e. a construct, model, method, or instantiation, must be produced. 

2. Problem Relevance – The design must address a relevant and important problem. 
3. Design Evaluation – The utility, quality, and efficacy of the design artefact must be 

rigorously evaluated.  
4. Research Contributions – The contribution must be clear and verifiable. Contribu-

tions are seen to arise out of the novelty, generality, and significance of the de-
signed artefact. Contributions include the design artefacts themselves, new founda-
tions (constructs, models, methods, and instantiations), and new [evaluation] meth-
odologies.  

5. Research Rigor – Research methods must be rigorously applied.  
6. Design as a Search Process – Research must be conducted with knowledge of 

other, competing approaches and should approach the process as a cyclical prob-
lem solving process, in which solutions are tested against each other and against 
their efficacy for solving the full problem. 

7. Communication of the Research – Presentation of results needs to address both the 
rigor requirements of the academic audience and the relevance requirements of the 
professional (e.g. managerial) audience. 
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Hevner et al. clearly intended these guidelines “to assist researchers, reviewers, 
editors, and readers” (p. 82), so their use in reviewing and editing papers is to be 
expected. However, they also cautioned against “mandatory or rote use of the 
guidelines” (p. 82). Nonetheless, anecdotal evidence from fellow design science 
researchers indicates that the guidelines are sometimes enforced quite strictly in 
reviewing and editing DSR papers.  

Venable [2] examined DSR researcher and editor perceptions of these guidelines 
and found that addressing all of the guidelines was perceived as only of low impor-
tance (5.36 on a 0-10 scale), with guidelines 1-4 being individually rated as highly 
important and the other guidelines less so. 

Arnott and Pervan [3] examined the application and fulfilment of the seven Hevner 
et al. guidelines in the Decision Support System (DSS) literature. The literature re-
viewed covered the period 1990-2005, so there was almost no opportunity for the 
Hevner et al. guidelines to influence the field at that point. They found that 31% of 
the journal DSS literature reported on DSR and a high percentage of that delivered 
different DSR artefacts (guideline 1), especially instantiations. They noted that Hevn-
er et al.’s guideline 2 “provides no guidance on how to assess or categorize the ‘im-
portance’ and ‘relevance’ constructs.” (p. 931). For guideline 3, they found that (wor-
ryingly) the most common evaluation method was “None” (42.3%), although this had 
improved over the years. “None” was followed by Experimental Simulations (20.4%), 
Descriptive Scenarios (15.7%), and Observational Case Studies (11.6%). They found 
that, in almost all cases, guideline 4 (Research Contribution) was fulfilled by the de-
sign artefact. For guideline 5 (Research Rigor), Arnott and Pervan [3] found that over 
80% of DSS DSR papers had adequate or strong theoretical foundations, but nearly 
75% were coded as weak in the rigorous application of research methodology, partic-
ularly evaluation. Importantly, though, this guideline seems to overlap somewhat with 
guideline 3 (Design Evaluation). For guideline 6 (Design as a Search Process), they 
found “little support for an evident means-ends search process in published DSS de-
sign-science research” (p. 937), but also pointed out that journal articles tend to 
present a more linear, less iterative, and more structured process than the actual prac-
tice of a typical search might entail. Interestingly, in private conversation with one of 
the authors, he noted that it was particularly difficult to find or to develop a clear way 
to code guideline 6, indicating that it would be very hard to apply this criterion when 
reviewing paper submissions. Re. guideline 7, Arnott and Pervan [3] found that most 
DSR papers in the DSS literature were aimed at researchers, with 85.4% of publica-
tions being rated low in the effectiveness of their management-oriented communica-
tion. Most interestingly, Arnott and Pervan [3] did not report that the research contri-
bution (guideline 4) was solving a problem or achieving a particular goal or purpose, 
presumably due to lack of emphasis on relevance (guideline 2), evaluation (guideline 
3), and serving the needs of practitioners (guideline 7). 

In their more recent paper, Arnott and Pervan [4] critically examined DSS litera-
ture up through 2010. This extra five years of publication data allowed them to assess  
 
 



 Five and Ten Years on: Have DSR Standards Changed? 267 

 

the impact of the Hevner et al [1] paper and its guidelines. Among other things,  
Arnott and Pervan [4] identified an increase in the percentage of DSS papers follow-
ing the DSR paradigm (or method as they call it) to nearly 50% of all DSS papers 
over the seven years since the publication of Hevner et al [1]. They also found that the 
rigor of DSS DSR research (guideline 5) has not improved. Re. guideline 7, they 
found that the relevance of publications to IT practitioners had declined, but relevance 
to management had increased.  

2.2 Evaluation in the Recent DSR Literature 

As stated earlier, Hevner et al.’s guideline 3 asserts that good DSR needs to include 
rigorous evaluation. Hevner et al [1] identify 5 classes of evaluation methods and 12 
individual evaluation methods, but provide little or no guidance on when to use each 
and why.  

Since 2010, Venable et al [5,6] have consolidated their earlier work on evaluation 
in DSR to identify purposes of evaluation (formative and summative), forms of 
evaluation (artificial and naturalistic), strategies for evaluation (combining the previ-
ous two into a 2x2 framework), guidance for choosing evaluation methods (based on 
the 2x2 framework), and trajectories for evaluation. Of these, we are most concerned 
here with summative evaluations (which are what are typically presented in DSR 
papers) and the choice between artificial and naturalistic evaluation. Artificial 
evaluations, particularly using empirical methods, are best for determining the effi-
cacy of an artefact to achieve its purpose, i.e. controlling for external variables to 
determine the extent to which achievement of some desired purpose is due to the use 
of the artefact, not something else. Naturalistic evaluations are best for determining 
the effectiveness of an artefact to achieve its purpose, i.e. whether (or not) an artefact 
works within a normal, e.g. organisational, usage context. A fully naturalistic evalua-
tion meets three realities – real users, using the real artefact, and on a real problem or 
an actual situation [17]. 

2.3 Design Theory in the Recent DSR Literature 

Hevner et al[1] did not consider design theory, consistent with the earlier perspective 
of March and Smith [16]. However, others have argued in favour of Design Theory as 
an important output of DSR 7,8,9,10,11,12,18]. 

Since 2010, Baskerville and Pries-Heje [11] and Venable [12] have argued in fa-
vour of simpler formulations of Design Theory, in particular focusing on the artefact 
design and its utility for achieving its purpose or requirements. This is consistent with 
the recommendations from the prior study of community opinions on DSR standards 
by Venable [2]. 
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2.4 Other Standards and Criteria in the Literature 

Other standards and criteria for assessing good DSR work have been published in the 
literature. Venable [2] identified several other potential standards and criteria for as-
sessing DSR work, including:  
 

• Relevance of the problem to industry/society clearly established (note: expands on 
guideline 2) 

• Significance of the problem to industry/society clearly established (note: expands 
on guideline 2) 

• Depth of analysis and clarity of understanding of the problem and its causes 
• Depth or profoundness of insight leading to the new design artefact 
• Novelty of the new design artefact 
• Size and complexity of the new design artefact 
• Amount of effort that went into the development of the new design artefact(s) 
• Elegance of the design of the new artefact(s) (mentioned in Hevner et al [1]) 
• Simplicity of the design of the new artefact(s) 
• Clear understanding of why the new artefact works (or doesn't work) 

Venable [2] also identified another potential criterion suggested by one of the survey 
respondents, which is whether an artefact was adopted and used by organisations. 
Such adoption would indicate a rational assessment of sufficient utility (i.e. satisfic-
ing). Adoption by many organisations of an artefact would be strong evidence of its 
(perceived) utility. 

Building on the work of Avital and Te’eni [19], Gill and Hevner [20], and Gregor 
and Hevner [21], one can suppose that artefacts that are not yet mature, but promising, 
may also be able to inspire further innovation in other new artefacts or new uses of 
existing artefacts. This “generative potential” (inspired by the “generative capacity” in 
Avital and Te’eni) might also be considered as a potential positive criterion in assess-
ing a DSR publication. [Note: The term “generative potential” (and its etymology) 
was used in an anonymous manuscript that the author reviewed.] 

2.5 Summary and Research Question 

As discussed earlier in this section, there has been ongoing discussion since the prior 
study by Venable [2] in the IS literature about standards for DSR literature, including 
about the Hevner et al. (2004) criteria, evaluation in DSR, design theory, and a few other 
potential criteria that may demonstrate value of a DSR publication (or submission). 

The ongoing discussion then begs the question of how such discussion has affected 
the perceptions of the various standards and criteria by which the quality of DSR and 
DSR publication submissions might be judged or evaluated. More specifically, what 
and how much has changed since the survey and publication by Venable (2010)? This 
gives rise to the following research questions. 
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• Has the perceived importance of the various criteria changed since 2010?  
• How do any new criteria fit in with other existing criteria?  
• Which criteria are now considered to be the most important? 
• Has there been a move away from the dissensus reported in Venable [2] toward 

consensus? 

3 Research Method and Design 

To address the research questions, an obvious choice is to conduct another survey 
of the same research participants using the same questionnaire instrument as in 
Venable [2]. However, some minor changes to the survey research design would be 
useful.  

First, Venable [2] surveyed editors of the IS Senior Scholars’ Basket of 8 journals, 
but those editors have changed over the last five years. Therefore, it would be useful in 
understanding current perceptions to survey the current editors. Journal websites were 
scrutinised and the respondent panel was updated, removing people who are no longer 
editors and adding people who are. Where email addresses were supplied, these were 
used. Where email addresses were missing, they were searched for and located online. 

Second, Venable [2] surveyed DESRIST conference program committee members 
and (co-)authors, but there have now been five more years of DESRIST conferences, 
with more people serving on the program committees and more people having pub-
lished papers at DESRIST. Therefore, it would be useful to survey all DESRIST par-
ticipants, including those from the more recent conferences. Again, email addresses 
were obtained either from the conference website or proceedings, or located online. 

Third, Venable [2] used an email survey to which respondents replied via email. 
Some respondents in 2010 indicted that they would prefer an online survey and there 
are advantages for automatically tracking and capturing survey responses with an 
online survey. Therefore, the survey was re-implemented online (using Qualtrics). 
Logic was included to ensure all quantitative questions were answered (required in 
order to meaningfully compare different criteria average ratings across all respon-
dents). As mobile device use is now highly common, the online survey was also de-
signed to allow easy completion using a mobile device.  

Fourth, as noted in section 2.4, there are at least two new potential criteria for judg-
ing the value of DSR work that could be included in the survey. Therefore, the two 
new criteria (“adoption by industry” and “generative potential”) were added under 
“Other” in the existing survey.  

Fifth, the 2010 survey [2] contained an error in which evaluation of “effectiveness” 
was omitted and evaluation of “efficacy” was inadvertently described using the ex-
planation for effectiveness. This error was rectified in the online survey version. 

As in the 2010 survey [2], respondents were first asked to provide demographic in-
formation about their journal editor responsibilities (if any) and whether or not they 
had (co-)authored a published paper about design science or a paper using design 
science as its research paradigm. As the survey was not anonymous, data was not 
needed about (but did confirm) basket-of-eight journal editorships, DESRIST pro-
gram committee membership, and DESRIST paper co-authorship. 
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Following the demographic data collection, the survey contained questions above 
about each respondent’s opinion of the relative importance of various potential crite-
ria for assessing the suitability of publication. As in the 2010 survey [2], the survey 
was divided into four parts. Part 1 included questions about the importance of the 
Hevner et al guidelines as standards or criteria, part 2 contained questions about vari-
ous evaluation practices and standards, part 3 had questions about the relative impor-
tance of aspects of design theory, while part 4 contained questions about the relative 
importance of miscellaneous other potential criteria.  

As in the 2010 survey [2], each part contained questions that asked respondents to 
rate the importance of each criterion on a 0-to-10 scale, with zero being “irrelevant” 
and 10 being “mandatory”. Additionally, as in the 2010 survey, each part contained a 
question that asked for open comments about the potential criteria in each part. 

4 Survey Results 

The survey was distributed via email in January 2015 to 976 potential respondents. Of 
these, 384 (39.2%) were editors (editor-in-chief, senior editor, or associate editor) of 
one or more basket-of-eight journals, 135 (13.8%) had served on at least one 
DESRIST program committee (2006-2014), and 572 (58.4%) had authored or co-
authored at least one paper at a DESRIST conference (2006-2014). The above catego-
ries of potential respondents are not mutually exclusive, so total more than 100%. 

4.1 Response Rates and Possible Non-Response Bias 

Of the 976 survey emails sent out, Qualtrics results indicate that 472 (48%) of emails 
sent were opened. 148 respondents completed the survey, giving a response rate of 
148/472 or 31.3%.  

35.1% of respondents were journal editors, 23.0% had served on at least one 
DESRIST programme committee, and 66.9% had (co-)authored a paper at a 
DESRIST conference. DESRIST co-authors and programme committee members are 
thus over-representative of the surveyed sample. A higher percentage of respondents 
than the sample also belonged to more than one of these roles. However, as described 
in the next paragraph, many of the journal editors did not feel they had sufficient DSR 
expertise to answer the survey. 

Of the 324 potential respondents who read the email request but didn’t complete 
the survey, 135 or 41.6% kindly replied by email to give a reason why they weren’t 
completing the survey. By and large, the most common responses were that the re-
spondent didn’t have DSR duties at their journal, lacked expertise in DSR, or wasn’t 
interested in DSR. These and other reasons given are unrelated to different criteria 
and do not indicate any non-response bias. 

4.2 Detailed Results 

Tables 1-4 show the detailed results for the criteria ratings in each area and compare 
the ratings of the 2010 and 2015 surveys. The wordings of the criteria are shortened 
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from those in the actual survey. 2010 ranks were computed from the 2010 mean rat-
ings. The change columns show the increase or decrease in each from 2010 to 2015. 
Increasing standard deviation indicates increasing disagreement about a criterion. 

Table 1. Ratings, Standard Deviations, and Ranks of Criteria in the Hevner et al Guidelines 

Hevner et al (2004) 
Guidelines 

2010 2015 Change 

Survey Item Mean 
Std 
Dev 

Rank Mean 
Std 
Dev 

Rank Mean Std Dev Rank 

Addressing all of the 
guidelines given in 
Hevner et al 2004 

5.36 3.00 39 5.23 2.72 42 -0.13 -0.28 -3 

Presenting an identifi-
able and viable design 
artefact  (Guideline 1) 

8.39 1.78 4 8.12 2.20 4 -0.27 +0.42 0 

- Presenting one or more 
clearly defined new 
concepts  

6.52 2.47 20 7.16 2.18 14 +0.64 -0.29 +6 

- Presenting one or more 
clearly explained new 
models  

6.16 2.41 26 6.10 2.26 25 -0.06 -0.15 +1 

- Presenting one or more 
clearly explained new 
methods for building the 
artefact  

6.29 2.44 23 5.74 2.56 32 -0.54 +0.12 -9 

- Presenting one or more 
example instantiations 
of the artefact  

7.30 2.23 14 7.07 2.28 16 -0.23 +0.05 -2 

Addressing a relevant 
and important problem 
(Guideline 2) 

9.05 1.21 1 8.85 1.74 1 -0.20 +0.52 0 

Evaluating the utility, 
quality, and efficacy of 
the designed artefact 
(Guideline 3) 

8.31 1.61 6 7.86 2.07 7 -0.45 +0.46 -1 

Clearly identifying the 
novelty, generality, and 
significance of the con-
tribution (Guideline 4) 

8.45 1.74 3 8.43 1.86 2 -0.01 +0.13 +1 

Rigorous use of the 
research methods 
(Guideline 5) 

7.33 1.90 13 7.30 2.24 12 -0.03 +0.33 +1 

Developing the design 
using a cyclical, prob-
lem solving search proc-
ess (Guideline 6) 

6.09 2.46 28 5.74 2.75 33 -0.35 +0.28 -5 
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Table 1. (Continued) 
 

Addressing both rigour 
for the academic audi-
ence and relevance for 
the professional audi-
ence (Guideline 7) 

7.20 2.07 16 7.28 2.50 13 +0.08 +0.43 +3 

[Note: In the following text, criteria names/descriptions are shown in italics.]  

 
As shown in table 1, Addressing a relevant and important problem (Hevner et al 

guideline 2) is still the highest rated criterion across all areas, while guideline 4 
(Clearly identifying the novelty, generality, and significance of the contribution) has 
increased in ranking to #2, even though its mean rating has decreased very slightly. 
Guideline 1 (Presenting an identifiable and viable design artefact) remains ranked at 
#4 overall. Importantly, meeting all of the Hevner et al criteria [1] continues to be 
rated very lowly, third from the bottom in both 2010 and 2015 (note that 3 new items 
were included in 2015). The big changes in table 1 are that Presenting new concepts 
has increased in importance while Presenting a method has declined substantially. 

Table 2. Ratings, Standard Deviations, and Ranks of Criteria Relating to Evaluation in DSR 

DSR Evaluation 2010 2015 Change 

Survey Item Mean 
Std 
Dev 

Rank Mean 
Std 
Dev

Rank Mean Std Dev Rank 

Conducting some sort 
of evaluation, whether 
artificial or naturalistic  8.80 1.40 2 8.28 1.74 3 -0.52 +0.34 -1 

Conducting an Artificial 
evaluation  6.11 2.35 27 6.29 2.30 22 +0.18 -0.04 +5 

Conducting a Naturalis-
tic evaluation  7.18 2.16 17 6.90 1.89 18 -0.28 -0.27 -1 

Evaluating the artefact’s 
utility for solving the 
problem to be ad-
dressed 

8.35 1.59 5 8.11 1.79 5 -0.24 +0.20 0 

Evaluating the artefact’s 
efficacy*  7.11 2.02 18 6.78 2.07 20 -0.33 +0.05 -2 

Evaluating the artefact’s 
effectiveness*  7.11 2.02 18 6.81 2.12 19 -0.30 +0.10 -1 

Evaluating the artefact’s 
efficiency  6.35 1.88 22 6.26 2.03 23 -0.10 +0.16 -1 
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Table 2. (Continued) 
 

Quantitatively measur-
ing utility, efficiency, 
efficacy  

5.74 2.42 35 5.95 2.22 27 +0.20 -0.20 +8 

Comparing the artefact 
to other extant solutions 7.37 2.18 11 7.08 2.07 15 -0.29 -0.10 -4 

Evaluating for side 
effects  6.21 2.19 24 5.92 2.09 28 -0.29 -0.10 -4 

* Note: The 2010 survey [2] item inadvertently and ambiguously combined efficacy 
(the term used) and effectiveness (the explanation provided), so the 2010 results [2] 
are repeated for these two items. 

 
Table 2 shows the results for criteria relating to evaluation. Conducting some sort 

of evaluation remains very important, although its rank has declined from #2 to #3, 
while Evaluating the utility of the designed artefact for solving the problem to be 
addressed remains the fifth most important criterion across all categories. Important-
ly, Conducting an artificial evaluation and Quantitatively measuring outcomes during 
evaluation have both increased significantly in their rankings.  

Table 3 shows the results for criteria relating to design theory. Almost across the 
board, design theory related criteria have declined in their perceived importance, often 
substantially. An important exception is that Specifying constructs as representations 
of the entities of interest in the theory has increased in its importance ranking (which 
can be interpreted as constructs in March and Smith [16]), as has Specifying an expo-
sitory instantiation (from Gregor and Jones [10] and March and Smith [16]). 

Table 3. Ratings, Standard Deviations, and Ranks of Criteria Relating to Design Theory 

IS Design Theories 2010 2015 Change 

Survey Item Mean 
Std 
Dev 

Rank Mean 
Std 
Dev 

Rank Mean Std Dev Rank 

Specifying a full and 
complete design theory 5.72 2.68 37 5.03 2.59 43 -0.69 -0.09 -6 

Specifying the meta-
requirements or purpose 
and scope 

6.80 2.41 19 6.11 2.52 24 -0.69 +0.11 -5 

Specifying a meta-
design or principles of 
form and function for 
the design artefact prod-
uct 

6.49 2.43 21 5.76 2.52 31 -0.73 +0.09 -10 
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Table 3. (Continued) 
 

Specifying a design 
method for instantiating 
the meta-design or prin-
ciples of form and func-
tion for the design arte-
fact process  

5.99 2.28 31 5.24 2.34 41 -0.74 +0.05 -10 

Specifying kernel the-
ory(ies) or justificatory 
knowledge relevant to 
how the meta-design 
meets the meta-
requirements  

6.21 2.64 25 5.61 2.61 34 -0.60 -0.03 -9 

Specifying kernel the-
ory(ies) or justificatory 
knowledge relevant to 
the design method 

5.95 2.41 32 5.32 2.46 40 -0.64 +0.05 -8 

Specifying testable 
hypotheses or proposi-
tions about how well the 
meta-design meets the 
meta-requirements  

5.79 2.72 34 5.51 2.52 36 -0.28 -0.20 -2 

Specifying testable 
hypotheses or proposi-
tions about how well the 
design method results in 
an artefact consistent 
with the meta-design 

5.73 2.64 36 5.32 2.54 39 -0.40 -0.09 -3 

Specifying constructs as 
representations of the 
entities of interest in the 
theory  

6.06 2.79 30 6.05 2.36 26 0.00 -0.43 +4 

Specifying principle(s) 
of implementation in 
specific contexts  

6.09 2.46 29 5.92 2.27 29 -0.18 -0.19 0 

Specifying an expository 
instantiation  5.91 2.63 33 5.83 2.37 30 -0.07 -0.25 +3 

 
 Table 4 shows the results for other, miscellaneous criteria. By and large there is 
little change in the results for these items. Relevance of and Significance of the prob-
lem to industry/society clearly established both remain highly ranked, in accordance 
with the #1 rank of Hevner et al guideline 2. Novelty of the new design artefact has 
increased somewhat in the ranking of its perceived importance. Of the two candidate 
criteria added in 2015, Adoption and use of the new artefact by real organisations is 
lowly ranked at #38 out of 45, while The generative potential of the artefact for fur-
ther development and transfer to other problem areas is medium ranked at #21 of 45. 
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Table 4. Ratings, Standard Deviations, and Ranks of Other Potential Criteria 

Other Potential Cri-
teria/Standards 

2010 2015 Change 

Survey Item Mean 
Std 
Dev 

Rank Mean 
Std 
Dev 

Rank Mean Std Dev Rank 

Relevance of the prob-
lem to industry/society 
clearly established 

8.05 1.77 7 7.97 1.80 6 -0.08 +0.03 +1 

Significance of the prob-
lem to industry/society 
clearly established 

7.87 1.80 9 7.58 1.84 9 -0.29 +0.04 0 

Depth of analysis and 
clarity of understanding 
of the problem and its 
causes 

7.92 1.42 8 7.50 1.79 10 -0.42 +0.37 -2 

Depth or profoundness 
of insight  7.35 1.61 12 7.01 1.86 17 -0.33 +0.25 -5 

Novelty of the new de-
sign artefact 7.29 2.02 15 7.38 2.14 11 +0.08 +0.12 +4 

Size and complexity of 
the new artefact 4.51 2.36 41 4.19 2.80 44 -0.32 +0.44 -3 

Amount of effort to 
develop the artefact 4.25 2.29 42 3.90 2.72 45 -0.35 +0.43 -3 

Elegance of the design  5.22 2.34 40 5.40 2.46 37 +0.18 +0.13 +3 

Simplicity of the design  5.62 2.22 38 5.53 2.33 35 -0.09 +0.10 +3 

Clear understanding of 
why the new artefact 
works (or doesn't work) 

7.68 2.04 10 7.82 1.81 8 +0.14 -0.23 +2 

Adoption and use of the 
new artefact by real 
organisations* 

N/A N/A N/A 5.38 2.70 38 N/A N/A N/A 

The generative potential 
of the artefact for further 
development /  and 
transfer to other problem 
areas* 

N/A N/A N/A 6.51 2.22 21 N/A N/A N/A 

5 Discussion 

Having examined the detailed results for 2015 and compared them to the 2010 results, 
this section will now consider answers to the research questions, overall trends, limi-
tations, implications, and suggestions for future work. 
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First, we consider the first research question: Has the perceived importance of the 
various criteria changed since 2010? Clearly, looking at the detailed results, the an-
swer is yes, but overall, two major trends are worth noting with respect to the increase 
and decrease in perceived importance of various kinds of criteria. One clear trend is 
the decline in the perceived importance of the provision of design theory as a criterion 
for publication of good DSR. Another trend is one toward increasing research rigour 
and taking a more positivistic stance, particularly considering the increased impor-
tance rankings of these criteria: Rigorous use of the research methods (Guideline 5), 
Conducting an Artificial evaluation (which commonly evaluates efficacy by control-
ling for confounding variables), Quantitatively measuring utility, efficiency, or effica-
cy, Presenting one or more clearly defined new concepts, and Specifying constructs as 
representations of the entities of interest in the theory.  

The second research question is: How do any new criteria fit in with other existing 
criteria? As discussed earlier, the candidate criterion of Industry adoption received a 
relatively low importance rating on average and ranked #38 out of 45. The candidate 
criterion of Generative potential was better received, with a perceived importance 
ranking of #21 out of 45.  

The third research question is: Which criteria are now considered to be the most 
important? Selected Hevner et al criteria continue to be of high importance, with four 
of them being in the top 10 most highly rated. #1 is guideline 2 (Addressing a relevant 
and important problem). #2 is guideline 4 (Clearly identifying the novelty, generality, 
and significance of the contribution), where significance partly overlaps with guide-
line 2. #4 is guideline 1 (Presenting an identifiable and viable design artefact). #7 is 
guideline 3 (Evaluating the utility, quality, and efficacy of the designed artefact). 
Other highly rated criteria are consistent with those guidelines. The criteria rated #3 
(Conducting some sort of evaluation, whether artificial or naturalistic) and #5 (Eva-
luating the arte-fact’s utility for solving the problem to be addressed) are consistent 
with guideline 3. The criteria rated #6 (Relevance of the problem to industry/society 
clearly established) and #9 (Significance of the problem to industry/society clearly 
established) are consistent with guideline 2, but relevance seems to be perceived as 
more important than significance.  

Two other criteria rated in the top 10 are not clearly related to the Hevner et al. 
guidelines, but are worth discussing. First, the #8 rated criterion is: Clear understand-
ing of why the new artefact works (or doesn't work). It seems unlikely that this crite-
rion will be fulfilled through the use of a positivistic, quantitative, theory testing eval-
uation. Other methods would seem to be necessary to achieve this. Second, the #10 
rated criterion is: Depth of analysis and clarity of understanding of the problem and 
its causes. Again, the research methods discussed in the DSR literature largely do not 
address this, with the exception of Venable [22].  

The fourth and final research question is: Has there been a move away from the 
dissensus reported in Venable (2010) toward consensus? Two ways to measure con-
sensus or dissensus are the range and the standard deviation of responses. Both meas-
ures indicate a decrease in consensus or agreement about standards and criteria. In the 
2015 survey, all criteria were rated at zero (0) by at least one individual respondent 
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and were also rated ten (10) by at least one other respondent. These are the maximum 
possible range. While many items in the 2010 survey received a minimum rating of 
zero, many did not. Moreover, one can also compute the average of the standard devi-
ation across all items. For the 2010 survey, the average was 2.18 (across a closed-end 
range of 11 from 0 to 10). For the 2015 survey, the average is 2.25, which is an in-
crease of 0.07. This difference is not large, but clearly there is no convergence toward 
consensus and dissensus remains quite high. 

Another interesting finding is that, across all items, the average of all the average 
criteria ratings has decreased. In 2010, the average across all ratings was 6.72 out of 
10. In 2015, the average is 6.47, which is a decline of 0.25. One possible explanation 
for this is that, overall across the respondents, the use of criteria is considered to be 
less important or is less likely to be mandatory, and hence is less likely to be rigidly 
enforced. Of course, this is just speculation. 

From a methodological point of view, one limitation of this study is that the sample 
was formulated theoretically to include various stakeholders in DSR publication, but 
may not be representative of the overall population. E.g., editors of less highly ranked 
journals were not surveyed (although many respondents also served in such a role). 
Another potential limitation is that some of the different criteria are at different levels, 
which some respondents found hard to rate. Given that the precise findings are not 
that important, but the overall trends and areas of priority are of interest, these limita-
tions are not significant for this particular piece of research. 

Overall, while this research provides a snapshot, it does not make arguments for 
why various criteria are rated as more important that others, nor does it make an ar-
gument for which criteria should be considered to be more important than others. It 
merely suggests that a dissensus continues and that ongoing discussion and work is 
needed to achieve a suitable level of agreement and useful guidance for researchers. 

Finally, further research is needed to address the qualitative comments provided by 
the respondents and to compare responses from different classes of respondents (e.g. 
journal editors vs DSR authors). More importantly, this study only highlights the 
uncertainty in the domain of DSR publication. To resolve such uncertainty and dis-
sensus, it is important to revisit criteria to develop clear, agreed standards and criteria 
for DSR publications with a clear rationale to substantiate why they should be applied 
to reviewing and accepting DSR publications. 
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Abstract. Design science research should be relevant, valuable, purposeful  
and prescriptive.  Its value as a relevant source of prescriptions implies the 
practical usefulness of its results beyond a single expository instantiation. But 
propagation of such design science products as design principles and theories 
appears to be a key challenge. In this paper we commence with a DESRIST pa-
per from 2012 that instantiated design principles in an artifact for a bank. That 
paper included plans and techniques for future use of its principles (propaga-
tion), including prescriptions for a five-phase adoption process. In this paper we 
discuss the propagation issues around generalizing design science research 
across multiple contexts and propose alternative propagation concepts of pro-
jectability and entrenchment. The existing concepts around generalizability 
have issues that make them less suitable for design science research: context 
(local/possible worlds) and theoretical statements based on functional explana-
tions. A projection is any relevant instance that supports a theory. Projectability 
involves defining the relationship between a base case or evidence and a projec-
tion.  Entrenchment occurs when design principles or theories have stimulated 
many actual projections. We demonstrate these concepts in a case study of 
propagation: a chemical manufacturer and service provider that adopted the de-
sign principles arising from that 2012 DESRIST banking-based design science 
research. We conclude that generalizability is too well-oriented to descriptive 
research and argue that a more appropriate framing for design science research 
is projectability and entrenchment. The paper includes recommendations to in-
crease the projectability of design science research. 

1 Introduction 

Everyday companies create business cases and cost-benefit analyses that involve predic-
tion of the future. The near future is often predicted using cost forecasts and the more 
distant future is predicted on the assumption that benefits will loiter out there in the 
future. The process of design science research is somewhat similar. Develop an artefact, 
a design theory or some design principles. Evaluate it. Then try to predict other arenas 
in which it may also be useful. This is more than just generalizing from an instance … it 
is a prediction of how useful our future will be after we propel our products into it.   



 Projecting the Future for Design Science Research: An Action-Case Based Analysis 281 

 

Our current ability in predicting the future for design science research is as flawed 
and prone to errors as naïve attempts to predict potential benefits for a new product 
without knowing how the market could develop, how competitors could react, how 
and which user needs will develop, etc.  In other words, we have limited knowledge 
about how design principles and theories propagate to settings other than the one in 
which they originated.  This paper presents insights from an empirical design science 
research study that was presented at DESRIST three years ago [1]. This study devel-
oped design principles at two levels: (1) design principles for improving teams by 
systematically building social capital, (2) a method for propagating the design prin-
ciples to other settings.  It was grounded in a banking case (Danske Bank).  The 
principles were embodied in a six-by-six, virtual project, social capital, team devel-
opment framework [for details on the 6x6, see reference 1]. The DESRIST report 
considered a projection of potential future use: “Using a single case study we have 
confirmed the proposition and now need to consider what can be abstracted or genera-
lized to other companies facing similar problems?” [1, p. 267]. The report proposed 
the following five-phase propagation process as a means for using the design science 
results in other, future organizational settings (p. 268): 

1. Establish the challenges you are facing in your organization. This can be done 
through an interview study or through a survey using the seven problem areas that 
we identified. 

2. If the challenges are similar you can benefit from adopting the six-by-six frame-
work for systematically building social capital in projects. 

3. Before you can adopt the framework you need to take each of the techniques men-
tioned in the framework (see appendix) and make sure that they are useful in your 
context or whether other techniques should be added. Consider experience from 
virtual projects in your organization and “harvest” positive results using different 
techniques. 

4. When the framework has been locally consolidated, pilot it in five-to-seven 
projects. 

5. When the pilot project has been evaluated and results taken into account then roll-
out the six-by-six framework as adapted to your organization. 

In the paper that follows, we present insights that follow from the experience of 
applying this five-phase process as a means of propagating the framework-based de-
sign principles developed in the 2012 bank case to another organization, a chemical 
manufacturer and service provider in 2014. 

2 Issues with Generalizing in Design Science Research 

Science aims “to discover and to formulate in general terms the conditions under which 
events of various sorts occur, the statements of such determining conditions being the 
explanations of the corresponding happenings” [2, p. 4, emphasis added]. We some-
times assume that the greater the generalizability of our research findings, the more 
important and intellectually useful is our accomplishment. But generalizability in 
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science is a deeply value-laden concept. It can take different forms for different research 
designs [3]. Authorities debate how to distinguish its forms and attributes [e.g., 4, 5]. 
But given the high degree of practical relevance expected from design science [6], it 
seems that the greater the generality of any design study results, the greater the impact 
of the science.    

Importing generalizability concepts from other sciences leads to issues in design 
science. The phenomena in the natural sciences “have an air of ‘necessity’ about them 
in their subservience to natural law.” Instead, the phenomena in design science “have 
an air of ‘contingency’ in their malleability by their environment.” Design scientists 
make general empirical propositions about designs that, “given different circums-
tances, might be quite other than they are” [7, p. xi].The practical value of design 
studies lies in their consideration for applicability beyond a single context-bound 
example [8]. For example, the findings of a past design study in information systems 
might offer useful knowledge for a future design study in urban design. In design, 
such usefulness should be able to cross such conceptually different contexts as infor-
mation systems and urban planning. 

2.1 The Issue of Context: Local Worlds 

As with any other branch of science, the audience for design science may be more 
interested in useful future design prescriptions than they are in descriptions of a par-
ticular, past, local design. It is a sense of impact that design science research shares 
with experimental science. Like experiments, scientific designs “are highly local but 
have general aspirations” [9, p. 18]. It is an issue between the localized nature of the 
knowledge achieved in the actual empirical design process and the more generalized 
knowledge goals that science aims to achieve. This connection of design science re-
sults to broad future applicability is critical; otherwise the results are merely descrip-
tive history of past design work. For future applicability, “generalization at the lin-
guistic level of the constructs” is needed rather than a history of construct operationa-
lization in a particular design [9, p. 18].  

In design, it is not just the generalizability of findings from the study of one phe-
nomenon to explain other phenomena; it also regards the usefulness of the knowledge 
across different contexts. Design findings propagate to other settings as a means of 
action, not description [10]. 

For example, consider studies that focus on a phenomenon in a sample of instances 
where that sample has been randomly selected from the population of such instances. 
Such studies will often adopt a statistical frame of generalizability that will project an 
expectation that characteristics found in the sample will also inhabit the population. 
For these studies, we assume that the relevant characteristics of the population are 
predictable or controllable. This assumption entails the assumption that the context of 
generalization is predictable or controllable.  

But in design science the context can be unpredictable or uncontrollable because 
many design contexts do not yet exist. Design science is materially prescriptive in the 
sense that its theoretical statements prescribe as-yet unconstructed artifacts for as-yet 
non-existent contexts. In philosophical terms, design science operations span our 
actual world and possible worlds. “A possible world is a world that differs in some 
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way from our ‘actual world’” [11, p. 745]. Much of this philosophy is concerned with 
possible worlds that could have been, the degree to which such possible worlds are 
real, and the spatiotemporal distance between our actual world and possible worlds 
[12]. These concepts lead to our notion of a local world, the spatiotemporally closest 
possible world that constitutes “our” actual world.  Design Science is concerned with 
possible worlds that could be, and the spatiotemporal distance between our actual 
world and a desirable possible local world: “Designers deal with possible worlds and 
with opinions about what the parts and the whole of the human environment should 
be.” [13, p. 25]  This aspect of design science creates fundamental issues in scientific 
generalization. 

General statements in design science are prescriptive, functional, purposeful and 
future oriented [14]. For example, “all ship’s clocks should be battery-driven” can be 
stated as an indicative conditional, “if the clock is for a ship, it should be battery-
driven”. This is a prescriptive generalization (“should”) that proceeds from an envi-
ronmental requirement (weight-driven clocks cannot work on board ships because the 
clock, as well as the weights move in relation to gravity). The counterfactual condi-
tional is, “if the clock had been for a ship, it would have been battery-driven”. 

We can see from the nature of lawlike generalizations that generalized prescriptive 
statements confront the issue of their operation in contexts (i.e., local worlds) that 
have not yet been considered, and indeed may not yet exist. There will be new kinds 
of ships that could well introduce new requirements for clocks that demand new gene-
ralizations. Such new conditionals are non-existent in the logic because the contexts 
are as-yet non-existent. This consequence was among those that drove Simon to es-
chew imperative logics in favor of searching through a solution space comprised by 
declarative logics [7].  

This issue also inhabits one of the existing alternatives to generalizability: Transfe-
rability. Transferability is associated with forms of naturalistic inquiry such as action 
research [15, 16]. In originating this concept of transferability, Lincoln and Guba 
indicate it requires a deep knowledge of both the “sending” and “receiving” contexts 
in order to determine adequate congruence in the contexts [16, p. 124]. It is grounded 
in “naturalistic generalizability” [17, p. 324], and like generalizability, transferability 
fits poorly with design science because it requires at least partial grounding in local 
worlds (contexts). The logical requirement means transferability is not an ideal con-
ceptualization of how design theories are useful for designing as-yet immaterialized 
future artifacts in as-yet unknown contexts.    

3 Projectability as a Design Science Alternative to 
Generalizability 

The existing formulations of generalizability and transferability are not well-suited for 
situations involving future applicability inherent in the materially prescriptive nature 
of design science. Rather than inject yet another distant form of generalizability into 
this mix, we propose an alternative concept that fits the prescriptive nature of design 
science: Projectability. Nelson Goodman [18] originally developed this concept in the 
philosophy of science as a means to delimit and describe realized (factual) and unrea-
lized (counterfactual) antecedents in making lawlike generalizations. Generalizability 
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provides good framing for descriptive research that centralizes causal statements  
(e.g., X causes Y). But projectability itself provides good framing for prescriptive 
research (like design science) that centralizes purposeful statements (e.g., I want to 
achieve Y and therefore I will do X).   

Generalization describes and explains the history of regularities or consistencies 
that have previously existed or currently exist. Projection can also prescribe and pro-
pose possible regularities or consistencies that could be created to construct future 
worlds. The term encompasses the action-oriented propagation of design principles 
and theory. A projection is any relevant instance that supports a theory:   

The problem of confirmation, or of valid projection, is the problem of 
defining a certain relationship between evidence or base cases on the 
one hand, and hypotheses, predictions or projections on the other. [18, 
p. 87] 

A theory is projectable if it is capable of being projected, has no known 
violations (observations that oppose the theory), and not all possible 
instances have been examined.  A theory is actually projected when 
some (but not necessarily all) of its possible instances have been ex-
amined. When the terms of the theory have been used in many projec-
tions, it is said to be entrenched [18, pp. 87-95, 19].   

Goodman’s projectability concept provides an ideal alternative to generalizability 
in the case of design science research. For example, empirical design studies will 
typically instantiate an artifact, which means that such studies will actually project 
their design principles or design theory. These actual projections are known as exposi-
tory instantiations [20]. The actual projections enable the empirical statements that are 
important for justifying the theoretical statements.  

In Goodman’s terms [18], many additional or future projections (instantiations) 
will serve to entrench the design principles or theory. We can expect that such projec-
tions will take the design principles or theory into different contexts.  Another way of 
describing such projections would be to say that these additional or future projections 
may justify the design principles or theory in different possible worlds.   

4 Research Method 

Our work originated with a previous case – Danske Bank - where Design Science 
Research had resulted in the two levels of design principles mentioned earlier: a de-
sign of a six-by-six virtual team development framework and a process (method) for 
propagating this framework. To evaluate the promise of projectability we carried 
these principles into a subsequent case where we have combined intervention  
(using the both levels of design principles) with interpretation in order to achieve  
both improvement in the setting (e.g., better functioning virtual teams) and our own 
understanding of the nature of projectability of design principles and theory. This 
interpretive-intervention approach is known as an action case [17]. It entails the key 
factors characterized in Table 1 as situated in this research.   



 Projecting the Future for Design Science Research: An Action-Case Based Analysis 285 

 

Table 1. Situated action case approach factors [adapted from 17] 

Factor Attribute Action case concern As situated in our re-
search setting 

Suitability 

Research De-
sign 

A declared framework 
of ideas and methodol-
ogy? 

Invited by case hosts: 
The 6x6 virtual team 
development framework 
and propagation method. 

Researcher 
Skills 

Experience and skills 
to make an interven-
tion? 

Sound: A researcher 
skilled experienced in 
design science and ac-
tion research and a par-
ticipant in the previous 
banking case. 

Interpretation 

Richness Sufficiently rich con-
text to yield under-
standing? 

Quite rich: the subse-
quent case was a global 
firm with a large  

Focus Clear research question 
or problem? 

Aim: interpreting the 
intervention events us-
ing projectability  

Intervention 

Scale A manageable scale? Use an overall champion 
manager and collaborat-
ing project managers 

Participation 
style 

Level of organization 
member participation? 

Researcher-led work-
shops that propagate the 
framework through 
training and adoption 

Critical impact Human/social issues? Social capital aspect of 
framework could im-
prove social setting by 
better awareness of so-
cial values  

Practicability 

Economics Sufficient financial 
support & researcher 
time? 

Corporate support from 
champion, researcher 
was available 

Access Negotiable/feasible? Directive by high level 
champion  

Politics Conflict with organiza-
tional politics? 

Conflict noted with 
existing project man-
agement practices. 

Control Research projected 
controlled? 

Use of a pilot study to 
build momentum. 
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The case setting was a company named Alpha Bravo (anonym), a chemical manu-
facturer and service provider that is a world leader chemical science. Alpha Bravo is 
an organization dedicated to helping their customers achieve optimal performance by 
maximizing the benefits of their chemical processes and products, using the least 
possible energy and resources, and operating in the most responsible way. 

The empirical process was straightforward. The contact with Alpha Bravo arose 
when two managers attended a presentation of the six-by-six framework for virtual 
teams made in a meeting of the Danish Engineering Association. One of the managers 
was responsible for all projects and project managers at Alpha Bravo. He wondered, 
“Can we use this for our virtual teams?” Ultimately this contact led to a decision by 
Alpha Bravo to adopt the framework as a means to improve all virtual teams at Alpha 
Bravo.  

Action case methodology embodies the combination of an interventional practice 
experience (change) and interpretation (understanding) of the experience. In this case 
the practice experience is based in applying in Alpha Bravo the propagation process 
and the virtual team development framework from the banking case. The interpreta-
tion and understanding of this experience resulted from the use of projectability con-
cepts to explain the events in the practice experience. 

5 Projecting the Five-Phase Framework 

The Alpha Bravo adoption decision opened the process of making a new actual pro-
jection of the framework using the five-phase propagation process developed by 
Pries-Heje & Pries-Heje [1] and described in the introduction. After developing the 
five phase process in the banking case, the design principles were projected in a sub-
stantially different kind of organization.   

In terms of possible worlds, the two organizational worlds involved were the bank-
ing setting and the chemistry setting. These two actual worlds were close in some 
regards, distant in others. The worlds were close because both organizations involve 
virtual teams operating across different countries, the virtual teams were developing 
software, the organizations included service missions, and the organizations were 
headquartered in Denmark. However, the worlds were also distant in other ways. One 
organization was producing commercial and retail banking services, developing bank-
ing software mainly in Denmark and India, and had extensive tele-presence and e-
meeting support. The other organization was producing chemical equipment in Den-
mark, and other countries, and chemical and environmental engineering services all 
over the world. For the chemical equipment and the services embedded software and 
business software was developed as an important part of the whole product. Its teams 
were operating mainly across Denmark, Russia, India and China, and there was more 
limited virtual team meeting support technology. Could the five phase process enable 
the projection of the framework into this different context (this different “possible 
world”)? 
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Phase 1.  Establish the challenges you are facing in your organization. This can be 
done through an interview study or through a survey using the seven problem areas 
that we identified. 

The design researchers used a workshop followed by individual interviews. The rea-
son for the workshop can be understood as the need for the design scientists to under-
stand the context at Alpha Bravo as well as the need for inventorying the challenges. 
In terms of projection, the design scientists needed to understand the spatiotemporal 
distance between the actual world on which the framework was based (the bank) and 
the actual world into which the framework was being projected (Alpha Bravo). The 
workshop was held in March 2013 with 20 participants from different places and 
countries within the company. The workshop used brainstorming, affinity analysis 
and dot vote to arrive at a list of challenges. The challenges identified were: 

 
1. Challenges related to communication and interaction technology 
2. The nature of the project life-cycle in Alpha Bravo. E.g. that the whole vir-

tual team did not start at the same time 
3. Cultural differences – E.g. virtual teams at Alpha Bravo included people 

from Russia, China,  Denmark and often other countries 
4. The central core with most relevant knowledge and experience always si-

tuated in Denmark 

Phase 2.  If the challenges are similar you can benefit from adopting the six-by-six 
framework for systematically building social capital in projects. 

During summer 2013 the design researchers reviewed and compared the challenges 
from the bank study.  These were: 

 
1. Social ties take time to build – Just putting people from different places into 

the same team does not create social ties within the team. 
2. Not enough trust in relationships especially across Denmark and India – To 

work well together trust is needed. 
3. Lack of shared vision and common vocabulary – This is necessary to build 

parts of the same artifact or product at different places. 
4. Cultural distance – meaning that the ways and means, traditions and expecta-

tions are highly different in different parts of the organization. 
5. Communication Issues – Different backgrounds and different cultures often 

result in mis-communicate. 
6. Lack of reciprocity between Denmark and India – The Danish project partic-

ipants often reported that they were giving more to the projects than they re-
ceived back. 

7. Not sufficient team identification across sites – People in the same team dis-
tributed across different sites did not feel as if they were the same team. 
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The design researchers decided that the list of challenges was similar enough to 
support a reasonable belief in potential success from the implementation of the six-
by-six framework for virtual teams within Alpha Bravo. In terms of projectability, 
this decision represented a belief that the two worlds were sufficiently close for the 
projection of the design principles. This focus on challenges, rather than the firms’ 
products or culture is a critical aspect of projection.  The two possible worlds were 
close in some ways; distant in others. This decision meant that the design researchers 
believed that the ways in which the two worlds were close were more important than 
the ways in which the two worlds were different. It portended a new possible world: 
one in which virtual teams in Alpha Bravo operated more effectively; and one that 
was close to the present actual world of Alpha Bravo. There was also the belief that 
the projection of the banking framework into the present actual world of Alpha Bravo 
would create the new possible world. 

Phase 3. Before you can adopt the framework you need to take each of the techniques 
mentioned in the framework (see appendix) and make sure that they are useful in your 
context or whether other techniques should be added. Consider experience from vir-
tual projects in your organization and “harvest” positive results using different tech-
niques. 

Design researchers adapted the 2012 six-by-six framework to Alpha Bravo (about 
10% of the framework was changed). Changes were needed to account for the differ-
ent level of virtual teamwork support technology available at Alpha Bravo. A few 
techniques were also removed because they were specific to Danske Bank. There was 
also a major addition to the framework. Unlike the bank, Alpha Bravo has many 
shorter, six-month projects and many longtime (15-20 years) employees. As a result, 
many virtual team startups included reunions of former virtual team co-workers.  
To account for these prior project relationships, design researchers developed a rela-
tionship matrix of techniques that recorded the strong and weak social ties at project 
initiation. These techniques included patterns of risky relationships used to identify 
potential risks associated with these initial relationships existing at the beginning of a 
project. 

These adaptations represented the actions needed to project the 2012 design prin-
ciples into the actual world of Alpha Bravo. They account for the differences between 
the banking firm actual world (context) and the chemistry firm actual world with 
practical adjustments to the principles that include dropping some, adding some, and 
revising some as the actual world requires. Because the largest part of the framework 
was preserved, the Phase 3 results indicate that the design principles are projectable. 

Phase 4. When the framework has been locally consolidated, pilot it in five-to-seven 
projects. 

It was somewhat difficult to identify a pilot project in Alpha Bravo. Ideal projects for 
a pilot would be newly started or just about to start with a new virtual team. The de-
sign researchers tried different divisions without success. Finally in the beginning  
of 2014 the design scientists turned up a number of projects in the environmental 
division that were about to start new virtual teams with participants in Denmark and 
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China. A two-day facilitation workshop was held in January 2014 to train ten virtual 
team managers in the use of the revised framework. The ten participants learned how 
to facilitate the use of the techniques and the framework. The pilot began in three 
projects. 

Two of the three projects in the pilot were cancelled for reasons unrelated to the 
framework. One of these two projects never materialized because the end customer 
simply never signed the contract. The second project was similarly cancelled halfway 
to completion. The manager for the third project was reassigned, and the newly as-
signed project manager had not been a workshop participant. As a consequence, the 
framework was either unused or it went unevaluated in the Alpha Bravo pilot. 

The pilot was evaluated in August 2014. Experience with the pilot indicates that 
the projection of the design principles, in terms of the main framework, did not cross 
over from the actual world of the banking firm to develop a new possible world for 
the chemistry firm. Since the chemistry firm did not pursue any further attempt at the 
pilot (yet – February 2015), it suggests that the actual worlds of the two firms were 
too distant to enable the projection. This suggestion indicates that the Phase 2 results 
(similarity of challenges) may have been incorrect. One possible explanation is that 
the Phase 2 was made in a different division than that used for the pilot. This explana-
tion may indicate that the actual worlds of the two divisions in Alpha Bravo are them-
selves distant, or at least that the Phase 4 division was more distant from the actual 
world of the bank than the Phase 2 division. In other words, the context of the Phase 2 
division may have been suitable for the framework, but the context of the Phase 4 
division was not. The results might have been different if the pilot had been con-
ducted in the Phase 2 division. 

Phase 5.  When the pilot project has been evaluated and results taken into account 
then roll-out the six-by-six framework as adapted to your organization. 

Since Alpha Bravo did not pursue the rollout, it is tempting to assume the projection 
failed and nothing was learned. However, three aspects of rollout are notable. First, 
there is an indication that the actual world of the Phase 2 division was close to the 
actual world of the bank, and that the actual world of the Phase 4 division was not that 
close. Had the pilot run in the Phase 2 division, it might have succeeded. In other 
words, an actual projection might have developed. However, the pilot indicates that, 
had there been further rollout in Phase 5, the projection to the Phase 4 division might 
not have succeeded. Running the pilot projection in the friendly context of the closest 
possible world is not the best predictor of how well the design principles will fit more 
distant worlds.   

Second, the Phase 2 experience strengthens the 2012 banking experience in indi-
cating that the design principles are projectable, although not yet actually projected 
beyond the original banking instance. We find strong projectability, but not yet actual 
projection. The design principles have not yet propagated. 

Third, while the design principles embodied in the 2012 framework did not mate-
rialize an actual projection in 2014, there was a spurious propagation of design prin-
ciples. The use of the relationship matrix that arose in Phase 3 itself propagated in 
Alpha Bravo and led to the reduction in virtual team problems in at least two projects. 
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Although not an intentional product of design science per se, we could regard it as 
projectable and actually projected. As a design principle, the relationship matrix is a 
product of the actual world of the chemistry firm, and its characteristic closeness to 
this world may explain its projectability. 

6 Summary and Conclusion 

This paper originated in the projection of a framework from DESRIST 2012. We have 
discussed the issues around generalizing design science research across multiple con-
texts and into the future: We have found that the existing concept of generalizability 
has issues that make it less suitable for design science research. Instead we have  
proposed alternative concepts: Projectability and entrenchment. Projectability in-
volves defining the relationship between a base case or evidence and a projection. 
Entrenchment occurs when design principles or theories have stimulated many actual 
projections.   

In an action case – Alpha Bravo – we have demonstrated the projection of the 2012 
DESRIST framework. Furthermore we have shown that projection can use a five-
phase method that we have detailed above (see discussion section).  

Generalizability concepts are widely applicable across the many different forms of 
descriptive research. However, design science has features that make generalizability 
less suitable. Design science has a future orientation, explanations that are functional 
in nature, principles and theories that are descriptive, and an impact on the actual 
world that lead to as-yet unembodied possible worlds. A more appropriate framing for 
the design principles and theories that proceed from design science research is projec-
tability and entrenchment.  
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Abstract. In order to identify the best option(s) out of a set of alternatives se-
lection procedures are used in many different fields of application. Depending 
on the respective setting and research domain, developing or selecting an ap-
propriate selection procedure is a complex and challenging task. This paper 
proposes a procedure for selecting a set of options out of a large amount of al-
ternatives. The procedure is used within a Design Science Context. It has been 
developed, applied and evaluated in the course of a current research project ad-
dressing the highly dynamic Front End of Innovation. This represents a classic 
“wicked” and challenging Design Science problem. The selection procedure 
proposed in this paper can serve as a reference framework for other Design 
Science based projects in similar “wicked” application domains, where a 
theory- and practice-based definition of selection criteria and a structured eval-
uation process requires comprehensive domain knowledge and deep practical 
insights. 

Keywords: Selection procedure · Design Science Research · Front End of In-
novation · Corporate Foresight · Focus Group Study 

1 Introduction 

Multi-criteria selection procedures are used in many different fields of application in 
order to select the best option(s) of a defined set of alternatives. In this context, it is 
often hard to define what “best” means. It is often challenging to define a procedure 
based on criteria to evaluate a set of alternatives. In literature, a broad variety of mul-
ti-criteria selection procedures for different kinds of purposes can be found: be it for 
selecting the most appropriate standard software out of many solution providers [1,2], 
be it for selecting the best of a set of alternative actions using simulation experiments 
[3,4], be it for selecting the most appropriate construction method in concrete building 
[5] or be it for selecting suppliers in an organizational context [6,7]. Depending on the 
respective application domain, the selection of a suitable selection procedure together 
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with suitable selection criteria can be a very challenging and highly complex task. 
Applying an inappropriate or insufficient selection procedure has negative effects on 
the outcome of the whole selection process [8–11]. Selection processes have to be 
developed based on domain criteria considering frameworks and well know proce-
dures, in order to provide transparency, reliability and validity in projects. 

This is especially true in a Design Science context, where evaluation plays a key role 
in order to ensure that the results developed meet a defined purpose. Without evaluation, 
outcomes are unconfirmed declarations that an artifact meets the defined purpose [12] 
(i.e. be useful for selecting a set of methods in a given project setting). Design Science 
addresses research through the building and evaluation of artifacts, which have to be 
designed in order to meet an identified business need. Hence, utility can be regarded as 
the goal of Design Science research. The artifact should not only be able to be applica-
ble in the respective environment (relevance) but also to provide additions to the know-
ledge base [13]. In the course of artefact design and development, divergent and con-
vergent thinking is essential: while divergent thinking is highly innovative and generates 
multiple, alternative solutions to the problem identified, convergent thinking is essential 
for evaluating the different alternatives and selecting the most contextually relevant 
one(s) out of them. Hence, a structured, criteria-based evaluation and selection proce-
dure is especially important in a Design Science context [14]. 

A core element of Design Science is practitioner insight – not only in the course of 
artifact development, but also in the course of artifact evaluation. In the current paper, 
a selection procedure will be presented, that helps to provide transparency. Develop-
ment and evaluation of this procedure was done by applying it in the setting of a cur-
rent Design Science research project “InnoStrategy 2.0”. We specifically selected this 
project, as it addresses a wicked research problem [15,13] and provides a good setting 
for evaluating and testing the proposed procedure in an actual Design Science context. 
A wicked research problem is characterized by unstable requirements, complex rela-
tionships and interactions among subcomponents of the problem and constraints 
based upon ill-defined environmental contexts. Project success strongly depends on 
human social abilities (creativity, gut feeling) and effective solutions must address 
implicit knowledge as well as complex interaction processes in teams. The selected 
project aims at developing a process model addressing the highly volatile Front End 
of Innovation (FEI). The FEI includes the earliest stages and activities of the innova-
tion process and usually starts with opportunity identification, opportunity selection 
and idea generation. In this application domain, uncertainty, gut feeling and creativity 
play a major role and managerial decisions have huge implications on the subsequent 
phases along the innovation process [16–18] (cf. section 4.2). 

The reminder of the paper is structured as follows. In a first step, the research me-
thod of the paper (cf. section 2) followed by a general introduction regarding Design 
Science Research is presented, providing and summarizing the framework conditions 
of the research project InnoStrategy 2.0 (cf. section 3). Subsequently, the application 
and testing domain of the paper (Innovation Management and Corporate Foresight, cf. 
section 4) is discussed, and the procedure for selecting foresight methods at the Font 
End of Innovation in accordance with the framework conditions of the Design 
Science approach is presented in section 5. In this context, criteria-based selection is 
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3 Design Science Research 

Research aims to find solutions and answers to questions concerning the un-known.  
In literature, research is defined as a logical process of steps applied to collect and 
analyze data in order to improve the knowledge and understanding of a topic or issue 
respectively to solve a problem perceived [19–21]. Solely focusing on the domain of 
information systems, a plethora of different approaches on conducting research can be 
found in literature. In information systems (IS), knowledge to date has been acquired 
by two complementary but distinct paradigms: behavioral or natural sciences and 
Design Sciences [22,23,13]. Originating from natural science paradigm, behavioral 
science aims at finding the truth by developing and justifying theories that explain or 
predict a specific phenomenon [24]. Usually starting with a hypothesis, behavioral 
science research collects data to either prove or disprove a defined hypothesis [25]. 
The Design Science paradigm on the other hand has its roots in engineering and the 
sciences of the artificial [26] and positions itself as a problem-solving paradigm [27]. 
Design Science can be defined as an attempt to create outputs that serve a particular 
human purpose with the objective of producing an artifact which must be designed 
and then evaluated thoroughly [12,23,22,28]. 

Design science focuses on creating “things” or artifacts that serve a particular hu-
man purpose and address urgent respectively “wicked” [15] problems. Design science 
is technology-oriented and its outcomes (the artifacts) have to be assessed against 
criteria of value and utility [22]. There are basically four different kinds of Design 
Science outputs (artifacts): constructs models, methods and implementations / instan-
tiations [29,22,30]. The fundamental principle of Design Science is that knowledge of 
a problem and its solution is created in iterative build-evaluate respectively theorize-
build-evaluate cycles of artifacts [28]. Based on this pattern, Hevner et al. derived 
seven guidelines to assist researchers to understand the requirements for effective 
Design Science research: (1) Design as an Artifact, (2) Problem Relevance, (3) De-
sign Evaluation, (4) Research Contribution, (5) Research Rigor, (6) Design as a 
Search Process an (7) Communication of Research [13]. 

Hence, the core element of Design Science is to develop or build artifacts that are 
theoretically grounded (rigorous knowledge base) and to justify or evaluate those 
artifacts for the particular environment (relevance for application environment). 

Many different methods and techniques can be found and applied in the context of 
Design Science to build, evaluate and improve artifacts, including experimental, obser-
vational, testing, descriptive and more recently action research methods 
[12,29,31,13,32]. Those methods can support divergent as well as convergent thinking. 

In this paper the evaluation of different alternatives or options and selecting the 
most contextually relevant one(s) is in focus, and thus the current paper focuses on 
convergent thinking stream. In this context, the application of a structured, criteria-
based evaluation and selection procedures offers huge potential [14]. The amount of 
publications regarding the development and application of selection procedure in a 
Design Science context is relatively low and often addresses sample selection or se-
lection procedures applied in the course of a literature review, e.g. [33,34]. 
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In reviewing relevant literature, we could not find suitable procedures that specifi-
cally address method selection based on criteria derived from theory and practice. The 
current paper addresses this research gap in Design Science by proposing a detailed 
and sequential procedure for selecting foresight methods at the Front End of Innova-
tion. As discussed above, we conducted the research within this application domain as 
the use of foresight methods at the FEI and the FEI in general represents a “wicked” 
organizational problem. Also the requirement of assessing various foresight methods 
presented us with a useful research environment. Furthermore, the current research 
project InnoStrategy 2.0 (cf. section 1) offered the research environment necessary in 
order to develop, test and evaluate the proposed procedure. Thus, the project setting is 
regarded as suitable by Design Science research [15,13]. 

4 Innovation Management and Corporate Foresight 

The background of this paper relates to the field of innovation management (cf. sec-
tion 4.1, 4.2) and corporate foresight (cf. section 4.3) respectively the intersection 
between those two areas (cf. section 4.4). The procedure proposed will be developed, 
applied and tested in this particular research context. 

4.1 Innovation Management 

A global and volatile environment accompanied by constantly changing customer 
requirements and fierce competition poses huge challenges to organizations.  
Increased costs of raw materials, the recent economic crisis, high failure rates in New 
Product Development processes (NPD) and shorter innovation cycles further increase 
the difficulties and burdens organizations have to face. It is becoming increasingly 
difficult for companies to succeed in such a high velocity, uncertain and often highly 
unpredictable kind of environment without being able to quickly and flexibly react to 
potential or impending changes. 

These developments and the resulting consequences clearly stress the necessity for 
strategically oriented and efficiently conducted innovation management [35–37]. 

The huge importance of innovation management has also been emphasized by 
Henry Chesbrough, who is often referred to as “the father of open innovation” 
[38,39]. According to Chesbrough “everyone knows that innovation is a core business 
necessity. Companies that don’t innovate die.” [40]. 

Existing findings indicate that improving the FEI process offers the largest poten-
tial for improving an organization’s innovation capability as a whole with the least 
effort [41,42]. Other authors found that the main differences between winners and 
losers in regard to innovation management can be found in the quality of their prede-
velopment activities [43], refer to the FEI as “the root of success” for organizations 
involved with discontinuous product innovation [44] and clearly state that high failure 
rates in the NPD process are often related to too little effort put in the FEI activities 
[16,45,46]. This indicates that the FEI is especially critical for innovatory success and 
long-term competitiveness [47]. 
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the respective company environment is perceived and the better it is understood by an 
organisation, the faster and the more appropriate the response will be [59,18]. 

The discussion above demonstrates that the Front End of Innovation is an impor-
tant research area that has already received quite some attention in scientific literature 
and plays an important role in organizational practice. Nevertheless, the amount of 
holistic and practical approaches on how to manage the FEI is relatively low [60] and 
there are still few empirical studies clarifying Front End practices [61,41]. Especially 
the need for a viable approach to implement strategic orientation at the FEI seems to 
be left unaddressed in literature as most publications mainly focus on the actual idea-
tion process [55]. There is a need for further empirical research on the Front End of 
Innovation and the significance of developing new theories and proposals that support 
effective implementation of a strategic orientation at the FEI is immense – from a 
scientific perspective as well as from a practical one [47,44,62,56,45]. One approach 
that supports on the hand strategic orientation and strategic thinking and on the other 
hand is also able to create value at the Front End of Innovation is corporate foresight 
[63] (cf. section 4.3). 

4.3 Corporate Foresight 

Corporate Foresight has its roots in the term strategic foresight and lays a specific 
emphasis on foresight applied in private companies as opposed its application in a 
public domain. Many different definitions of the term can be found in scientific litera-
ture (e.g. [64], [65], [66,18]. According to von der Gracht, corporate foresight “has 
become the prevalent term used by many companies for their futures research activi-
ties. The term stands for the analysis of long-term prospects in business environments, 
markets and new technologies, and their implications for corporate strategies and 
innovation […] Hence, corporate foresight can be understood as an overarching 
futures orientation of an organization and is, therefore, considered a part of strategic 
(innovation) management” [59]. Many different foresight frameworks and approaches 
can be found in literature, e.g. the foresight process by Horton [64], the Houston Fo-
resight Framework by Hines and Bishop [67] or the generic foresight process frame-
work by Voros [68]. 

4.4 Corporate Foresight at the Front End of Innovation 

The link between foresight and innovation activities has already been analyzed in 
literature [63,18]. Rohrbeck [18] defined three main clusters of roles that foresight 
plays in regard to innovation management. Using a standard four-step innovation 
process, Rohrbeck positioned those three roles at the start of the innovation funnel 
(initiator role), outside the innovation funnel (strategist role) and along the innovation 
funnel (opponent role): As an important initiator for idea generation, corporate fore-
sight is intended to deliver and identify new needs, technologies and developments in 
the relevant company environment. Furthermore, corporate foresight in its strategist-
role provides the organisation with the possibility to create and maintain a strategical-
ly oriented Front End of Innovation and subsequently supports the further selection of 
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the right ideas to be transferred into the actual NPD process. Thirdly, corporate fore-
sight also acts as an opponent, meaning that it constantly challenges basic assump-
tions and current innovation activities and projects. This in turn can result in a higher 
level of flexibility and shortened reaction times to developments in the relevant com-
pany environment. 

Corporate Foresight is a valuable approach to increase and systematically maintain 
the strategic orientation at the FEI. The concept of Corporate Foresight includes a 
wide array of methods and tools which can be applied in practice [69–71]. One of the 
most comprehensive empirical studies concerning the application of foresight me-
thods in practice was conducted by Popper, who based his findings on a sample of 
886 foresight studies [72]. He identified the top 25 methods used to support foresight 
activities (cf. figure 3): 

 

Fig. 3. Level of use of foresight methods 

Identifying and selecting appropriate foresight methods which are applicable at the 
Front End of Innovation and which fulfil the requirements at this stage of the innova-
tion process is a challenging task, which has not yet been addressed neither in innova-
tion management nor in corporate foresight related literature. In the course of this 
paper, we propose a selection procedure for foresight methods applicable at the Front 
End of Innovation (cf. section 5). 
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5 A Procedure for Selecting Foresight Methods at the Front 
End of Innovation 

As discussed in section 2, the core element of Design Science is to develop or build 
artifacts that are theoretically grounded (rigorous knowledge base) and to justify or 
evaluate those artifacts for the particular environment (relevance for application envi-
ronment). In the specific context of this paper, this means that the selection procedure 
for foresight methods at the Front End of Innovation should not only be developed 
based on requirements respectively criteria derived from literature, but also has to 
address practitioners’ needs. Subsequently, the evaluation of the procedure has to be 
done by applying it in practice, which in the present case took place in the course of 
the project InnoStrategy 2.0. In this section of the paper, the developed selection pro-
cedure will be presented. We propose a six-step procedure as visualized in figure 4, 
which was developed applying the Design Science procedure by Peffers [27] (left side 
of figure 4) discussed in section 2: 

 

Fig. 4. Overview of Selection Procedure developed 

The definition of the construct under investigation and an elaboration of a common 
understanding of it (Step 0) are the basis for initializing the selection procedure as 
depicted in figure 3. In this paper, the construct under investigation was the issues of 
how a procedure for selecting appropriate foresight methods applicable at the Front 
End of Innovation could look like (cf. section 4.1, 4.2, 4.3 and 4.4). The actual selec-
tion procedure proposed consists of five sequential steps (Steps 1 to 5) and specifical-
ly addresses theory and practice. Step 6 is not part of the selection procedure, but 
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relates to communication and its scientific dissemination [73]. In the following sec-
tions 5.1 to 5.5, those steps and its application within the research context are ex-
plained in more detail. 

5.1 Creation of a Knowledge Base (Step 1) 

In accordance with the Design Science approach (cf. section 2), the first step of the 
proposed selection procedure aims at laying the required knowledge base for the 
whole selection process. By that, a rigorous selection procedure, which also takes  
into account previous work in relevant literature, is ensured. In the current case, an 
extensive literature review regarding key activities, critical success factors and rec-
ommendations for a strategic orientation at the Front End of Innovation was con-
ducted. Additionally, existing literature and case studies, regarding the application of 
foresight methods, their individual benefits and basic functions as well as classic se-
lection criteria of such methods, were analyzed. This allowed us to derive a first set of 
theory-based requirements concerning the application of foresight methods at the 
Front End of Innovation. Furthermore, a list of most relevant foresight method selec-
tion criteria could be derived, which was used as a reference list for the following 
steps. 

5.2 Identification of Practitioners’ Requirements (Step 2) 

Based on the findings of step one, a focus group study was planned and conducted in 
order to ensure a selection procedure delivering practically relevant results (cf. section 
2). In accordance with the focus group procedure proposed by Tremblay et al. [74], a 
pre-test (pilot focus group), three explanatory focus groups and a confirmatory focus 
group (cf. section 5.5) were conducted in order to identify requirements, main chal-
lenges and the critical success factors at the Front End of Innovation observable in 
economic practice. This allowed us to derive a set of practitioner requirements regard-
ing the use of foresight methods at the FEI. Besides that, a short questionnaire regard-
ing the foresight method selection criteria collected in step 1 was handed out in order 
to evaluate their relevance and their weight in the specific context of Front End of 
Innovation. 

5.3 Definition of Key Selection Criteria and Evaluation Structure (Step 3)  

Building on the results of step one and two, we were able to combine theoretical and 
practical requirements respectively criteria in the form of a list of selection criteria for 
foresight methods at the Front End of Innovation. Two blocks of selection criteria 
where derived: The first set of criteria specifically addressed the Front End of Innova-
tion as a whole and represented the basic requirements and key activities at the FEI. 
This list was defined in order to specifically select foresight methods applicable at  
the Front End of Innovation. The second list of criteria consisted of principles  
which explicitly addressed the issue of strategic orientation in order to integrate clas-
sical elements of strategic planning. Based on those two sets of criteria, a two-step 
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evaluation structure for selecting foresight methods applicable at the Front End of 
Innovation was developed and applied in step 4 (cf. section 5.4). 

5.4 Application of Evaluation Structure and Summarization of Favorable 
Options (Step 4) 

The criteria based-evaluation of foresight methods respectively the method selection 
was done in two steps: First, the top 25 foresight methods according to Popper (cf. 
section 4.4) were analyzed in detail regarding their applicability at the Front End of 
Innovation. This was done using the list of basic requirements and key activities at the 
FEI, derived from literature and gained by conducting the focus group study (cf. sec-
tion 5.3). By that, a list of top-ten methods best fulfilling the criteria regarding the 
FEI. Those ten methods were in a second step assessed based on the criteria regarding 
the principles of a strategic orientation respectively the integration of classic elements 
of strategy planning. According to Popper [72] an average foresight methods-set con-
sists of 5 (with extreme cases) respectively six methods (without extreme cases). 
Based on the evaluation of the second criteria list, we selected the top six methods 
and used the foresight diamond to visualize the methods mix gained that way (cf. 
figure 5): 

 

Fig. 5. The set of methods selected based on the proposed selection procedure 

This set of methods was defined based on rigorous (cf. section 5.1) and relevant se-
lection criteria (cf. section 5.2). In accordance with the Design Science research ap-
proach (cf. section 2) we evaluated the proposed method set in the course of a confir-
matory focus group (cf. section 5.5). 
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5.5 Evaluation and Adaption of Selection Procedure 

The final step of the selection procedure proposed aims at evaluating and if necessary 
adapting the steps and criteria sets of the selection process. In the current context, we 
decided to conduct a confirmatory focus group [74] concerning the foresight diamond 
developed based on the results of the third and fourth step (cf. section 5.3 and 5.4). 
The participants from the respective partner organisation were provided with a de-
tailed introduction to the previous selection steps and the method set was explained in 
detail. Based on the outcomes of this focus group, we did not have to adapt the set of 
methods proposed, all participants considered the suggested foresight diamond rele-
vant and valid in their respective application context. Nevertheless, the selection pro-
cedure raised some issues, which will be discussed in section 6. 

6 Conclusion 

In this paper, a selection procedure developed and evaluated addressing the specifics 
of a Design Science project was presented. The procedure was applied and testes 
within a suitable research environment, the research project InnoStrategy 2.0. We 
aimed to develop a procedure for systematically selecting foresight methods at the 
Front End of Innovation based on defined criteria. As current approaches are not ex-
isting for this specific context, the procedure proposed had to be evaluated thorough-
ly. This was done in the course of a focus group study with three partner organisa-
tions. Based on the findings of the application of the selection procedure, the follow-
ing conclusions and key learnings for developing and applying selection procedures in 
a Design Science context could be derived: 

• Although the proposed selection procedure is very structured and considered theo-
retical as well as practical criteria, it was difficult to ensure that we actually se-
lected the right criteria and applied them in the right order. We tried to address this 
issue by clustering theoretical and practical criteria and by deriving a two-step 
evaluation structure (as seen in section 5.3). 

• The conduction of focus groups was a valid approach to identify practitioners’ 
requirements at the highly unstructured Front End of Innovation. Nevertheless, it 
was challenging to ensure that the right questions were asked and an appropriate 
questioning route was used. The conduction of a pre-test pilot focus group is defi-
nitely advisable in this context (cf. section 5.2 and section 5.5). 

• The criteria-based evaluation of methods was very structured and transparent. 
However, some issues regarding the final selection of methods were encountered, 
as the evaluation results did not show significant differences. Hence, the final se-
lection could not be done as clear as assumed initially. We addressed this issue by 
conducting a confirmatory focus group to validate and if necessary adapt the crite-
ria as well as the evaluation structure of the procedure (cf. section 5.5). 

 
In conclusion, we suggest that a reproducible selection procedure applicable in a 

Design Science context and set in a “wicked” application domain (cf. section 2) needs 
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to emphasis on the combination of criteria derived from theory and practice. A syste-
matic literature review (as presented in section 5.1) followed by a focus group study 
planned and conducted based on the results of the literature review (as presented in 
section 5.2) provides the possibility to address rigor as equally as relevance. As seen 
in section 5.5, we strongly suggest conducting a final confirmatory focus group re-
garding the results of the selection procedure in order to ensure valid selection out-
comes. This does not only provide the possibility to adapt results if necessary, but 
also allows identifying weaknesses and shortcomings of the procedure itself respec-
tively of the selection criteria and the evaluation structure used. Overall the paper 
provides a useful procedure for multi-criteria evaluation problems within Design 
Science projects. This can be applied to subsequent Design Science project. By this it 
not only assists researchers to conduct Design Science projects, it also helps to im-
prove their transparency, validity and reliability. 
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Abstract. The tightened legal framework and technical evolution increase the 
relevance of effective Accounting Information Systems (AIS). In this context, 
researchers and practitioners predict the transition from traditional auditing to 
automated Continuous Auditing (CA). However, the organizational implemen-
tation of CA is still an unsolved problem in AIS research. To face this chal-
lenge, the authors of this paper used a Design Science Research (DSR) model 
considering the characteristics of CA. The proposed artifact in this paper is a 
gradual methodology which addresses general issues of CA implementation 
projects. The authors evaluate this artifact in an argumentatively descriptive 
way before stating limitations and giving an outlook on future research. Ulti-
mately, the authors believe that the proposed methodology as well as the DSR 
approach for CA research contribute to the knowledge base and set the baseline 
for further investigations. 

Keywords: Continuous Auditing · Accounting Information System · Design 
Science Research 

1 Introduction 

Throughout the last decades, there have been tremendous changes in the area of ac-
counting-relevant processes and financial auditing. On the one hand, IT management 
and auditors are faced with complex legal frameworks, for example the Sarbanes-
Oxley Act in 2002 [1], or the attempt to reform the audit sector in the European Union 
[2]. On the other hand, technical progress concomitantly affects both the innovation 
of new solutions for Accounting Information Systems (AIS) (e.g. [3], [4]) and  
the challenges of the increasing complexity of data generation and their processing 
(e.g. [5], [6]). The breadth of this discussion reaches from critical considerations 
about security and privacy (e.g. [7], [8]) to the question of how value and benefits can 
be generated from the ever-growing size of data (e.g. [9], [10]). Nevertheless, the 
development of appropriate AIS is gaining heavily in importance and becoming a 
reasonable challenge for the research community as well as for audit firms and IT 
management departments. 

Design Science Research (DSR) enables the development of appropriate artifacts 
(e.g. constructs, models, methods, and instantiations) for human purposes [11], [12]. 
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Apart from the aforementioned evolution in technology, the main objective of the 
auditor is still to achieve an expression of an opinion on the fairness and truth of fi-
nancial statements according to national and international law and accounting prin-
ciples [13], [14]. Consequentially, the aim of this paper is to show how DSR can be 
applied in the area of AIS research to reach the highest level of Information System 
(IS)-based auditing activities: Continuous Auditing (CA). The American Institute of 
Certified Public Accountants (AICPA) stated in 2012 that CA “consists of many di-
verse elements and may be implemented at various levels of sophistication” [15]. The 
applied DSR-approach allows for the possibility to divide the work into consecutive 
steps. First, the audit of accounting-relevant processes was documented by interview-
ing experts; the applicability of Computer-Assisted Audit Tools and Techniques 
(CAATTs) was analyzed in prior work [16]. Through further investigations, the au-
thors analyzed the practicability of these CAATTs from a theoretical perspective. 
Subsequently, the authors devised an audit concept based on CA [17]. The concept 
included the implementation of Embedded Audit Modules (EAM) along with account-
ing-relevant processes and the analysis of their results in a centralized application. 
Furthermore, this concept uses Test Data to test the functionality of key controls as 
well as instantiations of General Audit Software (GAS).  

The implementation of CA is strongly affected by an organization’s data, controls, 
and processes, in other words, the organization’s architecture [6]. Thus, the imple-
mentation of CA is a long-term, complex task [15]. The proposed artifact in this paper 
is a gradual methodology which enables the implementation of CA considering these 
issues. To achieve the “maximum impact” of the DSR-approach applied in this paper, 
it is structured according to GREGOR and HEVNER (2013) [18]. The issues of imple-
menting CA are analyzed in Section 2 by revisiting relevant literature. The research 
approach is described in Section 3, and the artifact itself is proposed in Section 4. 
Special attention is given to the choice of an appropriate architecture for using CA 
techniques; a conceptual three-tier architecture is proposed. Section 5 contains the 
descriptive evaluation of the method using information from the knowledge base.  
In Section 6, the results of the evaluation are summarized and discussed. This section 
contains an outlook which emphasizes the need for further work in this research area. 
Finally, the conclusions are presented in Section 7. 

2 Theoretical Background on CA Implementation Issues 

2.1 DSR in the Context of CA 

The research literature in the field of CA is fairly extensive. Nevertheless, little atten-
tion has been given to DSR adoption in CA research. MAJDALAWIEH (2012) followed 
a DSR approach by identifying relevant problems from the knowledge base, defining 
the goals of the study, designing and developing a sophisticated CA concept, and 
evaluating the proposed model [19]. GEERTS et al. (2011) discussed the application of 
DSR on AIS research, which is strongly related to CA research, through “retroactive 
analysis” [20].  
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To build up an argument for an artifact’s utility, it is necessary to analyze the in-
formation implied in the knowledge base (i.e. relevant research) [12]. This is in line 
with the analysis phase in the DSR approach stated by ÖSTERLE et al. [21] and needs 
to be performed prior to the creation of artifacts. It is on this basis that the research 
objective is specified and a research plan is defined (cf. Section 3). For identifying the 
issues of implementing CA in organizations, relevant literature from a variety of 
sources needs to be revisited. In order to include not only theoretical and scientific 
works but also the views of practitioners, the publications of professional organiza-
tions such as the Information Systems Audit and Control Association (ISACA) and the 
aforementioned AICPA were taken into consideration as well. This is important in-
asmuch as the topic under consideration has high practical relevance [22]. Moreover, 
experience from practitioners also needs to be derived from surveys (e.g. expert inter-
views). Finally, important issues regarding the implementation of CA are expected as 
results of CA projects which have been carried out in the past. Therefore, the essential 
literature for this paper needs to cover the investigations of professional organiza-
tions, expert surveys, and lessons learned from CA projects. However, the selection of 
the references requires an overall view of the state of the art literature in the field of 
CA as a first step and is presented in the following subsection. 

2.2 Identifying Issues of Implementing CA in Organizations 

First of all, prior to every financial audit project, the subject matter of the audit has to 
be defined (i1). In traditional auditing, the subject matter is usually a part of the audit 
assignment, which is agreed between the client and the audit board. In terms of CA, 
the subject matter of the audit is frequently discussed in literature. The aforemen-
tioned ISACA suggested the auditing of relevant data that has important value to its 
users [23]. The AICPA stated that the subject matter must have suitable characteris-
tics to audit it via CA. Referring to this, business processes must provide real-time or 
close to real-time information shortly after the occurrence of accounting-relevant 
transactions [6]. These considerations are strongly connected with the nature of test-
ing and controls (i2). For instance, the AICPA mentioned that effective controls with-
in the systems providing the subject matter are necessary to assure the completeness 
and accuracy of accounting-relevant information [6]. In this context, ALLES et al. 
mentioned the issue of compensating controls, namely the problem that CA systems 
are not able to detect if compensating controls are in place [24]. Consequently, the 
success of CA depends on the adequacy and the effectiveness of all controls in the 
accounting-relevant process [23]. 

A significant prerequisite for the implementation of CA is the nature of the organi-
zation’s environment (i3). The environment encompasses the whole socio-technical 
composition of an organization and thus has tremendous impact on audit routines 
[25]. Naturally, CA is easier to achieve if strong business processes and controls  
are already in place [23]. In this regard, environments with highly sophisticated  
Enterprise Resource Management Systems are the most likely to be able to translate 
CA into action [26], [24]. The spread of CA throughout the organization is a long-
term project and requires comprehensive strategic planning [6]. In this context, one 
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significant issue is the lack of management support (i4). Furthermore, AICPA pointed 
out that in past CA projects, the understanding of CA was still rather low, especially 
at the top management or board levels [15]. This results in a reduced likelihood that 
operational departments would turn CA projects into reality. The segregation of duties 
between management and audit departments are discussed in literature in this regard 
[27]. ALLES et al. pointed out that the biggest issue within their CA research project 
was the overlap between CA activities, which are usually performed by audit depart-
ments, and monitoring activities, which are usually performed by management [24]. 
Thus, the management must support the CA project from the very beginning, and the 
performance of monitoring activities must be declared when CA is implemented. 

As mentioned above, CA is a highly sophisticated audit approach. Therefore, the 
employees involved, such as auditors and IT staff, must have an appropriate level of 
skills and knowledge in various disciplines [27]. Hence, lack of skill, knowledge, and 
employee training can raise a significant issue for CA projects (i5). The AICPA des-
ignated an extensive list of skills which auditors will need to have in the future, such 
as knowledge of business processes and controls, internal audit experience, and fami-
liarity with statistics [15]. Most of all, reasonable IT skills are considered as essential 
[6]. Referring to this, SUN emphasized the interaction between audit and IT staff. 
Through interaction with each other, the mutual understanding of each other’s domain 
could be increased [25]. 

The cooperation between involved departments is strongly connected with this  
issue. Hence, communication barriers and a lack of teamwork are considered to be 
significant hindrances to CA projects. (i6). In particular, the access to accounting-
relevant data requires proper communication between the data owner and auditor 
[27]. This leads to another considerable issue: protectionism of data owners (i7). The 
AICPA stated that various businesses (e.g. in the financial sector) are very protective 
of their data. In this context, the data owner tends to prohibit comprehensive and on-
going access to systems [15]. This can be problematic because a major requirement 
for CA systems is unconstrained access to accounting-relevant process data [24]. 

The aforementioned segregation of duties, the demand of training, and the real-time 
auditing of accounting-relevant data require a fundamental adjustment of audit proce-
dures (i8). VASARHELYI et al. raise the question how existing audit procedures should be 
modified to increase the utilization of technology in auditing [27]. The distinction be-
tween the automation of existing audit procedures and their reengineering are also ques-
tioned by ALLES et al. [24]. The AICPA highlights the need for standard modification 
and formal endorsement of CA by setting standards [15]. Among practitioners, it is 
believed that a CA standard supports organizations in performing the change from tradi-
tional to continuous audit procedures. SUN shed light on the relationship between audit 
procedures and the documentation of auditing, because documentation supports the 
integration of computer audit procedures with manual processes and consequently em-
powers auditors to understand the procedures of automated programs [25]. Therefore, 
inadequate documentation is a crucial issue for CA projects (i9). 

The adjustment of audit procedures depends largely on timing restrictions. Time 
periods need to be defined for the duration that audit reports cover (called the report-
ing period), or the time necessary to issue a report [23]. In this context, ALLES et al. 
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mentioned the problem of time lags between the occurrence of a finding and its  
reporting [24]. Additionally, the AICPA stated that associated audit reports have to  
be constantly available and accessible for the legitimate users. Moreover, the results 
of the audit procedures must be efficiently communicated via an electronic channel 
[6]. Consequently, the timing restrictions of auditing are a relevant issue to CA 
projects (i10). 

Table 1. General issues of CA implementation derived from literature 

No. General Issues of  
CA Implementation 

Reports of Professional  
Organizations 

Expert Surveys CA 
Projects 

ISACA 
(2002)

AICPA 
(Oct 2012)

AICPA 
(Nov 2012)

Sun 
(2012)

Vasarhelyi et 
al. (2012) 

Alles et al. 
(2008) 

i1 Defining the Subject 
Matter 

x 
 

x 
   

i2 Considering the Nature of 
Testing  
and Controls 

x  x   x 

i3 Analyzing the Organiza-
tion’s Environment 

x  x x  x 

i4 Lack of Management 
Support 

 x x  x x 

i5 Lack of Skill, Knowledge, 
and Employee Training  

 x x x x  

i6 Lack of Communication/ 
Teamwork 

   x x  

i7 Protectionism of Data 
Owner 

 x   x x 

i8 Adjustment of Audit 
Procedures  

x 
 

x x x 

i9 Inadequate Documenta-
tion of CA Projects 

   x   

i10 Timing Restrictions of 
Audit 

x  x   x 

i11 Cost, Economic Implica-
tions 

 x  x x  

i12 Technical Implementation 
Difficulties 

 x x x  x 

 
The handling of costs and economic implications are important considerations in CA 

projects (i11). From interviews of internal audit department managers, VASARHELYI et 
al. learned that cost is not a major barrier for the adoption of CA technology [27]. 
Moreover, it is a common understanding in literature that the application of CAATTs, 
which sets the baseline for CA, could in fact result in future savings [25]. However, the 
general view among practitioners is still that the realization of CA systems is a costly 
undertaking. An important consideration in this context is when the payback period 
starts, or when the cost-benefit tradeoff becomes positive [15]. 

Finally, the implementation of CA systems is a recognized technical challenge, be-
cause it is composed of different elements which have to be combined [15]. Further-
more, audit evidence is provided via highly automated procedures [6]. Therefore, the 
technical implementation issues of CA projects (i12) are often mentioned in literature. 
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For example, the effort required to customize the software limits the outcome of the 
CA procedures [25]. Other technical issues are related to the choice of aggregation 
and universal data availability, parsing the output of the CA system, and, particularly, 
the phenomenon of “alarm floods”, which is caused by the continuous monitoring of 
accounting-relevant procedures [24]. 

The challenges mentioned above were taken from the reviewed literature, eva-
luated according to their nature, and arranged into twelve categories. The results of 
this analysis are shown in Table 1. These categories also form the basis for the eval-
uation in Section 5. 

3 Design Science Research Approach for Continuous Auditing 

Generally, the authors of this paper pursue the design of IS-based solutions for ac-
counting and auditing. The aim of this work is the development of artifacts which 
serve human purposes according to the definition of DSR [11]. Hence, this work is 
positioned in the Theory of Design and Action. This theory is characterized by the 
usage of “principles of form and function, methods, and justificatory theoretical 
knowledge” for the development of IS [28]. Moreover, the authors intend to demon-
strate a complete DSR process by detailing all relevant phases and activities. Howev-
er, being aware that this aim is quite ambitious for a single research paper and that, 
surely, every single activity cannot properly be described for space reasons, the au-
thors do put a focus on specific phases that are fundamental to DSR. The selected 
DSR approach consists of four basic phases, namely: analysis, design, evaluation, and 
diffusion, according to ÖSTERLE et al. [21]. The main considerations and activities of 
the analysis phase were already described in detail in the previous section.  

First, the requirements for the audit of accounting-relevant processes as well as the 
potentiality for the development of innovative CAATTs were collected and analyzed 
through expert interviews (analysis, [16]). Subsequently, the specific considerations 
were investigated, which lead to the conclusion that CA is an applicable approach.  
A conceptual IT architecture, which is essentially based on the implementation of 
EAM throughout the accounting-relevant processes, was presented (analysis, design, 
[17]). In the present paper, a methodology for the implementation of the concept (arti-
fact) is proposed and descriptively evaluated by using information from the know-
ledge base [12], which is built on the issues discussed in the literature review in Sec-
tion 2 (design, evaluation). Stronger evaluations such as experiments, testing and 
observation, as well as the diffusion of the concept and the methodology proposed in 
this paper are the subject matter of future work. As mentioned above, DSR is an itera-
tive process; to illustrate this, the presentation of the four basic phases was extended 
into a circle. Moreover, the authors assume that the rigor of this approach increases 
with each iteration depending on the exchange with the knowledge base (Rigor 
Cycle). Additionally, the increasing relevance of research activities was motivated by 
the problems and challenges mentioned in the first section (Relevance Cycle) [29]. 
The results of these considerations are presented in the upcoming Fig. 1. 
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Fig. 1. DSR Approach for CA in the style of ÖSTERLE et al. [21] and HEVNER [29] 

4 Methodology for the Implementation of Continuous Auditing 

As mentioned in previous sections, the implementation of CA is a complex undertak-
ing. According to common project management theory, such undertakings can be 
divided into individual phases to manage their complexity (e.g. [30]). However, the 
overall goal of the project must still be constantly pursued and monitored in spite of 
this subdivision. Therefore, a methodology is required which enables the implementa-
tion of CA along the accounting-relevant processes and provides for the correct order 
of tasks. 

Previous considerations reasoned that the implementation of CA is comparable to a 
top-down transformation process, which affects major parts of the organization’s 
architecture (e.g. accounting processes, AIS, and control environment). Consequently, 
the basic concept of the following methodology is to divide the implementation of CA 
into individual projects, which focus on financial statements, accounting-relevant 
processes, and AIS (see Fig. 2). 

Adoption 
Overall, the implementation of CA is a long-term decision which affects all business 
areas of the organization as well as supporting activities such as those of the financial 
and accounting department, the IT department, and the internal audit. Therefore, the 
decision to implement CA has to be made by management and can only be success-
fully accomplished if management supports the implementation throughout the whole 
process. To do so, the diffusion of the CA has to be incorporated into the business 
strategy, into the IT strategy, and, finally, applied on the operational level. 
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Mapping and Selection 
Beyond all technical considerations, the main task of auditing is to ensure the com-
pleteness and the correctness of the financial statements (i.e. balance sheets, income 
statements, cash flow calculations, notes added to the financial statements, and the 
annual report). In the context of the audit, materiality is discussed, inter alia, in the 
International Standard on Auditing (ISA) 320 [31]. ISA 320 states that it is the audi-
tor’s responsibility “to apply the concept of materiality in planning and performing an 
audit of financial statements”. Materiality affects risk assessment procedures, the 
risks of material misstatements, and further audit procedures (ibid.). Thus, material 
financial statements determine the audit of the business processes, which finally gen-
erate the data for the financial statement items, for example the items of the balance 
sheet. The methodology proposed in this paper suggests focusing on the material fi-
nancial statements. These material financial statements have to be mapped to their 
individual business processes, which have to be documented in the enterprise business 
process model. Because these processes generate material financial statements, they 
are considered accounting-relevant and should be selected as the first for which CA 
approach is implemented.  

Identification 
After the accounting-relevant sub-processes are selected, the existence and nature of 
the (application) controls in place have to be identified. The importance of controls to 
auditing is mentioned by experts, as for instance by SCHULTZ et al., who conducted 
expert interviews in this field: “A process audit is mainly a controls audit, the process 
is just a link between controls” [32]. The auditor’s activities are prescribed in ISA 
315.20: “The auditor shall obtain an understanding of control activities relevant to 
the audit, being those the auditor judges it necessary to understand in order to assess 
the risks of material misstatement at the assertion level and design further audit pro-
cedures responsive to assessed risks” [33]. Therefore, this step is part of every tradi-
tional audit and does not need further explanation in the context of CA. However, 
because the proposed CA architecture requires the results of controls to be in an elec-
tronic and analyzable form, the implementation of a CA approach requires the exis-
tence of automated controls. Hence, the nature of application controls, which is ex-
plained in ISA 315 A.105 [33], has to be evaluated.  

Transformation 
Afterwards, the complete transformation of manual application controls into automated 
application controls is required. This could imply the implementation of additional sup-
porting systems such as Workflow Management Systems, or Document Management 
Systems. Lastly, all controls have to be suitable for integration into the EAM. 

Integration 
Finally, the EAM will be integrated into the controls level. This seems to be the most 
difficult part of the methodology, because controls are usually characterized by hete-
rogeneity: systems can consist of standard software, customized software, or self-
developed software. Consequently, the effort of the implementation depends on the 
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controls environment. Furthermore, testing activities and approval procedures have to 
be considered. At the end of this phase, all application controls along the accounting-
relevant processes (which generate material financial statements), that collect their 
results and make them auditable, will have been automated and integrated into the 
EAM. 
 

Enterprise Business 
Process Model

Controls

IT Strategy

Organizational Environment

Material Financial 
Statements

Accounting-relevant 
Processes

EAM suitable Controls

Continuous Audit as 
Managament Decision

Process-oriented  
Implementation of EAM

Transformation

Selection

Mapping

Accounting Information 
Systems

Embedded Audit 
Modules (EAM)

Identification

Integration

Adoption

 

Fig. 2. Process-oriented Implementation of EAM 

Architecture 
The daily use of CA techniques requires the implementation of an appropriate archi-
tecture. A potential architecture was developed based on previous work [17] and is 
briefly described in this sub-section. This concept can be divided into several levels: 
database tier, application tier, and presentation tier. First, the activities of the audi-
tors depend on the Results which are generated by the EAM (application tier) and 
stored in a relational database (database tier). The auditors need to be empowered to 
assess every single result of the EAM directly in real-time or nearly in real-time. 
Therefore, metadata (e.g. structure, frequency, or occurrence) has to be collected and 
stored in a separate Data Inventory. This allows for identifying the location of poten-
tial misstatements quickly. Additionally, information regarding the controls in place 
(e.g. frequency, nature of control, or supervisor) needs to be gathered and stored in a 
Control Inventory (database tier).  

The presentation tier should encompass the visualization of the results on mobile 
and stationary devices via a representation. Additionally, the presentation tier has to 
provide functionality for managing Test Data, which can be used to test the accuracy 
of controls in place. Because the auditor created the Test Data, the outcome of passing 
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this data through the control can be predicted and therefore allows for a statement 
about the accuracy of the control. Finally, the presentation should be connected with 
essential GAS to enable the development and execution of deeper data retrieval inves-
tigations. The proposed architecture is shown in the following Fig. 3. 
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Fig. 3. Conceptual Architecture of a Continuous Auditing Representation 

5 Evaluation 

According to the third DSR guideline of HEVNER et al. (2004), an artifact needs to be 
evaluated in terms of utility, quality, and efficacy [12]. Consequentially, the general 
issues of CA implementation detailed in Section 2.2 are used to build a convincing 
argument for the methodology’s utility. Hence, a descriptive evaluation was chosen.  

The definition of the subject matter (i1) is characterized as a major issue in the con-
text of CA. In the methodology proposed in this paper, the subject matter of audit is 
every single control, which ensures the completeness and accuracy of the processed 
data. It was demonstrated how the controls are determined by the materiality of the 
financial statements and the related business processes. The controls and their results 
are collected and monitored in a separate representation layer. In this context, the 
nature of the controls and the testing procedures (i2) have to be identified and docu-
mented in a Control Inventory so that this crucial information is available for audit. 
Moreover, because the CA approach requires the transformation of manual controls 
into automated controls, a sound exploration of the control environment is an essential 
step in the implementation. Controls, (business) processes, the enterprise business 
process model, financial statements, and existing audit procedures are part of the or-
ganization’s environment (i3). Through the application of the proposed methodology, 
these subjects are concomitantly considered and analyzed. 
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Because the application of the methodology intends for the adoption of CA as a 
strategic decision, the top management imposes the implementation upon itself. 
Therefore, the support of the management (i4) is given from the outset. The metho-
dology proposed in this paper does not directly affect the education, training, skill, 
and knowledge of the employees (i5). Furthermore, procedures to enable communica-
tion and collaboration between the departments (i6) as well as actions to lessen pro-
tectionism of data owner (i7) are not proposed either at the outset. The proposed me-
thodology does not include explicit adjustments of audit procedures (i8) in terms of 
written organizational standards or policies. However, the representation should ena-
ble the monitoring of controls at any time. Moreover, the use of Test Data and GAS 
ameliorates the data assurance. Therefore, the application of the method indirectly 
indicates the necessity for adjustments to the audit procedures due to the increased 
flexibility of the audit. 

The documentation of the CA project (i9) is partially provided by the usage of the 
construction of the Data Inventory, the Control Inventory, and, finally, the table Re-
sults. Further documentation actions are not directly covered by the methodology.  

The frequency of audit activities or reports, and the reporting period (i.e. the time 
that the report covers) are considered to be major issues of CA by researchers. From a 
technical perspective, both the frequency of reports and the reporting period are easy 
to implement given that CA enables real-time, or nearly real-time, auditing of the 
subject matter. Additionally, the aforementioned representation ensures that the re-
sults of controls are visible at any time. Therefore, these timing restrictions (i10) are 
rather recognized as an organizational issue, which is strongly related to the internal 
audit standards (see i8). 

Although research and practice have not provided evidence of cost savings result-
ing from CA [34], increasing efficiency is an assumed impact of CA among research-
ers and practitioners [27]. In this context, the methodology does not allow for any 
considerations about the costs of implementation (i11), because economic implica-
tions are neither calculable nor predictable for the time being. Ultimately, costs  
depend on the complexity of the implementation. The technical difficulties of imple-
mentation require a sound exploration and a reasonable solution. Technical difficulties 
of the implementation (i12) are to be expected in the transformation of manual con-
trols into automated controls, and in the integration of the EAM. The methodology 
does not include specific actions for dealing with technical difficulties. 

The issues discussed above were identified from the existing knowledge base (cf. 
Section 2.2) and have been used to build an argument. In our opinion, this can already 
be categorized as a convincing argument, because each issue (from Table 1) has been 
included in the discussion to some extent. Thus, from a completeness perspective, an 
informed argument was achieved.  

6 Summary and Discussion 

To bring this paper to an end, the essential results are briefly summarized and dis-
cussed within this section. Firstly, the need for innovative CAATTs, such as EAM, 
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Test Data, and GAS, as well as the need for CA, has been shown in prior publications. 
The intended prototyping raised the question of how the issues of CA projects can be 
addressed. Understandably, the development of a reasonable implementation metho-
dology for CA seems to be a remarkable challenge. Revisiting the relevant literature, 
we were able to gain insight on issues regarding CA implementation from different 
perspectives (professional organizations, expert surveys, and lessons learned from CA 
projects) group them into twelve major categories (i1-i12). Considering the complexi-
ty of CA projects and their potential impact on an organization’s architecture, the 
proposed methodology divides the implementation into smaller individual projects. 
According to the underlying research approach, which follows the DSR paradigm, the 
major issues (i1-i12), which are based on information from the knowledge base, were 
used to build an informed argument. Subsequently, the descriptive evaluation has 
shown that these issues are at least partially covered by the methodology.  

The evaluation emphasized the salient position of management support given that 
the other issues (i5, i6, i7, and i8) are covered by the strategic diffusion of CA. In 
detail, top management has to delegate appropriate recruitment and training, and see 
to the establishment of an organizational culture which supports collaboration and the 
sharing of data. However, the proposed gradual methodology provides top manage-
ment with an approach to implement CA step-by-step and thus with the opportunity to 
increase the awareness of affected departments.  

A further major issue is the appropriate documentation of the CA project (i9), be-
cause documentation has a strong impact on the success of the methodology. Howev-
er, the adoption of the CA approach as a management decision predicates the driving 
of appropriate actions, for example, documentation, to ensure the reasonable transi-
tion from traditional auditing to CA throughout the organization. 

The investigations brought to light the limitations of the methodology, which have 
to be delved into in future work. First, the calculation of costs (i11) is impossible 
without a real implementation. However, through its gradual approach and the focus 
on materiality, the methodology enables at least the possibility to manage resources 
and monitor costs during the implementation. Second, technical difficulties of the 
implementation (i12) are not covered by the methodology. Otherwise, the gradual 
approach divides the overall question (i.e. true and fair view of financial statements) 
into sub-problems, making the complexity more manageable. Furthermore, the suc-
cess of the methodology depends inter alia on an updated and correct enterprise busi-
ness model and sophisticated change management, which enable the accurate trans-
formation of controls as well as the integration of EAM in the accounting-relevant 
systems. 

However, the authors are aware of the fact that a descriptive evaluation is only one 
of the evaluation methods proposed by HEVNER et al. (2004), the other types men-
tioned being namely observational, analytical, experimental, and testing [12]. Never-
theless, with respect to the nature of the research stage and output of this paper, the 
authors were of the opinion that an argumentatively descriptive evaluation fits best for 
the moment. The authors of this paper are aware that the proposed methodology is 
characterized by its theoretical nature and a high-level point of view. Therefore,  
deeper investigations related to the individual steps of the methodology are needed. 
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Additionally, a stronger evaluation is planned in future work. Most of all, the authors 
seek for the development of a prototype to enable the evaluation in terms of testing, 
experimental, and observational methods (e.g. traditional audit vs. CA). Moreover, 
the impact on IT-Governance frameworks (e.g. COSO, COBIT), and audit standards 
(e.g. ISA) in matters of CA also need to be soundly explored. 

Nevertheless, the proposed methodology provides various solutions for recognized 
issues of CA implementations. First, it provides a holistic view of CA projects and 
their step-by-step implementation. Second, it considers the needs of auditors with 
respect to materiality and the organizational environment. Moreover, it focuses on 
controls and their improvement. It also combines the strengths of different audit tech-
niques (EAM, Test Data, and GAS). A further argument is the proposed concept for 
the permanent visualization of the control procedures, which is characterized by  
the fast processing of structured and unstructured data, by means of a representation. 
To summarize, in spite of the limitations and requirements discussed, the proposed 
methodology is concomitantly unique and novel. Therefore, the authors believe that it 
contributes to both the research and practice of CA. 

Table 2. DSR Guidelines according to HEVNER et al. 2004 [12] in the context of CA research 

No. Guideline CA research proposed in this paper Reference in 
this paper 

1 Design as 
an Artifact 

Gradual methodology plus architecture enable the 
implementation of CA throughout an organization.  

Section 4 

2 Problem  
Relevance 

Computer-assisted auditing is a recognized and relevant business 
problem for both researchers and practitioners. 

Section 1-2 

3 Design  
Evaluation 

The proposed artifact was descriptively evaluated by means of 
an informed argument. This evaluation showed the weaknesses 

of the proposed artifact. 

Section 5 

4 Research  
Contribu-
tions 

The contributions to the CA research domain were clearly and 
verifiably presented in this paper. 

Section 4-6 

5 Research  
Rigor 

The construction of the artifact as well as the evaluation rely 
upon methods which are accepted in IS research. 

Section 2-5 

6 Design as 
a Search  
Process 

The construction of the artifact considers issues of the CA 
research domain. The evaluation showed the need for further 

research to create an artifact which finally achieves a solution. 

All sections 

7 Communi-
cation of  
Research 

The DSR study proposed in this paper is condensed into an 
appropriate publication schema and contains implications for 

technology as well as managament audiences. 

All sections 

7 Conclusion 

DSR contributes to the development of effective IS solutions. Regarding an appropri-
ate artifact for the implementation of CA, it was necessary to use a DSR model that 
addressed the specific characteristics of CA research. To ensure the effectiveness of 
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the study at hand, it was verified against the guidelines of DSR established by 
HEVNER et al. (2004). The results of this verification are shown in Table 2. 

Subsequently, the paper was structured according to the publication schema of 
DSR [18]. Hence, researchers can use the schema applied in this paper to create their 
own DSR studies in the field of CA research. Moreover, practitioners will be empo-
wered to discuss the major issues of CA implementations on various organizational 
levels. Future work will employ the next cycle in the DSR approach in terms of 
stronger evaluation, for instance testing, experiments, and observations. Additionally, 
a structured and systemized literature review—comprised of a more extensive selec-
tion of theoretically and practically relevant CA information—is required to assure 
that a wider and more complete range of potential issues for CA are considered. 
Hence, the subject matter of further research is at least the prototypic implementation 
of CA in a test system. Moreover, the individual steps of the approach, particularly 
the transformation of controls as well as the integration of the EAM, require deeper 
investigation and provide high potential for further research. Finally, future work 
could imply the transition from CA to an integrated audit service based on related 
methodologies, as for example by NIEMÖLLER et al. (2014) [35]. 
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Abstract. Evaluation of design artifacts generates a set of scientifically valua-
ble data, which is primarily used to prove the utility of the artifact or to identify 
potential for improvement. Extension of such studies by reanalyzing the same 
data set did not attract much attention in design-oriented research and design 
science. However, the reuse of this data with the secondary analysis approaches 
can provide valuable insights on artifact-based interventions. This paper aims at 
launching a debate on the role of secondary analysis in DSR. We argue that 
secondary analysis of evaluation data shall be granted respect within the DSR-
IS community as a valuable method for scientific inquiry. By discussing role of 
data reuse in reference disciplines and showing how secondary analysis is un-
derstood within the IS, we argue that there is a need and great opportunity for 
reanalysis data originating from design experiments as a form of evaluation. 
With thin in mind, we provide guidance for conducting such analysis.  

Keywords: Secondary data analysis · Evaluation · Methods · Design experiments 

1 Introduction  

Design Science Research (DSR) offers a framework to address practical problems 
while considering scientific rigor and contributing to the knowledge base. DSR 
projects are complex, require involvement of different stakeholders, and are time and 
money intensive. This is compensated, however, with their practical relevance. With-
in the field of Information Systems (IS), researchers apply DSR in socio-technical 
context, which recognizes the role of the interaction between people and technology 
in goal-oriented interaction. Due to the complexity of practical problems in this area, 
DSR-IS researchers produce large amounts of data, including: interviews and field-
work observations from the preliminary phase, a number of solution ideas and proto-
types, evaluation results, and implementation and acceptance reports. We argue that 
this data includes novel insights of high relevance, which, however, only seldom find 
their way into the scientific community, and propose reanalysis of design evaluation 
data as a way to bring this knowledge to the surface.    

DSR has proven to produce valuable contributions in a range of contexts [1, 3, 19]. 
It is being listed in one line with other methods within the IS [49], but its impact  
may be limited by the predominant roles of artifacts. They are often presented as key 
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elements in changing the routines, behaviors, and organizations. Pentland and Feld-
man [46] point out, that artifact-perspective is not suited to describe human behaviors 
in organizational context. They complain about a naive mechanism of research within 
the DSR framework, which they describe as a mindless way along such steps as: re-
quirements gathering, definition of principles, implementation, user training, and 
deployment. They may be right in multiple cases. Successful design-based interven-
tions are frequently reported in such a way, while fostering the deterministic view on 
design. However, this view does much harm to the theoretical foundation of DSR.  

In their seminal paper, Hevner et al. [29] present a view, that behavioral and design 
science, even if rooting in different disciplines have potential to co-exist and well 
complement each other. In particular, if socio-technical systems are considered, the 
interdependence between those inquiry modes becomes obvious. Recently, mixed 
method approaches try to bridge the divide between various research practices and 
receive growing attention in the IS community [57]. They see finding theoretically 
plausible answers to research questions as the goal of research. They call of accep-
tance of a methodological mix as a legitimate way of inquiry [57]. This concept is 
motivates an approach in which a set of data is analyzed with multiple qualitative and 
quantitative techniques. We extend on this and suggest a bridge between the design-
oriented and behavioral research – we recommend secondary analysis of evaluation 
data from DSR projects as a way of establishing that bridge.  

Secondary analysis offers an opportunity to review raw data produced in a separate 
research project to answer a different research question [14, 18]. It is widely applied 
in a range of disciplines, including such reference disciplines of IS as social science, 
psychology, and economics. Data mining, as a subfield of computer science, provides 
tools to re-attend data sets, especially if provided as relational databases. In this paper, 
we want to start a debate on the secondary analysis as an inquiry method in DSR. In 
particular, we claim that extension of prior studies by reanalyzing their data set suits 
the DSR while being useful for providing insights on why particular design works.  

Given that background, secondary analysis of data originating from evaluation of 
socio-technical systems has a great potential to produce novel knowledge: First, it 
lends itself to extend evaluation results and support their validity – evaluation forms a 
central element of DSR, while aiming at showing that the intervention works and why 
[29, 47, 56]. Second, it may inform subsequent designs and is in line with the view on 
design as a search process [28, 29, 33] that proposes utilization of available means on 
the way to find the optimal solution to the problem. Third, it is well suited to extend 
the behavioral basis and understanding of the problem – particularly, through 
comparison of states before and after the intervention in an explorative manner. DSR 
community provides guidance on how and when to plan evaluation episodes [56]. It, 
discusses the relation between search and design, and how improvements can be made 
along the way [30, 45, 52]. Finally, it provides insights on how theorizing shall be 
conducted [20] and how to present its outcome [22]. Nevertheless, little practical 
guidance is given on how to answer the “why” question of evaluation when joint ar-
tificial and behavioral perspective is taken. In this paper we address this issue while 
pointing the secondary analysis of evaluation data as suitable way. Due to their popu-
larity, precise definition, and rigor, we focus on the case of design experiments [37].  
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2 Secondary Analysis in Related Disciplines  

Secondary data analysis has been widely discussed in other disciplines and results in 
domain-specific approaches, but also acceptance issues. In particular, in the reference 
disciplines of IS, access to previously collected data plays an important role: it is used 
there to synthesize the previous research, to reanalyze data with a novel perspective, 
and to discover unexpected regularities. To provide an understanding of key issues, 
we discuss position of secondary analysis in reference domains and in the IS.  

2.1 Secondary Analysis in Cognitive Psychology and Health Studies 

Starting in 1970-ies, reanalysis of data from psychological experiments have gained 
in importance, while leading some to the conclusion that it became more influential 
than the primary analysis [18]. This tendency comes back to the availability of novel 
statistical techniques and technological means to conduct complicated calculations 
with many examples. Already tested hypotheses could, then, be verified, and novel 
ones could be tested efficiently with use of existing data. Also, due to accumulation of 
fraud cases in psychological research [6], voices demanding access to data for replica-
tion reasons became louder. This tendency has resulted in calls for public or shared 
access to experimental and survey data in psychology and related fields [6].   

In the same period of time, publication of contradictory or incompatible results  
in the broader area of health studies, drew Cochrane to propose use of randomized 
control trials to make medicine more effective and efficient [10]. His call up for sys-
tematic reviews of relevant randomized controlled trials did not remain without con-
sequence and led to the development of Cochrane Library oriented at collection and 
provision of systematic reviews of trials to the researchers and public [8]. Based on 
this data, the evidence of effectiveness of interventions can be easily updated, thus 
making medical treatments more reliable and consistent. Meanwhile, this trend has 
transformed view on synthesis as a secondary analysis of data and Cochrane review 
became a synonym for systematic meta-analysis of relevant trial studies.  

Psychology and health studies clearly have benefitted from secondary analyses of 
available data. Such approaches are well acknowledged in those fields as methods of 
scientific inquiry, with strong impact on the discipline (in 2013, Cochrane Database 
was ranked 10th among medicine journals by ISI Journal Citation Report [11]). Fur-
thermore, extensive guidance is provided on how to conduct secondary analysis, both, 
as synthesis of previous research [31] and as re-analysis of previous experimental data 
[17].  We argue, that also in other fields, including design-oriented research, scien-
tists may benefit from review of available studies or summary studies based on com-
pilation of raw data: From the point of view of a particular researcher, knowing the 
knowledge base and its empirical background is necessary to make the next step on 
the way towards resolving a particular problem, including the practical ones. From the 
global point of view, synthesis of previous studies helps with building up a consistent 
knowledge base on a particular topic [35]. With this in mind, it may be also used to 
identify opportunities for research issues [4].   



330 M. Dolata et al. 

 

2.2 Secondary Analysis in Economics and Social Sciences 

The popularity of secondary analysis in economics and social sciences has been pri-
marily driven by the access to a whole range of publicly available statistics and other 
data, including census and annual reports of large market players [14]. In particular, 
when hypothesis to be tested require a large whole, such as, e.g., a nation, access to 
such data proves essential. Indeed, secondary analysis is said to provide a list of ad-
vantages compared to primary studies: resource savings, increased data quality, larger 
sample size, as well as access to topics and time ranges otherwise inaccessible [14, 
54]. Additionally, as secondary analyses build upon the knowledge available at the 
time of analysis and not only at the time of collection, such studies may have further 
advantages [32]. Given this background, the fact that secondary analysis belongs to 
the canonical methods in social sciences and economics does not surprise [7].   

While reuse of publicly available statistics and survey data causes hardly any con-
troversies, reuse of qualitative data still triggers a discussion in social sciences [25]. In 
fact, an extensive scientific discourse addresses the ethics and pragmatics of reanaly-
sis of data that are qualitative in their nature, ranging from ethnographical observa-
tions, over video or audio recordings, up to structured and semi-structured interviews 
[25, 26, 34]. Ethical issues, primarily, reflect the fact that qualitative data is generated 
in contexts where mutual trust between the subject and researcher plays an important 
role, and where the subjects are informed about the characteristics and goals of the 
ongoing study rather than possible topics that secondary analysis may or may not 
address [34]. Practical issues occur due to the character of the data and the situation of 
the original research project: since the original data is collected to address a particular 
research question, it will necessarily be influenced by the mindset of the original re-
searcher at that time – understanding this mindset is essential to rework the data: more 
in case of ethnographical research, less in case of structured interviews [24, 34].  

However, reanalysis of qualitative data with a novel perspective or while using 
new methods has potential to provide essential help to a researcher dealing with a 
complex research question [26]: it may be used to supplement, extend, or transcen-
dent original findings, it supports validation of original statements, it can embrace 
several previously separated data sets, or it may inform a follow-up study. A particu-
lar researcher benefits from the efficiency of this course of action – he may produce 
novel knowledge and propose further hypotheses without collecting new data. By 
doing so he makes a step from proof-of-concept study to the stage of proof-of-value 
[39]. From the global point of view, the community is made aware of hidden facts 
discovered, possibly, through an unconventional approach towards available data. 

2.3 Secondary Analysis in Computer Science 

Whereas in the previous cases, a conceptual or topical switch motivated secondary 
analysis of existing data, data mining as a sub-discipline of computer science pro-
motes another approach towards data analysis. We call it an opportunistic search.  
It starts solely with the data and methods to analyze them [15]. While application of 
such search is not limited to secondary data, and it can be seen as a method for one of 
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the cases discussed above, we decide to present it separately in here due to its charac-
ter that differs from the classical way of scientific inquiry starting with a hypothesis 
or research questions to be addressed. Given the extensive amount of data produced 
around the world, we estimate that application of data mining will gain in importance, 
not only in analytics companies, but also in research. As of today, access to unique 
data sets is considered to be an asset within the scientific community. Therefore, 
many of the contemporary findings, in particular from the field of social networks or 
other big data analytics, may follow from an opportunistic search for patterns. This 
trend comes in hand with the development of data mining approaches ranging from 
clustering and association rules to more recent subgroup discovery [23, 60]. While 
approaches from data science are widely accepted in the industry to provide novel 
insights, e.g., on the market situation [15], the research community in the IS still con-
siders it at least “non-traditional”, however recently efforts were made to establish 
data mining techniques as modes of scientific enquiry within this community [41].  

Application of methods inspired by data mining to secondary data may lead to un-
expected discoveries and identification of effects that are possibly stronger than the 
desired ones or the ones discovered in primary study. This makes data mining not 
only a tool to efficiently rework large amounts of data, but also a verification mechan-
ism as well as a tool to find side effects and moderating conditions. However, while 
secondary analysis driven by hypothesis might well be used for confirmatory state-
ments, data mining approaches support, primarily, exploratory purposes. Neverthe-
less, due to the recent popularity of data science, knowledge discovery in databases 
finds its way to other domains including the above ones [2, 15]. 

2.4 Secondary Analysis in Information Systems 

As discussed above, secondary analysis of existing data has multifold character.  
We may differentiate various approaches based on the character of data (e.g., qualita-
tive vs. quantitative), its type (e.g., reports, census, etc.), the availability of the data 
(e.g., public vs. private), or the way of data acquisition (e.g., formal or informal data 
sharing). While the reference disciplines listed above already possess a tradition of 
secondary analysis, and particularly, have dedicated effort to define standards for this 
kind of inquiry, information systems has not considered secondary analysis in a wider 
sense. As of 2003 and still in 2007, secondary analysis was, also, considered a minor 
issue and was not widespread in research practice, at least according to review of 
information management literature [43, 44]. This fact was put in relation with low 
availability of public data, in particular statistics and reports on IS-relevant topics. 

In order to understand the nature of secondary analysis in the IS in recent years 
(2004-2014), we decided to conduct a keywords-driven systematic review of IS litera-
ture available in the Library of Association for Information Systems (AISeL: all  
journals and conferences such as ICIS, ECIS, AMCIS, and PACIS) and chosen pro-
ceedings series from Digital Library of Association for Computing Machinery (ACM 
DL: CSCW, CHI, GROUP, d.go, ICEGOV – according to the proficiency of the au-
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thors). We searched for such keywords “secondary data” and “secondary analysis”1 in 
the above databases. Based on the title, abstract, method section, and paragraphs 
where words “reuse” or “secondary” occur, we identified a set of only 242 studies out 
of 326 for further analysis. Most of the disregarded papers include papers with key-
words in the title in their bibliography, refer to another study using secondary analy-
sis, or declare intention to use secondary data in future research.  

Out of the 242 studies considered for this quick bibliographic study, 35 (14%) were 
meta-analyses of previous studies, 98 (40%) used analysis of secondary data as their 
main research method, and 109 (46%) supplemented other primary study with  
secondary analysis of data. Studies that use secondary data as their main or the only 
source of scientific inquiry rely mostly on publicly available data – 80 cases. In 3 
other cases, a mixture of public and private data is used. Overall 83 studies make use 
of public data: 56 use published statistics, 26 use publicly available reports, 18 con-
sider newspaper articles, 10 – user-generated content such as blog or Wikipedia en-
tries, 8 – other archival material, and 4 – published case studies (some studies use 
more than one data source). Only 15 studies use private data as their empirical basis: 
8 reanalyze documents or data collected in companies, and only 7 reanalyze experi-
mental data. Nevertheless, as indicated above the dominating tendency is, clearly, to 
support a primary analysis with secondary data. This is a common strategy in case or 
field studies with use of ethnographic methods – in such studies use of many different 
data sources is considered as an asset, thus researchers provide long lists of docu-
ments, reports, and statistics they considered during their research.  

Interestingly, based on the distributions of different types of secondary analyses in 
the IS field, we clearly see the strong influence of economics and social sciences on 
its methodological body. While this is not surprising, we stunned by little importance 
of methods inspired by data mining – even though we encountered many studies reus-
ing quantitative data from publicly available statistics, none of them discovers know-
ledge from data but instead uses the data to verify formulated hypothesis. This ap-
proach reflects the strong tendency within IS to formulate theories, test them, and 
adjust them in consequence [21]. In a moderate importance of meta-reviews and me-
ta-analyses we see the influence of psychology and health studies, but similar tenden-
cies can be observed in other sciences too. However, the most important observation 
is that revisiting empirical and experimental data remains unpopular in the IS – out of 
thousands of papers in both libraries, only a fraction actually states to reuse data. Fur-
thermore, only one study found by us reanalyzes data originating from evaluation of a 
system or set of systems. Of course, this may result from the limitation of keyword-
based approach, and we are sure that many behavioral studies root in design-oriented 
projects, in particular given the growing importance of intervention based approaches 
[12, 59]. However, our analysis shows, at least, the tendency not to denote “secondary 
analyses” of evaluation data as such.  
                                                           
1 Searches with other keywords, such as „data reuse“ or „data reanalysis“, as well as “data re-

use” and “data re-analysis” yielded nearly 100% of false positives. Therefore, we decided to 
consider only two key phrases in our analysis: “secondary data” and “secondary analysis”. 
Due to the page limitations of a conference paper, we do not provide the list of reviewed ar-
ticles in here, but it is available upon request from one of the authors.  
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3 Secondary Analysis for DSR-IS  

We think, that the little overlap between secondary analysis as an approach towards 
data and DSR as a scientific paradigm results from the definition of DSR provided by 
the available frameworks and definitions. Neither Peffers et al. [45], nor Hevner et al. 
[29], nor Sein et al. [51] explicitly refer to the possibility of data reuse as a way to 
produce valuable scientific inquiry within the DSR framework. Without an explicit 
guidance, studies using data obtained during evaluation of DSR artifacts remain in a 
methodological vacuum – somewhere in between behavioral science with its rigor on 
data collection and DSR with its engineering background and practical relevance 
criteria. In our opinion, this is a waste of potential: data showing complex, socio-
technical or social processes, developed in a costly procedure, remains silent – it does 
not contribute to the knowledge base. In the following, we address exactly this issue 
by discussing position of secondary analysis in DSR and providing practical guid-
ance. In order to keep our discussion focused, we limit our suggestions to the cases 
when socio-technical artifacts undergo evaluation in form of design experiments [37]. 

3.1 Position of Secondary Analysis within the DSR Paradigm  

The three main frameworks in DSR, given the number of citations [13], include DSR 
in IS research by Hevner et al. [29], DSR Methodology for IS research by Peffers et 
al. [45], and Action Design Research by Sein et al. [51]. Additionally, recent elabora-
tions and guidance include works by Gregor [21] and Gregor and Hevner [22]. Even 
though the frameworks differ in terms of focus and assumptions, they all provide 
models for design-based scientific inquiry. They commonly identify a set of activities 
that belong to a DSR project: (1) identification of a practically relevant problem, (2) 
definition of solution objectives, (3) consideration of existing body of knowledge to 
inform the solution, (4) iterative development of a solution, (5) definition of the solu-
tion, (6) demonstration and evaluation of the solution, and (7) contribution to the 
knowledge base. These elements can be ordered in a cycle and do not necessarily 
need to be approached each time. However, if one considers the guidance on position-
ing of DSR outcomes, it becomes clear that those activities shall get reflected in an 
optimal DSR paper [22]. Consequently, the reading of DSR as a straightforward engi-
neering science approach emerges, as criticized by Pentland and Feldman [46] as too 
rigid to give the appropriate credit to the fragile nature of human behavior. However, 
this does not need to be the case – DSR includes mechanisms to deal with complexity. 

In the very core of DSR paradigm, in particular in Guideline 6 by Hevner et al. 
[29], design is described as a search process – through iterations in a build-evaluate 
cycle, the complexity can be added to the process, such that the ends, means, and laws 
addressed in the design, capture (to some feasible degree) the complex nature of the 
problem and the solution. For this mechanism to work, a proper application of evalua-
tion in DSR is essential. Hevner et al. [29] as well as Peffers et al. [45] stress the pri-
mary goal of evaluation as justification of the designed artifact. They propose that 
utility, quality, and efficacy [29] or effectiveness and efficiency [45] of the artifact 
shall be tested against the predefined requirements and solution objectives. In fact, 
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they even list a set of methods to be considered during evaluation: according to Hevn-
er et al. [29] it ranges from observations, over analytical, experimental, and testing 
methods, up to descriptive methods. Beyond that, Hevner et al. point to the fact, that 
evaluation shall inform the subsequent iterations in the build-evaluate cycle. Peffers et 
al. [45] offer two kinds of evaluation: demonstration and evaluation. Whereas the first 
demonstrates that the artifact solves at least one instance of the problem, the latter is a 
more extensive and formal undertaking. It shall answer the question on “how well the 
artifact supports a solution to the problem” [45]. With regards to methods, he simply 
points to qualitative and quantitative methods, as well as simulations and logical 
proofs. Nevertheless, as pointed out by Venable et al. [55], there is lack of practical 
guidance on how to choose the appropriate evaluation approach. To answer this, Ven-
able et al. [56] offer a framework to lead decisions on evaluation strategy. Recently, 
an instruction was published that has even a more hands-on and pragmatic character: 
Mettler et al. [37] introduce a concept of a design experiment as a counterpart of natu-
ral science experiment for DSR. Nevertheless, none of the above foresees the possi-
bility of secondary analysis of data from evaluation and consequently none directly 
applicable guidance regarding execution and publication of such analyses exists.  

While the above frameworks pay only little attention to the process of data analy-
sis, they all stress the importance of explaining why the artifact works, as opposite to 
only showing that it works. We argue, that this implicates collection and analysis of 
additional data, beyond the metrics that measure the utility, quality, or efficacy of the 
artifact. In particular, for socio-technical systems answering the why question has a 
twofold character. On the one hand, it concerns the technical side, i.e., showing what 
are the qualities of the artifact that cause the desired effect. On the other hand, it  
addresses the social side, i.e., showing what are the qualities of human behavior or 
social interaction that cause the desired effect. While kernel theories may support 
answering those questions, in many cases the effects will result from a complex inter-
play of smaller behaviors. However, at latest then, when despite a good implementa-
tion of kernel theories the artifact fails, a deeper analysis of the reasons lying possibly 
outside the scope of kernel theories, may be necessary. For such cases, collection and 
analysis of lateral data is necessary. Again, DSR frameworks do not provide sufficient 
methodological guidance for such cases. This negatively affects young researchers, 
who, without reference to an established methodology, may find it difficult to publish 
their insights even if they are relevant to a wider audience and a valuable contribution. 
Publishing in accordance with DSR paradigm means, mostly, reporting on a success-
ful design-based intervention. Publishing in behavioral sciences means, mostly, re-
porting on an insight obtained through rigorous and simplistic experimental design. 
Due to the complexity of DSR artifacts, the latter becomes a critical point, however 
secondary analysis is well suited to generate valuable insights from design failures. 

Despite the listed difficulties, secondary analysis of evaluation data from DSR is 
being conducted. Moreover, insights resulting from such analyses find its way to pri-
mary conferences in the particular fields of research, as in the following examples.  

Kjeldskov and Paay in a series of studies investigate the design of location- and 
context-aware mobile systems for navigation and guidance in social situations [36, 
42]. In their original study, they [36] evaluate three system alternatives including a 
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context-aware mobile system providing an informational overlay to the civic space of 
Federation Square in Melbourne, Australia, in a realistic scenario. Through their eval-
uation they show that given the context (defined by the location, physical context, and 
social context) and very short, indexical, data on the mobile device, the user is able to 
understand and process the information properly. They use the concept of indexicality 
to motivate their design. In the subsequent study, Paay and Kjeldskov [42], “unpack” 
the general findings while referring to the principles of proximity, closure, symmetry, 
continuity, and similarity, as described by the Gestalt theory [58]. By reanalyzing of 
the available video recordings in a qualitative manner, they are able to provide the 
answer to the question on why the users understand scarce information in the context. 
They report on findings for each of the principles given above, e.g., they conclude 
that proximity plays an important role, since users see the information on the mobile 
device as an annotation of the place that they are situated in. Importantly, they do not 
solely use the same data to tell a different story or use a different theoretical lens. 
Instead, they generate additional data through analysis of the available video material.  

From the methodological point of view, Kjeldskov and Paay [36] or Paay and 
Kjeldskov [42], do not clearly show that they use DSR (e.g., through citation of one 
of the popular frameworks), but they follow a design-oriented research paradigm: 
they design an artifact to answer problem from practice and orient themselves at user 
needs and at available theoretical basis. Importantly, they directly state that they con-
duct a secondary analysis of data, specify what was the overall goal of the project, and 
what was the goal and conditions in the evaluation. They provide background to un-
derstand how the question asked in the secondary study fits into the whole project.  

In our second example, Heinrich et al. [27] and Nussbaumer et al. [40] address the 
area of IT support for financial advisory service encounters. In the original study, 
Nussbaumer et al. [40] introduce two systems designed for a tabletop, but relying on 
two different metaphors: slideshow and widgets. They use the transparency concept 
as their kernel theory. They show that in a realistic scenario a system with a rigid 
slideshow metaphor enforces process transparency, while the flexible widget meta-
phor supports casual transparency. The findings indicate that, according to data from 
a survey, observations, and interview statements, the customers in fact consider the 
second solution more transparent and it leverages their satisfaction. In a subsequent 
study, Heinrich et al. [27] systematically code and analyze the eye gaze patterns in the 
videos, and show that when using the second prototype participants have more eye 
contact, and presumably build up a better relationship.  

Heinrich et al. [27] clearly refer to the DSR framework of Hevner [29] and address 
all typical elements of the paradigm. They do not directly state to conduct a secondary 
analysis; they do not present their research as reanalysis2. They, however, provide 
information on the experimental design of the evaluation, list the treatments, etc. But 
they do not relate the new research question to the original one.   

                                                           
2 In fact, the authors reported to us that they tried submitting this results as a secondary data 

analysis, but the paper got rejected due to an „unconventional argumentation‰ on experimen-
tal design. Reviews clearly suggested a publication strategy that ignores the fact of reanalysis. 
A careful reader will, however, find that they refer to the previous work. 
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3.2 Guidance for Secondary Analysis of Evaluation Data  

As discussed before, answering the why question is an inherent element of the evalua-
tion in the DSR. While, the desired outcome in the evaluation is assumed to follow 
from application of a kernel theory, we argue that a deeper and more extensive con-
sideration of the collected data may provide more specific, concrete, or novel expla-
nations apart from the existing theoretical bed. Since in the DSR, one conceptualizes, 
builds, and tests complex artifacts, one shall expect complex changes and effects. This 
is in line with adaptive theories from the IS stating that software as well as other  
artifacts are flexible and their nature is related to their use [48, 50]. Additionally to 
complex effects observable in artifact conditions, in design experiments the control 
treatments (i.e., those where the developed artifact is not used) can be considered a 
coherent and rich data source on existing practices. Such data may be interesting not 
only to DSR researchers, but also to social, communication, and behavioral scientists 
or may be approached with their respective perspectives. Furthermore, in a specific 
experimental design, when control treatments are conducted before and after the ex-
perimental one, observations on the influence of the intervention on the general mind-
set of participants can be observed. Often, through confrontation with socio-technical 
artifact participants become more aware of their previous practices and behaviors, 
such that the intervention changes their post-experimental behavior. Observing such 
effects within the DSR project is possible, primarily, through secondary analysis.  

In general, reanalysis of evaluation data is not without challenges. The most impor-
tant risk is the de-contextualization. When referring to evaluation data from a DSR 
project, one needs to consider and be open about the original purpose of the data, 
namely, the measurement of utility of an artifact. Even though reanalysis of the data 
follows a behavioral mode of scientific enquiry, the data mostly has not been acquired 
in the same way as in other behavioral studies. The difference becomes prominent in 
the case of experiments: in behavioral experiments like in physics the researcher tries 
to isolate the measured effect from any external influence – he tries to manipulate a 
single independent variable and measure dependent variables expected to change, 
while controlling for other variables. The complexity of a DSR artifact makes this 
procedure impossible, so that wide range of moderating effects has to be considered 
and addressed in the analysis. Therefore, we formulate the first guideline as follows: 
put your secondary analysis in context. For an extended discussion on design experi-
ments we point to Mettler et al. [37]. While DSR argues for the need of developing 
generalizable artifacts [22], one cannot assume that the results obtained through sec-
ondary analysis has exactly the same scope of generalization. The scope should be 
defined properly to assure internal and external validity of the results. The second 
guideline says: formulate a focused research question. Focus of data reanalysis is 
often stressed in the context of publicly available statistical data in economics and 
social sciences. In fact, census and other large surveys may entice to look for correla-
tions and some may be indeed found, but many of them will simply lead to discovery 
of accidental subgroups of no theoretical value [38]. 

As a researcher designing an evaluation study, which later shall supplement a  
secondary analysis, taking future reuse of data into consideration is a wise decision 
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nowadays and many act accordingly: First, in particular in early phases of DSR 
projects, one can assume unexpected effects to occur – capturing them with rich data 
collection methods, e.g., with video, data logs, etc., may have essential value for de-
tecting failures. Second, such data may inform the subsequent iterations in the build-
evaluate cycle. Third, generation of such data is inexpensive and does not involve 
much effort, while guaranteeing for enough data to be available and, additionally, 
extensively documenting knowledge about the evaluation design. Apart from such 
documentation, all data produced during preparation of the experiment shall be col-
lected, including the motivation for particular decisions. Also, possible consent issues 
shall be resolved prior to the experiment or evaluation period, if users are involved. In 
many cases, the access to data may be limited by the agreements with industrial part-
ners or with the study participants. Furthermore, the design of the study itself shall 
consider the best scientific practices for a given type of study. For instance, in case of 
a design experiment issues related to the choice of study subjects (e.g., representative 
vs. convenience sampling), experimental setting (e.g., control group vs. manual 
matching), artifact characteristics (e.g., poor usability may impede any social situa-
tion), manipulation procedure (e.g., artifact against artifact vs. artifact against base-
line), evaluation metrics (e.g., solely fulfillment of requirements vs. extended set of 
features), experimental results (e.g., definition of evaluation criteria in advance) [37]. 
Overall, we therefore propose a third guideline: prepare for secondary data analysis. 
In medicine, proper preparation of data is for secondary analysis is key issue to be 
included in shared repositories of data, which in turn influences citation numbers [31]. 

As a researcher who is given the opportunity to work with secondary data collected 
in a DSR project, one shall consider the availability of an extensive documentation 
regarding the design of the artifact as well as the design of the study – understanding 
the rationale behind the two may be essential for the interpretation of the results. In an 
optimal situation, there shall be a direct contact to the researcher who conducted the 
DSR study. One shall also consider the quality of the available data, and possibly 
have an opportunity to test applicability of the desired analysis technique on a limited 
sample. This implies choice of an appropriate method: Qualitative data may be exten-
sively coded and used for qualitative and quantitative reasoning, but requires post-
processing. Quantitative data can be mostly used out of the box, however the con-
structs used have to be well understood to support any conclusion found, e.g., through 
regression. Importantly, data inherited from older projects shall be reconsidered with 
regard to its age – older data may simply be outdated due to changes in the society 
and technology: today nobody would seriously take a study that reports on mobile 
phone usage patterns based on the data from 2000, however a comparison of the pat-
terns from 2000 and 2015 may result in interesting findings and attract large attention 
in the community. Consequently, we introduce the fourth guideline: be critical in use 
of secondary data. What quality criteria can be employed for secondary data assess-
ment was extensively addressed in social and statistics research [38].  

Last but not least, we argue for rigorous and transparent reporting on the whole 
procedure – we formulate the fifth guideline: respect the audience. If the secondary 
analysis of data leads to scientifically valuable insights characterized by their novelty, 
contra-intuitiveness, and rigor with regard to the data analysis, one shall consider 
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publication of such results. Communication, as an important element of scientific 
undertaking, poses additional requirements. First, when describing a secondary analy-
sis study, the relation between this study and primary analysis shall be clarified.  
To answer this, one shall provide the original solution objective, original research 
question, and the new research question as well as explicate the relationship between 
them (independent, extension, verification). Process of data collection shall be de-
scribed clearly – for design experiments this concerns the experimental design includ-
ing characterization of treatments and randomization strategies [37]. This description 
shall also include information on dependent and independent variables: inquiry based 
on relation between dependent variables may be good for explorative purposes, but it 
will be difficult to produce a standalone generalizable insight. This fact needs to be 
considered when choosing and reporting on data analysis method: conversation analy-
sis may better suit an explorative study than, e.g., statistical regression. Finally, the 
original context of the study needs to be considered and clearly specified – it mostly 
well describes the scope of the study. Generalization that goes beyond it may be a 
quite dangerous and simply false assumption. For further guidance on publication 
strategies and methodological issues regarding reuse of data, we suggest consulting 
guidance from reference domains [9, 16, 26, 54].  

We conclude that unpacking DSR artifact knowledge is a challenging, but valuable 
approach. In particular, it goes in line with the recent arguments for leaving behind 
the black box view on IT artifacts and their effects [20, 52]. Even though publishing 
secondary analyses of evaluation data may be an obstacle, we are strongly convinced 
of their scientific value, confirmed by the examples provided above, as well as our 
own extensive experience with DSR projects and publication of their results.  

4 Discussion  

As shown, secondary analysis of evaluation data offers a great opportunity to DSR 
researchers. It is in line with Hevner’s et al. [29] vision of co-existence and mutual 
benefit of behavioral and DSR paradigms of scientific inquiry. Secondary analysis 
provides a rich methodological toolset widely used in behavioral sciences, while it 
only finds little attention in DSR. We argue, that this toolset can be easily transferred 
to the design-oriented research. And so, DSR researchers shall also be able to benefit 
from this rich and elaborated toolset. As we show in the examples, secondary analysis 
in DSR can lead to novel, unexpected insights that bring forward the design of an 
artifact as well as provide valuable findings regarding the artifact use. In DSR we 
have the great opportunity to reanalyze very rich raw data, apply new perspectives to 
it, and address particular aspects of the complex socio-technical situation. By doing 
so, we generate, in fact, new data. For instance, through coding of video material, new 
observations can be made. In that sense, we do not promote a method for “slicing the 
salami” – we do not encourage the researchers to reuse the same data all over again 
for telling a different story. Instead, we call on for a perspective change.   

Our proposition is, also, in line with the mixed method approach [57]. For some 
readers, we may go even further: while mixed method focuses on applying multiple 
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data analysis methods to a data set, we see this publication as an attempt to bridge two 
research paradigms in IS: DSR and behavioral approach. With this in mind, secondary 
analysis is not only another method that could or could not be applied in course of 
DSR projects – we claim, that it shall have a permanent and prominent place in this 
paradigm. In fact, we argue that secondary analysis of evaluation data shall be the 
culmination of a DSR project – secondary analysis of available data shall be consi-
dered due to the following reasons: (1) to deepen the understanding of why an artifact 
works (or not), (2) because of research and funds management. Eventually, it is inef-
ficient if rigorously, costly generated and possibly valuable data is simply not used.  

Our elaboration is strongly related to the evaluation discourse in the DSR commu-
nity [37, 47, 55, 56]. While secondary analysis is definitely a way to deeply motivate 
the success of an intervention, it needs also to be considered when preparing the eval-
uation strategy, e.g., designing the experiment. The available frameworks necessarily 
address the question on whether and how to plan evaluation based on the stage of the 
project, the desired outcome, and the setting. We add to it, by claiming that the future 
use of data shall be considered too. We, also, extend the view on secondary analysis 
within the IS, to date dominated by reuse of publicly available statistics and reports, 
and by supplementary analysis within the case study approach. We propose inclusion 
of secondary analysis of evaluation data, in particular, from design experiments into 
the canon of acknowledged methods. By doing so, we enhance the role of design 
experiments as an evaluation approach [37]. However, we can also easily imagine that 
secondary analysis of data from other evaluation forms can be easily conducted and 
lead to new, valuable knowledge. For instance, rich log-data from a pilot study is well 
predestinated to undergo extensive reanalysis in the context proposed in this paper.  

We argue that secondary analysis of secondary data is, particularly, well suited to 
support exploratory purpose of DSR. It can be used to discover and describe new 
phenomena, as well as correlate them to other phenomena and contexts of their occur-
rence [5, 53]. As exploratory research does not require resulting in causal explana-
tions, use of data showing complex situations, such as those generated through  
complex artifacts in DSR evaluations, is possible. Inversely, use data generated in 
realistic context may be even beneficial for exploratory research: such data is rich in 
novel, unexplained phenomena that can be later approached one by one in separate 
projects. In other words, secondary analysis may well deal as a method to generate 
hypothesis for forthcoming studies. Experience of doing secondary analysis may be a 
particularly helpful and influential task for young researchers. In the field of DSR, 
they often consider their artifact to be the ultimate goal of their research project – 
most of the time is spent on designing, building, and adjusting the artifact. However 
DSR implies a dichotomy between building and evaluating not without a reason – it is 
namely the rich and realistic evaluation where novel insights about the world come to 
the light. Sometimes, they are not obvious and deeper look into the collected data is 
necessary. However, to attract young researchers, wider acceptance of secondary 
analysis in the DSR community is necessary, so that insights obtained through sec-
ondary analysis do not have to be covered in the fear that such method will be consi-
dered too problematic for publishers and editors at journals, and chairs at conferences. 

With this in mind, this paper is a call for acceptance: after acceptance of DSR as a 
methodology of IS, and acceptance of design experiments as a method of scientific 
inquiry, acceptance of secondary analysis based on this experiments is the next logical 
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step of a scientific community – inspired by the developments in reference disciplines 
we shall make the next step better now than later – it may generate valuable know-
ledge worth spreading. We agree, that experiments are not comparable to the ones in 
Cochrane’s Library, but nevertheless, or exactly because it is so, they provide a rich 
picture of the situation and can significantly contribute to the scientific inquiry.  

In this context, the issue of sharing data plays an important role – as shown by ref-
erence disciplines initiative to make data publicly available resulted in popularization 
of secondary analyses. Many of them provide valuable insights and form basis for 
reliable synthesis. We argue that with popularization of DSR, more and more parallel 
projects will approach similar topics and therefore sharing data between them may 
benefit both sides. However, we also understand the point that access to valuable data 
is expensive and provides an asset to the particular researcher.  

In this paper, we argue for necessity of data reuse in DSR and present benefits that 
it may bring. We aim at launching a broad debate on the related methodological is-
sues. Through establishing secondary analysis as an approach towards data within the 
DSR-IS, researchers who applied this method in the past will receive proper methodo-
logical foundation and recognition. Furthermore, those, who see an opportunity in 
applying secondary analysis in the future, will receive methodological assistance and 
can hope for an attentive and well-meaning audience for their novel insights.  
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Abstract. Design science research has gained increased attention in the aca-
demic research community in the past decade. Several authors have published 
useful guidelines for conducting and publishing design science-oriented re-
search. But little attention has yet been paid to the set-up and planning of design 
science research projects. Design science research is different compared to oth-
er research approaches due to the duality of the epistemological and the design 
objective. We investigate how a framework that was developed for the structur-
ing of large design science projects by focusing on research artifacts can be 
used for the planning and assessment of such projects. We use a case study to 
demonstrate the application of the framework and discuss what kind of conclu-
sions can be drawn on the applicability of the used framework. We also provide 
suggestions that might be useful for other scholars when assessing their 
projects. 

Keywords: Design Science Research · Management of Research Projects ·  
Critical Analysis 

1 Introduction 

Design Science Research (DSR) is an important research approach that has gained 
increased attention over the last decade in the international scientific community [1]. 
DSR differs from other research approaches because of the duality of the epistemo-
logical and the design objective [2]. It intends to create research outputs that are on 
the one hand useful for the application domain and that on the other hand contribute 
to the scientific knowledge base [3]. DSR has to align with both, business needs to 
create useful research artifacts and research rigor for sound scientific outputs [4]. The 
objective to create artifacts that are valuable for practical purposes requires the in-
volvement and participation of project members from the application domain. Evalua-
tion is an essential component in design science-oriented research projects [2, 5]. The 
instantiation of designed artifacts is commonly a time-consuming task that requires 
different skills compared to those that are necessary in the design phase. To carry out 
all different research phases and the duality of the research objectives commonly 
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results in large research projects. Those projects usually include the participation of 
multiple researchers, research assistants, different scientific institutions and partner 
companies from the application domain. The interaction of multiple researchers and 
participation of different interest groups contribute to the complexity of these 
projects. 

Little attention has yet been paid to the question of how large research projects can 
actually be structured, planned and managed. The risk exists that projects get out of 
control, out of budget, out of time and consume valuable research resources without 
achieving the intended research objectives if they are not managed appropriately.  

The presented research work is guided by the question as to how scientists can be 
supported in structuring, planning and assessing large design science oriented re-
search projects. We focus on a case study to find answers to this question. The case 
study describes a successful DSR project. This project was planned in the initiation 
phase by using simple work packages for the structuring of the research tasks without 
any further formulated planning procedure. Although the project was finished suc-
cessfully several problems occurred during its life-time. We intend to analyze if these 
problems could have been prevented if they had been identified and taken into ac-
count appropriately in the project planning phase. We use a framework for this pur-
pose that was developed for the structuring of the content of large DSR projects [6]. 
The aim is to investigate how it can be used as a tool to plan design science-oriented 
projects or to assess, adjust and manage already running projects. The framework 
provides different dimensions that can be used to identify separate research segments 
and artifacts. We call using this framework an artifact-centered approach because it 
enables researchers to identify relevant artifacts and associated analysis, design, eval-
uation and diffusion methods for a specific research project. We focus on design 
science-oriented research projects in the information systems science discipline be-
cause of their aforementioned idiosyncratic characteristics compared to other research 
approaches. The overall goal of our investigation is to provide researchers a useful 
tool and a method for its application to improve their research processes and to yield 
better research results from their projects. 

2 Methodology and Research Structure 

The overall research objective of the presented work is the improvement of the plan-
ning activities for the management of large DSR projects or the assessment of already 
running projects. We aspire to provide tools and methods for scientists to improve the 
management of such projects. DSR addresses research problems that originate from 
the application domain and aim to develop useful artifacts that can be applied in prac-
tice [3]. It was therefore chosen as the primary research approach to achieve the stated 
objective.  

Different frameworks can be used to structure design-oriented research activities 
[7–11]. The presented research covers different DSR phases. It provides empirical 
information on a selected DSR project - the provided case study – for analysis pur-
poses. The analysis of the problem domain as a first step in DSR is partly covered in 
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the introductory section. It is also discussed in the context of the specific case at the 
beginning of the Case Study section which also covers the aforementioned evaluation 
and design aspects. The paper closes with a brief discussion, summary and outlook to 
future research. The diffusion of our research results as the last phase in DSR is al-
ready addressed by the publication of this article. 

Necessary data was collected by conducting structured workshops. We relied on 
procedures that are recommended for semi-structured interviews [12] to carry out the 
workshops. This included the preparation and test of discussion guidelines, transcrip-
tion and analysis of transcribed information. Case study research is commonly criti-
cized for the lack of generalizability due to the uniqueness of the investigated case 
and it could be argued that using a single case is not sufficient for evaluation purpos-
es. But Yin points out that similar concerns can, for example, also be applied in the 
contexts of single experiments [13]. Another aspect that should be considered is the 
fact that empirical data on large DSR projects is extremely difficult to collect due to 
the long life span of those projects and the limited public access to relevant data. The 
selected framework did not exist when the case study project started. It was therefore 
not possible to evaluate its application in its natural life-cycle. We instead used an 
artificial ex post examination by applying the framework from a retrospective point of 
view. This approach allows us to examine if the framework could have been applied 
and if problems that occurred in the project could have been prevented. It also allows 
us to identify the reasons why certain aspects of the project were very successful and 
others not. 

The presented research results should not be considered as a complete research 
project management framework because project management has to take into account 
a variety of different processes and aspects. We instead focus on the planning phase 
of a research project life-cycle to stay in reasonable limits and for being able to pro-
vide a level of detail that is helpful for scientists in day-to-day work. We use a case 
study to investigate the applicability of the used framework, to assess the selected 
research project and to demonstrate a method for using the framework for these pur-
poses. The case study describes a public funded collaborative project that aimed at 
increasing productivity within technical customer service processes and empowering 
technical service staff. Three scientific institutions, two partner companies from in-
dustry, a national standard setting institution and an industry association participated 
in the project that ran over a period of three years. 

3 Related Work 

A major challenge in scientific endeavors is the selection of adequate research me-
thods [14]. A variety of well-established research methods is available for researchers 
in information systems science [15–19]. The need for structured and commonly 
agreed upon research processes has been mentioned by several scholars from the DSR 
community [20]. A variety of different approaches have been suggested to structure 
design science-oriented research activities. Peffers et al. present a research methodol-
ogy for DSR in the information systems community [10, 11]. The authors present a 
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research framework that consists of six phases: (1) identify problem and motivate, (2) 
define objectives of a solution, (3) design and development, (4) demonstration, (5) 
evaluation and (6) communication. Their framework is based on a review of existing 
scientific publications on the research process in the information systems and related 
research disciplines. They take into account process elements that have been identi-
fied by different scholars working in the information systems [3, 21–24] and engi-
neering [25, 26] discipline. It is interesting that the continental European research 
community is mostly neglected by the authors although the design science discipline 
has a long lasting tradition especially in German speaking countries [27]. Österle et al. 
as representatives of this community suggest four phases for DSR: (1) analysis, (2) 
design, (3) evaluation and (4) diffusion [9]. March and Storey describe five different 
phases: (1) identification and description of a relevant IT problem, (2) demonstration 
that no adequate solutions exist, (3) development and presentation of a novel IT, (4) 
rigorous evaluation of the IT artifact, (5) articulation of the value added to the know-
ledge-base and to practice, and (6) explanation of the implications [28]. Gregor and 
Baskerville examine the research process from a philosophy of science perspective 
with the objective to provide a framework for the combination of design science and 
social science research.  

The previously describes literature focusses on the different activities, steps, phases 
and principles that should be taken into account to carry out design science-oriented 
research. But little attention has yet been paid to the question of how these activities 
and research projects should be managed. Vom Brocke and Lippe are among the few 
authors that build the bridge between research processes and project management. 
They point out the need to tailor existing project management guidelines for research 
projects and identify eight characteristics that distinguish design science-oriented 
research projects from traditional project types [4]. We are not aware of quantitative 
research on project management in the field of information systems science. Re-
searchers from the information systems discipline rarely refer to project management 
literature although mature knowledge on project management is available in interna-
tional [29], national [30, 31] or industry [32, 33] standards and guidelines. 

The aforementioned literature provides useful insights into the research processes in 
design science-oriented research. But little has yet been published that provides guid-
ance on how large DSR projects can effectively be structured and set up. To do exactly 
that is what we intend with the presentation of the research results in this article. 

4 Case Study 

4.1 Research Project Description 

The research project described in this section aims to increase the productivity in 
technical customer service processes and to empower technical service staff. The 
combination of products and services (product-service systems) has an impact on the 
product life-cycle and affects the overall cost and revenue structure. The case study 
describes a public funded collaborative research project with the overall objective  
to support and empower service technicians in the context of after-sales services.  
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The goal was to design and implement a mobile support system to assist technical 
service staff. This was achieved by proactively providing functional information and 
to automate administrative processes for improving the productivity of maintenance 
and repair processes. The project involved a commercial enterprise operating in the 
machine and plant construction industry, scholars from different research institutions, 
a commercial software development company and a national standardization organi-
zation. The project in sum involved seven partners and was scheduled for a three year 
period. The overall research questions were formulated as follows:  

• How can the productivity of technical customer service processes be improved 
by IT-based support systems? 

• How can the technical customer service staff be empowered by IT-based support 
systems?  

The research activities in the project followed the phases for design-oriented re-
search: (1) Analysis, (2) Design, (3) Evaluate and (4) Diffusion [9]. Work packages 
were defined to divide the scope and assign responsibilities to the different project 
partners. The data collection was part of the analysis phase. Five researchers  
were responsible in a field study with partner companies in two different European 
countries for shadowing service technicians in their day-to-day operations. The obser-
vation was accompanied by expert interviews and an extensive literature review to 
identify requirements, information needs and productivity measures for service 
processes. The identified requirements were transferred during the design phase into 
conceptual models as well as functional and technical specifications. Several artifacts 
were instantiated and evaluated in two prototypes (one for technical service staff and 
one for the management) operating on the same database. The diffusion phase con-
sisted of publishing articles for different artifacts and evaluation results. The research 
results also severed as input for a national standard that was published as a part of the 
research project. 

The project was able to answer the research questions from a scholar’s and a prac-
titioner’s perspective and can be considered successful in terms of time, budget, quali-
ty and the funding organization’s assessment. Although the project team achieved the 
overall goal, minor and major obstacles surfaced during the three year period. In order 
to investigate those issues and to improve further research projects, expert interviews 
and workshops were initiated after filing the final project report. Issues were indivi-
dually described in a written form by the involved parties and consolidated in work-
shops. The following issues for improvement were identified: 

• A design science researcher’s goal to create artifacts relevant to both, scholars and 
practitioners, was not well supported by the work package structure.  

• There was a structural difference between the documented target outcome per work 
package and desired artifacts (from a scientific perspective). 

• The assignment of methods (for the phases analysis, design, evaluation and evalua-
tion) to each artifact was not well supported by the work package structure. 

• An artifact-centered and structured research process was not well supported by the 
work package description especially in larger work packages with more involved 
parties.  
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• The chronology of the research process as well as the collaboration structure of the 
parties regarding DSR artifacts changed in contrast to the initial planning. This 
shift also had implications on the time and resource planning. 

• The publication process – focusing on design science research – was not well sup-
ported by work package planning due to the fact that publishable artifacts were not 
equal to work package results. 

The initial work package description was referenced frequently during the ex post 
discussing of the consolidated issues. Despite having a common, inter-coordinated 
foundation (work package description defining scope, responsibilities and resources) 
the identified issues seemed not to be covered by the applied method. 

Overall two questions emerged from the ex post analysis of the project: (A) Does 
the initial planning method based on the definition of work packages address the iden-
tified issues and (B) how could those issues have been identified at an earlier stage of 
the project? 

4.2 Segmentation Framework 

Work packages and Gantt charts are one way to describe projects and communicate 
among involved parties. The results from the case study showed that certain obstacles 
surfaced in the project that were not prevented by the simple separation into work 
packages. We introduce in this section a segmentation framework that was developed 
to support the structuring of large design science-oriented project. This framework is 
used as an alternative approach to view the project from a different perspective [34] 
and to analyze if these obstacles could have been prevented. 

The design of the framework is extensively described in [6]. A full description 
would go beyond the scope of this paper. We therefore only provide a brief summary.  

Each research project addresses an overall research question. The research ques-
tions in large research projects are, as a rule, complex. Otherwise it would be ques-
tionable if such a project indeed exhibits the characteristics of a large project.  
Complex research questions can usually be divided into detailed lower-level research 
questions. These research questions can be used as a categorization criterion for a 
third Research Question Dimension (RQD). Fig.1 shows the segmentation framework 
with all three dimensions. It illustrates how separate segments emerge based on the 
different dimension categories. Each segment can be referenced by using its  
x- (RQD), y- (RCD) and z-coordinates (HTD) in the cube. 

Fig. 1 also illustrates a single segment from the overall model. The division into re-
search segments can be seen as a ‘divide and conquer’ approach. The overall research 
project is broken into manageable components that can be conquered individually. 
For each segment it is now possible to identify and describe the relevant artifact(s), 
the research methods for the analysis, design and evaluation as well as the diffusion 
type. A template for such a description is illustrated in Table 1. Evaluation methods 
for a single artifact can, for example, be chosen by relying on available frameworks 
[5], whereas the type of diffusion can, for example, be determined by referring to the 
knowledge contribution level of design science-oriented research [35]. Each segment  
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Fig. 1. Segmentation Framework & Research Segment 

 
 
 
 
 

Table 1. Segment 
Description 

 
should be associated with one (or more) artifact. March and Smith define four types 
of research artifacts: constructs, methods, models and instantiations [3]. Gregor ar-
gues that design theories should also be regarded as an important outcome of design 
science-oriented research [36]. Many research methods exist for analysis, design and 
evaluation purposes. A summary of exemplary research methods is for example avail-
able in [16–19]. 

4.3 Applying the Segmentation Framework to the Research Project 

We used the previously described framework to analyze the case study project in 
order to gain a different perspective (ex post) on the completed research project. The 
3-dimensional model was first transferred into a 2-dimensional table. The aim was to 
map the project work packages to the different segments in the framework. The trans-
formation facilitates this mapping. The corresponding dimensions of the cube - re-
search questions dimension, human-technical dimension (layers) and research contri-
butions dimensions - represent the columns in the table. The assignment can be done 
by using Harvey balls. A full ball represents an assignment of a research question or a 
cube dimension (layer) to a work package. An empty ball represents no correlation 
between them. The research methods can be listed for each research phase (analysis, 
design, evaluation and diffusion). Fig. 2 shows the table structure for matching the 
cube dimensions. By filling out the table, work packages can be mapped to the differ-
ent dimension categories from the segmentation framework. The mapping can be used 
to gather, represent and explicate tacit knowledge from the project participants.  
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Fig. 2. Mapping of Work Packages to the Framework Dimensions 

Fig. 2 conceptualizes how the mapping works. We used this mapping for the case 
study project. The project was divided into nine work packages. They are listed in the 
first left columns. Additional data for each work package is included that provides 
information of the planned resources and responsibility for each work package. The 
results were discussed among the project members in detail with the aim to consoli-
date the results and to reach consensus and a common perspective on the research 
project. Consensus was achieved to a large extend in regard to the assignment of lay-
ers – just WP5 brought up controversy (considering if the prototype also has to be 
assigned to the infrastructure layer). For this reason a half-filled Harvey ball was rec-
orded. It indicates a partial correlation.  
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The assignment of artifacts was difficult and resulted in controversial and exten-
sive discussions. The matching of documented work package outcomes and actual 
research project outcomes with the distinct definition of DSR artifacts was difficult. It 
became obvious that WP2-4 did not have a clear contribution to the knowledge base 
and – consequentially – had no direct related artifact and publication output. It also 
became obvious that publications only occurred where the artifact related to both, the 
application domain and knowledge base (WP1, WP5, WP6, WP8). 

 

Table 2. Case Study Work Package Mapping 

 

 
Several research methods were used during the project to analyze the requirements 

as well as to design and to evaluate the listed artifacts. It became apparent that several 
analysis methods used in WP1 related to a large extent to artifacts that were designed 
in other work packages. Likewise, WP7 contributed in terms of evaluation to three 
other work packages. Having a clear view on applied methods, phases and overall 
chronology is necessary to organize and direct the involved project partners in large 
research projects. Table 2 provides information on which partner actually contributed 
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that every work package addressed both research questions except WP2 and 9. This 
could be an indication that the work packages were initially designed too broad. 

In a next step the consolidated table is transferred back into the cube. The graphical 
three-dimensional representation makes it even more obvious that a work package 
often related to various segments while segments frequently relate to more than one 
work package vice versa. Fig. 3 illustrates that WP1 affected all 16 segments. This 
indicates that work packages might have been defined too broad. Fig. 4 represents two 
segments that referred to six different work packages. This indicates several intercon-
nections between work packages. There is a risk of redundancy in not recognizing the 
interconnections to already existing project results. This corresponded with the pre-
viously identified problem statement that work packages do not support an artifact-
centered approach lacking the required structure and granularity. 

 

Fig. 3. Related Segments to a single 
Work Package (WP1) 

Fig. 4. Segments related to six Work  
Packages 

 
 
In the following the initially stated project issues are recapitulated. We investigate 

if these issues can be explained by using the segmentation framework. 
  

1. A design science researcher’s goal to create artifacts relevant to scholars 
and practitioners was not well supported by the work package structure and 
described rather implicitly.  

2. There was a structural difference between the documented target outcome 
per work package and desired artifacts (from a scientific perspective). 
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The duality of epistemological and design objectives [2] is not necessarily inherent 
using a work package structure in combination with Gantt charts which are commonly 
used techniques for the planning of projects. A differentiation between “application in 
the appropriate environment” and “addition to the knowledge base” [3] is not part of 
these project planning techniques. It is therefore reasonable that the project partici-
pants perceived a lack of support to organize the development of artifacts. Such a 
constellation could have been prevented if the different research contribution domains 
would have been taken into account in the initial project planning phase. 
 

3. The assignment of methods (for the phases analysis, design, evaluation and 
evaluation) to each artifact was not well supported by the work package 
structure. 

4. An artifact-centered and structured research process was not well supported 
by the work package description especially in larger work packages with 
more involved parties  

5. The chronology of the research process as well as the collaboration struc-
ture of the parties regarding DSR artifacts changed in contrast to the initial 
planning. This shift also had implications on the time and resource planning. 

The described work packages were interrelated in regard to inputs, used research 
methods, outputs, chronology and involved parties. Table 2 shows that this constella-
tion leads to overlaps regarding the separate research artifacts. The results from  
analysis phase in WP1 served as the input for the design of artifacts in in WP2 to 5. 
Different research partners were responsible for these work packages. But the interre-
lation of the involved artifacts and research methods was not obvious in the simple 
work package planning. Such dependencies could have been taken into account for 
the assignment of the different artifacts to specific project members and for planning 
the project time schedule. Redundancies in work efforts to create a specific artifact 
could have been prevented. 
 

6. The publication process – focusing on design science research – was not 
well supported by work package planning due to the fact that publishable ar-
tifacts were not equal to work package results. 

Table 2 shows that seven created artifacts contributed to the application domain but 
only four artifacts where perceived as contributions to the overall knowledge base. 
This implies an imbalance of the project and explains why the project participants 
state a missing support for the development and publication of researched artifacts. 
The activities for the analysis, design and evaluation of artifacts that primarily contri-
bute to the knowledge base was not well supported.  

The results of the assessment can be summarized by recapitulating the two research 
questions: (A) Does the initial planning method based on the definition of work pack-
ages addresses the identified issues and (B) how could those issues have been identi-
fied at an earlier stage of the project? 

(A) Structural problems emerged because of the differences between the work 
package based project planning and the application of the design science paradigm. 
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Work package based project planning and scoping is a simple and broadly accepted 
and established approach and provides a common vocabulary. The aim is to expatiate 
and operationalize an artifact-centered approach in the initial planning and scoping 
phase. A planning approach on the basis of work packaged for large and complex 
DSR projects is prone to generate gaps in the research scope and redundancies espe-
cially in regard to cooperative projects that involve several parties. (B) The definition 
of the content and scope of a research project by using work package descriptions and 
Gantt charts is a basic project management technique. But such a planning does not 
take into account certain aspects that are vital to design science-oriented research 
projects. This especially relates to the necessary consideration of the duality of the 
research objectives of such projects. The presented framework is a useful tool to iden-
tify such an imbalance and it is likely that its application might have prevented sever-
al shortcomings that have been stated by the project participants. 

4.4 Recommendations for Applying the Framework in the Initial Planning 
Phase 

In this case study a project was analyzed ex post. In order to benefit from the perspec-
tive offered by the framework the integration in the initial planning phase (ex ante) is 
recommended. Based on the conducted interviews the following process is recom-
mended to scope and plan research projects: (1) Definition of research question(s), (2) 
development of artifacts corresponding with the research question(s) and analysis if 
the artifacts correlate with the duality of DSR, (3) assignment of related layers (hu-
man-technical dimension) in order to adjust the scope and (4) assignment of methods 
to create the relating artifact. The graphical representation in form of the cube pro-
motes an overview to identify redundancies, white spots and interfaces between 
project partners. 

5 Discussion 

The previous section described the application of a framework for the structuring of 
large research projects for a specific case study. Several project issues that were iden-
tified by interviewing the project members were the starting point for investigation. 
The project was initially planned primarily by defining work packages. The applica-
tion of the introduced segmentation framework proved to be useful for revealing why 
certain shortcomings occurred. It revealed that certain aspects should have been taken 
into account in the planning phase of the project. A simple project planning on the 
basis of work packages neglects requirements that are relevant for design science-
oriented research projects. The analysis of the case study showed that especially the 
contributions to the scientific knowledge base are at risk of being misrepresented. An 
artifact-centered planning approach by using the presented segmentation framework 
narrows the gap between work package planning and the research processes in design 
science-oriented research. Work packages are nevertheless necessary to plan projects 



 Artifact-Centered Planning and Assessing of Large Design Science Research Projects 355 

but their definition should follow an artifact-centric planning approach that is neces-
sary for DSR project to prevent imbalances in the project layout. 

Providing a graphical representation proved to be valuable for identifying redun-
dancies, gaps and interdependencies among artifacts, research methods and responsi-
bilities. A common terminology also furthered a common understanding of important 
project aspects among project members. 

6 Summary and Outlook 

The aim of this paper is the presentation of an artifact-centered approach to plan and 
assess DSR projects. The planning, set up and management of large design science-
oriented research projects has not been investigated yet in the scientific community. 
We referred to a public funded cooperative research project that was analyzed from a 
retrospective point of view. The identification of issues and obstacles that surfaced 
during the project were the starting point of investigation to find out if the identified 
shortcomings could have been prevented in the planning phase. We used a specific 
framework for this purpose that was especially designed for the structuring of large 
DSR projects. The described research project was planned using work packages and 
Gantt charts. These planning techniques are widely accepted and a prerequisite to 
acquire public funding. Using an alternative artifact-centered approach can be seen as 
a means of scientific triangulation to create novel insights from the observed subject. 
Our research work shows that the framework can be applied successfully and that it is 
helpful to assess large DSR projects and to find aspects for improvement. 

The presented research just deals with a single case study. It might be questioned if 
this is a solid foundation for rigorous scientific contributions. But the same question 
can, for example, also be asked for in the context of single experiments (Yin, 2008). 
Empirical data for large research projects is difficult to collect because of their long 
lifespans and the limited public access to relevant information. Observing such re-
search projects over their whole life-cycles would require a comparatively very long 
observation time. Further empirical studies are nevertheless planned for strengthening 
the results presented in this paper. The results from our case study illustrate that the 
planning and set up of large DSR projects is a difficult task. The used framework 
covers three different dimensions. Simple tables can be used as a means to reduce the 
level of complexity but at the cost of an adequate graphical representation. Using the 
presented framework could be supported by providing a web-based tool. The devel-
opment of a software tool that implements the presented framework and the suggested 
procedure for its application is the goal of future research. 
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Abstract. In times of demanding requirements for BPM projects, providing an 
additional access point from a mobile device to the process modeling tool for 
efficient communication of process models and distributed modeling is of high 
importance. In this article, we present a mobile application (app) prototype for 
the web-based business process modeling tool icebricks. The app is realized  
as a hybrid app for the Google Android and Apple iOS operating systems.  
As such, it makes use of the advantages of mobile websites – single code repo-
sitory for software updates – and native apps – device-specific functionality. 
The app is integrated with the icebricks web application, so redundancies in the 
data management are avoided. The design of the app adheres to the previously 
compiled usability guidelines and ensures, amongst others, the same look-and-
feel for both the web application and the mobile app. The app was shaped in a 
design thinking workshop with developers, BPM consultants, who are using the 
tool, and academic BPM and usability domain experts. The functional range of 
the app is a subset of the web application functionality and was worked out as 
part of the design thinking workshop. The app was successfully evaluated by 
the product owner and target users, a BPM consultancy and its employees. 

Keywords: Prototype · Modeling Tools · Business Process Management · 
Building Block Based Modeling · Mobile Application 

1 Introduction 

Business process management (BPM) in enterprises is an increasingly important topic 
and complex undertaking [1, 2]. One of the main concerns, in BPM generally, and for 
BPM tools specifically, nowadays is the distributed accessibility of process models, 
whether for documental, informational or modeling purposes [2]. Such a distributed 
accessibility can be ensured by providing an additional possibility for stakeholders 
such as consultants, process modelers, or department workers to access the respective 
models via a mobile device like a smartphone or a tablet next to a desktop or web 
application. This is due to the fact that the professional world is becoming faster and 
faster and people are required to react quicker to changing circumstances. Thus, in 
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this article, we present the prototype of a mobile application for the BPM tool ice-
bricks1 [3]. 

2 Significance to Research 

icebricks is a business process modeling tool which enables efficient and effective 
creation and management of process models. It adheres to and enforces several guide-
lines of modeling already at the time of model creation [4, 5]. Certain rationales, 
stemming from this adherence to modeling guidelines, are presented in the following. 

By the strict use of four layers of abstraction, the complexity of modeling projects 
is rendered manageable as opposed to generic modeling languages like EPC or 
BPMN [1]. The four layers of icebricks are process frameworks, main processes, 
detail processes, and process building blocks. The process framework provides a gen-
eral overview of an enterprise’s main processes. On the lower layers, subsequently, 
the processes are described in ever more detail. By the use of comprehensive attribu-
tion on every layer of the process landscape, detailed in-depth information can be 
provided for every model element. Such semantic annotation functionality renders 
enhanced branching methods superfluous. This leads to an even more reduced com-
plexity of the resulting models. 

Enforcing the modeler to stick to a semantically standardized way of labeling the 
process elements increases comparability and enables reusability and automated anal-
ysis of process models [1, 6]. Thus, icebricks provides a glossary of business objects 
and related activities. These predefined valid combinations of business objects and 
activities can be used for labeling the elements, ensuring semantic standardization of 
the resulting models. 

icebricks is realized as a web application based on the Ruby on Rails-Framework 
and JavaScript, strictly encapsulating the business logic, data management and pres-
entation. Its modular nature facilitates the integration with a mobile application for  
the presentation and altering of the process models within a shared database. In the 
following section, the design of the mobile icebricks app is laid out in detail. While 
designing the app, several scientifically compiled usability guidelines for mobile web-
sites and applications were taken into account [7]. 

3 Design of the Artifact 

The mobile icebricks app is realized as a hybrid app for mobile devices using either 
the Google Android or the Apple iOS operating system. As such, it combines advan-
tages from both mobile websites and native applications and gets rid of some of the 
disadvantages of either implementation. Direct use of the icebricks web application 
on mobile devices is not possible due to scaling impediments and other technical rea-
sons, e.g., JavaScript functionality. A hybrid app can make use of the code written for 
the web application (HTML and JavaScript) and when it comes to updates, only one 

                                                           
1 http://presentation.icebricks.de 
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app. This functionality included: display and basic modeling of the processes (exten-
sive modeling prohibited by small screen size), display and editing of the glossary, 
display of the attributes of a process element, display of hierarchies (an icebricks 
construct to depict hierarchical structures like organizational charts, IT architectures 
etc.), and access to administrative functionality. 

During the implementation phase of the app, regular meetings (mostly weekly) be-
tween the stakeholders were held to ensure the correct application of the usability 
guidelines and the accuracy of the implemented functionality. In Fig. 1, the design 
and some functionality of the icebricks app (Apple iOS version) are presented. Here, 
the passcode entering screen, a main process in edit mode, and the breadcrumb navi-
gation are shown. 

4 Significance to Practice and Evaluation of the Artifact 

As mentioned in the previous sections, the decision to implement a mobile version of 
the BPM tool icebricks stemmed directly from the practice, namely the everyday 
needs of the consultants using the tool. Therefore, the significance to practice is inhe-
rent in the app. The product owner (consultancy company), represented by two BPM 
consultants, was an integral part of the development project. This provided the devel-
opers with a direct access to the practice requirements. When the end product was 
first officially presented, the product owner highly appreciated the results. Moreover, 
the CEO of the consultancy and the consultants’ colleagues were immensely satisfied 
with the app during the first official presentation. The app is now used in real-life 
BPM projects. Although, this utilization is not a scientifically grounded evaluation, it 
can be said that the app is a helpful instrument for the consultants w. r. t. the commu-
nication possibilities in workshop/interview situations. With it, a quick look to refer-
ence or actual enterprise processes can be taken, enabling either an easy adaptation of 
the reference models or verification of the actual ones. Moreover, basic, unobtrusive 
modeling during interviews is also one of the advantages coming along with the app, 
which is currently verified in the field use. A comprehensive, scientific evaluation of 
the app is part of future research which will be carried out contemporarily. 

5 Outlook 

In the near future, studies will be carried out measuring the fitness for use of the  
icebricks app. This means both testing if the functionality provided by the app is suf-
ficient for the everyday work of consultants, and how the usability of the app is per-
ceived generally. Based on the results, the app will be adapted to the emerging needs. 
The studies are planned as interview-like app usage scenarios by BPM consul-
tants/experts on the one hand, and by random people to determine the general usabili-
ty on the other hand. Moreover, it is planned to extend research on the need and  
functional range of mobile versions of desktop/web applications in the context of 
BPM with the help of the icebricks toolset (web application and mobile app). 
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Abstract. This paper presents the Supporting LIFE (Low cost Intervention  
For disEase control) project. Supporting LIFE applies a novel combination of 
Android based smartphone technology, patient vital sign sensors and expert de-
cision support systems to assist Community Health Workers in resource-poor 
settings in their assessment, classification and treatment of seriously ill child-
ren, more specifically children from 2 months to 5 years of age. The application 
digitises widely accepted WHO/UNICEF paper based guidelines known as 
Community Case Management. The project also facilitates for disease monitor-
ing and surveillance via a reporting website. 

Keywords: Mobile Health · Developing Countries · Community Health Workers 

1 Introduction 

In the last decade, the diagnosis and treatment of childhood illness in developing 
countries has received immense attention (Hazel et al., 2015). The underlying ratio-
nale for this increased awareness may stem from the establishment of the eight Mil-
lennium Development Goals by the United Nations in 2001, more specifically the 
fourth goal which focuses on reducing under-five child mortality rates in developing 
countries.  

The World Health Organisation (WHO) and United Nations Children’s Fund 
(UNICEF) introduced a community-based initiative to assist Community Health 
Workers when delivering paediatric healthcare services in rural, remote areas of de-
veloping countries. This initiative, known as Community Case Management (CCM), 
employs clinical guidelines which aim to reduce death, illness and disability while 
promoting improved growth and development among children under five years of age 
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(WHO, 2013). CCM is an algorithm to guide Community Health Workers through a 
series of clinical questions and assessment items; capturing socio-demographic and 
clinical information regarding the presence/absence and duration of symptoms, to 
classify illness and elicit treatment recommendations for sick children. Numerous 
countries in low-and-middle income countries employ CCM guidelines (Diaz et al., 
2014; Rasanathan et al., 2014). Yet, these guidelines are customised on an individual 
country basis based on national child health indicators. For example, malaria, infantile 
diarrhoea and pneumonia are prevalent in Malawi so the CCM guidelines are custom-
ised towards theses illnesses. In South Sudan, CCM guidelines have been customised 
to some extent to focus on malnutrition. 

Existing research argues that correct implementation of CCM leads to improved 
child survival (Mugeni et al., 2014). Yet research has emerged showing that the CCM 
guidelines are often not correctly implemented (Amouzou et al., 2014) thus, poten-
tially endangering the life of a sick child. A lack of knowledge and medical equip-
ment is often reported as the key reasons for incorrectly implementing CCM during 
sick patient visits (c.f. Kallander et al., 2006; Druetz et al., 2013). To address the chal-
lenges faced by Community Health Workers in developing countries an artefact 
(known as Supporting LIFE) is developed.  

2 Design of the Artefact 

2.1 Overview of Supporting LIFE 

The overall goal of Supporting LIFE is to improve standards of care and to establish 
ways to overcome many of the existing barriers to healthcare delivery in resource-
poor settings using low cost interventions. 

The Supporting LIFE technological artefact is developed based on widely accepted 
and validated clinical guidelines known as CCM which comprises 34 questions. It is a 
smartphone application developed for Andoid 3.0 (Honeycomb) or above which is not 
only built upon the paper-based system but has also developed a guideline agnostic 
decision-support rule engine which operates on XML-based definitions of specific 
guideline instances. Developing the artefact in XML allows the application to be scal-
able to other countries allowing the rules to be customised on a per-country basis.  
Based on the assessment data entered into the application, classification(s) of  
illness(es) and treatment(s) is/are recommended to the Community Health Worker 
(see Figure 1). As Community Health Workers only receive six days of formal educa-
tion pertaining to the implementation of CCM the rules-engine developed as part of 
SL reduces uncertainty surrounding assessing, classifying and treating sick children. 
Noteworthy, to enhance knowledge of Community Health Workers training material 
is also available to them. 

Location awareness is also incorporated within the application, which facilitates 
geographic tracking and monitoring of CCM patient classifications enhancing auto-
mated disease monitoring and notification of disease outbreaks (Figure 2). A website 
has also been developed; into an infrastructure for the execution of medical-based 
reports, to facilitate disease surveillance, to identify and monitor disease outbreaks,  
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search.” The application of these guidelines to the Supporting LIFE project are out-
lined as follows: 

• Guideline 1: Design as an Artefact - A prototype is nearing end of development 
which can be utilised and customised in resource-poor settings. 

• Guideline 2: Problem Relevance - To develop a fully functional technology-based 
solution to help address the issue of child morbidity and mortality in resource-poor 
settings. 

• Guideline 3: Design Evaluation - The prototype is currently on release Version 5.0. 
An agile methodology approach, with a three monthly release cycle, was employed 
to facilitate for regular feedback from various stakeholders (e.g. both technical and 
clinical expertise). It is envisioned that Supporting LIFE will be evaluated initially 
vis-à-vis a feasibility study prior to a Randomised Control Trial in Malawi, Africa. 
The study will focus on functionality (i.e. mobile application), completeness (e.g. 
syncing of records to the cloud), consistency with existing approach, accuracy in 
terms of classifications and treatment of sick children, performance (e.g. speed), 
reliability (e.g. battery, solar panel chargers), usability (e.g. ease of use) and fit. 

• Guideline 4: Research Contribution - Supporting LIFE is an open-source project 
which encourages other people outside of the consortium to become involved in 
the initiative. Our knowledge repository provides clear guidelines on how to build 
and contribute to the Supporting LIFE codebase. The source code is stored and 
shared through a GitHub repository. 

• Guideline 5: Research Rigor - The prototype to date is predominantly developed 
based on widely validated paper-based CCM guidelines, with inputs from both 
clinical and technical personnel both on and off the ground of Malawi, Africa. Fur-
thermore, when designing Supporting LIFE the contextual (e.g. requirements, con-
straints, technical, organisational and cultural) factors were considered. 

• Guideline 6: Design as a Search Process - Preliminary testing to date in Malawi 
reveals that Supporting LIFE does indeed operate on the ground. Further testing is 
required to see what are the existing problems faced by people in Malawi and how 
Supporting LIFE can continuously attempt to solve these issues. 

• Guideline 7: Communication of Research - The plan is to hold workshops before, 
during and/or after any Supporting LIFE testing in Malawi to inform community 
members about the motivation of the project, the need for and outcomes of the 
project. The findings will be disseminated to the Malawian Ministry of Health and 
in both clinical and technological academic outlets. 

3 Forthcoming Evaluation of the Artefact 

Malawi is ranked as one of the ten poorest countries in the world with a high rate of 
child mortality and morbidity (Callaghan-Koru et al., 2013). As a result, our research 
attentions and any forthcoming evaluations of Supporting LIFE will be conducted in 
Malawi, Africa.  
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Abstract. Business process modeling is a decisive task as process models pre-
pare the ground for business transformation and process improvement initia-
tives. However, modeling projects fall short of their initial aim when process 
participants are not involved in the act of model creation. The employees’ indi-
vidual process knowledge has been recognized as a crucial success factor to de-
fine high-quality process models that reflect a company’s working procedures 
correctly. This paper introduces a prototype supporting collaborative modeling 
of business processes on tablet devices aimed at process modeling novices. 

1 Introduction and Problem Statement 

In today’s fast-changing markets, companies are struggling to keep pace with con-
stantly changing customer requirements [1]. New technologies (e.g. Web 2.0) lead to 
a high market-transparency, providing consumers with up-to-date information on 
product reviews, prices and alternative offers [2]. To face these challenges, companies 
are increasingly performing business transformation and business process improve-
ment projects [3]. In this context, business process modeling is a decisive task. 
Process models do not only prepare the ground for process redesign initiatives but 
also foster the communication about working procedures amongst others [4]. Howev-
er, enterprises encounter several obstacles during process modeling.  

At first, process modeling is usually believed to be the responsibility of a few  
specialists only, rather than being recognized as an organizational task. If these spe-
cialists lack skills in translating staff comments and workshop documentations into 
proper process models, modeling initiatives will inevitably fall short of their initial 
aim [5]. We need to keep in mind that the process of model creation is highly subjec-
tive (cf. [6]). Second, employees’ tacit process knowledge is essential to design 
process models that reflect a company’s real working procedures (cf. [7]). Employees, 
having explicit knowledge of how business processes are executed on a daily basis, 
need to be involved in modeling projects [5]. This is especially relevant for inter-
organizational business processes as companies tend to have isolated views only on 
processes within their own organization (cf. [8]). Thus, a collaborative (cf. [9]) and 
subject-oriented (cf. [10]) modeling approach, that integrates the process participants 
in model creation, is required. Instead of a specialist modeling a process end-to-end 
from an outsider’s perspective, employees capture their specific work tasks as corres-
ponding partial models [10]. As tablet devices are gradually adopted in the business 
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world, they can support collaborative business process modeling (CBPM). They can 
be easily shared within the workforce and thus help to consolidate employees’ iso-
lated views on a business process into one integrated process model [9], [11]. 

The aim of the paper is to introduce a prototype for CBPM using a tablet device. 
The prototype allows to collaboratively design process models using an intuitive user 
interface that is easily comprehensible even by process modeling novices. It supports 
the user to capture process-related knowledge (e.g. activities to be performed, roles 
etc.) in an intuitive way without requiring in-depth knowledge of specific modeling 
guidelines. However, all captured information can be automatically transformed and 
exported as BPMN (Business Process Model and Notation [12]) models. 

The contribution of this research is twofold: at first, we introduce a concept sup-
porting process modeling novices in transforming their tacit process knowledge into 
explicit models, a central success factor in modeling initiatives (cf. [5]). Second, we 
provide a prototype to foster collaborative and subject-oriented process modeling. 

Our research follows the design science research methodology proposed by Peffers 
et al. [13]. This section describes the problem and motivates the context. In the next 
section, the objectives and the design of the artifact (prototype) are presented. A first 
demonstration of the prototype is described in section 3. Section 4 highlights the sig-
nificance of the research. The paper is rounded off with a conclusion and an outlook. 

2 Design of the Artifact 

Several requirements derived from the problem statement and backed by literature 
arose on the prototype, a tablet application for process modeling by novice users: 

(I) The first requirement of novice users visualizing business processes without 
having advanced knowledge in process modeling is an easy-to-understand user inter-
face (UI) (cf. [14]). A process participant without any previous process modeling 
experience should be able to capture the main steps of his or her daily work without 
the help of a modeling specialist. Besides a well-designed UI, the modeling notation 
used by the prototype should be subject-oriented and easy to understand.  

(II) The second requirement represents the prototype’s support of CBPM (cf. [9], 
[15]). The user should be able to gather process information on her/his own, by inte-
racting with coworkers on the same tablet, or by interacting with other users on dif-
ferent tablets. The information gathered by all users needs to be consolidated in a 
central database and made available to everyone involved in the modeling initiative. 

(III) While the modeling approach is subject-oriented, process models are usually 
required to display the control flow using standard notations (e.g. BPMN) to comply 
with company regulations (cf. [16]). Thus, transforming the gathered process activi-
ties into BPMN syntax and exporting it in a standardized way is the third requirement.  

(IV) The fourth requirement concerns the actual organizational use of the process 
model (cf. [5]). The prototype should enable process experts to adjust the BPMN 
model to fit the company’s modeling rules and integrate it into the process repository.  

With the implementation of our prototype, we developed an approach for fulfilling 
the presented requirements. A major challenge for tablet applications is to provide a 
slim and easy to use UI and simultaneously deliver a wide range of functionality [11]. 
Consequently, it is necessary to build on a modeling notation that is suitable for the 
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A user then captures those parts of the holistic process (s)he is responsible for. This 
helps to gather models representing the actual working procedures. 

5 Conclusion and Outlook 

This paper presents a prototype for CBPM using a mobile tablet device. The usability 
of the prototype was demonstrated in expert interviews and a live presentation at a 
practitioner conference in the banking industry. The positive feedback received so far 
encourages us to develop the prototype further. In a next step, the prototype will be 
evaluated in a real world context by using it in modeling projects at companies of 
different size and branch. The insights gained will serve as base for refining the proto-
type to better match practitioners’ specific needs. More information about the proto-
type can be found at: http://www-be.uni-regensburg.de/Projekte/BPMN-Tool.html.en 
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Abstract. In this paper, we present our designed prototype: CollaborGeneous. 
CollaborGeneous is a framework of collaborative IT-tools for heterogeneous 
groups of learners in Civic Orientation. It is designed to serve different types of 
activities for producing, maintaining, distributing and presenting digital learn-
ing-material within Civic Orientation. The significance of introducing our pro-
totype is relevant for both practitioners and researchers within Design Science 
Research. The novelty of our artifact lies in its characteristic of use in the inter-
section between Civic Orientation and Information Systems, providing different 
groups of learner’s necessary tools to collaborate and create an open digital ex-
perience of Civic Orientation.  

Keywords: Heterogeneous Groups · Civic Orientation · IT-Tools · Learning · 
Design Science Research · CollaborGeneous 

1 Introduction 

Increased throughput of immigrants and newcomers has grown in Europe and Sweden 
[1]. From the perspective of UN (United Nations), the dimension of citizenship and 
human kinship is seen as a means for discussions about integration in the Swedish 
society. More specifically, the discussions emphasize how municipalities shall operate 
in order to learn immigrants and newcomers about the Swedish laws, culture, demo-
cratic values, education and more [2]. Therefore, a research team from University 
West, together with the municipality of Gothenburg, was in 2013 appointed by the 
Swedish government to digitalize a Civic Orientation program for immigrants and 
newcomers.  

One purpose with digitalizing the program was to introduce, design and develop 
collaborative IT-tools for clerks and teachers to support their local activities at the 
municipality (production and maintenance of learning material) [3]. Another purpose 
was to develop and distribute online learning material for the participants (immigrants 
and newcomers) in the civic orientation program [4]. Together, these two purposes 
formed needs and requirements for a framework of collaborative IT-tools for hetero-
geneous groups of learners in Civic Orientation. In this paper, we will present our 
designed, developed and implemented prototype called CollaborGeneous. We call the 
prototype CollaborGeneous because it is intended to serve and support three different 
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groups of learners with functionality for collaboration and distribution of learning 
material in Civic Orientation. More specifically, the learners are specified as learners, 
both in the context of Civic Orientation, but also in the context of the prototype and 
it’s features. Therefore, we define the learners as heterogeneous groups of learners, 
meaning that they are all learners but for heterogeneous purposes.  

The remainder of the paper is organized as follows: Section 2 describes the design 
of the IT-artifact in terms of heterogeneous groups of learners, system layers, and the 
technical architecture. Sections 3 report on the significance of the IT-artifact to re-
searchers and practitioners respectively. Section 4 summarizes the evaluation-process.  

2 Design of the Artifact 

2.1 Heterogeneous Groups of Learners  

The core requirement of CollaborGeneous is to provide heterogeneous groups of 
learners, with supportive IT-tools for collaboration in terms of producing, maintaining 
and distributing learning material in Civic Orientation. The heterogeneous groups of 
learners are as follows: 
 

• Clerks: are responsible for production and quality assurance of learning ma-
terial. Clerks use CollaborGeneous to produce, maintain, and distribute the 
learning material. They have different roles in the system according to their 
IT-skills. Some of the clerks are explicitly responsible for distributing learn-
ing material, while others are responsible for updating and maintaining learn-
ing material, but also updating system-functionality, which distributes the 
learning material. Clerks have formally the highest level of authority in Col-
laborGeneous 

• Tutors: are responsible for planning and conducting civic orientation activi-
ties in various modes of delivery (e.g. distance education, blended learning, 
classroom environment). Tutors use CollaborGeneous in connection with 
their teachings. They are responsible for their so-called course-sites (see next 
sub-section) and the additional learning material, which they distribute for 
their group of participants (immigrants and newcomers).  

• Participants: are immigrants and newcomers attending the Civic Orienta-
tion program. They register themselves according to their native language 
(e.g. Arabic, Russian, Somali) and are thereafter obligated to participate in 
60 hours of teachings, in order to receive their diploma. No exams are held 
during the civic orientation program. Therefore, the participants only need to 
be present during the teachings, which can be held both on distance and in 
the classroom. The participants use CollaborGeneous to interact with the dis-
tributed learning material. 

2.2 System Layers 

CollaborGeneous comprises the following system layers with their respective system 
features: 
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1. Open Layer: the open layer is an open entry-point for the public, which 
means that it is accessible regardless of login-credentials. This layer com-
prises system features for presenting general information about the civic 
orientation program, news in terms of RSS-feeds, Google translate for trans-
lating the information on the page, and links to the specific course-sites. 
Clerks are responsible for maintaining and updating the open layer. 

2. Presentation Layer: the presentation layer is used in connection with the 
course-sites. The course-sites are maintained in terms of design, layout and 
content (learning material). Clerks instantiate course-sites from a general 
template with a standardized design and layout. Tutors use the course-sites in 
their teaching. Each tutor is together with a clerk, owner of a course-site, but 
a participant can interact with the presentation layer through the course-sites. 
Features for this layer support the interaction between tutors, participants and 
the distributed learning material. 

3. Content Layer: the content layer is maintained by clerks and comprises the 
produced and distributed learning material, which is generally divided into 
different  modules (e.g. course material, advanced learning features, course 
book) with relevant themes of content in civic orientation. However, tutors 
have also the authority to modify the content of their own course-sites, 
meaning that each tutor is justified to add learning material in addition to the 
pre-defined learning material. 

4. Production Layer: a handful of selected clerks use services from Google 
Drive to collaborate with each other and produce, maintain and distribute  
the learning material. For example, when the course material is updated in 
the production layer, the update gets instantly established and published in 
the content layer. 

 

Fig. 1. Schematic of System Layers for CollaborGeneous  
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2.3 Technical Architecture  

Technically, CollaborGeneous is based on two different platforms: 
 

1. WordPress Multisite: WordPress is generally used as web-software to 
create a website or blog [5]. However, WordPress Multisite is used to create 
a network of multiple websites all running on a single installation of 
WordPress [6]. The open layer and the presentation layer are based on 
WordPress Multisite to distribute a network of course-sites. A handful of se-
lected clerks are appointed as administrators and super-admins, and they are 
responsible for maintaining the websites in terms of functionality, adding us-
ers, changing design and layout etc.   

2. Google Drive: CollaborGeneous uses the services provided by Google 
Drive for collaboration purposes regarding activities such as, producing, 
maintaining and distributing learning material. Clerks share a common 
Google-account and use services such as Google Presentation, Google Docs, 
and Google Sheets to distribute relevant learning material and present it 
through the presentation layer. Furthermore, a YouTube-channel has been 
created to distribute and embed relevant video-clips on the course-sites for 
the participants. Activities in Google Drive are a part of the production layer, 
and are only relevant for the clerks as groups of learners. They learn how to 
use the tools provided by Google and collaborate online with each other, 
through workshops together with the research team from University West.  

 

Fig. 2. Technical Architecture for CollaborGeneous 
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3 Significance for Practice and Research 

Our work is significant for both practice and research in terms of Design Science 
Research [7][8] and civic orientation. We have designed and introduced a framework 
of IT-tools for a heterogeneous group of learners in civic orientation. The significance 
of this is important in terms of learning new technologies and using it for different 
modes of distributed learning material. The knowledge provided through such an 
innovation is relevant for both practitioners and researchers in the field of Information 
Systems, but also relevant and useful for the purpose of distributing the Civic Orienta-
tion program in Sweden.   

4 Evaluation of the Artifact 

We have done observational forms of evaluation [7] by simply observing how clerks 
and tutors use CollaborGeneous. Our observations have resulted into feedback and 
ideas for our forthcoming evaluation processes. Initially, we will use a web-
questionnaire to evaluate how clerks and tutors experience CollaborGeneous in their 
daily work activities. More specifically, we will formulate a strategy for evaluation 
[9], which will test our tentative design principles formulated in a previous paper [3]. 
Doing so, we believe that we can re-evaluate our design principles and shape them 
according to the results gathered from the evaluation.  
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Abstract. InsightGame is a serious game developed as an innovative qualitative 
market research method. It can be used to gain valuable insights into purchase 
decision processes by letting probands play their information search. The arti-
fact uses the positive effects of games to gain better results than classical  
market research methods. It is composed as a board game combined with a 
smartphone application. 

Keywords: Serious Games · Market Research Game · Purchase Decision 
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1 Introduction 

Gaining relevant insights into the customer journey – i.e. the purchase decision 
process – is becoming more and more relevant. Many companies struggle with this 
task and are unable to cope with the increasing influence of digital touch points [1]. 
They need to understand which touch points are relevant to their customers and what 
information needs they have during their purchase decision [2]. 

The market research methods currently used have several weaknesses. For exam-
ple, probands often give socially desirable responses during interviews or focus 
groups [3], or the test persons are not able to properly remember their decision 
process retrospectively [4]. 

This paper shows a new approach to this topic – the use of a serious game (“In-
sightGame”) instead of classical market research methods. The research follows the 
design science requirements proposed by March and Storey [5]. 

A game can be described as a „problem-solving activity, approached with a playful 
attitude [6]”. Serious games are games that have another purpose than entertaining the 
players, like teaching them something [7], or in this case, to bring the players to re-
veal insights into their purchase decision process. Games can have several positive 
impacts on players, which are crucial for market research. Amongst others, playing 
games can have the following advantages: The players are more motivated and crea-
tive [8], they keep interest and concentration [9, 10], they immerse deeply into the 
topic and thus give more valid answers [11, 12], they can show their emotions and 
therefor be more authentic [7], [11]. 
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2 Design of the Artifact 

2.1 Requirements 

For the implementation of the market research game, the customer journey of buying 
a new car was chosen. In this case, buyers run through an extensive decision process, 
i.e. a comprehensive process with high involvement and relatively great risk [13]. 

The designed game needs to represent this customer journey and especially the  
information search in some degree. Additionally, the game has to be fun to play, in 
order to achieve the intended positive effects for gaining valuable insights. Also, it 
requires some possibility to collect data. 

2.2 Game Design 

InsightGame is composed of a board game and a smartphone application. It is played 
in a laboratory setting with three or four probands. 

While designing the game, game design guidelines from Schell as well as Salen 
and Zimmerman have been applied [6], [14]. For example, the four basic game design 
categories – story, mechanics, aesthetics and technology – have been adopted and 
refined to create a positive player experience and thus a fun game [6]. 

Fig. 1 shows the game board on which the players move their tokens. They start in 
the corners and move their cars on the roads, trying to approach the information fields 
(the round fields with an “I”) and ultimately the parking spaces in the middle of the 
board. 

 

 

Fig. 1. Board of the developed Serious Game 
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2.3 Smartphone Application 

In addition to the game board, an application has been implemented for Android 
smartphones to be used during the game. The app includes several features that are 
needed for the game, for example a dice and a deck of cards, as well as the collection 
data for the researcher. Fig. 2 shows six screenshots of the application.  
 

 

Fig. 2. Screenshots of the InsightGame application 

On the start screen (1) the player has to type in a nickname and make two important 
decisions. First, he or she has to choose their favored type of information source when 
buying a new car, i.e. three out of four given categories (Internet, personal conversa-
tions, direct experience and advertising) and bring them in a preferred order. Second, 
the player can swipe through a carousel of cars and chose one. Screen (2) shows the 
completed start screen. The data is sent via E-Mail to the researcher. It is also saved in 
the app and transferred to the main game screen (3). There, the player can roll  
the digital dice, click on the car to view its specific features or draw a card (left top 
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corner). Screen (4) shows an example of a drawn card. In the middle of (3) are three 
buttons displaying the information source categories the player chose at the begin-
ning. They determine in which order the player has to reach the different information 
fields on the board. When reaching the first one, the player can click on the first but-
ton and the dialog in (5) appears. Here, the player has to answer two questions con-
cerning his information needs. The first field requires the specific information source 
he or she would reach for while deciding what car to purchase. The second field asks 
for the detailed information or service the player is looking for within that source. 
This data is also sent via E-Mail to the researcher. Screen (6) shows the main screen 
with the first collected information, illustrated by the check mark in the background. 

In addition to writing the answers in the app, the players are supposed to read them 
out loud to the others players, who are encouraged to ask questions (or even argue 
against it) by certain game design elements. 

3 Significance to Research and Practice 

Significance to Research. Two different research fields benefit from the developed 
market research game – game thinking and market research. In the game thinking 
domain, the artifact provides a new application for serious games. Recently, games 
and gamification have become a major trend in many areas, for example in innovation 
management [15] or in e-learning [16]. Nevertheless, the use of a serious game as a 
qualitative market research method for purchase decision processes demonstrates a 
new field of application for games. 

For market research, the artifact offers an innovative qualitative method for gaining 
insights into purchase decision processes. Current market research methods have 
shown many deficits. Several researchers have expressed their opinion that we are in 
need for new approaches for the subject [3], [4], [17]. The InsightGame addresses this 
demand by using the positive impacts of games to minimize these deficits. 

 
Significance to Practice. InsightGame provides a new method for practitioners to 
gain valuable customer insights. It is useful for market research firms or institutions, 
which want to expand their portfolio, as well as companies, that want to be able to 
better understand their potential customers. The latter can use the findings to support 
their customers at the right touch points with relevant information and services. 

4 Evaluation of the Artifact and Further Research 

Evaluation. To evaluate the artifact, playtests have been designed based on Fullerton 
and Schell [6], [18]. In addition to the data collected through the app, the players have 
been taped during the whole session as well as questioned afterwards. 

In total, 37 so-called tissue testers have participated. The questionnaire after the 
playtests included mainly questions about the whole game and about the smartphone 
application. To name two examples, most players had fun playing the game and found 
the app to be supporting the game process. The tests also showed that in addition to 
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the revealed insights during the play sessions, most probands were keen to join in 
further discussions afterwards. 

 
Further Research. The next step will be to evaluate the game as a market research 
method. In order to do so, an experiment will be conducted. A classical and popular 
qualitative market research method – namely a form of the qualitative interview – and 
the InsightGame will be directly compared based on several criteria. 
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1 Introduction 

Today, businesses are utilizing social media as part of their strategy for communicat-
ing with and understanding the behaviors of their consumers. The widespread public 
use of social media is a relatively new phenomenon that presents an ongoing, ever-
changing challenge to companies and creates a unique set of risks as well as advan-
tages to decision-makers. At the same time expansion into the online social space 
offers tremendous potential strategic advantages including demographic targeting 
from a new, pervasive reflection of consumers and brand advocates. Social media 
thus takes on a new relevance in forging relationships of brand co-creation. The re-
search project, in its entirety, seeks to derive business value from social data by de-
signing and developing a series of dashboards for those who struggle to interpret and 
keep up with the social data created around a brand and marketing campaign.  

The following prototype demo demonstrates how the tool is theoretically informed 
(in a theory of social data), technically robust and sound (via visual analytics), metho-
dologically rigorous (following Action Design Research), and empirically evaluated 
(in real-world campaigns and trainee evaluations).  We first outline the foundation of 
tool development with focus on the main perspectives guiding the research. A presen-
tation of the actual tool development is subsequently put forward highlighting the 
main components of the tool.  

2 Tool Development  

The practical challenge for social media marketers has been the need for data to support 
decision-making in the creation and curation of real-time content and community man-
agement. Creating a discourse through planned communication and strategic use of 
language is a way of attempting to lead followers and affect organizational culture (Al-
vesson et al 2011). Motivating consumer engagement through content creation must be 
undertaken with more uncertainty since language is socially constructed and context 
specific, and hence will change more online from one person to the other, than it would 
in physical and organizational network contexts, (Kelly, 2008), (Li, 2011). The design 
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the amplitude of story commentary. The ultimate success of each piece of content is 
immediately visible, while clustering effects can shed light on patterns of content type, 
topic, and language. Finally, a glanceable calendar heatmap (not pictured) contrasts 
proportions between publishing actions and fan reactions. 

Social Text Insights Pillar II (Topic Discovery) - Detecting related “trending topics”: 
In order to be able to produce relevant, real-time content for the brands it supports, a 
company monitors trending topics and uncovers new topics from within its community. 
This information may also potentially informs campaigns, services or even the physical 
design of future products. The socially-constructed folksonomies of a brand offer an 
unbiased definition by the community. The Topic Discovery pillar includes a selection 
of tools that provide insights on the hashtags that people associate with and use with 
when talking about a specific brand or topic on Twitter. This dashboard was designed to 
intuitively act as a radar for common words that exist around several brands or topics of 
interest. The interactive radar graph leverages language from raw tweets in Twitter data-
sets to identify related topics that revolve around given keywords or brands. Topics 
have been implemented including a brand, keyword topics and a celebrity (actor) whose 
mentions are mined and archived to then allow this tool to identify related words with 
the greatest frequency. When several topics are selected simultaneously, the keywords 
on the radar are overlapping volumes of harmonized interest areas. Each color-coded 
language footprint can also be manipulated to filter out any irrelevant terms that may 
surface and drill-down to the most relevant representation for analysis. The design also 
includes several contextual graphs. For example, each topic repository are represented 
in a venn diagram revealing actual volumes and overlaps embedded in the conversation. 

Social Graph Insights Pillar III (Key Contributors) – Detecting relevant people: 
In order to create relevant content it is also necessary to gain an in-depth understand-
ing of the community. By isolating clusters, interventions can alter the course of a 
conversation as sentiments are disseminated through the network graph of the brand 
page. The People Pillar (Key Contributors) includes a selection of tools that show 
individual users who are talking about a chosen brand, campaign, or topic as well as 
how much they are talking. It currently leverages Twitter activity to find influential 
and interesting people around brands and topics. The contributor treemap graph 
shows the users who tweet the most within a given campaign keyword dataset. By 
further drilling into the graph, the user navigates the combination of chatter volume 
and followership. Size and shading allow quick identification of the most important 
people based on their degree of involvement and following. Additional graphs show 
the share of voice of top contributors as well as volumes of hashtag usage.  

Monitoring Dashboards 
A second set of dashboards provide monitoring functionality to serve real-time needs 
of a campaign newsroom that must constantly monitor exposure on social channels.  

The ‘Cockpit’ – Dashboard I: The campaign cockpit design currently enables the 
manager or business leader to take the temperature of the current brand situation on 
four channels in the same dashboard (Facebook, Twitter, YouTube and Instagram) to 
monitor performance on a high level. Social media channels are color-coded within 
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the gauges to contrast standard performance metrics within three combinable, cross-
channel dimensions: Reach, Engagement and Buzz.  

The Social PR Newsdesk – Dashboard II: Two subsequent interfaces for the social 
newsroom have been added in response to feedback from the first campaign, as well 
as design needs to monitor the launch of new products. The first was a simple news-
desk of mentions on news sites outside of social media. A repository was built using 
pre-directed RSS feeds from Google Alerts. This piping offers automatic population 
of relevant news stories to practitioners who then manually use the newsdesk to mark-
up the article with context, such as levels of sentiment and number of social shares, 
and flag content for taking action by community managers. The supplemental impact 
from the periphery of social channels is thus included. 

The Campaign Overview – Dashboard III: In further listening to these end-users, a 
final Social Newsroom interface was established that combines a three-part overview 
of campaign exposure. A primary map display of graduated symbols reflect a global 
volume of campaign mentions that are currently emanating around the world. This 
can be toggled from user-selected historical windows to “live mode”. A time series 
graph plots total volume of posts (mentions) and a second line for potential reach of 
posts on a dual axis. Finally a timeline of alerts for posts from influential people (with 
high follower levels) or key influencers such as journalists and bloggers from press 
materials and PR outreach. The combined effect provides a contextual interface where 
a user in a control room setting can notice a spike in volume, refer to the map for its 
origination, and also see that any major actors (celebrities, etc) in the alert feed who 
mentioned campaign or brand topics. Several orders of this scenario will be tested in a 
controlled environment. The alert feed also includes an audio cue to grabs the user’s 
attention (who is often multitasking across screens and reports) to take immediate 
notice of important involvement and take direct action. 

3 Discussion and Concluding Remarks 

Current state-of-the-art social media tools provide data collection, aggregation and 
analysis into KPIs.  However when represented in dashboards for business intelli-
gence, they lack visualizations that can facilitate meaning making opportunities and 
action taking possibilities. The visualization of social media data and subsequent 
monthly reporting therefore suffer from a lack of standards and design principles. 
Current tools either require a data science team of complementary competencies or 
supplementary tools to design, develop, evaluate and use the actionable data  
from social channels.  This tool prototype summary illustrates that the design of the 
Social Newsroom Dashboard is not simply product development, but an IT artifact 
that seeks to be theoretically informed, methodologically built and empirically tested 
towards facilitating social business intelligence competencies. Several trial licenses to 
real-world companies have been granted during development and will lead to further 
empirical testing within a real world context; that is to say by the actions of real-world 
users generating real-world usage data. This is soon to be verified in lab study simula-
tions and validated by further real-world practitioner cases. 
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Abstract. The application of innovative technologies for advancing
mobile workforce management often represents a considerable financial
barrier, especially for small and medium enterprises. In this paper, we
propose an on-demand and multi-tenancy cloud-based workforce manage-
ment system utilizing state-of-the-art mobile and non-mobile technologies
and vehicle routing methodologies. The prototype includes functionality
to manage customer data, track and communicate with mobile workers,
and to efficiently plan routes by solving vehicle routing problems with
different metaheuristics in a highly scalable cloud environment using the
Google App Engine. The cloud-based solution can be flexibly used “as a
service” by different organizations and thus enables smaller enterprises to
utilize innovative technologies for low variable expenses in order to im-
prove their competitiveness. To the best of our knowledge, the proposed
prototype is the first integrative approach to support the management of
mobile workforces in the cloud. The generic architecture builds a founda-
tion for implementing cloud-based real-time decision support and commu-
nication in other appropriate application areas.

Keywords: Mobile workforce management · Cloud computing · Google
App Engine · Cloud-based decision analytics · Vehicle routing problem

1 Introduction

The ubiquity of cloud and mobile technologies fosters innovative applications
to better support the planning and execution of activities being carried out
by mobile workforces [9, 11]. Mobile workers, who work outside the business
premises as part of a mobile workforce, are increasingly dependent on accurate
and current information to efficiently complete their tasks at several customer
locations. Therefore, it becomes more important for enterprises to share data
between local information systems and their mobile workers as well as to ap-
ply means of decision analytics (for an extensive overview on the application
of decision analytics in cloud computing see, e.g., [4]). Thereby, planning data
that optimizes the allocation of mobile workers to customers, using optimization
techniques, can be used as a basis to reduce operational costs, improve service
quality, and become more eco-friendly. Many organizations with mobile work-
ers are seeking to adopt information and communication technologies (ICT) to
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efficiently manage their mobile workers, meet new demands and encounter the
increasing cost-pressure [9]. However, the related investments and operational
costs of such systems often represent a considerable barrier for many organiza-
tions, in particular for small and medium enterprises (SMEs) or in developing
countries. The concept of cloud computing may facilitate a more flexible and eco-
nomic alternative for those organizations. Cloud computing, widely recognized
as a paradigm shift in the way ICT services are invented, developed, deployed,
scaled, updated, maintained and paid for [10], offers computing resources that
complement mobile technologies by means of elastic storage and processing ca-
pabilities. Furthermore, cloud computing uniquely addresses specific business
demands, in particular inquired by SMEs, by promoting specific characteris-
tics, such as no upfront investments and flexible pricing schemes, elasticity and
scalability as well as ubiquitous and interoperable access [5, 10].

In this paper, we present a prototype of JobRoute, which is an integrative
solution to utilize cloud characteristics for providing an affordable on-demand
mobile workforce management system for SMEs. The prototype represents an
artifact in the sense of design science research [7, 8] contributing a framework
for applying decision analytics based on mobile and cloud-based technologies as
well as a valuable solution to be applied in other application environments. A
demo of the web and mobile application can be tested on http://job-route.com.

2 Design of the Artifact

The proposed artifact primarily supports mobile workforce management. The
multi-tenancy cloud solution provides several on-demand cloud services, a mo-
bile application for mobile workers, and a web application for dispatchers to ef-
ficiently plan and organize jobs being carried out by mobile workers. To increase
the customer satisfaction and simultaneously reduce time and costs needed to
complete jobs, mobile workers are supported with real-time data based on a
central cloud platform. The computation of routes, for solving the underlying
vehicle routing problem (VRP), is executed in a highly scalable cloud environ-
ment and is available “as a service” for multiple SMEs. In the following, we
present a generic system architecture as well as main features of the proposed
artifact.

The system architecture describes the integration of web applications and mo-
bile applications. Generally, the system architecture facilitates the outsourcing of
data- and computationally intensive system components into the cloud and sup-
ports dynamic scaling mechanisms to adjust computational resources based on
computational requirements (a respective provisioning and deployment process
for elastic cloud services is described in [6]). It consists of three main environ-
ments, briefly explained in the following.

Cloud Environment. To integrate the web and mobile environment, three
main service types are deployed in the cloud environment. Interface services en-
sure that communication hubs are available for the interaction with web and

http://job-route.com
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mobile environments as well as for external environments. Logical services man-
age the interaction between both sides, interact with external environments or
services, and provide algorithms to solve optimization problems. Persistence ser-
vices interact with the remaining services in order to persistently store the ex-
changed data in a database. The implemented services are executed in isolated
containers providing a runtime environment so that multiple organizations can
use the services in parallel. Service container are dynamically deployed to sev-
eral virtual server instances in order to balance the load and to process multiple
service requests in parallel.

Web Environment. The web environment consists of a rich web application
providing functionality that is hosted in a scalable cloud environment. Core com-
ponents of the web application are the job entry and route planning functionality.
After job data (e.g., job type, priority, and expected duration) is recorded, it can
be used to determine routes for available mobile workers. The underlying plan-
ning problem in its basic form may be modeled as a VRP [3]. In that respect we
have applied a simple two-phase heuristic to solve the VRP with different heuris-
tics in a cloud environment. For the first stage, we have implemented a nearest
neighbor heuristic and a cheapest insertion heuristic. In the second stage a meta-
heuristic is applied in order to enhance the search strategy and thus explore the
search space more elaborately. The cloud-based mobile workforce management
system currently implements simulated annealing (SA) and a genetic algorithm
(GA), which consider the maximum capacities of each mobile worker. After the
jobs are planned, resulting in an optimal or near-optimal route for each vehicle
(as shown in Fig. 1 based on the results of SA), route instructions are automat-
ically sent to mobile workers. Moreover, the web application allows to track the
position of mobile workers and to communicate with them in real-time.

Fig. 1. Vehicle routing results (Google Maps API)

Mobile Environment. The mobile environment encloses the totality of all
mobile applications being executed on mobile devices providing functionality to
support mobile workers of different organizations by interacting with the cloud
services. This includes functionality to receive job routes and descriptions, to
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write and receive messages, and to report the fulfillment of jobs. To enable real-
time communication, data is frequently synchronized between the cloud and the
mobile environment.

3 Significance to Practice and Research

To demonstrate the advantages of a cloud-based workforce management system
for SMEs, we have implemented a prototype system supporting mobile work-
forces according to an exemplary business process. The process includes order
processing, route planning (i.e., vehicle routing), job execution, and job comple-
tion. Consequently, the artifact contains key components to support important
organizational problems in the area of workforce management systems and ex-
tends common capabilities by enabling a real-time communication and decision
support based on a highly elastic and scalable cloud platform, mobile technolo-
gies, and a web-based backend application. Due to economies of scale, the pro-
posed artifact represents an affordable solution, in particular for SMEs that are
not able to invest in on-premise solutions and required computational resources.
It implies no upfront investments, flexible use options and pricing schemes as
well as a highly scalable computing infrastructure for enabling real-time decision
support. As such, the artifact represents a starting point for developing a new
generation of workforce management systems. Further, the generic architecture
of the artifact can be used for other application areas. In the domain of maritime
shipping and especially in port areas, for instance, the generic artifact can be
applied to enhance the planning and communication between the port author-
ity and drayage companies in order to reduce congestion and vehicle emissions
based on real-time data and an integration of port-related information systems
like traffic control systems.

This paper may be seen as complementing work of applying algorithms within
cloud environments with the aim of providing decision support for SME rather
than advancing methodology. It provides a generic framework to outsource data-
and computationally intensive tasks into the cloud and thus builds the basis for
further research to evaluate the application of algorithms in a highly scalable
cloud environment for different use cases. This work shows that a cloud-based
system architecture, like the one we propose, is a vital basis for the integration
of rich web and mobile applications, offering multiple potentials which have not
been fully exploited yet. To the best of our knowledge, the proposed cloud-
based mobile workforce management system is the first integrative approach to
support the management of mobile workforces in the cloud. Moreover, it is the
first approach to solve the VRP based on a configurable two-phase heuristic
solution in a cloud environment. As indicated, this work shall be considered as a
starting point for further research in the area of mobile workforce management
and, in particular, to further explore the impact of a cloud-based solution on the
performance of algorithms.
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4 Evaluation

As envisaged in the design science research paradigm, the evaluation of our arti-
fact is divided into qualitative and quantitative approaches. A field experiment
examines the application of the proposed artifact for a mobile nursing service.
The experiment investigates, for instance, the usability of both the web and mo-
bile application based on questionnaires. The quantitative evaluation of the arti-
fact includes an assessment of costs by estimating the total cost of ownership for
different scenarios. For this, we intend to simulate the proposed cloud architec-
ture and different processing workloads by using CloudSim [1]. Further, we plan
to extend the cloud-based planning functionality by applying advanced meth-
ods from operations research. Moreover, the problem settings that are addressed
should be extended towards technician routing with load balancing constraints
as well as issues related to workgroups diversity maximization [2].
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Abstract. Collaboration is fundamental for cities and regions to meet the  
combined economic, environmental and social challenges of the 21st century.  
A broad array of stakeholders including citizens, non-profit organizations, pri-
vate businesses, foundations, academic institutions and local governments, will 
need to make decisions together in order to realize a sustainable future for their 
communities. Our artifact was developed for the Western New York communi-
ty as part of One Region Forward’s planning process, developing a single portal 
for all stakeholders involved to continue collaborating on the plan.  We devel-
oped an application that will serve as a forum to allow citizens that are passio-
nate about sustainability to express their ideas to other citizens and plan stake-
holders to build capacity and turn their ideas into action. The artifact acts as a 
multi-sided platform that promotes crowdsourcing for a variety of agents to 
come together and participate on sustainability related projects. 

Keywords: Sustainability · Smart City · Green IS · Activity Theory · Design 
Science · Community Engagement · Climate Change · Environment · Urban 
Planning 

1 Introduction 

Smart City is a term that is gaining popularity. Smart Cities are cities that use Informa-
tion Technology to improve the effectiveness and efficiency of their services.  This is 
especially important as cities are increasingly being asked to become more sustainable, 
as well as provide better services to their citizens with strained resources.   By using 
digital technologies and green information systems, cities can move towards becoming 
Smarter and more Sustainable. Our artifact was developed in anticipation of the con-
clusion of One Region Forward (1RF), a broad-based, collaborative effort to promote 
more sustainable forms of development in the Buffalo Niagara Region – in Land Use, 
Transportation, Housing, Food Systems, and Climate Change and Energy.  
 Our artifact takes form as a single portal that can be used by all community stake-
holders; citizens, non-profit organizations, private businesses, foundations, academic 
institutions and local governments, to collaborate on community related projects that 
will help create more sustainable and smarter cities.  
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2 Design of the Artifact 

The operating goal of a Multi Sided Platform is to maximize the positive externality 
effects [6] between the various groups of users that the MSP brings together. By pro-
viding this “matching” service, the search costs are reduced for the sides involved in 
each transaction [6] The Smart City platform also identifies citizen education as well 
as some social objectives.  

Even though the Smart City platform’s objective is not to maximize profit [5], 
some consideration must still be made on the impact of each service provided on 
social welfare. Pricing considerations [3] can still be made, and concepts like price 
discrimination can still be applied [9] and, charging or subsidizing different sides 
involved might even be dependent on the characteristics of the region. The Smart 
City artifact is designed as a multi-sided platform that allows different stakeholders 
to play different roles with the system such as project initiators, skill providers, sub-
ject matter experts, city government administrators, etc. The design of the artifact 
includes a workflow for each stakeholder by type and role based access control. The 
system architecture include a core data store in the cloud, middleware and frontend 
on multiple platforms. 

 

Fig. 1. System Architecture Fig. 2. UML Process Flow 

3 Significance to Research 

The increase in concerns on sustainability and optimizing available resources [10] has 
shone a light on the lack of green IS solutions.  The IS research community has the 
responsibility [2] of informing IS professionals of the most efficient and effective 
tools to promote the goals of sustainability. The artifact addresses the need for solu-
tions that will turn ideas into action, provides a theoretical framework for building 
and evaluating green artifacts, and informs communities of the resources available to 
them. This artifact fills a need in Western New York of bringing together those inter-
ested in community development with different skills to different projects that benefit 
the society.  

Using Hevner et al [7] guidelines for Design Science Research we identify the fol-
lowing aspects that break the paradigms identified by this body of literature: 



398 J. Monteiro et al. 

 

• Design as an Artifact (G1): The artifact creates a collaboration instantiation that pro-
vides an MSP, through the use of both the front end application and the algorithm for 
the creation of new projects. A back end database will be updated in real time. 

• Problem Relevance (G2): There is a lack of a holistic approach to community col-
laborative efforts for projects in sustainability, which has become a main stream  
interest and model of future regional development. This artifact is not only imple-
mentable but also provides relevance [1] 

• Design Evaluation (G3) : The evaluation elements were identified by fitting the 
system into an Activity Theory framework, and relies on existing methods. 

• Research Contributions (G4): The proposed artifact provides a move from planning 
and discussion into a plan of action through an Activity Theory framework for 
identifying the design elements, and following DSR guidelines [7] 

• Research Rigor (G5): The construction of this artifact relies not only on the im-
plementation of existing strategies and toolkits, but also on the adaptation of the 
existing Activity Theory as a way to identify design and evaluation elements.  

• Design as a search process (G6): The system design allows each project to have a 
unique bio-system without compromising the set strategies for each focus area. All 
of the elements in the design process are clearly identified by the framework. 

• Communication (G7): The artifact will be presented to the Design Science commu-
nity through conference proceedings and academic journals, and to the 1RF com-
munities through the evaluation process and in the form of a working prototype. 

We are using Activity Theory [4] to 
describe the Smart City “ecosystem”, 
where the emphasis is put on commu-
nity collaboration to achieve common 
outcomes, which might otherwise not 
be achievable as effectively with only 
individual efforts. We used the Activ-
ity Theory to inform both the Design 
and the Evaluation elements de-
scribed below. 
 
SUBJECT: System User 
- Design Elements: The system users are identified as Citizens, Organizations, or Go-
vernmental agencies 
- Evaluation Elements: User identifying elements ex. Name, email, address, etc. 
OBJECT: Focus Areas 
- Design Elements: Smart City is comprised of 5 focus areas: Land Use, Transporta-
tion, Housing, Food Systems, and Climate Change.  Each area has different strategies 
for realizing the desired outcomes.  
- Evaluation Elements: The strategies for each area that need to be tracked 
COMMUNITY: Project Participants and Stakeholders 
- Design Elements: Each participant brings different interests and skills to a project 
- Evaluation Elements: Stakeholder profiles (skills, interests, experience) 

Fig. 3. Activity System 
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INSTRUMENT: Resources 
- Design Elements: Providing stakeholders with Toolkits, Case Studies, Best Practic-
es, Guidelines and Examples 
- Evaluation Elements: White papers, instruction manuals and guidelines 
RULES: Plan Goals and Objectives 
- Design Elements: Standards and strategies created by the steering committee, create 
a scope and boundary for each project that is initiated. 
- Evaluation Elements; Documents derived from the regional plan 
DIVISION OF LABOR: Standard responsibilities in each project 
- Design Elements: The nature (Focus area + Strategy + Toolkit + guidelines) of each 
project. For example: can follow a standard project charter structure, or have a more 
fluid organization. 
- Evaluation Elements: Tasks, categories, descriptions 
The system outcome can be generally described as the completion of a community 
project in one of the 5 focus areas outlined by the Smart City application. 

4 Significance to Practice 

The Smart City application will serve as a forum to allow citizens that are passionate 
about sustainability, to express their ideas to other citizens and plan stakeholders to 
build capacity and turn their ideas into action, and move the regions into a future of 
Smart Cities through the use of Green IS. The system will act as a multi-sided plat-
form that will bring together a multitude of agents who have a common sustainability 
oriented goal. The focus of Smart City is to have a positive impact on social welfare, 
enabling any member the community to start improving it, thus increasing the effi-
ciency and capacity of One Region Forward.  

The system can grow to include other focus areas, different strategies for each one 
of those areas and change to fit needs of the community as it evolves in its quest for 
sustainability. The system can also be customized taking into consideration the eco-
nomic, social, geographical characteristics of a region to promote the same objectives 
in a different community and strategies to implement the artifact 

5 Evaluation of the Artifact 

The evaluation elements are derived from Activity Theory [4]. The elements identi-
fied for evaluation are listed in Section 3 (see above). The evaluation process includes 
both naturalistic and artificial methodologies. The artifact has also been validated 
during its creation (ex-ante evaluation) through literature referencing, expert evalua-
tion, and potential system users. The evaluation of the completed prototype (ex-post 
evaluation) includes further technical experiments and illustrative scenarios (most 
appropriate for instantiations [8]). Due to the nature of the artifact, action research and 
case studies are part of the evaluation process of future developments of the artifact 
and the system as a whole [11].  
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Abstract. Corporate budgeting, planning and risk management are crucial func-
tions in today’s organizations. Yet, these important functions are often sepa-
rated in different departments although both rely on similar information. This 
paper suggests connecting the underlying data structures by means of a soft-
ware prototype. The suggested solution is based on a planning and budgeting 
solution running in a major European automotive company. The current Busi-
ness Intelligence system is extended by hierarchical risk and value driver model 
that follows the organization’s structure. It utilizes a risk-adjusted corridor 
planning approach based on Monte Carlo simulations. Instead of common point 
estimates the approach uses ranges that consciously represent uncertainty. As a 
result budgeting and forecasting are informed by additional knowledge. Hence, 
behavioral risk that is immanent in any planning activity can be managed. 

Keywords: Corridor Planning · Risk Management · Business Intelligence · 
In-Memory · Prototype · Monte Carlo Simulation 

1 The Missing Link Between Planning and Risk Management  

“It's hard to make predictions, especially about the future” is a famous allegation by 
physician Niels Bohr. Yet, when it comes to corporate planning and budgeting, organ-
izations seem to do just that as the planning is mostly executed by doing point esti-
mates. Those estimates represent rather personal targets than a sound approximation. 
Let’s say it is agreed to reach a % increase in turnover to Y million by the end of the 
year or to reach an overall headcount of Z employees which means Z/A in department 
A. This common practice can lead to high risks, i.e. uncertainties with unmanaged 
consequences and systematically include behavioral risk of the individuals that are 
responsible for the estimates [1]. 

Of course, the planning process is initially designed to minimize the risk of decision 
making through limiting uncertainties and include risk. Yet, such planning procedures 
can be found in most organizations, regardless of the industry or the size. It contains 
strategic planning for a multi-year horizon as well as tactical or operational planning,  
is conducted top-down or bottom-up and may vary from department to department. 
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Information systems (IS) such as business intelligence (BI) are designed to support 
planning [2]. BI can be defined as “a broad category of applications, technologies, and 
processes for gathering, storing, accessing, and analyzing data to help business users 
make better decisions” [3]. Hence, BI is an umbrella term for systems and processes 
that turn raw data into useful information [4, 5]. The underlying technical concept of 
BI is usually a data warehouse (DWH). It systematically transfers data from source 
systems and reflects the organizations’ single point of truth [6, 7]. Although BI and 
DWH are an appropriate basis for planning, organizations insufficiently use them for 
this purposes [2] and it is questionable whether this would be enough to support the 
process for assessing risks. 

To identify risks and make appropriate decisions many organizations have imple-
mented dedicated risk management departments. During risk assessments internal and 
external risks and their potential impact are analyzed. It seems obvious that risk man-
agement and planning need to be connected. But, risk management is usually ex-
ecuted in departments different from planning. This may result in strategic decisions 
without considering identified risks. In a nutshell: Organizations often base their 
planning processes on neoclassical economic positions, i.e. an in theory rationally 
acting Homo Economicus. But in reality individuals act differently. Especially, as 
cognitive or social effects as well as emotional factors influence economic decisions 
(e.g. the targets in their daily business) and “most human decision-making uses 
thought processes that are intuitive and automatic rather than deliberative and con-
trolled” [8]. This phenomenon is commonly described as behavioral economics [9]. 
We believe that the understanding of behavioral economics and “behavioral biases” 
[8] gains many insights for individuals and organizations to improve planning and 
risk management. Currently, BI does not support these processes in a sufficient, inte-
grated way. We address this shortcoming by the following design assumptions: 

• DA1: Facilitate planning and risk assessment by providing the same information to 
both processes, i.e. share each other’s information base.  

• DA2: Functionally integrate planning and risk management in a way that behavior-
al effects are addressed. 

2 Use Case from a Global Player in the Automotive Industry 

Our use case describes a European, globally operating automotive company with 
more than 100,000 employees. It is composed of several subsidiaries that develop and 
construct cars and utility vehicles in locations on every continent. Moreover, it offers 
financial and leasing services. During the recent market turbulences the company 
realized that their actual performance as well as strategic and operational planning 
showed room for significant improvement. Volatile financial markets had unforeseen 
impacts on the company’s financial service offerings. Additionally, technical innova-
tions of competitors gained market shares in the upper and luxury class, particularly 
in developing markets. This was even increased by volatile commodity prices. Al-
though some risks were identified by the firm’s risk managers, they have not been 
incorporated in planning decisions. Instead, only scenarios (best/worst/expected) 
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based on the opinion of planning experts were taken into account. The planning 
process itself is executed with the help of the organization’s DWH-based BI system. 
Risks are assessed by separate actuarial software which is flanked by several statistic-
al software and spreadsheets. Summarizing, the company lacks an integrated risk and 
planning process e.g. by the organization’s BI. Moreover, it uses single point esti-
mates that may be influenced by emotions, cognitive or social effects; particularly in 
the times of recent crisis. 

3 Instantiation of the Artifact 

The presented solution addresses this integrational challenge. It combines the domains 
of risk management and planning. All calculations are based on Monte Carlo simula-
tions (MCS) with a configurable number of simulations and ranges instead of point 
estimates. A MCS generates a large number of scenarios to obtain the distribution for 
a probabilistic problem for which a deterministic solution is infeasible [10]. Using 
ranges to represent uncertainty is much more realistic than giving point estimates for 
plan or risk management key figures [10]. For each value driver of the organization 
that is in scope of the planning process ranges are collected and a suitable distribution 
is assigned to best estimate the ranges. The identified risks, e.g. growing competition 
in new markets or volatile currency exchange rates, are then mapped to the value 
driver model. Finally, risks and value drivers are aggregated by using MCS. The pro-
totype includes historical information from the company’s DWH, e.g. key figures of 
the last three years. To further minimize behavioral risk, the past risks are quantified 
by actual occurrence. Fig. 1 depicts the concept of this approach. 
 

 

Fig. 1. Conceptual structure and technical architecture of the prototype 

 Fig. 1 also shows how the conceptual design is mapped to the technical architecture of 
the prototype. The implementation1 is based on an in-memory (IM) appliance. This 
combination of hard- and software provides out-of-the-box functionalities for analytical 
and statistical calculations that have been adopted and extended in the prototype.  

                                                           
1  The artifact was implemented with SAP (BW on) HANA 7.4 using SAP BO Analysis (Edi-

tion for MS Office) 1.4 and Xcelsius 2008 as frontend tools. The MCS was executed by R 
scripts in SAP HANA. Data transfer and consolidation were done within SAP with ABAP. 
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We evaluated our solution innovated through ADR with experts from the automo-
tive industry as well process experts from the areas of planning, risk management and 
simulation (MCS). In their opinion the usage of value drivers and hierarchical aggre-
gation increases transparency and reliability. It thus improves the planning process 
and the quality of decisions as the focus is channeled to the most important value 
drivers. For further evaluation we plan to analyze if and to what extend key figures 
such as planning accuracy improved quantitatively. Yet, for a broader evaluation of 
business impact the concept should be observed in different organizational settings. 
As other industries, e.g. banking or reinsurance, have different requirements to and 
approaches to planning and risk management, we intend to broaden the scope of eval-
uation in the future. Another limitation is that the current solution depends on quanti-
fiable risks with manageable complexity as a prerequisite. It uses corridor planning as 
methodology and can therefore hardly cope with, for instance, regulatory risks and 
compliance which are hard to quantify. We aim to address these challenges in our 
prospective research agenda.  
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Abstract. Process Guidance aims at increasing the process model understand-
ing and effective and efficient process execution. In this paper we present the 
context, design, implementation, and ongoing evaluation of a Process Guidance 
System instantiation in an organizational setting. The system is used to support 
the IT Service Management processes within the case company. It is used pro-
ductively in the case company of this research and this article describes how the 
system’s features are designed for the evaluation.  

Keywords: Process guidance · Longitudinal study · Organizational evaluation 

1 Introduction 

In order to handle the offered Information Technology (IT) services, many organiza-
tions refer to the ITIL framework [1] to define their IT Service Management (ITSM) 
strategy. With respect to the organization’s ITSM strategy, organizations define 
processes to specify the handling of services and requests. In addition, they imple-
ment IT tools, e. g. ticket systems, to support their users in executing these processes. 
In order to achieve a high service quality and to ensure the proper operation of the 
provided IT services, the users are required to comply the defined processes and use 
the ticket systems as intended. But still, users have difficulties in using such systems 
and being compliant to organizational defined processes in many contexts. With re-
spect to the ticket processing context there exist various challenges addressing the 
usage of such systems and the compliant execution of the underlying processes. Users 
may not know the defined ticket processes, how to execute a certain step of the ticket 
processes, or how to use the ticket systems. In order to address these challenges, the 
users require support in the execution of the processes in the ticket systems as well  
as the learning of the underlying ticket processes. Process Guidance Systems  
(PGS) address these challenges [2]. Building on the decisional guidance [3],  
explanations [4], and decision aids [5] research, PGS support the user in the under-
standing of the process models and the execution of processes by providing informa-
tion about the process. While we reported the conceptualization of PGS in another 
paper [2], in this paper we shortly present the design, implementation, and ongoing 
evaluation of a PGS instantiation in an organizational setting. This research is part  
of our ongoing Design Science Research (DSR) project following the guidelines by 
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Kuechler & Vaishnavi [6]. For the entire project, we collaborate with our industry 
partner which also serves as a case company. The company is a global supplier, de-
velopment, and service partner for customers in many various sectors such as automo-
tive, civil aviation, and mechanical engineering. In 2013, it employed 13.301 em-
ployees and had sales of more than 1.7 billion €€ . Overall, the DSR project consists of 
three design cycles. The first cycle served for the conceptualization of PGS, the deri-
vation of three theory-grounded Design Principles (DPs), and the qualitative evolution 
of the DPs in our case company [2]. In the second cycle, we adapted the DPs to the 
results of the first cycle’s evaluation and conducted an experiment to evaluate the 
DPs. The findings are currently under review in another outlet. In the third cycle, we 
implemented a PGS prototype to support the handling of IT ticket processes in our 
case company. In the following sections, we describe the use case, the design of the 
PGS, and the ongoing evaluation of the prototype.  

2 ITSM ProcessGuide in an Organizational Setting 

2.1 Ticket Processing Context 

Following the suggestions by the ITIL framework [1], the case company’s IT Gover-
nance team defined four types of tickets for the business and the IT users: Service 
Request, Incident, Request for Change, and Non-Standard Demand. These ticket 
types are used to classify and handle requests from the business and IT departments 
regarding the offered IT services. A Service Request ticket, for example, is created 
when a user needs a new Windows account. If there are issues with an application, the 
employee has to create an Incident ticket. For all these ticket types there exist distinct, 
specified processes defining how these tickets have to be processed. The company 
uses an IT tool to support the handling of these processes. This tool implements the 
four main ticketing processes of the case company, and the employees are required to 
use the tool and to comply with the defined processes. Nevertheless, the IT Gover-
nance team reports that specifically the IT department users have difficulties in han-
dling these processes due to missing process knowledge and difficulties in using the 
tool. The business departments use the tool only for creating new requests, which is 
working as intended. Therefore, the focus is on the IT department users. In order to 
address these issues, the IT Governance team agreed to design and develop a PGS for 
the ticketing processes to support the IT departments.  

2.2 Prototype Design  

Based on our prior research, PGS should base on three theory-driven DPs [2]: 

• DP1: Provide user-requested, pre-defined, and suggestive process guidance based 
on the monitoring and the analysis of the user’s business process context  

• DP2: Visualize lean and precise process guidance based on process standards inte-
grated into the user’s work environment 

• DP3: Integrate detailed information about process standards and required process 
resources into the provided process guidance individually adapted to the user 
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For the implementation of the new PGS, we used the six Design Decisions (DDs) 
from the first PGS prototype [2] as a baseline, but modified them and added new DDs 
in order to develop the PGS for its intended purpose. In order to realize the PGS in the 
case company, we applied the following approach: First, we discussed the intended 
system and process context with the IT Governance team in two workshops. In the 
first workshop, we presented the existing DPs, DDs and the PGS prototype. Next, the 
IT Governance team explained the ticket processes and the used ticket tool. As a re-
sult, we agreed that the adapted PGS needs to be accessible from the rich client and 
the web client of the ticket tool. Therefore, we decided to develop a web-based PGS 
(DP2). The integration of the PGS into the ticket system is done by realizing a help 
button which opens the web-based PGS and passes all required process context in-
formation in the URL (DP1). As the ticket processes are very complex and broad, we 
decided to display only a subset of the whole process to the user. The PGS shows the 
current process status and the subsequent mandatory and optional process steps 
(DP2). In addition, a simplified overview of the overall process is visualized (DP2). 
For each process step, the PGS provides detailed information and – if required – im-
ages or links to documents or other applications (DP3). In the second workshop, we 
presented the developed PGS to the IT Governance team and discussed some minor 
changes in the layout and the backend of the PGS. Fig. 1 shows the developed PGS 
and highlights the main features with respect to the DPs: 

 

 

Fig. 1. PGS prototype 

2.3 ITSM ProcessGuide Use Cases 

The developed ITSM ProcessGuide serves for two main use cases. On the one hand, 
the provision of the process guidance as described and depicted in the previous section 
forms the primary use case of the system. On the other hand, the PGS instantiation also 
supports the long-term evaluation of our PGS by realizing two functionalities: First, 
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ITSM ProcessGuide gathers direct feedback from its users. In order to do so, the PGS 
is able to show a link to the feedback module (see Fig. 2). Within this module, the user 
is asked four questions addressing the usefulness of the provided information and the 
ITSM ProcessGuide related to the DPs.  

 

 

Fig. 2. ITSM ProcessGuide Feedback Feature 

Second, the system is logging usage data providing us information about the anony-
mized user, the current ticket, the application of the PGS, and the kind of requested 
information.  

2.4 Real-World Evaluation of the Prototype 

The ITSM ProcessGuide is evaluated in a longitudinal manner. In addition to the 
objectively measured data gathered by the system, we are collecting user feedback 
within three surveys (three months before go-live, directly after go-live, and three 
months after go-live). This will enable us to analyze the users’ feedback data based on 
self-reported perceptions in combination with objective usage data gathered by the 
system itself. We plan to combine all data sources in order to evaluate whether the 
ITSM ProcessGuide has an effect on users’ process execution and process model 
understanding of the four ticket processes. 
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3 Conclusion 

This paper reports the problem statement, the design and implementation of a PGS 
instantiation of our ongoing DSR project. Although the paper describes the artifact 
and its features only briefly, it nevertheless contributes to the DSR community. Hav-
ing our case company for the entire research project enables us to evaluate our DPs in 
an organizational setting in a real usage scenario. Following the call by Peffers et al. 
[7] for more DSR evaluation in an organizational setting, this paper and the overall 
project contributes to the DSR community by proposing theory-grounded and mul-
tiple times evaluated DPs for a design theory [8] for Process Guidance Systems. 
Moreover, the self-developed system enables us to measure real usage data rather than 
purely self-reported data based on users’ feedback in the surveys. This will enhance 
the validity of the upcoming evaluation results. In addition to the high relevance for 
the research community, the paper also has implications for practice. The ITSM Pro-
cessGuide is used productively by the case company to support their IT worker in the 
execution of the ITSM processes. Although the system is developed as an evaluation 
prototype, the company intends to improve the system continuously after the evalua-
tion. The DPs and DDs can be adapted by other companies to implement their own 
version of a PGS.  
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Abstract. Design efforts on innovative IS artifacts are increasingly tak-
ing place in agile, small, and specialized long-tail communities supported
by academic research. Long-tail communities need to reflect and develop
awareness for the success of community-specific IS (CIS) artifacts in their
particular practice context in an ongoing manner. In community-oriented
DSR, researchers participate as active community members contributing
CIS success awareness with the help of CIS success models resulting from
ongoing CIS evaluation. However, CIS success awareness is challenging
to achieve compared to organizational IS due to diversity, dynamicity, in-
formal structures and permeable boundaries. In this paper, we emphasize
the benefits of ongoing CIS success awareness with the help of custom-
tailored CIS success models in community-oriented DSR contexts. We
demonstrate our approach in a longitudinal case study of designing and
evaluating therapeutic tools in an aphasia community.

1 Introduction

People naturally organize in communities around particular interests, practices,
and goals. Governed by power-law distributions, a large number of agile, small,
and specialized communities of practice (CoP) [23] in the distribution’s long
tail enable the current innovation culture shift from mass markets to millions
of niches [1]. Continuous innovation efforts are important drivers to community
sustainability and long-term success [23,18]. Modern ICT fosters the pervasive
online organization, communication and collaboration of such CoP in community
information systems (CIS). Piloting innovative CIS artifact inventions, exapta-
tions or improvements for long-tail CoP qualifies for academic DSR research [13].
Community-oriented DSR conceives the researcher as active community member
contributing CIS success awareness as a result of ongoing community evaluation
and reflection on CIS quality and impact [12].

In this paper, we contribute a perspective of DSR evaluation in long-tail
community contexts, focusing on the researcher’s role of contributing CIS success
awareness with the help of CIS success models. To this respect, we contribute a
long-tail community specific view on CIS success awareness to the body of DSR
knowledge in contrast to organizational views on IS success predominant in IS
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and DSR literature. In Section 2, we discuss CIS success awareness as important
prerequisite to community reflection contributed by community-oriented DSR
researchers. In Section 3, we present a collection of principles specific to CIS
success modeling in long-tail community contexts. In Section 4, we demonstrate
the benefits of CIS success modeling and the resulting awareness in a long term
case study of developing and evaluating the therapeutic tool SOCRATES in an
aphasia community with patients and researchers as stakeholders.

2 CIS Success Awareness in Community-Oriented DSR

CIS success awareness is a necessary prerequisite for reflecting overall community
success in presence of CIS artifacts supporting community practice. Only with
ongoing awareness for CIS success in terms of quality and impact[12], long-tail
communities can systematically guide the design of innovative CIS artifacts. IS
success is already a highly complex and context-dependent construct, established
by multiple factors in various dimensions [7,8]. Achieving CIS success awareness
is even more challenging in long-tail community contexts due to inherent diver-
sity in terms of domains, practices, and goals; dynamicity in terms of commu-
nity life cycles [14]; informal structures involving multiple stakeholder perspec-
tives [7,3]; and permeable boundaries given by individuals’ membership in multi-
ple communities. In contrast to business organizations, economic success is often
of secondary importance in long-tail community contexts. Communities rather
require multiple holistic stakeholder views on CIS success (beyond economic ben-
efits), capturing human [3,2,12], technical [9] and community-specific [16] factors.
We argue that a general model of CIS success can thus not exist. Instead, com-
munities must be enabled to continuously explore, validate, refine, and share
CIS success models relevant to specific practice and employed CIS artifacts. As
such tasks are rooted in scientific work, researchers can make valuable contri-
butions to ongoing CIS success awareness with the help of CIS success models
in a similar fashion as actionable real-time business intelligence for data-driven
businesses [5]. Given that CIS are inherently socio-technical systems, CIS suc-
cess modeling must rather pursue naturalistic evaluation approaches focusing on
efficiency and internal validity in real-life community practice than on strongest
rigor in terms of repeatability [22], which is inherently challenging to achieve
across diverse community contexts.

3 CIS Success Modeling as Formative Index Construction

Communities are mainly interested in the characteristics defining CIS success.
Thus, CIS success is efficiently modeled as multi-dimensional formative index
[12,15] using formative index construction methods [11,10,15]. Conceptually, we
start with a sufficiently generic CIS success model template (cf. Figure 1) and
successively populate its dimensions with factors and measures relevant for the
CIS artifact and community context under consideration. As structural tem-
plate, we deliberately employ a modification of the IS-Impact model accounting
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Fig. 1. CIS success model as central means for producing CIS success awareness

for system and information quality, user satisfaction, and impacts for individual
members and the community as a whole. CIS success models act as central means
for producing ongoing CIS success awareness during building and evaluating CIS
artifacts. Starting with the formulation of non-functional requirements for a CIS
artifact and continued during the whole design process, individual factors and
their determining data-derived measures derived are assigned to the respective
conceptually fitting model dimensions. Each CIS success model thereby com-
poses survey items and usage data-based metrics, aggregated in a given commu-
nity context and for a given CIS artifact. The presence of a mandatory overall
CIS success indicator in any model enables correlation and regression analysis
between multiple independent success factors and the single dependent variable
overall success.

Success factors shouldbeactionable anddrivenby community stakeholder goals,
as widely agreed in practical business intelligence [5]. In general, CIS success
models should balance parsimony and completeness [4], since “[formative] index
construction discourages redundancy among indicators” [10]. For the collection of
data driving CIS success models, we recommend a mixed-method approach gov-
erned by the principle of ”observe, where possible; only survey, where inevitable”,
thus contributing to unobtrusiveness and the avoidance of excessive evaluation
overhead and bias in a naturalistic community context. Data collection should not
substantially interfere with actual community practice to avoid evaluation entry
barriers perceived by community members. Observational machine-collected CIS
usage data should be preferred given their inherent objectiveness [9]. Survey data
should be collected in repeated short online surveys administered to community
members. Any CIS success model should make use of rigorously validated con-
structs, where possible [12]. However, community-specific constructs are often not
covered by the literature. CIS success modeling thus requires the differential ap-
plication and combination of established and new constructs [21]. This necessity
should not be seen as detrimental to model quality. Any candidate CIS success
model should minimize the number of model elements, while at the same time
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maximizing model fit. An initial analysis of multicollinearity helps to identify re-
dundancy problems, potentially indicating the need for further model reduction.
These considerations should guide a subsequent step-wisemultiple regressionanal-
ysis as a suitable and light-weight approach for model reduction and optimization.
Model goodness-of-fit should bemeasuredwith the adjustedR2 statistic. However,
especially in the case of small CoP, a low number of samples can effectively render
the application of formal approaches ineffective. Only then researchers should re-
sort to effective, but less rigorous approaches as in [17] with a focus on community-
internal validity.

4 CIS Success Awareness in an Aphasia Community

As illustrational example for the benefits of CIS success awareness in community-
oriented DSR, we present a longitudinal study of designing a therapy tool in a
German aphasia therapy community over almost a decade. Aphasia [6] results
from lesions in the left brain hemisphere responsible for language-related tasks,
thus causing impairments in speaking, understanding, writing and reading. The
community consisted of 200 aphasia patients as well as therapists, linguists and
computer scientists, distributed across Germany. Primary goal was the design
of SOCRATES, an online chat platform for the effective and efficient support of
ongoing aphasia therapy.

4.1 Designing the SOCRATES Chat Tool

As a supplement to the limited availability of physical therapy sessions in medical
institutions, the community designed SOCRATES as a chat tool custom-tailored
to conversation training in aphasia therapy [20]. In case of difficulties, patients
could ask for in-conversation help by peers and therapists in real-time. Ther-
apists had access to conversation transcripts for in-depth discourse analysis of
aphasia patient communication as part of their researh. Although SOCRATES
was found to effectively supplement aphasia therapy, the evaluation revealed
several issues. Patients reported cognitive overload regarding user interface com-
plexity and fast-paced conversations with more than one partner. In particular,
the in-conversation help by peers and therapists was found problematic. Peers
and therapists were often not online at the same time or able to assist. Aphasia
patients conceived survey completion as painful exercise, effectively leading to
frequent drop-outs from evaluation activities. For subsequent evaluations, survey
overhead should be avoided and replaced by measures derived from SOCRATES
usage data. The community derived concrete requirements from these goals for
a next version of SOCRATES: (R1) provision of automated patient help in ab-
sence of therapists; (R2) massively reduced user interface complexity;. In order
to provide CIS success awareness, the researcher team employed the methods
and principles from Section 3.

To realize R1, community developers designed an automated word completion
module available in any SOCRATES chat session. To realize R2, community
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developers followed a rapid UI prototyping approach. Complex overloaded UIs
were known to induce a pathological lock state of repeated uncontrolled clicking
on arbitrary UI elements. Central design effort was thus to reduce UI complexity
to the barest minimum possible. The final prototype only included a conversation
window, a text input field, a list of chat partners and a word completion list.
The research team developed and employed a CIS success model specific to
the aphasia community context to evaluate the CIS success of SOCRATES in
supporting aphasia therapy.

4.2 Evaluation with SOCRATES CIS Success Model

The improved SOCRATES chat tool was evaluated in therapy sessions and infor-
mal remote communication with over 200 aphasia patients. We collected usage
data including timestamped conversation transcripts on the keystroke-level, in-
teractions with the word prediction module and related technical metadata. As
part of the ongoing evaluation in community-based DSR, we posed the research
question of how to measure CIS success for SOCRATES in a widely unobtru-
sive manner to avoid cognitive overload, frustration and drop-outs on aphasia
patient side. As such, our case study is an extreme case in terms of anticipating
drop-outs as usual consequence of excessively obtrusive evaluation overhead.

For an initial exploration of CIS success factors and indicators relevant in
the aphasia context and for SOCRATES in particular, therapists, linguists and
computer scientists defined an initial a-priori CIS success model, based on the
structural template model in Figure 1. The selection of factors and indicators was
grounded in UX theory, statistical discourse analysis and information retrieval,
but sometimes required strong simplifications, given aphasia-caused patient im-
pairments. Guided by requirements R1 and R2, quality and impact factors of
the SOCRATES CIS success model focused on UI complexity and word predic-
tion. Impact factors mainly reflected direct and indirect therapy success. Quality
factors regarding user interface complexity could not build upon validated user
experience constructs, since these were not designed for evaluation with aphasia
patients. Instead, the research team had to include strongly simplified survey
items. Factors and indicators on direct therapy success were computable from
usage data (e.g. increase in words/sentences typed, decrease in typing errors,
increase in conversations held, increase in contacts). Indirect therapy success
in terms of achieving social integration as indicator for community impact was
derivable from usage data by analyzing contact relationships over time.

The a-priori SOCRATES CIS success model included 76 potential usage data-
derived measures and additional 14 five-level Likert items for yet missing, how-
ever relevant subjective factors, that were not derivable from usage data. For
ongoing quality measurements of the word prediction module, we included mea-
sures such as average hit rate (HR), average number of keystrokes until prediction
(KUP) and keystroke-saving rate (KSR). The constant awareness of these mea-
sures helped to tune the system to an HR of 91% with a low KUP of 1.5 and a
good KSR of 60%. In the other direction, prototype development also had direct
influences on the ongoing CIS success model building process. In particular the



418 D. Renzel et al.

step-wise reduction in UI complexity implied a reduction in feature-richness, in
richness and amount of available usage data and finally in the extent of deriv-
able CIS success measures. After the final UI complexity reduction step, the
previously 76 potential usage data-derived measures in the a-priori model were
reduced to only nine measures.

The resulting SOCRATES CIS success model was implemented in the ongoing
evaluation of the tool with aphasia patients, including the automated collection
of usage data. In the first weeks after deployment, patients used word prediction
in the anticipated manner, i.e. auto-completing word prefixes. However, usage
data-based measures revealed that with word prediction the delay between pa-
tient’s key presses unexpectedly increased. Patients reported that word candidate
lists presented immediately after a key press irritated them. and thus requested a
five seconds delay. With such a delay, we could effectively solve the issue. Weeks
later, usage data and our a-priori success model revealed word prediction being
used in an unanticipated manner. Subjects first scanned the word completion
list and - instead of using auto-completion - completed typing the words on their
own. Word prediction was rather used as learning tool to train correct spelling
instead of a convenience function to type faster. The early discovery of such
unanticipated consequences is essential for the guided emergence of CIS [19]. In
our case, the availability of a CIS success model, including respective indicators
computed from conversation transcripts made unanticipated use visible in near
real-time, in contrast to survey-based assessment.

Most of the aphasia patients had decided to continue using SOCRATES,
but only few committed to surveys, being painful tasks for aphasia patients.
Although plenty of valuable usage data was recorded, the lack in survey data
rendered a validation using regression analysis ineffective. Instead, we validated
the model in collaboration with all therapists and a small group of patients as
in [17]. The resulting model is depicted in Figure 2. We observe, that three of
the six measures in the model could be purely derived from usage data, thus
effectively lowering evaluation overhead and bias. We furthermore observe that
none of the community impact factors from the a-priori model were sufficiently

Fig. 2. The final SOCRATES CIS success model
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significant to be retained in the final SOCRATES CIS success model. The final
model was found to capture the most important success factors of SOCRATES
for the aphasia community.

5 Conclusions

In this paper, we discussed DSR in the context of designing and evaluating
CIS artifacts for long tail Communities of Practice in comparison to DSR in
organizational contexts. In particular, we emphasized the role of researchers in
community-oriented DSR with strong focus on participation instead of separat-
ing research and practice. This participation is a symbiotic joint enterprise of
mutual efforts, as researchers gain access to the innovation potential of commu-
nities, while communities profit from the researchers’ contribution of CIS success
awareness.We discussed the benefits of ongoing CIS success awareness during the
whole community life-cycle, mediated by community-specific CIS success models.
With a focus on evaluation, we contributed practical guidelines for modeling CIS
success in long-tail community contexts as multi-dimensional formative index.
Finally, we demonstrated the application of our community-oriented DSR ap-
proach on the example of SOCRATES, a chat tool artifact supporting therapy in
a German aphasia community. With our contribution, we address researchers and
long-tail communities to make use of the symbiotic effects in joint community-
oriented DSR. Community-based DSR should help communities to build and
evolve their own awareness for CIS success to support ongoing learning and to
sustain long-term success.
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Abstract. Although succession management can be supported through DSS, the 
final decision regarding succession candidates is made by managers and HR 
professionals within conferences. In practice, conferences are supported by pa-
per-based information about employees, positions, and development measures. 
This approach has two major drawbacks: First, additional effort is needed, as all 
information must be prepared prior to conference. Second, additional informa-
tion isn’t available, if previously unconsidered candidates were suggested so 
that decisions are based on incomplete information. Our goal is to address these 
problems by developing a mobile application for tablet PCs which supports 
succession decisions by distributing necessary information. We identify re-
quirements for such applications based on theoretical and practical insights, 
which we transform into design principles. Finally, these principles inform the 
construction of an instantiation that can support succession conferences. 

Keywords: Design science research · Succession management conference 

1 Introduction 

“If you are in a discussion and have a portfolio of potential successors, it is likely that the participants 
have different knowledge about them. […] I can imagine that we are going to use mobile applications in 

future conferences to reduce the amount of paper.” (Exp 20; Quote from empirical study) 

In order to improve efficiency and effectiveness of their succession management, 
organizations use decision support systems (DSS) to identify succession candidates 
and visualize domino effects of succession decisions [1, 2]. However, our prior  
research reveals that final decisions regarding succession candidates (decision 1), devel-
opment measures for candidates (decision 2), and priority of successions (decision 3) are 
made by managers and HR professionals in a conference setting. Thus, decisions based 
on single opinions can be avoided. But these decisions entail the problem (see introduc-
tory quote) that managers and HR professionals usually have different knowledge 
regarding succession candidates (e. g. manager A knows his subordinates better than 
manager B’s), development measures, and upcoming vacancies. Currently, there are 
two options: First, every manager has only his prior information and must rely on the 
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opinion of managers who know the candidates. This can lead to wrong decisions as 
candidates cannot be compared objectively. Second, potential candidates and devel-
opment measures must be named prior to the conference so that the required informa-
tion can be printed on paper for all conference participants. Thus, the participants 
need an opportunity to access the required information during the conferences. Since 
the use of mobile devices in meetings is more suitable than the use of laptops or sta-
tionary systems [3, 4] and there is no existing literature regarding the design of mobile 
succession management applications, our goal is to examine the design of such an 
application for tablet PCs to support conferences. Hence, we ask: 

RQ1:  How should a mobile application be designed that supports decision making 
in succession management conferences? 

Based on the derived design principles, we develop a mockup design of such a 
mobile application to verify the feasibility of the principles. Thus, we ask: 

RQ2:  How can a mobile application be implemented that supports decision making 
in succession management conferences? 

The paper is organized as follows: Section 2 contains basics and related research 
for succession management. Afterwards, the research design is outlined in section 3 
before design principles for mobile succession management applications are derived 
in section 4. Section 5 entails a mockup design of such a mobile application. Subse-
quently, we discuss our findings and reveal the contributions of our work in section 6. 

2 Background 

We define succession management as a systematic process with which re-staffing 
can be ensured so that positions in an organization are refilled with qualified em-
ployees prior to or shortly after a vacancy appears [2, 5]. Hence, succession plans are 
created (e. g. by DSS) and finalized by managers and HR professionals in confe-
rences. Before such conferences, information about key positions and employee pro-
files must be gathered [5, 6] so that succession candidates can be suggested based on 
their competences and position requirements [2]. During the conferences, these sug-
gestions and related information are discussed to find the most suitable candidates and 
finally decide, who should be entailed in succession plans (decision 1) [5–7]. There-
by, it must be avoided that the same employees are considered for almost every posi-
tion [2]. Afterwards, these succession plans are utilized to identify gaps between posi-
tion requirements and competences of the succession candidates [7] and decisions 
about individual development measures are made (decision 2) [7]. Beyond that, con-
ference participants also discuss upcoming vacancies to make decisions regarding the 
priority of the succession of these positions (decision 3) [8]. Subsequent to the confe-
rences, the development of succession candidates takes place and the succession plans 
are employed in the selection of successors for upcoming vacancies [5]. 

The results of a previous literature review show that there is only few research ex-
amining succession management conferences [7, 8]. Furthermore, there is some re-
search regarding IS support of succession management [1, 2], but the knowledge base 
lacks of requirements and design principles for IS support of the conferences. The use 
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of mobile applications (i. e. applications on smart phones or tablet PCs) to support 
meetings is also only partially covered in the existing literature [3, 4]. Scholars re-
vealed that interaction between meeting attendees was enhanced [4] and that tablet 
based mobile applications depict a “social medium rather than [a] barrier” (p. 12) 
compared to the use of laptops in those meetings [3], which other studies found to be 
disturbing [9]. Hence, mobile applications can be a way to use technologies for dis-
playing information and enhancing interaction without being considered to be rude 
[4]. However, only few articles cover the design of applications for meeting support 
[10, 11]. Thus, we transform the design principles for stationary succession manage-
ment systems [2] and adapt them to the context of succession conferences. 

3 Research Design and Previous Research 

We use design science (DSR) [12] to structure our research and thus consider both, 
rigor and relevance. Within the first two parts of our research (see Figure 1) [2], we 
went through the whole DSR methodology process [12] (1-6) and provided empirical-
ly verified design principles (6) [2].  

 

 

Fig. 1. The research design (based on [2]) 

Within the evaluation of the stationary system RE.ORG (6), the decision problems of 
HR conferences (see section 1) were identified so that we conduct a third iteration [13] 
which again starts with the suggestion step (7) and consists of three parts: First, we 
transfer the previously developed design principles [2] to the context of succession con-
ferences to derive new meta-requirements and adapt them to the context of mobile ap-
plications by using cognitive fit theory [14]. Second, we use an exploratory interview 
study to ensure the relevance and to complement the meta-requirements from a practi-
tioner’s view. We then derive design principles for mobile succession management 
applications which we employ to develop a mock-up design (development step; 8),  
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since it constitutes the simplest type of instantiation while all physical aspects of the 
final system are entailed [13]. Finally, the instantiation is descriptively evaluated (9) 
before we reveal the contribution of our work in the conclusion (10). 

4 Deduction of Design Principles 

4.1 Meta-Requirements from Decision Perspective 

The mobile succession management application should be used in conjunction with a 
stationary application and focus on decisions that are relevant for conferences. Based 
on [2], we deduce the following requirements: For decision 1, the mobile application 
must provide employee information (e. g. competences) and position information (e. g. 
requirements; Meta-Requirement-1.1) for the succession plans, which are prepared 
prior of the conference. To support the consideration of new suggestions, the mobile 
application should be able to determine the fit of employee profiles and position re-
quirements (MR-1.2). Also, succession plans should be adjustable (add/remove em-
ployees and change the order) before they are finalized (MR-1.3). For decision 2, a 
mobile succession management application should provide suggestions for suitable 
development measures (including detailed information; MR-2.1). Moreover, such 
mobile applications must allow the adjustment of development plans (add measures 
and change the order) before they are finalized (MR-2.2). Subsequently, the mobile 
application should distribute this information to start the development (MR-2.3). To 
support decision 3, information about upcoming vacancies must be displayed (MR-
3.1). In general, the access to the data must be restricted to the participants of the 
conference, since all decisions contain primarily personal information (MR-4). 

We use cognitive fit theory [15] to consider how different forms of information 
representation support decision making tasks [15]. If the information representation 
matches the task characteristics (cognitive fit), the same mental processes can be used 
to create a mental representation which improves decision performance [16]. Thereby, 
graphical representation forms support spatial tasks (allow the preservation of rela-
tions) [17] and tabular representation is more suitable for discrete sets of symbols 
(e. g. table of employee competences) [18]. Since MR-1.1, -2.1, and -3.1 contain 
primarily detailed (discrete) information, the representation should be in tabular form, 
in order to allow an easy comparison. Furthermore, the small screens of mobile devic-
es can only display one or two employee profiles so that a graphical overview of suit-
able candidates is required (order of candidates; MR-1.1). Second, such mobile appli-
cations should display suitable development measures for candidates in a graphical 
overview, to display their connection to competence gaps (MR-2.1). 

4.2 Meta-Requirements from Exploratory Interviews 

In order to complete the requirements for IS support of these conferences, we performed 
semi-structured, exploratory interviews [19]. Thereby, we conducted interviews with 24 
experts (HR professionals like HR division heads or succession management process 
managers) from 21 organizations (ranging from 1,000 to more than 100,000 employees). 
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The interviews were conducted by two interviewers via phone and lasted between 30 and 
60 minutes. All interviews were recorded on tape, constantly transcribed and translated 
using contextual comparison [20], and coded.  

The results of the interview study reveal the relevance of such conferences, since 
15 of 21 organizations use them for the finalization of decisions. Thereby, the experts 
verified the meta-requirements MR-1.1, MR-1.2, MR-1.3, MR-2.1, MR-2.2, MR-
2.3, MR-3.1, and MR-4 (see Table 1) and identified one additional functional re-
quirement: The selection of suitable candidates (decision 1) requires further support 
through an overview of all final succession plans to identify gaps (i. e. positions with-
out successors; Exp 17; new MR-1.4). To achieve cognitive fit, the succession plans 
should be represented in graphical form to illustrate relationships in the data [15].  

Table 1. Meta-requirements for mobile succession management applications  

 Meta-Requirement Exemplarily Quotes 

de
ci

si
on

 1
 

MR-1.1 Possibility to access candidate 
information (competences, potential assessment, 
curriculum vitae) and positions requirements in 
detail (tabular form) and in an overview of 
suitable candidates for positions (graphical form) 

„There are conferences, where managers and HR professionals 
discuss suggested succession candidates. Thereby, supervisors 
get feedback regarding their suggestions. Thus, decisions are 
based on the appreciation of a group and not only a single 
person.” (Exp 14) 

MR-1.2 Possibility to match candidates and 
positions and determine the positions for which 
an employee is listed as succession candidate 
(tabular form) 

„There are HRD conferences, where managers and HR profes-
sionals discuss succession planning. Which employees match the 
requirements of the position?” (Exp 20) 

MR-1.3 Possibility to adjust succession plans 
(add, remove and change order of candidates) 
and save the final plans 

"Based on the discussion […], we change succession plans. Some 
candidates don’t match and other candidates were suggested. 
Results of this conference are final succession plans.” (Exp 1) 

MR-1.4 Possibility to display an overview of all 
final succession plans (graphical) 

“We look at positions of a division in order to identify gaps in the 
succession plans so that we can address them, e. g. through 
external recruiting.” (Exp 17) 

de
ci

si
on

 2
 

MR-2.1 Possibility to access information about 
development measures in detail (tabular form) 
and suitable development measures in an 
overview (graphical form) 

"At the end of these conferences, there are discussions about 
general development measures for whole areas of a division.” 
(Exp 20) 
“We also discuss possible development measures based on 
competence gaps of candidates in order to create a development 
plan for the next year.” (Exp 21) 

MR-2.2 Possibility to adjust development plans 
(add, remove, or change order of measures) and 
save the final plans 
MR-2.3 Possibility to provide information to 
start the development of candidates immediately 

“It is important that the results, the selected development meas-
ures, are conducted immediately.” (Exp 7) 

de
ci

si
on

 3 MR-3.1 Possibility to access information about 
upcoming vacancies (date, actual incumbent, 
succession plan for this position; tabular form)  

„Another subject of the conferences is upcoming vacancies, 
which are discussed by the managers and HR professionals. For 
example, if the plan for this position entails gaps.” (Exp 20) 

A
ll MR-4 Possibility to restrict the access to 

employee information for participants 
“The access must be restricted so that the participants can’t 
access all employees.” (Exp 24) 

4.3 Design Principles for Mobile Succession Management Applications 

From the meta-requirements, we deduce seven design principles for mobile succes-
sion management applications (see Table 2). They focus on conditions, where the 
assignment of positions and employees is complex so that manual effort and wrong 
decisions can cause great costs. We presume that a competence catalog with relations 
to employees, positions (requirements), and development measures exists.  
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Table 2. Design principles for mobile succession management applications 

Design principles and propositions for mobile application 
MR-1.1  Design principle (DP)-1. Provide functionalities for displaying position requirements (experience and 
competences) and information about employees (competences, potential assessment, preferences, and curriculum vitae) 
together (overview: graphical form; in detail: tabular form) 
Proposition (P)-1: Providing required position and employee information increases the quality of succession decisions. 
MR-1.2  DP-2. Provide functionalities for processing employee profiles and position requirements to determine the fit 
and for processing the actual succession plans to inform about the number of succession plans, in which a candidate is 
entailed (tabular form). 
P-2: Displaying the fit and common succession candidates increases the efficiency within decision making due to avoided 
manual effort and quality of succession decisions due to avoided multiple nominations of one candidate. 
MR-2.1  DP-3. Provide functionalities to suggest suitable development measures for the competence gaps of succession 
candidates and to access information about development measures (overview: graphical form; in detail: tabular form). 
P-3: Revealing suitable development measures increases the efficiency within decision making due to avoided manual 
effort and the quality of succession decisions due to provided information about every development measure. 
MR-1.3+1.4+2.2  DP-4. Provide functionalities for adding and removing candidates from succession plans and 
measures from development plans, for changing the order within plans, for saving the final succession and development 
plans, and displaying an overview of final succession plans. 
P-4: Allowing the immediate transfer of discussion results to the application and the look at final succession plans for 
divisions increase the efficiency due to reduced manual post processing and the quality of succession decisions due to 
avoided gaps in the succession planning of a division. 
MR-2.3  DP-5. Provide functionalities for the immediate distribution of information to managers and HR professionals, 
when development plans are specified, to start the development of the successors.  
P-5: Functionalities for system controlled triggers decrease reaction times of process participants and thus increases the 
efficiency of the succession management conferences. 
MR-3.1  DP-6. Provide functionalities for displaying detailed information about upcoming vacancies (date, actual 
incumbent, succession plan: tabular form). 
P-6: Providing information about upcoming vacancies increase effectiveness of succession preparations. 
MR-4.  DP-7. Provide functionalities for restricting the access of conference participants so that they can access the 
functionalities above only for positions in their own area of responsibility (Exception: Employee information from 
suggested succession candidates from other areas). 
P-7: Functionalities for rights within roles increase the quantity of users, which can access information, while ensuring 
data privacy and thus increase the efficiency within succession management conferences. 

5 Instantiation moRE.ORG 

Based on the design principles, we developed a mockup design of a mobile succes-
sion management application for tablets, which complements the stationary succes-
sion management system RE.ORG [2]. The application requires interfaces to the 
RE.ORG system and the HR master data system. Thereby, we distinguish between the 
conference chair (responsible manager/HR professional) who can use more functio-
nalities, and conference participants (other managers and HR professionals). Thereby, 
the access to employee information is restricted to the users own area (except for 
suggested candidates; DP-7). To support decisions about succession candidates (deci-
sion 1), our instance includes an overview (see Figure 2), which provides information 
about the position (e. g. actual incumbent and requirements) and aggregated informa-
tion about succession candidates (DP-1). Moreover, HR professionals and managers 
can access detailed candidate information (Figure 2, A) and compare them (Figure 2, 
B; DP-1). The position requirements always remain on the left side of the application 
so that a constant comparison with candidate profiles is possible (DP-1). The over-
view also includes an icon that displays the number of positions, for which the em-
ployee is succession candidate (Figure 2, C; DP-2). For Further information about 
these positions, the participants can click on the icon (Figure 2, C). Our instance also 



Decision Support for Succession Management Conferences using Mobile Applications 427 

 

enables managers and HR professionals to add other employees to their own list (Figure 2, 
D; DP-4) and thereby determine the fit between the requirements and the employee profile 
(DP-1). Subsequently, participants can suggest employees as additional candidates and the 
conference chair can decide, whether the suggested employees will be available for all 
participants (Figure 2, E; DP-4). At the end of a discussion, the chair can select candidates 
(Figure 2, F) and save the succession plan (Figure 2, G; DP-4). The selection of develop-
ment measures (decision 2) is supported by suggesting suitable development measures for 
candidates based on their competence gaps (Figure 2, right side; DP-3). By clicking on the 
link (Figure 2, H) detailed information about measures are displayed (Figure 2, I; DP-3). 
Then, these measures can be discussed, selected (Figure 2, J), and saved as a development 
plan for each candidate by the chair (Figure 2, K; DP-4). Subsequently, the stored infor-
mation can be distributed to start the development of candidates (DP-5). To allow  
decisions regarding the priority of upcoming vacancies (decision 3), information about  
the date of the vacancy, the actual incumbent, and the succession plan for this position is 
provided (DP-5). 

 

 

Fig. 2. Overview of succession candidates in MoRE.ORg  

6 Discussion and Conclusion 

According to the DSR paradigm, we descriptively evaluate our artifact [14]: The deci-
sions regarding succession candidates (decision 1) and development measures (deci-
sion 2) are supported, since the conference participants can access information about 
positions, employees, and development measures independently via moRE.ORG so 
that the knowledge base of the participants is enhanced and the decision quality 
should be increased. Second, decisions regarding upcoming successions (decision 3) 
are supported by providing information about vacancies, which allow the participants 
to judge the preparation status and initiate corrective actions (if necessary) so that the 
quality of succession preparation is increased.  
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Overall, we presented seven design principles for mobile succession management 
applications (RQ1). We verified the feasibility of these principles by developing an 
instantiation and outlined (see above) how positive effects on decision making are 
achieved (RQ2). The next step in our research is to create an actual prototype which 
can be empirically evaluated to verify or revise our proposed design principles. 

Our research contributes to a domain, which is highly relevant for organizations. 
We expand the existing knowledge base in the domain of succession management by 
providing an instantiation (level one), meta-requirements, and design principles (level 
two) for mobile succession management applications [14]. The design principles can 
also guide the implementation of such applications in organizations to improve deci-
sion quality and efficiency of succession conferences. 
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Abstract. The centrality of information technology (IT) artifacts in Information 
Systems (IS) research makes it important to understand the relationship be-
tween artifacts and the theoretical constructs they purport to instantiate. Despite 
the central role of the IT artifact in IS research, there are no generally accepted 
principles for establishing instantiation validity – the extent to which an artifact 
is a valid instantiation of a theoretical construct or a manifestation of a design 
principle. We survey relevant knowledge in IS and identify potential guidelines 
that may address threats to instantiation validity. The guidelines are intended 
for researchers and reviewers when using IT artifacts in theory testing and when 
evaluating design science artifacts. 

Keywords: Instantiation validity · IT artifact · Design science research ·  
Methodology 

1 Introduction 

Information Systems (IS) research routinely conceptualizes properties of IT artifacts 
as theoretical constructs that impact human behavior of interest, or as manifestations 
of design principles intended to achieve some outcome. Properties of IT artifacts are 
central to design science research (DSR) in IS, which develops and evaluates con-
structs, models, methods, implementations, and design theories.  

A common practice in IS research is manipulating features of an IT artifact to eva-
luate theoretical models. For example, Komiak and Benbasat [1] investigate how 
“personalization” and “familiarity” affect IT adoption. They selected two existing 
software systems (recommendation agents) assumed to correspond to different levels 
of perceived personalization and familiarity. They conducted an experiment demon-
strating that different levels of perceived personalization and familiarity engender 
different levels of intention to adopt. According to Lukyanenko et al. [2], the validity 
of this conclusion (i.e., that personalization of an IS leads to its increased adoption) 
“depends critically on whether the chosen artifacts faithfully instantiated the underly-
ing theoretical construct of personalization and levels thereof” (p. 322). Lukyanenko 
et al. introduce the notion of instantiation validity (IV) to denote “validity of IT arti-
facts as instantiations of theoretical constructs” (ibid). 
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In a similar vein, design science research is concerned with the construction of IT 
artifacts that manifest certain design principles intended to solve particular problems. 
In that case, instantiation validity is the extent to which the artifacts are consistent 
with the design principles. For conciseness, in this paper we intend the phrase “theo-
retical constructs” to include design principles where appropriate. 

Instantiation validity is fundamentally concerned with the relationship between ab-
stract theoretical constructs and IT artifacts - concrete software systems that are in-
tended to instantiate (levels of) one or more constructs or design principles. IV takes 
on aspects of internal and construct validity, but the uniqueness of IV that arises from 
distinctive properties of IT artifacts and characteristics of the IS domain (e.g., relent-
less technological progress) limits the useful guidance from traditional research on 
validity [3, 4].  

While Lukyanenko et al. [2] discuss IV in the context of IS theory testing, we be-
lieve this concept also applies to other types of knowledge contribution in IS research. 
Instantiation validity plays a role in evaluating design knowledge when this know-
ledge is used to instantiate properties of an IT artifact. Indeed, Venable et al. [5] note 
that, in evaluating an artifact for its utility, a researcher also evaluates the design 
theory that the artifact is based on. Rossi and Sein [6] suggest that evaluation should 
include assessing the match between an “abstract idea” and the artifact. Venable at al. 
[5] provide a comprehensive framework for artifact evaluation. Hevner and Chatterjee 
[7] classify evaluation into analytical modeling, simulation and measurement-based 
strategies. Of these, simulation (writing software code to mimic behavior of the pro-
posed system) and measurement (e.g., experimentation using human participants and 
real systems) may result in a “medium shift” when abstract design principles are 
transformed into concrete forms, [2] thereby creating IV challenges.1 Design science 
researchers increasingly call for a more transparent DSR process. Specifically, an 
evaluation stage has been suggested not only after the artifact is built, but also before 
and during development [8, 9]. IV can be conceptualized at the core of the design 
process as it ensures that the design process is transparent and justified. 

Further, IV is a challenge for practitioners looking to build systems based on design 
knowledge. While design knowledge is generated in some specific context, once it is 
finalized or deemed sufficiently complete [10], researchers strive to generalize beyond 
the specific context of creation to inform development in other settings. The final 
product of design theorizing aims to solve some class of real-world problems [11, 12] 
by virtue of causal impact of artifact properties on features of the environment [13]. 
Chandra et al. [14] note that IV answers the question of whether a real-world artifact 
that adopts some design theory “indeed proffers the action described by the design 
principle” (p. 4046). Similar to theory testing, failure to build an artifact sufficiently 
similar to the one envisioned by the researcher may result in failure to solve the prob-
lem for which the artifact is built. Unless practitioners are aware of IV as a threat, this 
failure could undermine the perceived credibility of design knowledge. 

                                                           
1 Note, analytical modeling may also involve a medium shift if the original design knowledge 

is expressed in natural language and is transformed into a symbolic representation.     
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In summary, the need to establish or demonstrate IV arises during: theory testing, 
when IS artifacts are used to manipulate theoretical constructs  [2]; evaluation of a 
design science artifact, if the evaluation relies on a concrete instantiation [5, 14]; and 
the application of IS design knowledge by the practitioner community. 

Despite the importance of IV, there are no generally accepted principles for estab-
lishing and demonstrating it. Lukyanenko et al. [2] call for establishing such prin-
ciples. This paper attempts to answer this call. We synthesize relevant knowledge 
accumulated in IS to address the five threats to IV proposed in [2]. A review of IS 
reveals potentially useful recommendations that can guide researchers, reviewers and 
practitioners in theory testing, design science theorizing and evaluation and real soft-
ware development.  

2 The Instantiation Validity Problem in IS Research 

IS researchers have long emphasized methodological rigor, in which establishing and 
demonstrating validity plays an important role. Commonly, rigor is demonstrated with 
respect to validity notions in social sciences (e.g., internal, construct, content, predic-
tive) [3, 15], without specifically considering  the validity of the artifact itself [2]. In 
particular, a seminal paper on the “state-of-the-art” of validation in IS by Boudreau et 
al. [3] conceptualized validity as internal, content, and construct validity. In the con-
text of DSR rigor,  Hevner at al. [11] likewise do not discuss the validity of an IT 
artifact as embodiment of a construct. 

A major approach to validation in IS is to demonstrate validity post hoc using ma-
nipulation checks and statistical techniques. The idea of a manipulation check is to 
ensure that research subjects have perceived the intended manipulation of a theoreti-
cal construct [4], i.e. to assess the extent to which they have received the intended 
experimental treatment. For Boudreau et al. [3]  manipulation checks are “critical 
tests of instrumentation” [i.e., the artifact] (p. 5). Unfortunately, however, manipula-
tion checks can only be used once the system is built – they offer no guidance for 
developing valid instantiations. This is particularly problematic given the cost of arti-
fact development. Furthermore, when the construct affects “hidden” features, such as 
an underlying algorithm, a manipulation check based on perceptions may not be poss-
ible. Manipulation checks may also “frame” the problem by providing research sub-
jects with cues that lead them to answers they may not otherwise provide. 

As using real or realistic software systems is costly (an IV threat [2]), IS research 
has proposed a number of potentially applicable strategies for pre-development vali-
dation. Notably, Benbasat [16] discusses the properties of experimental stimuli under 
the label “research design” and characterizes a design as faulty when a stimulus does 
not clearly separate the focal theoretical construct from others. Benbasat [ibid.] sug-
gests that “the major point … is to first determine precisely on what basis the stimulus 
materials are to be different” (p. 42) and that “once this is known, it becomes easier to 
determine if equivalency, except for the stimulus in question, was achieved” (p. 42). 

While some research distinguishes between evaluating features of an artifact before 
and after instantiation [e.g., 5, 17], others, including Sein et al. [18], Eriksson et al.[9] 
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and Abraham et al. [19] argue for evaluation conducted during development. We 
adopt the recommendation of concurrent evaluation as it helps to address the threats 
to IV posed due to high cost of development and artifact complexity.  

Another guideline is to re-use existing measurement items or employ standardized 
items (e.g., [20, 21]) or standardized stimuli (e.g., [22]). Stimuli standardization is 
less common in IS, but common in reference disciplines, such as psychology (e.g, 
[22]). While standardization has been popular in survey and experimental research, IT 
artifacts are frequently modified in response to rapid technological progress (an IV 
threat [2]), thereby limiting the extent of artifact standardization in IS research. 

Another important concept found in IS research is that of traceability of theoretical 
constructs from more general to more specific ones. The DSR community has pro-
posed approaches to link theoretical propositions from reference theories (known as 
justificatory knowledge or kernel theories) to design principles [11], recognizing the 
need to make a given theory and its constructs more concrete if these are to inform the 
construction of an artifact. While the focus has been on design principles or survey of 
reference disciplines (e.g., [23]), rather than the implemented artifact and its relation-
ship with the design principles, the recommendation to provide a transparent link 
between different levels of abstraction apply to the concept of IV.  

The long tradition of experimenting and building IT artifacts by IS researchers  
has produced a number of valuable strategies for both pre-development and post hoc 
validation of artifacts and measurement items. IS researchers clearly demonstrate 
awareness of the potential problems with using complex software systems as scientif-
ic instruments but, at the same time, lack widely-agreed criteria for the demonstrating 
and establishing IV. To develop such guidelines , in the next section we apply the 
suggestions from previous research to specific validity threats introduced in [2]. 

3 Addressing Threats to Instantiation Validity 

In this section, we use the five-threat IV framework [2] to develop guidelines for 
establishing and demonstrating IV based on existing thinking in IS research.  
 

Artifact Cost. The construction of typical IT artifacts is relatively more expensive 
than survey instruments. As a result, researchers may have the resources to create 
only a single artifact with limited functionality (e.g., in contrast to multiple measure-
ment items). This limits the ability to control for confounding effects, to demonstrate 
validity and reliability by comparing multiple implementations, and to test multiple 
(especially extreme) levels of a construct.  

One way of addressing this challenge is to implement features in a flexible, para-
meterized way. This allows researchers to vary only selected features of the artifact 
while keeping the rest of the architecture constant. Ideally, these variations are  
controlled by parameters in the instantiated software itself. For example, researchers 
interested in the impact of information representation (e.g., tables vs. graphs) may, 
instead of producing different software systems, produce variations of tables and 
graphs by parameterizing this construct through software settings that control aspects 
such as the presence of headers or the presence of row highlights in the artifact.  
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Additionally, such parameterization addresses the recommendation of traceability 
from construct to features, in that it can be shown clearly how different levels of a 
construct affect the relevant features of the artifact [2]. And while such an instantia-
tion cannot demonstrate that each feature represents only one construct, it allows the 
researcher to keep the remaining design (e.g., data or data model of the information 
system) constant, thus reducing the confounding influences on the feature. 

Reusing existing instantiations is an ideal way to reduce artifact cost. However, a 
theoretical challenge is that artifacts in IS research are typically constructed for spe-
cific research questions, thus limiting their reusability in different circumstances. A 
pragmatic challenge of reusability is that artifacts created for research are not typical-
ly shared in the IS design research community. This issue comprises both legal as-
pects of licensing, as well as technical aspects of hosting source code or entire 
projects. To address the former, various types of licenses exist that differ in their de-
gree of permissiveness, such as the GPL, BSD or Apache style licenses. To address 
the latter, open-source repositories, such as GitHub or SourceForge, exist to host a 
project. We encourage researchers to avail themselves of these options. 
 

Artifact Instantiation Space. Most IS theories are moderately abstract (mid-range 
theories [24]). A challenge, therefore, is to account for the consequences of the cho-
sen implementation and ensure that they do not interact with the variables of interest 
in unpredictable ways. Ideally, this requires a level of theoretical understanding of 
software construction that we currently do not possess. However, researchers should 
be able to identify at least some of the theories that relate to features of their artifact, 
and to explicate possible factors that could influence the artifact’s features [25].  

Once the relevant constructs are identified, researchers need to trace their effects 
on the instantiated features of the artifact to identify if, how, and under what condi-
tions they affect the features. For example, a particular user interface button may be 
placed to enhance personalization, but at the same time the button may also increase 
complexity of interaction. This can confound any conclusions drawn from the study if 
it is unclear whether complexity has a causal effect on a dependent variable. 

Another way to address the instantiation space is to construct multiple instantia-
tions. If it is difficult to choose one valid instantiation or if there is conflicting theoret-
ical guidance regarding a given property, a researcher can develop multiple artifacts, 
each corresponding to a different way of instantiating a construct. These different 
instantiations should behave identically with respect to the study’s dependent variable 
(e.g., see [26]). This may be viewed as similar to convergent validity (all survey items 
should behave similarly) or predictive validity (valid survey items behave as expected 
with respect to a criterion variable) in survey research. Additionally, this can show the 
robustness of a theory to different implementations [24]. 
 

Artifact Complexity. In contrast to many simple experimental stimuli (e.g., line draw-
ings [22]) or questionnaire items, a software system is a complex entity with many 
interacting parts. We recommend that user studies such as focus groups [17] and pre-
tests be conducted during multiple stages of artifact design and development [9, 18] to 
identify confounding emergent properties early in the research cycle. To the extent  
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possible, researchers need to ensure ceteris paribus equivalence across conditions when 
instantiating different levels of the focal construct [16]. When artifact features interact, 
especially through technical constraints, it may be that equivalence [27] cannot be 
established, in which case this threat cannot be addressed with experimental designs. It 
is important that researchers identify possible interaction effects and address them 
either through artifact design or the larger research design. 

To reduce artifact complexity, we recommend that researchers should not embody 
the artifact with more features than required. While a minimal artifact may affect the 
ecological validity of the research, there is little to be gained by conducting work that 
lacks IV in a realistic setting. This also implies that researchers who employ existing 
artifacts should choose the “simplest” one, or limit users’ exposure to the complete 
artifact, for example through training, disabling of functions, or access control. 
 

Artifact Medium and Distance. In survey research the theoretical construct and the 
items intended to measure it are expressed in the same medium – natural language, so 
that validity may be established in part by using terminology from a construct’s theo-
retical definition for questionnaire items. In contrast, instantiated IT artifacts are ex-
pressed in a different medium than the theoretical construct.  

Part of this distance can be bridged by the creation of design principles, as pro-
posed in [25, 28]. Such principles can make the focal theoretical construct more con-
crete. However, considerable distance remains to be bridged from design principles to 
instantiations [24]. We recommend making explicit the translation between the two 
media by establishing traceability in their research and demonstrating how the dis-
tance is bridged. Additionally, focus groups [17] at various stages can be used to en-
sure that the artifact design remains congruous with the theoretical definition of the 
construct (or at least the perception of the construct in the target population). Finally, 
parameterization of the software artifact can help impose a metric on the design space 
and thus allow a comparison with the theoretical space. For example, when personali-
zation of the artifact can be controlled by varying a software parameter between the 
values 0 and 1, the resulting features show low and high personalization. These can 
then be compared with theoretical ideals of different personalization levels.  
 

Technological Progress. IT artifacts continuously change their form and behavior 
due to relentless progress in computing power, emergence of new development  
methods, and new ways of interacting with systems. This means the validity of an 
instantiation may change over time and requires that validity be re-established or re-
demonstrated for every instantiation that is used in a different way or context. Al-
though, as noted earlier, we agree in principle with the idea of instrument re-use and 
standardization (in this case of software artifacts) [20], this can be challenging in the 
context of IS. For example, giving research participants a character and command-
based interface to support their virtual collaboration in the age of sophisticated 3-D 
interfaces may create negative reactions not present when such interfaces dominated 
the IT landscape. We caution researchers in reusing of IS artifacts to evaluate the 
extent to which the context has changed and may no longer be appropriate. 
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4 Conclusion 

The technology focus inherent in the IS discipline gives rise to unique validity chal-
lenges. Ignoring concerns related to instantiation validity can have significant nega-
tive consequences for knowledge contributions in IS and application of IS design 
knowledge in practice. This makes establishing principles of IV both important and 
urgent. In this paper we begin addressing the lack of established principles by turning 
to the IS discipline itself for guidance. A review of the IS discipline revealed valuable 
recommendations that we use to address the threats to IV. These recommendations 
can be used by researchers and reviewers in: testing; design science theorizing; evalu-
ation of IT artifacts; and building real-world software systems based on IS design 
knowledge. 

To ensure increased attention to the problem of IV, we recommend a new “Instan-
tiation Validity” section be included in research papers. This section should link 
features of the artifact to the underlying theoretical constructs and attempt to demon-
strate instantiation validity. Authors should take full advantage of different presenta-
tion modes made available by the publisher. With the growing popularity of online 
supplementary materials, researchers may share the artifact itself to aid other re-
searchers, reviewers and practitioners assess the validity of the artifact.  

This paper is an early attempt to generate guidelines for IV. We do not claim to 
provide a comprehensive set of recommendations. For example, we focused primarily 
on positivist aspects of IV, ignoring the relationship between artifact and the context 
in which it is built as well as how it may be interpreted by people in that context. Our 
intent was to initiate a dialogue and propose a direction that more comprehensive 
research on IV can take. Thus, future studies should look beyond IS and consider 
guidance from other domains with a design focus. Finally, as science in general, and 
standards of validity in particular, are socially agreed-on ideas, future work should 
engage IS researchers in a dialogue (e.g., using conference panels, survey and Delphi 
study methods) to expand, refine and prioritize guidelines for addressing threats to IV.  
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Abstract. The literature shows that companies have matured on how they see 
and understand CSR—even to the extent of seeing it as an essential element of 
the firm’s strategy. As part of a comprehensive research agenda, we investigate 
CSR reports from seven Dow Jones companies to assess the embeddedness of 
Environmental Sustainability considerations into their Core Business discourse. 
We leverage the use of supervised and unsupervised Text Data Mining (TDM) 
techniques to analyze data from these seven companies. To our knowledge, this 
is one of the first attempts to apply TDM processing to analyze unstructured da-
ta from CSR reports. The process we outline should facilitate pattern discovery 
in documents, minimizing or eliminating the need for time-consuming content 
analysis that is frequently used in qualitative research. 

Keywords: Corporate social responsibility · Sustainability · Text mining · STM 

1 Introduction 

This paper examines the extent to which environmental sustainability has become 
embedded in corporate policy and core business discourse by analyzing CSR Reports 
of a sample of large, publicly traded Dow Jones companies using Text Data Mining 
(TDM). Most academic contributions have assessed this level of embeddedness from 
a theoretical perspective—by looking at the stages of consciousness development in 
relation to action logics (Boiral, Cayer et al. 2009), by using quantitative approaches 
using primary information (e.g. surveys) (Boiral, Baron et al. 2012) or have relied on 
the use of secondary data (Gao and Bansal 2013). Within the overarching Corporate 
Social Responsibility (CSR) integration discussion, of particular interest to this study 
is the debate around the level of environmental sustainability considerations included 
in the core business discourse of firms. 

1.1 Finding Patterns in CSR Reports 

Text categorization can be defined as the assignment of natural language texts to one or 
more predefined categories based on their content (Dumais, Platt et al. 1998). The most 
common technique used to analyze text is content analysis, which requires independent 
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2.1 Goal Definition and Data Collection and Data Preparation 

Our goal is to analyze CSR Reports of a sample of large, publicly traded Dow Jones 
companies to examine the extent to which environmental sustainability has become 
embedded in core business discourse. We download complete CSR reports in PDF 
format from the corresponding official corporate websites.  In total we download 20 
reports from 2004, 2008 and 2012. These reports are then manually scrubbed in order 
to obtain the main text. We partition each report into 5 CSR dimensions that are based 
on the Sustainability Accounting Standards Board (SASB) (2014). This guideline 
contains 5 dimensions: business, governance, environment, human capital and social 
capital. We ask a subject matter expert to divide each report into 5 partitions corres-
ponding to each sustainability dimension.  

Not all reports are used. Citi’s 2008 CSR report had security settings that prevented 
us from obtaining the main text, while Microsoft’s 2008 and McDonalds’ 2012 CSR 
reports were too short to obtain meaningful partitions.  Thus, out of the 17 reports 
used in the analysis a total of 85 partitions were obtained - 35 partitions from 7 re-
ports for 2004, 20 partitions from 4 reports for 2008, and 30 partitions from 6 reports 
for 2012. 

2.2 Exploratory Data Analysis and Choice of Variables 

We run the unsupervised TDM on 85 partitions to identify words do not add value to 
term groupings and that should be included in the stop list. For example, consider the 
words “Intel” or “Microprocessor” as terms with high weights associated to Intel’s 
2004 social capital partition.  These words receive high weights because they appear 
frequently. However, they do not add value and could overshadow less frequent yet 
important words.  

2.3 Choice of Methods 

Data mining tasks can be broadly categorized into either supervised or unsupervised 
learning tasks. We utilize supervised TDM on the whole corpus to verify whether 
deductive machine learning would perform as well as humans at the task of classify-
ing contents from CSR reports. We evaluate our supervised TDM results against that 
of independent coders and show how to streamline content analysis of CSR reports by 
exaptation of existing TDM techniques (Gregor and Hevner 2013).We then use unsu-
pervised TDM to look at how these partitions group and explore whether environmen-
tal sustainability considerations are part of the core business discourse for the firms 
analyzed.  

2.4 Supervised TDM 

For the supervised component of this study we use the labels assigned by a subject 
matter expert, such that each text file in the input data is associated to a partition type. 
Input data are divided into a training set and a validation set.  Sixty percent of the 
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Table 3. (Continued ) 
 

3 Governance Grouping includes most governance partitions 
and mentions: conduct, directors, compensation, 
independent, legal, principles, review, com-
pliance, risk, etc.  Citi’s business and social 
capital partitions also grouped here, evidencing 
that governance topics were a priority for Citi in 
2012. 

citi2012biz  
citi2012gov  
citi2012sock  
coke2012gov  
em2012gov  
gm2012gov  
ms2012gov  

4 Social Capital 
for Tech Firms 

Grouping brings up social capital considera-
tions for Tech firms insofar as it groups Micro-
soft and Intel partitions alluding supply chain 
issues (i.e. cash, central, campaign, audits, future, 
serve, conditions, china, centers, etc.). 

intel2012sock  
ms2012sock  
 

5 Coca-Cola Grouping includes most of Coca-Cola’s parti-
tions (business, environment and social capital) – 
as well as General Motors social capital partition 
- and includes the following terms: “grant, Bra-
zil, water, fund, partner, china, campaign, waste, 
partners, etc.”  Thus, this Text Cluster raises 
Coca-Cola considerations. 

coke2012biz  
coke2012env  
coke2012sock  
gm2012sock  
 

6 Human Capital Finally, this grouping points to human capital 
considerations across industries through: “top, 
culture, women, workplace, safety, directors, 
people, human rights, etc.” 

citi2012humk  
coke2012humk  
gm2012humk  
intel2012gov  
intel2012humk  
ms2012biz  
ms2012humk 

3 Conclusion and Future Work 

We investigate the use of TDM to help us understand, classify and characterize the 
contents of CSR reports. In particular, we use supervised TDM to compare labels 
classified by TDM and classification algorithms to those labeled by a subject matter 
expert.  We found that for most of text files in the validation set, supervised TDM is 
similar to expert labeling.  The misclassifications by the best performing classifica-
tion algorithms (Neural Network and Memory-based Reasoning) were somewhat 
explained by the results of our cluster analysis which indicated that indicated that 
CSR report partitions focusing on core business discussion (in the case of ExxonMo-
bil) and social capital themes (in the case of General Motors) contained enough envi-
ronmental sustainability considerations to be classified as environmental partitions.   

The unsupervised TDM (Text Cluster analysis) on 2012 CSR report partitions to 
explore groupings resulted in six text Clusters: oil extraction firm grouping, environ-
mental grouping with business partitions from General Motors and Intel, governance 
grouping (with Citi’s business and social capital partitions), social capital grouping, 
beverage firm grouping, and human capital grouping.  Of particular interest to us was 
the fact that the environmental grouping (cluster No. 2 in table No. 3) also grouped 
two business partitions (General Motors’ and Intel’s).  Thus, providing additional 
justification for environmental sustainability embeddedness. Finally, it makes sense  
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for companies like ExxonMobil and General Motors to have business and social capi-
tal partitions be reclassified by supervised TDM as environmental ones, evidencing a 
logical evolution for firms whose products must consume natural resources and con-
tribute to global warming. 
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Abstract. A battery management system (BMS) is an embedded system for 
monitoring and controlling complex battery systems in high-tech goods, such as 
electric vehicles or military communication devices. BMSs are often designed 
for simplicity and cost efficiency, storing few crucial data on the condition of 
batteries. With an increasing trend to reuse batteries, BMSs face a need to im-
plement additional functionality to support decision-making tasks. This func-
tionality requires rich data on the structure, usage history, and condition of a 
battery that is not supported by current BMS type series. Based on expert inter-
views and document analyses, we sketch a design theory for implementing 
BMSs that supply the data required for making decisions on how to best reuse 
battery systems. 

Keywords: Design theory · Battery management system · Embedded system · 
Decision support system · Condition monitoring 

1 Introduction 

Since their commercial introduction in 1991, lithium-ion batteries have become a 
widespread technology for supplying mobile devices and high-tech goods with energy 
[1] and often account for a major share of the initial costs of the devices in which they 
are applied [2]. One strategy for reducing the systems’ total costs of ownership is to 
reuse a battery for another application after it has completed its first lifecycle. For ex-
ample, electric vehicles (EVs) require batteries with high energy density to provide for 
a range that is accepted by drivers [3]. While it is assumed that these batteries are no 
longer usable for EVs when their capacity drops to around 70-80% of their original 
capacity [4], they might still be usable in stationary applications after their removal [5]. 

A crucial prerequisite for reusing a battery system is to accurately assess its condi-
tion and usage history. Since the procedures to obtain these data by manually testing 
the battery are complex, resource intensive, and may lead to further cell degradation 
[6], we propose that the data should be stored and made available by the battery man-
agement system (BMS) without conducting additional testing procedures.  

BMSs are embedded systems that provide basic functions for operating a battery 
system. Having been designed as low-cost systems with minimal hardware capabilities, 
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they usually do not store data on the level of detail that is required for making deci-
sions on reusing a battery. To identify this gap and present some first ideas on how to 
design the next generation of BMSs, the research question addressed in this paper is: In 
what way must BMS be extended to support decision-making on the reuse of battery 
systems, in addition to monitoring and controlling their basic operations? 

The paper is organized as follows. In Section 2, basic principles of lithium-ion bat-
tery systems and BMSs are reviewed and second life applications are reviewed. In 
Section 3, the research method is exemplified. In Section 4, a first design theory for a 
class of BMSs that support decision-making on reusing battery systems is sketched. 
Section 5 concludes the paper. 

2 Theoretical Background 

2.1 Fundamentals of Lithium-Ion Battery Systems 

Lithium-ion batteries are used as energy storages in many electric devices, ranging 
from small battery packs used in cell phones or cameras to large battery systems for 
EVs or temporary energy storages for photovoltaic systems. Advantages of li-ion 
batteries include “high energy and power densities, long life, and lack of memory 
effect” [6]. 

In general, larger battery systems follow a modular design and usually consist of a 
battery pack, battery case, battery management system, and thermo system [7]. A 
battery pack is an energy storage device that comprises several battery modules that 
again are composed of battery cells [8]. For increasing total voltage, battery cells are 
connected in series into battery modules, while for increasing total amperage a couple 
of modules are connected in parallel. Smaller batteries usually consist of one cell 
only. The inner components are protected by a solid case. The battery management 
system is an embedded system to monitor and control the battery. Finally, due to bat-
tery cells’ temperature sensitivity, larger lithium-ion battery systems contain a thermo 
system for heating and cooling the cells that is controlled by the BMS [9]. 

Lithium-ion batteries suffer from cell aging, which mainly depends on the cell 
chemistry and operation conditions [6] and results in decreased performance. Battery 
aging can be divided into cycle aging and calendar aging [10]. While calendar aging 
describes the degradation of a battery during storage (i.e. while the battery is not in 
use), cycle aging denotes the degradation during charging or discharging operations 
[10]. Rezvanizaniani et al. [11] identify the five most significant factors for degrada-
tion in automotive applications: environment temperature, discharging current rate, 
charging rate, depth of discharge, and time intervals between full charge cycles. Due 
to initial variance of the cells and different temperatures occurring at different loca-
tions inside the module [12], cells might degrade unequally [13]. Since aging depends 
on “chemistry, design parameters and battery usage” [12], those aspects have to be 
considered for explaining battery aging. Even cells manufactured in the same produc-
tion lot might show a variance in their aging behavior [12]. Therefore, Brand et al. 
[14] state that the prediction of a module’s remaining useful life (RUL) requires 
knowledge about its previous usage history. 
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2.2 Battery Management Systems as Embedded Systems 

Embedded systems are microprocessor-based systems performing dedicated tasks as 
part of another system. They commonly feature combinations of hardware and soft-
ware, have few dedicated functions, are integrated in larger systems, and possess li-
mited hardware resources regarding computing power and memory. Often, real-time 
constraints exist and the system’s correctness is a compulsory design requirement [15]. 

A BMS is an embedded system to operate a battery, to prevent malfunction, and to 
extend the battery’s lifetime. It is typically designed for three main goals. First, it 
ensures the safe and reliable operation of the battery. Second, it performs electrical 
management for optimized battery performance and acts as an interface between a 
battery and the device. Third, it controls the temperature of the battery [9]. To account 
for these goals, a variety of sensors are implemented into the battery, providing data 
about electric and environmental characteristics. Typical characteristics measured by 
a BMS include cell voltages, cell temperatures, and charge and discharge currents 
[16]. The sensor data are used to calculate or estimate a variety of metrics on the bat-
tery’s status. 

The most commonly used parameters are the state of charge (SOC) and the state of 
health (SOH). The SOC describes the “reversible” [17], while the SOH describes the 
“irreversible changes” experienced by a battery [17]. The SOC is defined as the ratio 
of remaining capacity to the capacity when fully charged [16], or the actual amount of 
charge divided by the total amount of charge [18]. In EVs, the SOC can be used as a 
kind of fuel gauge, as known from conventional combustion engines. Since the SOC 
cannot be measured directly, many different methods for SOC estimation have been 
proposed [16]. SOC and SOH estimation can be based on data that is stored in a book-
keeping systems that holds historical data such as the number of cycles [19]. An esti-
mation model is stored in the BMS that is used for calculating the SOC or SOH [16].  

Apart from estimating a battery’s SOC and SOH the measured data are also re-
quired to ensure a battery’s safe and reliable operation. Common safety features exist 
to prevent overcharges and deep discharges by controlling the electric currents and 
temperature [17], as lithium-ion cells may explode at high temperatures and their 
degradation highly depends on the battery’s operating temperature. Therefore, a BMS 
operates a thermal management system in larger battery packs [20], shielding the 
battery from adverse environmental conditions to minimize its degradation and to 
avoid overheating [13]. Smaller batteries usually do not contain a dedicated heating 
and cooling device. 

To extend the battery’s lifetime, the SOC of all cells should be kept as equal as 
possible [20]. To achieve this objective, the BMSs contain active or passive mechan-
isms for cell balancing. 

Depending on the size and complexity of a battery, a BMS can be implemented on 
all levels of a battery, such as cells, modules, and packs. Chatzakis et al. [21] state 
that “a BMS has to be ‘cell based’ in order to be effective”. Hierarchical BMSs can be 
implemented by designating BMSs as masters and slaves, such that a battery’s opera-
tions can be monitored on all levels of detail [19]. 
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Data exchange between the BMS and the device is usually established using a 
communication bus (e.g. CAN-bus for EVs [20], system management bus (SMBus) 
for smaller devices [19]). 

2.3 Second Life Applications of Used Batteries 

Like any other product, a battery passes through different stages during its lifetime, 
including manufacturing, shipping, installation, useful life, dismantling, and disposal 
[22]. In addition to these lifecycle phases, batteries might be reused in second life 
applications to increase their sustainable use and generate additional revenues.  

Second life applications may be viable if individual usage scenarios require dispa-
rate properties of a battery. For instance, electric vehicle batteries (EVBs) have to pro-
vide high discharge currents to provide decent acceleration capabilities, a high energy 
density, and slow cycle aging [23]. A degraded EVB that, due to an increased internal 
resistance, can no longer provide the necessary peak loads required in a car might still 
be usable in stationary applications that do not have such high power demands. Hence, 
reusing EVBs in stationary applications is explored in current projects [5]. 

Since every battery ages differently, information about the battery is needed to 
identify the best scenario for its reuse. Furthermore, to compile a new battery pack out 
of several used battery cells with an equal level of quality, information about each 
individual cell in a used battery pack are required. Following propositions of battery 
experts, this includes information about the individual cells’ age, since cells with 
different aging histories should not be used in the same pack. While this information 
can be gathered by performing physical tests on the battery, these tests have been 
found to be complex, stressful, and lead to an increased cell degradation. To identify 
the aging mechanism of a cell, destructive methods like “X-ray diffraction (XRD) and 
scanning electron microscopy (SEM)” [6] are used frequently. While information 
about the current status can also be acquired with non-destructive methods, such as 
cyclization, these methods often increase the battery’s cycle age due to the charging 
and discharging cycles carried out in the course of conducting the procedure. Thus, 
there are good technical and economic reasons to store more data about the battery’s 
condition in a BMS. 

3 Research Method 

Design has been proposed to be a science of the artificial that differs from research on 
natural phenomena [24]. Gregor [25] proposed five types of IS theory, including pre-
scriptive theories for design and action that convey knowledge on how artifacts ought 
to be, instead of explaining, analyzing, or predicting their behavior. Later, Gregor and 
Jones [26] conceptualized these five types of theories as ‘design theories’ and pro-
posed eight components based on which design theories can be communicated. 

To identify the current properties of BMS, we analyzed two battery systems based 
on document analyses and informal discussions with experts from two companies that 
manufacture battery packs and BMSs. The first battery pack is used in communication 
devices in a military context. The second battery pack is used in EVs.  
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Based on this assessment, we conducted informal discussions with battery re-
searchers and manufacturers and analyzed the literature to advance BMSs into sys-
tems that inform decision making on reusing batteries. Based on these results, we 
sketched a design theory for a class of BMSs that do not only provide the usual fea-
tures for monitoring and controlling the battery, but also make available the data that 
are required to enable decision making on how to best reuse the battery in other appli-
cation scenarios. 

4 Extending BMSs for Making Decisions on Battery Reuse 

Our discussions with battery researchers and manufacturers as well as the literature 
analyses led to three types of data about a battery that are needed to make an informed 
reuse decision. First, data about the current condition of the battery is needed, especial-
ly the SOH regarding the capacity and the internal resistance are required to identify 
valid reuse applications. Second, transaction data are required, including the charging 
and discharging cycles of the battery. Third, to estimate the remaining useful life for 
different reuse scenarios and to assess whether a recombination of battery modules is 
possible the detailed usage history is needed, including basic condition data such as 
voltage, current and temperature experience by the battery as functions of time [27]. 

Based on the data that is needed for making informed reuse decisions, three aspects 
present themselves to advance BMSs into systems to obtain, store, and evaluate these 
data along the battery’s first life. 

First, the decision task might demand more data than is currently made available in 
a BMS. To acquire more data, additional sensors for measuring currents, voltages, and 
temperatures might be integrated into the battery. The frequency in which the parame-
ters are measured and stored has to be adjusted to an adequate level of granularity to 
limit the data storage requirements and thus avoid an escalation of costs for data sto-
rage. For recombining and predicting the future performance of cells or modules, data 
on the usage history has to be identified on a cell or a module level, respectively. 

Second, the hardware and software capabilities of BMSs need to be extended, since 
the data gathered by the sensors have to be processed for calculation or estimation of 
specific values that represent, e.g., the degradation of the battery. As regards the sto-
rage of a BMS, data that defines the history of the battery has to be stored for a suffi-
cient period of time. An important observation is that while data storage prices are 
decreasing, storage space in embedded systems is still very costly, especially in auto-
motive applications, because of high safety standards and cost pressure [28]. In these 
scenarios, data on selected parameters, such as cycle life or the maximum remaining 
capacity [29], might be saved as histograms. 

Third, the – external – interfaces of the BMS have to be refined, since the recorded 
data has to be made available to a decision maker faced with the task of reusing a 
battery. The data can be communicated to an external system like a maintenance de-
vice or a superior system inside the same device, such as a vehicle management sys-
tem in an electric vehicle, or read out after the end of the first lifecycle of the battery. 

The identified aspects become manifest as additions to the design theory that un-
derlies current implementations of BMSs as embedded systems (Table 1). 
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Table 1. Extended design theory for BMSs to foster decision-making for battery reuse 

Components Additions to the current design theory underlying BMSs 
Purpose and 
scope 

To obtain data for making decisions on battery reuse, including 
transactions and errors experienced by a battery and gradients of 
important battery parameters along the entire battery lifecycle. 

Constructs Physical components: Additional sensors, extended hardware capa-
bilities, extended interfaces. Abstract components: Gradient of 
important battery parameters; transaction data on charg-
ing/discharging events; data on unusual events (e.g. extreme tem-
peratures, unusual high energy requests, major physical shocks). 

Principles  
of form and 
function 

Acquisition and storage of transaction data affecting the battery, 
condition data on the battery, and evaluation of historical data to 
assess and predict the battery’s condition. 

Artifact  
mutability 

To adapt to new models for evaluating battery data, so as to assess 
and predict the condition of the battery with greater accuracy. 

Testable  
propositions 

(1) The condition of the battery can be assessed more comprehen-
sively than with conventional BMSs; (2) the future condition of the 
battery can be predicted based on historical data; (3) the selection 
and implementation of an adequate reuse scenario is fostered. 

Justificatory 
knowledge 

Decision theory [30], theory on predicting the future condition of a 
battery based on current data [31], IS design theory [26], [32]. 

Principles of 
implementa-
tion 

The implementation needs to be able to monitor and control a bat-
tery, and to assess and predict the condition of the battery. It needs 
to be embedded into a decision support system to enable decisions 
on using the battery in suitable application scenarios. 

Expository  
instantiation 

To convey a BMS as an embedded system and (a) extend the sen-
sors, memory, and processing capabilities of the BMS or (b) con-
nect the BMS to an external information system to which crucial 
data are transmitted regularly to monitor the battery’s lifecycle. 

5 Contribution and Research Outlook 

The contribution offered in this paper is to provide some first ideas on developing a 
design theory that describes a class of Battery Management Systems (BMS) that are 
capable of informing decision making on the reuse of batteries. BMSs are currently 
applied at the interface between the battery and its ambient device and control basic 
functions such as charging and discharging the battery, temperature management, and 
maintain safe operating conditions. We identified a lack of available data to be pro-
vided by BMSs to support decisions on the reuse of battery cells, battery modules, 
and battery packs. Subsequently, we identified a need to add additional sensors, 
hardware capabilities, and interfaces to BMSs and sketched a design theory for a class 
of BMSs that can inform decision making on reusing batteries in addition to operating 
the battery itself.  
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A limitation of the paper is a potentially incomplete appraisal of the current fea-
tures of BMSs, which was done based on a literature analysis and a review of two 
expository instantiations. While this approach has enabled us to summarize the crucial 
characteristics of BMSs, additional BMSs might have to be reviewed to more fully 
explore the range of functions provided by current BMSs. In addition, further research 
is warranted to increase the completeness and level of generalization of the proposed 
design theory. 
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Abstract. Current research in the requirements engineering (RE) domain is  
extensive. However, despite increased efforts from both practitioners and  
researchers to make RE more successful, the implied link to project success  
is questionable. Consequently, to address this gap, researchers propose a new 
paradigm in the domain of RE, namely the artefact orientation. Based on this new 
research field, this study introduces a requirements engineering canvas (REC) 
which we developed based on model requirements (MRs) derived from a lite-
rature review. Moreover, we confirmed these MRs with findings from interviews 
involving 7 domain experts. In particular, the REC addresses the 7 MRs: goal 
orientation, documentation, integration, agility, continuity, adaptability, and re-
sponsibilities.   

Keywords: Requirements engineering · Artefact orientation  

1 Introduction  

In recent years, requirements engineering (RE) has gained more attention. This  
becomes visible when we consult Google Trends with the keyword “requirements 
engineering”. There is a 26% increase in search requests between 2013 and 2015 [1]. 
Not only practitioners, but also researchers have greatly increased their efforts in 
proposing new models, theories, and guidelines which should facilitate more successful 
RE [2,3]. However, despite increased efforts to improve RE and consequently project 
success, studies still report several difficulties. For example, findings suggest that  
only 48% of projects meet pre-defined time schedules, 45% stay within the budget 
constraints, and 21% achieve the goals [4].   

This mismatch of greater suggested relevance and research compared to project 
success gives rise to a new paradigm in the domain of RE. The literature has introduced 
the artefact orientation which differs from the activity orientation [5]. While activity 
orientation discusses process models, techniques, and methods as to how RE should be 
done, the artefact orientation emphasises the output or artefacts. Such artefacts might 
include high-level goals or software specifications.   

This study aims at consolidating recent research in the domain of artefact orientation 
by deriving model requirements (MRs). Based on these MRs, we build a requirements 
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engineering canvas (REC), which consequently should lead to more successful RE. 
Hence, the research question of this study is the following: How should we design the 
requirements engineering canvas (REC) to meet the derived model requirements (MRs) 
in the domain of artefact orientation and consequently lead to more successful RE?  

We organise the reminder of this study as follows. First, we elaborate on the relevant 
terms of RE and suggested artefact orientation in Section 2. Subsequently, Section 3 
covers the design science research approach of the research project and explains how 
we conducted the literature review and expert interviews. After introducing the MRs in 
Section 4, we introduce the REC in Section 5 and guide future research endeavours in 
Section 6.   

2 Related Work  

2.1 Requirements Engineering (RE) and Model Requirements (MRs)  

Requirements engineering (RE) addresses the process of eliciting, documenting, ana-
lysing, negotiating, and validating requirements, which represent the needs of cus-
tomers and stakeholders [6]. According to the literature, RE should contribute to more 
successful project management [7]. A more extensive definition of the RE process is 
provided by Boehm [8]: “Requirements engineering is the discipline for developing a 
complete, consistent unambiguous specification – which can serve as a basis for 
common agreement among all parties concerned….” Hence, the success of the RE 
process might be assessed with the quality of the elicited requirements. In this study, we 
aim at identifying requirements, or in particular model requirements (MRs) which 
address how an artefact-oriented RE model should be designed.  

2.2 Artefact Orientation  

The literature differentiates between activity and artefact orientation. The artefact 
orientation refers to the output and results of the RE process and introduces specific 
categories and abstraction levels for documenting, analysing and validating require-
ments [9]. Activity orientation, on the other hand, emphasises techniques, methods, and 
process models, and thus, describes how the team should conduct the RE process. 
Researchers suggest that the artefact orientation should lead to increased project suc-
cess [10]. This study aims at consolidating MRs to design an artefact-oriented RE 
model of this relatively young research domain of RE. The subsequent section elabo-
rates on how we proceed with deriving and validating the MRs.   

3 Research Approach  

Design Science Research (DSR) consists of 6 distinctive activities, as suggested by 
Peffers et al. [11]. In Sections 3.1 and 3.2 we explain how we conducted the literature 
review and the expert interviews to derive the MRs, as well as how we developed the 
REC. Section 4 elaborates on the MRs (Activity 2) and in Section 5, we discuss the 
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REC (Activity 3). Finally, with regard to Activities 4 and 5, demonstration and vali-
dation, we shed light on how we plan to validate the proposed REC in future research 
projects in Section 6.   

3.1 Literature Review  

In our literature review, we followed the procedure recommended by Vom Brocke et al. 
[12] and Webster and Watson [13]. We used the search string “requirements engineer-
ing” in the titles of publications and searched the databases AIS Electronic Library, 
EBSCOhost, Emerald Insight, IEEE Explore Digital Library, Science Direct, and 
SpringerLink. Furthermore, we limited our search to journal articles and the top three 
ranked information management conferences, as suggested by the WI-Orientierungsliste 
[14]. We started with the search in November 2014 and finished in December 2014. 
Overall, we received 768 hits including a backwards and forwards search. We only 
considered papers which were published after the year 2000. The title needs to contain 
the relevant keyword “requirements engineering”, and the paper needs to be 
peer-reviewed. Due to the page limit in this research paper, we only cite a representative 
number of articles. If requested, we are more than happy to provide a more extensive list 
of the identified conference and journal articles.   

3.2 Expert Interviews  

For validating the MRs from the literature review, we also conducted interviews with 7 
domain experts (each of the interviewees has at least 4 years of domain experience). 
The expert interviews lasted between 35 and 58 minutes and followed a semi-structured 
guideline. Overall, we interviewed 3 Senior Consultants, 1 Senior Principal Consultant, 
1 Product Manager, 1 Senior Supply Chain Director and 1 Consultant from different 
national and multinational organisations. First, we were interested in the backgrounds 
of the experts. Second, we asked the experts to elaborate on their previous experience 
with respect to a specific RE project. Third, we asked questions regarding how the 
experts would improve RE practices in the future. Furthermore, we transcribed the 
interviews and put the documents in a central database. Two researchers independently 
coded the transcripts. Prior to the coding process, we agreed on the particular  
coding schema based on the MRs identified in the literature review. We measured the 
intercoder reliability with Cohen’s Kappa [15] as 0.65, exceeding the recommended 
threshold of 0.6 [16].   

4 Identified and Validated Model Requirements (MRs)  

The first (MR1) goal orientation was widely discussed in the literature. This re-
quirement refers to both the goals of the service provider, and the goals of customers 
and stakeholders [17]. Notably, all of the interviewed experts confirmed this MR with 
the following representative statement: “We needed to evaluate features... We used the 
pre-defined goals to do that…”  
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With regard to (MR2) documentation and traceability, the literature emphasises the 
importance of documenting requirements on the same abstraction level in order to 
allow for comparison among the requirements [18]. Particularly, high-level goals 
should not be mixed with very specific software requirements. With the exception of 
Expert 6, all interviewees confirmed this MR. The following was a quote from Expert 
3: “We have a wiki where we document the use cases and scenarios.”  

We propose (MR3) integration as the next MR. This MR refers to combining dif-
ferent views of RE, particularly in the domains of product, service, and software en-
gineering. The combination of these three disciplines leads to the design of a hybrid 
product which consists of product, service, and system (PSS) components [19]. Expert 
6 mentioned these different views which should be addressed in RE projects: “There 
are all of these different competing types of requirements that are coming to fruition…”  

Following (MR3) integration, we introduce (MR4) agility. With agility we specif-
ically address the importance of a fast throughput time of the RE process. Such agile 
practices have mainly been discussed in the domain of software engineering, e.g. with 
the agile manifesto [20]. The literature states that conducting the RE process parallel to 
the development process facilitates a much faster time to market [21]. Five of the do-
main experts also emphasised the relevance of agility, as Expert 6 suggested: “What we 
do is that the product owner is iteratively and constantly modifying and validating the 
structure [of requirements].”   

Following (MR4) agility, we introduce (MR5) adaptability. Both researchers and 
practitioners agree that artefact-oriented RE models should be flexible, meaning that they 
should be adaptable to different RE processes and procedures. Furthermore, depending on 
the organisational or project characteristic, the model should be adaptable [22]. Expert 2 
elaborates on the difficulty faced if the organisation has fixed structures and does not allow 
for adaptability: “The problem is usually the following: the management of the organisa-
tion defines something and the team needs to do it. It is sink or swim…” Overall, 3 experts 
discussed this MR.   

Regarding (MR6) continuity, we suggest that, in line with (MR4) agility, elicited 
and documented requirements should be challenged constantly within and beyond the 
project at hand [23]. Depending on the abstraction level, from high-level goals to very 
specific software requirements, different evaluation techniques and procedures should 
be chosen. All of the interviewed practitioners confirm this MR, as Expert 4 stated: 
“…we constantly checked the requirements with the customers…”  

Finally, (MR7) responsibilities introduces the relevance of involving particular 
roles in the RE artefact model. Such roles might include the Domain Expert, the System 
Designer, the Business Analyst, and the System Analyst [24]. As with (MR6) conti-
nuity, all domain experts confirmed this MR. Expert 7, for example, clearly stated that 
such responsibilities were missing in previous projects. Thus, this would be something 
that he would improve in future endeavours: “I would introduce the role of a decision 
maker. Sometimes it is necessary [to] make quick decisions in the requirements engi-
neering process…”  

The results from the literature review and the validation involving 7 domain practi-
tioners confirm the 7 MRs from both theoretical and practical points of view.   
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5 Introducing the Requirements Engineering Canvas (REC)  

We propose the REC which consists of three building blocks: (1) Goals and Visions; (2) 
Continuous Evaluation; and (3) Flexible Adaption. These building blocks do not suggest 
a chronological order. Rather, the RE team should be able to combine and use these 
building blocks flexibly. Notably, we highlight how each building block addresses the 
previously identified and validated MRs. Figure 1 depicts the REC, the three building 
blocks (right and left circles, and the pyramid), and the 9 distinctive steps.   

 

 

Fig. 1. Towards the Requirements Engineering Canvas (REC)  

Building Block 1: Goals and Visions. The first building block of the REC consists  
of steps 1-3. (1) First, the RE experts should structure the requirements in product, 
service, and system requirements (MR3 integration). (2) Second, with four abstraction 
levels, goal, feature, function, and components, we differentiate between high-level 
artefacts and specific requirements (MR1 goal orientation). These different abstraction 
levels are similar to the “Requirements Abstraction Model” [25]. As a third step (3), we 
propose visualising the relationships between requirements on the same abstraction, 
and across different abstraction levels. We propose three notations, a link, a synergy, 
and a conflicting relationship (MR2 documentation). With regard to documentation, we 
also suggest that the RE team uses a separate database or collaboration tool to track 
requirements, and establish a common backlog for assigning tasks and responsibilities 
(MR7 responsibilities). This requirement is not particularly addressed in the model of 
this research in the progress paper.  
 
Building Block 2: Continuous Evaluation. The second building block addresses steps 
4-5. Furthermore, the artefacts in this block describe the evaluation in the RE process. 
With step (4), depending on the artefact level introduced in the previous building block 
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(goals, features, functions, or components), an evaluation technique should be mapped 
(MR6 continuity). For example, for more high-level goals, informal communication 
such as expert interviews or focus groups might be chosen. For validating more specific 
software components, on the other hand, an automated testing procedure might be more 
appropriate. By defining these evaluation artefacts, we encourage parallel and agile RE 
and development processes (MR4 agility). Furthermore, step (5) addresses different 
stakeholders and customers, and the environment that should be involved. Hence, the 
evaluation artefacts of the previous step correspond to these stakeholder groups.   
 
Building Block 3: Flexible Adaption. Finally, the model should allow for flexible 
adoption (MR5 adaptability). Regarding step (6), the project scope might significantly 
influence how the REC is used. For example, if the scope involves a radical product 
innovation, the team might want to start by defining high-level goals and visions before 
specifying software, product, or service components. On the other hand, if the project 
aims at developing a new release, high-level goals might already have been docu-
mented, which should be accounted for. With respect to step (7), the team and partners 
might also have reasons for adapting the REC. In particular, if the team cooperates  
with external organisations or software vendors which implement and develop the 
software artefacts based on the defined requirements, the documentation process might 
be of significant importance. Furthermore, in step (8), we also introduce the layer of 
organisation and culture. Clearly, a start-up incorporating a small number of employees 
might allow for more flexible and spontaneous RE practices than might a larger  
corporation. The same applies for the final step (9). We argue that traditional tele-
communication might have different established standards, when it comes to project 
execution, than IT organisations.   

6 Conclusions, Limitations, and Future Research  

In this study, we consolidated MRs for developing an artefact-oriented RE model, goal 
orientation, documentation, integration, agility, adaptability, continuity, and responsi-
bilities. Based on these 7 MRs, we introduced the REC, which incorporates 3 core 
building blocks: (1) Goals and Vison; (2) Continuous Evaluation; and (3) Flexible 
Adaption.   

In future studies we will validate the REC in several projects involving graduate 
students, practitioners and researchers alike. In the student projects, we will ask the 
project teams in a graduate university course to work on several case studies for de-
veloping mobile business solutions. Additionally, we plan to conduct several in-depth 
case studies which should provide us with feedback from practitioners. Overall, we 
believe that the proposed REC should foster more thorough documentation, evaluation, 
and negotiation of requirements. Specifically, the REC might be used in workshop 
settings involving different stakeholders; it should allow for an iterative process.   

Regarding the limitations of this study, we mainly involved experts from consul-
tancy firms. Thus, by instantiating the model in a practical environment, we might 
challenge not only the REC but also the previously identified MRs more thoroughly. 
This addresses the different evaluation strategies in DSR; in particular, naturalistic ex 
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post evaluations involving diverse stakeholders and real users [26]. Furthermore, we 
also plan to further highlight how the REC relates to existing artefact-oriented models. 
By doing so, we would like to further demonstrate the utility of the REC [27]. More-
over, despite the increasing popularity of canvas-based approaches for solving complex 
problems (e.g. the business model canvas by Osterwalder et al. [28]), this approach 
comes with some limitations, e.g. hidden complexities. Notably, our future research 
should address these challenges and limitations.  
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Abstract. In recent decade and with the advent of the eXtensible Business  
Reporting Language (XBRL), financial reports have a great mutation in terms 
of a unified reporting process. Nevertheless, the unstructured part of financial 
reports, so called footnotes, remains as barrier facing an accurate automatic and 
real-time financial analysis. The purpose of this paper is to investigate whether 
the text mining approach is an appropriate solution to assist analyzing textual 
financial footnotes or not. The implemented text mining prototype is able to 
classify textual financial footnotes into related pre-defined categories automati-
cally. This avoids manually reading of the entire text. Different text classifica-
tion supervised algorithms have been compared, where the decision tree by 
90.65% accuracy performs better rather than other deployed classifiers. This re-
search provides preliminary insights about the impact of using a text mining 
approach on automatic financial footnote analysis in terms of saving time and 
increasing accuracy.   

Keywords: Financial footnotes · Text mining · Prototyping · Classification  
algorithms 

1 Introduction 

It is recognized that results from financial analysis have impacts on financial decisions 
[10]. The emphasis of financial statement analysis is using a variety of analytical tech-
niques in order to identify company’s financial performance and support business 
decisions [3]. In this regard, footnotes, as inseparable parts of financial reports, play a 
critical role to enable and support the financial analysis process [17]. A careful review 
of a company’s footnotes is necessary to reveal and explain identified values within the 
financial report’s main body. However, their unstructured format is an obstacle to 
analyze them automatically. There are no standards for clarity or conciseness among 
them [14] and a labor intensive manual content analysis is needed. Therefore, the pa-
per’s goal is to design a text mining solution to perform financial footnotes analysis 
automatically by applying text classification techniques to accelerate financial analysis. 

Previous studies have shown the relevance of footnotes and information demand, 
which resides in footnotes lines [11]. Based on different use cases, the main method 
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for analyzing footnotes is still manually reading [11]. Furthermore, in spite of using 
XBRL as a unified data exchange standard for financial reporting [15] and even with 
the footnote detailed tagging, the automatic analysis of narrative information among 
footnote lines is not possible. Moreover, in terms of financial narratives analysis, 
coding procedures are used to identify financial patterns in textual financial parts [2]. 
However, this does not offer any benefit for analyzing financial footnotes automati-
cally, because of manual code assignment to the texts [13]. In this regard, we suggest 
a text mining design toward facilitate automatic footnote analysis by performing dif-
ferent text classification algorithms. Therefore, we express the following research 
question:  

RQ: Does proposed text mining solution facilitate financial footnote analysis in an 
automatic fashion to save time and accuracy?  

The paper’s structure is as follows: Section 2 discusses the related work in terms of 
financial analysis and unstructured data integration. In Section 3, we introduce the 
research design. Sections 4 and 5 present the proposed framework and the prototype 
implementation phases, respectively. Finally, after discussion about obtained results, 
the conclusion section summarizes further research and implication of the research 
results. 

2 Related Work 

According to [17], financial analysis without considering textual parts of financial 
reports is incomplete and might be a misleading task. However, manually analyzing 
financial footnotes is still a limitation and a time consuming issue in terms of an accu-
rate financial analysis. A previous study [11], identified existing research papers (ap-
proximately 45), where each one relates to an issue in context of financial analysis. 
The study results demonstrated the importance and the effect of financial footnote 
information on financial analysis processes. It is indicated that existing methods for 
financial footnotes analysis rely on a manual process. As an example, Franceschetti et 
al. proposed a method to recognize insolvency in business transactions. Based on this 
method, there is a need to extract assets’ elements manually from footnotes [8]. 

In this regard, since financial footnotes have textual format, existing literature  
in terms of text mining for financial predictions are studied as well. Beattie et al. 
introduced a comprehensive four dimensional coding system for content analysis of 
accounting narratives [2]. The limitation of this method is manually assigning the 
financial codes every time to each accounting report. According to Hussainey, this 
approach can be extremely time-consuming and error-prone because human coders 
could make mistakes and overlook some relevant content [13]. Brent and Atkisson 
built a coding scheme by training pre-defined categories, which assign codes to text 
documents automatically in order to analyze economic crises through newspaper 
articles [5].  Neumann et al. [9] design a text classification approach to process finan-
cial news to automate stock price prediction. It is based on three main text processing 
step: Dataset step as a base for the classification, feature processing step to extract 
different features and machine learning step which uses subset of data to train a  
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classification algorithm to be able to classify financial news into positive and negative 
categories.  

According to reviewed articles, it can be summarized that based on critical impact 
of footnotes on financial analysis process It is necessary to find an automatic-based 
solution to overcome this gap and facilitate financial analysis process, reliably and 
accurately. Moreover, according to related research in terms of using text classification 
approach in financial domain, it seems developing such a text classification approach 
for financial footnotes analysis has benefit to recognize hidden patterns in the narrative 
part of financial reports and facilitate financial footnote analysis considerably. 

3 Research Design 

In this chapter, we explain the basis of our proposed solution relying on existing text 
classification approaches to create and evaluate an artifact in order to solve the identi-
fied problem. The purpose of this solution is to demonstrate the benefit of an automat-
ic text-analytics approach for financial footnote analysis. To this, we are supposed to 
classify particular sentences, which carry out soft information in textual parts of fi-
nancial reports regarding the identification of required financial categories, which are 
relevant for financial analysis.  

In order to have a systematic design, we applied the Cross-Industry Standard 
Process (CRISP) framework [7], which is one of the accepted frameworks in data/text 
mining domain [16] and has six phases. In the initial phase, business understanding, 
all our effort is to recognize the business case regarding the existing gap in the finan-
cial footnote analysis and the study aims to accomplish. Within the data understand-
ing phase, we concentrated on the financial footnotes, which are available in financial 
report files of different companies. The database to get financial footnotes of compa-
ny filings is Edgar online of U.S. SEC allowing quick research on companies’ finan-
cial periodic reports like 10-K (annual reports) and 10-Q (quarterly reports). The next 
two phases, data preparation and model development, are focused on all activities 
with the aim of constructing the initial proposed text-mining artifact. In the evaluation 
step, we concentrate on a quantitative evaluation as a first evaluation phase to apply 
statistics to generalize the findings and to process data in a numerical way. However, 
further research is necessary to evaluate the obtained results by a qualitative approach 
to achieve business value as well. In the deployment phase, the outcomes will be 
deployed into a real information system [16]. 

In this regard, we develop our proposed solution based on existing methods in 
terms of text classification in financial area [9], which has three main steps: dataset, 
feature processing and machine learning. As a result, we train an example data set 
including the numbers of financial footnotes, first, to be able to recognize and classify 
different identified classes in financial footnotes. Afterwards, we deploy machine 
learning algorithms on our training documents to recognize the impact of using text 
classification approach on financial footnote analysis. Later on, the recognized algo-
rithm will be used for new and untrained financial footnotes.   
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4 Proposed Frame
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Machine Learning  

The training dataset process started with the data preparation process. The preparation 
process encompasses ordinary text mining pre-processes such as lower case transfor-
mation, stop words filtering, and tokenization. It should be considered that the major 
difference between the proposed methods is that it is not just sufficient, to recognize 
some rates and trends in footnotes’ lines. A recognition of soft information through 
sentences and their relations is of importance, too. As a result, the whole income tax 
texts are tokenized into sentences, not just into terms. Therefore, we have 1,724 ex-
ample sentences, where each one belongs to one or more particular pre-defined in-
come tax categories. In the next step and when the training dataset is prepared, we 
applied the supervised algorithms such as K-NN, Naïve Bayes, Decision tree, and 
Support Vector Machine (SVM), which are typically used in supervised text classifi-
cation area [1], [4], [6], and [18]. The reason behind using different algorithms is to 
observe the performance results, which help users to apply the more appropriate algo-
rithm for a financial footnote analysis [12]. It should be noted, although unsupervised 
algorithms do not require pre-training process and provide high accuracy in clustering 
projects, but for classification purposes, which is the aim of this research, supervised 
algorithms yield better performance than unsupervised ones [18]. Since applying 
classification algorithms, their performance in terms of accuracy is validated in order 
to recognize an appropriate text classification algorithm. Subsequently, the more 
accurate algorithm will be selected for automatic classification of unknown and un-
trained income tax footnote. The implementation and results will be discussed in the 
next section. 

5 Implementation and Results 

The implementation of the proposed workflow as an artifact makes text-mining algo-
rithms available to extract financial footnote classification using the open source 
software component Rapid Miner as an open source tool for machine learning pur-
poses. It comprises different procedures including data loading and transformation, 
pre-processing and visualization, modeling, evaluation, and deployment. According to 
the proposed solution, all three main phases are implemented successfully and each 
algorithm is applied separately to the dataset. In all these classifiers, in order to eva-
luate the performance, the operator split validation with 0.7 split ratio splits up the 
example set randomly into 70 percent training set and rest remain as a test set to as-
sess the robustness and validity of the classifiers in order to estimate, how accurately 
a model performs in practice. The performance of the model is also measured during the 
testing phase. In order to evaluate the performance of the trained model, the prediction 
accuracy, other statistic criterion such as precision, recall, absolute error, and root mean 
squared error (RMSE) of each algorithm are calculated. Table 1 shows the obtained 
results from applying these algorithms on the example set. 
 



468 M. Heidari and C. Felden 

 

Table 1. Performance result of performing algorithms 

Algorithm Run time Accuracy 
Absolute 

error 
Precision Recall RMSE 

K-NN 7s 81.82% 0.183 82.34% 80.92% 0.362 

Naïve Bayes 4s 82.86% 0.171 78.48% 77.85% 0.414 

SVM 28s 79.22% 0.784 80.37% 78.46% 0.786 

Decision tree 
 

1m 45s 90.65% 0.136 91.38% 90.82% 0.280 

6 Results and Discussion 

By implementing a unified platform in Rapid Miner, we demonstrated the application 
of the proposed text classification solution and therefore the classification of income 
tax financial footnotes into identified categories.  

As a result, among applied text classification models, a decision tree presents more 
reliable results in terms of accuracy and other statistic criteria except run time with 
90.65%. In other words, 90.65% of income tax footnote sentences are classified cor-
rectly based on the defined six categories. An analyst, who is interested in getting 
knowledge about one category in income tax footnote could directly extract related 
sentences out of that category. This can facilitate and accelerate the financial footnote 
analysis process significantly instead of reading entire income tax footnote. However, 
the decision tree takes more time to run in comparison with other classifiers. In this 
regards and due to the reason that we have more than two classes, the often stated 
SVM algorithm has a weak performance and it is not appropriate for the applied ap-
proach of financial footnote analysis.  

Regarding the proposed research question and the identified gap with the existing 
literature, it can be stated that using the proposed text mining solution offers an ap-
propriate approach to overcome difficulties through manual analysis of financial foot-
notes. The contribution of using text mining techniques in financial footnote analysis 
is summarized in Table 2 by comparing it with selected existing methods.  

Table 2. Comparing the proposed solution with existing financial footnotes analysis methods 

Approach for textual 
part of financial report 

Type of 
financial 
report 

Financial footnotes analysis 
process 

Challenges and benefits 

Traditional approach Traditional     
reports 

Manual process Time consuming and error-prone  

Block and detailed   
tagging 

XBRL reports Tables and numbers are tagged 
but narrative information 
through footnotes lines should 
be analyzed manually 

Both tagging procedures help just to have a unified 
structure in financial reports. / Textual parts of 
footnotes are still read manually which it is time 
consuming and error-prone. 

Content analysis based 
on coding systems 

Traditional 
reports 

Manual code assignment to the 
text 

Codes should be assigned manually to the text 
every time for each repot /Mistakes of human 
coders / More accurate in comparison with manual 
processing     

Text classification 
method 

Applicable  for 
both traditional 
and XBRL     
reports 

Automatic classification of 
financial footnotes based on 
pre-defined categories 

Footnotes are classified automatically/ Textual part 
of footnotes are accessible through pre-defined 
categories/ Time saving/ More accurate in compar-
ison with manual process/ Training documents 
process have been done manually/ Increasing the 
number of categories reduces the accuracy of the 
model 
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During the implementation phase, we encountered issues and limitations such as 
the challenge of manual process of training documents regarding improve the accura-
cy of classification. Another limitation is the number of classes through each footnote. 
In this research, we focused just on one of the footnote item (income tax). However, 
due to a great deal of classes, it is not possible to put all the footnotes’ items in a sin-
gle classification process.  

In a nutshell, the results show that applying a text classification method we are able 
to classify textual parts of financial reports automatically into manually pre-defined 
classes. A financial analysis process can be done, to some extent, automatically, by 
breaking down a textual footnote to sentences with pre-processing operators. With an 
appropriate trained classification model, we classify sentences into related categories. 
Thus, analysts can directly access required sentences of related categories instead of 
reading the entire text document. 

The next step of this research is a further development to address identified chal-
lenges in order to apply the process steps to an unknown data set classifying a new 
financial footnote document automatically.  

7 Conclusion  

The last decade has witnessed a great development in the field of financial analysis 
concerning XBRL. However, textual parts of financial reports, which carry critical 
and relevant information, are still a barrier for financial analyst and someone who 
cares about accurate and timely financial analysis as well. 

We address this limitation by applying a text classification approach in order to 
improve financial footnote process. Referring to our stated research question: Does 
proposed text mining solution facilitate financial footnote analysis in an automatic 
fashion to save time and accuracy, we introduced a useable solution as an artifact to 
be able to determine, to which extent the usage of text classification algorithms is 
beneficial to gain a meaningful automization. The method can facilitate the time con-
suming and rigid manual processing of financial footnotes by using manually catego-
rized footnotes examples to train classification algorithms. In terms of the chosen 
algorithms, the decision tree obtained a reliable result with an output of 90.65 % accu-
racy rate. However, in terms of run time, which is an important issue in this research, 
Naïve Bayes performs better than the other classifiers. A next step is to apply new and 
unlabeled footnotes to this framework in order to see a classified footnote as an output 
for further financial analysis. The major contribution of this paper is to support the 
analysis of financial footnotes in an alternative and more automated way, which faci-
litates existing manual analysis. However, the proposed solution is still tentative and 
further research is necessary to extend and develop the idea in a qualitative way in 
order to evaluate the business value of this method by verifying the results with ex-
perts’ knowledge. 
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Abstract. The purpose of this paper is to empirically ground design science re-
search methodology (DSR). We claim that popular DSR methodologies lack 
solid empirical grounding since they are based on reconstructions of studies 
conducted for other purposes. Thus, we have systematically collected metho-
dology users’ empirical experiences and reflections from DSR projects. The 
overall findings show that the experiences are mainly positive. However, there 
are negative experiences such as the guidelines’ granularity, lack of rigorous-
ness concerning evaluation of new knowledge, and support for collaboration. 
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1 Introduction 

The purpose of this paper is to empirically ground design science research (DSR) me-
thodology. DSR is widespread and often viewed as the paradigm in the discipline of 
Information Systems (IS) (e.g. [9]). One purpose of DSR is to guide design and evalua-
tion of artifacts (e.g. [6], [18]). The popularity of DSR calls for a methodology to serve 
as a commonly accepted framework [14]. In our literature review, we identified three 
DSR methodologies that, according to their number of citations, are well-known in the 
IS society: Design Science Research in Information Systems Research (DSRISR) 
(Hevner [5] and Hevner et al. [6]), A Design Science Research Methodology (DSRM) 
(Peffers et al. [14]), and Action Design Research (ADR) (Sein et al. [18]).  

According to [4], methodologies need to be theoretically, internally and empirically 
grounded. The purpose of grounding is to provide arguments for specific method 
knowledge and to make actors more confident in using this knowledge [4]. External 
theoretical grounding means to relate method knowledge to relevant theoretical know-
ledge. Internal grounding means to eliminate internal contradictions and check that 
there is meaningful and logical consistency [4]. Our reading of these three popular 
DSR methodologies has shown that the authors have done an excellent theoretical and 
internal grounding. However, the methodologies do not rest on a solid empirically 
grounding. Empirical grounding means to investigate whether the prescribed metho-
dology is successful in practice. It means: to use and reflect upon the methodology, to 
observe the prescribed actions in relation to their results and consequences, and to 
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give a reference to empirical findings [4]. Important questions to ask in an empirical 
grounding process are: “Is the prescribed action in the methodology really successful 
in practice?” and “Will it lead to desired consequences?” [4]. The empirical evidence 
of DSRISR, DSRM and ADR are based on reconstructions of previous studies con-
ducted for other purposes. Our criticism is supported by the authors’ own words: a) 
“To illustrate the application of the design-science guidelines to IS research, we have 
selected three exemplar articles for analysis” [6] (p. 90); b) “To demonstrate the use of 
the DSRM, we apply it retroactively to four already published IS research projects.” 
[14], (p. 57); and c) “… we illustrate how ADR can be applied by describing a research 
project conducted at Volvo IT” [18], (p. 45). Moreover, “… the VIP [Volvo Informa-
tion Portal] project was not conducted explicitly as ADR …” [18], (p. 52). 

To use an existing data set, such as reconstruction of previous studies, to answer 
new or extended research questions is often referred to as secondary analysis. Accord-
ing to [7], two methodological issues can be raised when conducting a secondary 
analysis of a qualitative data set: a) the degree to which the data generated are amena-
ble to a secondary analysis, and b) the extent to which the research purpose of the 
secondary analysis can differ from that of the primary analysis without invalidating 
the findings. That is, to use data for other purposes means that there is a need for a 
number of methodological considerations. In [6], [14] and [18] there are no such me-
thodological discussions. We are not saying that the reconstructions of the studies 
have invalidated the results. However, we claim that these popular and widely ac-
cepted DSR methodologies should rest on a solid empirical grounding. Our claim is 
supported by other scholars, who also recognize the need for proper grounding of 
DSR (e.g. [1], [4]). The following section includes a description of related work. In 
section 3, we describe the research method and in section 4 we present the findings. 
Finally, in section 6 conclusions are drawn. 

2 Related Work 

We have analyzed the literature in order to describe the state-of-the-art concerning 
empirical grounding of DSR methodology. An impressive literature analysis concern-
ing the proliferation, nature and quality of DSR in IS conferences since the publica-
tion of Hevner et al. [6] is reported in [10]. They have analyzed 142 articles published 
at five major IS conferences in the years 2005-2007, and they report that only a small 
percentage of the papers discuss a concise and consistent implementation of the de-
sign science methodology as suggested by [6]. According to the categorization of the 
articles, none is explicitly discussing DSR methodology from the perspective of em-
pirical grounding. We have also searched articles related to Design Science Research 
on Google Scholar. We used the search words “design science research” and “design 
science research methodology”. All together, these searches resulted in over 7 000 
hits. To read and analyze this vast amount was not possible. Therefore we searched 
for empirical grounding of DSR methodology in specific IS journals and conference 
proceedings. We have, similar to [10], found that several studies report the use of 
DSR methodologies in order to develop design principles of some kind. There are also 
papers that suggest extensions to DSR methodologies (e.g. [3], [19]). Our conclusion is 
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that none of these studies has had an explicit purpose to empirically ground DSR me-
thodology. We have found several studies that provide fragmented important methodo-
logical insights based on experiences. These fragments stem predominantly from use 
of DSRISR. 

3 Research Method 

Our research question reads: “What is the empirical evidence that DSR methodologies 
work in practice?” In order to answer the question, we needed to decide: what is the 
analysis unit? (all the three DSR methodologies or a selection) and what is the data 
source? (own empirical experiences or other scholars’ empirical experiences). Re-
garding the analysis unit, we decided to analyze empirical experiences concerning 
DSRISR. The reasons are: 1) DSRISR is the most cited DSR methodology and thus 
has had a large impact on the IS discipline; and 2) it is the most used DSR methodol-
ogy and consequently there should be good conditions to collect experiences. Regard-
ing the data source, we have chosen to analyze other scholars’ experiences since our 
research is still in progress.  

 
Fig. 1. Design Science Research Cycles [5] 

We have collected empirical experiences by studying popular information systems 
journals and conference proceedings. We have searched in: European Journal of In-
formation Systems (years 2006-2014); special issues on design science research in 
Management Information Systems Quarterly (vol. 32, no 4), Scandinavian Journal of 
Information Systems (vol. 19, no. 2), Organization Studies, (vol. 29, Issue 3); and 
conference proceedings in Design Science Research in Information Systems and 
Technology (years 2006-2013). The collected experiences have been ontologically 
anchored to each cycle in the Three Cycle View of Design Science Research [5]  
(see Fig. 1). The experiences have also been related to the seven DSR guidelines [6]: 
Design as an Artifact, Problem Relevance, Design Evaluation, Research Contribu-
tions, Research Rigor, Design as a Search Process, and Communication of Research. 
Moreover, in order to provide a good overview, we have classified the experiences as 
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positive or negative. Due to limited space, we have presented a selection of the col-
lected empirical experiences.  

4 Analysis of Empirical Experiences 

4.1 The Relevance Cycle 

The relevance cycle relates the design science research domain to the environment 
domain. The overall question for the relevance cycle reads, “Does the design artifact 
improve the environment and how can this improvement be measured?” [23, p. 89]. 
We have related positive experiences to the guidelines Design as an Artifact (see table 
1), Problem Relevance (see table 2) and Research Contribution (table 3). We have 
identified negative experiences for the guidelines Problem Relevance (see table 4). 
The negative experiences are mainly not contradicting the positive experiences. Ra-
ther, they focus on other aspects such as the need for more procedural guidelines. 
There are negative experiences related to the relevance cycle which we could not 
relate to a specific guideline. These experiences concern lack of guidelines for colla-
boration with practitioners and examples of quotes read: “The single biggest problem 
was a lack of full understanding on both sides of the consequences for clients of col-
laboration on a design science research project” [20], (p. 486);  

Table 1. Positive experiences related to Design as an Artifact 

Action Experience 

Requirements 
Field testing 

“… artifacts provide technology-based solutions to important and relevant 
business problems …” [11], (p. 776). 

Field testing “The utility of the artifacts has been demonstrated by showing the advan-
tages of these artifacts relative to existing alternative generation methods” 
[11], (p. 776). 

Table 2. Positive experiences related to Problem Relevance 

Action Experience 

Requirements “… excellent approach for addressing practitioners’ needs” [16], (p. 46). 

Requirements 
Field testing 

“Employing DSR in the IS discipline increases the relevance of IS re-
search … by helping solve industry’s problems” [1], (p. 311). 

Table 3. Positive experiences related to Research Contributions 

Action Experience 

Field testing “ … the empirical testing provided evidence that the design propositions 
are fulfilled and the goals are achieved” [15], (p. 56). 

Requirements 
Field testing 

“It was very useful to develop the artifact by prototyping because each 
version was tested so that errors and improvements were identified and 
addressed,” [16], (p. 44). 
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Table 4. Negative experiences related to Problem Relevance 

Action Experience 
Requirements “… it is argued that scholars pursuing DSR has [sic] paid insufficient 

attention to the type of change necessary in the local practice” [17], (p. 
153). 

Requirements 

 

“… the existing statement of guideline #2 [Problem Relevance] is that … 
it tends to constrain the time horizons for design research. We often 
cannot foresee what problems will be relevant for the future of IT” [3], 
(p. 5:18). 

4.2 The Design Cycle 

In the Design Cycle activities iterate rapidly between the construction of an artifact, 
its evaluation, and subsequent feedback to refine the design further. This iterative 
process continues until a satisfactory design is achieved. We have found positive and 
negative experiences related to the guideline Design Evaluation (see table 5 and 6).  

Table 5. Positive experiences related to Design Evaluation 

“ … design science research with its iterative solving process allowed us to adjust and refine 
the focus of our research in an unconventional manner” [2], (p. 304). 
“We noticed the value of real-world simulations for evaluating design artifacts” [2], (p. 304). 

Table 6. Negative experiences related to Design Evaluation 

“What is missing is guidance for how to perform the evaluation, more specifically, what 
evaluation methods to use with specific DS research outputs” [13], (p. 398). 
“… yet there is surprisingly little guidance about designing the DSR evaluation activity, 
beyond suggesting possible methods that could be used for evaluation” [19], (p. 423), and 
“This state of affairs in DSR constitutes what we can call an ‘evaluation gap’ ” [19], (p. 
424). 

4.3 The Rigor Cycle 

The purpose of the Rigor Cycle is to connect the research project with the knowledge 
base. The purpose of the knowledge base is to inform the research project with scien-
tific theory and methods. One purpose of the research project is to extend the know-
ledge base [5]. We have identified positive and negative experiences related to the 
guidelines Design as a Search Process (see table 7), to Research Rigor (see table 8 
and 9) and to Research Contribution (see table 10). There are positive experiences in 
respect of the knowledge base as a support for explanation and justification. The neg-
ative experiences are mainly criticizing the methodology for not providing a rigor 
evaluation support. Research Contribution is discussed in terms of additions to the 
knowledge base (see table 10.) In relation to this guideline, we have only found nega-
tive experiences that discuss the quality of the evaluation process and suggested de-
sign principles.   
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Table 7. Positive experiences related to Design as a Search Process 

Action Experience 
Grounding  “Reflecting on our experience in designing the Demand Response system, 

we appreciate design science research as it assisted us in the search process to 
discover an effective solution to our problem” [2], (p. 304). 

Table 8. Positive experiences related to Research Rigor 

Action Experience 

Grounding “… when knowledgeable users are not available, previous research is a very 
useful source of information so that the critical requirements can be identified” 
[16], (p. 45). 

Grounding ”… the method on hand offers greater rigor than action research does” [12], (p. 
287). 

Table 9. Negative experiences related to Research Rigor 

Action Experience 

Add.  
to KB 

“ … justification for design principles is often focused on specific aspects of 
the problem space and important principles are not explicitly identified in the 
design theory [8], (p. 239). 

Grounding ”A final example for the need of rigour improvement in IS design science 
research is the lack of commonly accepted, specific evaluation guidelines for 
the different artefact types” [21], (p. 471). 

Table 10. Negative experiences related to Research Contribution 

Action Experience 
Add.  
to KB 

“… evaluations of the design theory are compromised, as testing is less likely 
to examine the veracity of principles which are not stated in the theory. This 
limits the contribution of design evaluations to the knowledge base” [8], (p. 
239). 

5 Conclusions 

We can conclude that the empirical experiences reported from scholars are frag-
mented. Thus we have: presented a structured wholeness and ontologically anchored 
the empirical experiences to the major constructs in DSRISR. 

Relevance Cycle: The purpose of the Relevance Cycle is to answer the following 
questions: “Does the design artifact improve the environment and how can this im-
provement be measured?” Based on the empirical experiences, we can conclude that 
this purpose is fulfilled in respect of the actions Requirements and Field testing. 
However, there are negative experiences concerning the guidelines’ granularity, pro-
cedural support and support for collaboration. We have not found any experiences 
related to the measurement of how the design artifact has improved the environment. 
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Design Cycle: The purpose of the Design Cycle is to iterate between the construc-
tion of an artifact, its evaluation, and subsequent feedback to refine the design further. 
Based on the empirical experiences, we can conclude that the purpose is fulfilled in 
respect of its iterative character. We can also conclude that there are mixed expe-
riences concerning the guideline Design Evaluation. The main criticism addresses the 
“evaluation-part” and the lack of guidance. 

Rigor Cycle: The purpose of the Rigor Cycle is to connect the research project to 
the knowledge base and to provide past knowledge to ensure innovation. Based on the 
empirical experiences, we can conclude that the purpose is fulfilled in respect of the 
action Grounding. The purpose is not fulfilled in respect of the action Additions to 
KB since there is s a lack of rigorousness concerning the evaluation of new know-
ledge such as design principles. One explanation might be found in Hevner et al. 
(2004): “… the principal aim is to determine how well an artifact works, not to theor-
ize about or prove anything about why the artifact works” [6], (p. 88).  

The overall conclusion is that DSRISR is experienced as a useful methodology 
that can be followed in practically relevant studies. Our conclusions refine and extend 
what is claimed in [22]. They contend that DSR in general “… has yet to attain its full 
potential impact on the development and use of information systems, due to gaps in 
the understanding and application of DSR concepts and methods” (p. 337). We have 
systematically and ontologically anchored positive and negative experiences in a way 
that has not been done before. We believe that our findings can be interesting in two 
ways: a) we have contributed with empirical grounding DSRISR; and b) the identified 
lacks in DSRISR can be used a base for redesign. As further research, we suggest an 
empirical grounding of other DSR methodologies and of DSRISR based on expe-
riences from own research projects. 
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Abstract. Recently, participatory design is gaining popularity in designing usa-
ble novel systems. A participatory design activity typically starts with present-
ing the participants with introductory tools. These tools provide the participant 
with the required background knowledge and also trigger their creative process. 
Thus, the right choice of introductory tools is a determinant of participants’ 
creativity, and hence innovative output. In this work, the authors analyze the 
impact of various introductory tools on the overall innovation. To test the hypo-
thesis, a series of participatory workshops were conducted to design a novel 
mleaning tool. Each workshop enrolled the real users of the system and was 
staged with a different combination of introductory tools. The participants’ out-
put in the form of innovative design artefacts was collected and behavior during 
workshops was noted. The authors analyzed the results to find the relation be-
tween the choice of introductory tools and the participants’ innovative output. 

Keywords: Participatory design · Innovation · Introductory tools · mLearning 

1 Introduction  

Participatory Design (PD) has recently gained popularity in designing innovative 
products [1]. An innovative product “brings people and technology closer in meaning-
ful ways” [1] by introducing “novel combinations of new or existing tools” [2]—
consistent with the Euro Comm definitions [3]. Innovations are the flash of a genius 
mind, however ignited mostly on the basis of background knowledge: a critical ingre-
dient to initiate creative process and to bring quality in innovation [4,5,6]. Nonethe-
less, this ingredient is missing in the case of PD where designers (real users) lack 
domain knowledge and design expertise. To fill in this gap—and to ignite partici-
pants’ creativity—PD facilitators conduct introductory inspiration sessions [7]—also 
termed as priming [8], scaffolding [1] or anchoring [9]—before a design activity. The 
tools employed in such sessions are called introductory tools or starting points.  

A well designed introductory tool fills the background knowledge gap and pro-
vides abstract inspirations to ignite the creative process. The extent to which it is able 
to influence the participants’ creativity determines the level and quality of innovation 
produced [10]. Hence, the scientific study of such knowledge inducting introductory 
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tools is an important theme of research. Albeit a myriad of such tools is in use by PD 
community, but few are studied for their impact—to the best of authors’ knowledge.  

In this work, the authors report on the impact of various introductory tools on par-
ticipants’ creativity and innovation. The authors hosted a series of workshops, each 
starting with a different set of introductory tools. The participants were asked to de-
sign Jeliot Mobile (JM), an mlearning tool framed in socio-constructivist learning 
paradigm. The development of JM is in initial phase and the authors have adopted 
Reeves’ Design-Based Research (DBR) methodology [11]. Due to the application of 
DBR, the workshops served two purposes in parallel, 1) designed JM in a participato-
ry fashion, and 2) evaluated the impact of different introductory tools.  

The authors collected two types of data from the experiment. First, the qualitative 
data noting participants’ behavior was collected with diary writing during the work-
shops. Second, at the end of each workshop, the participants’ output in the form of 
innovative ideas was collected and classified. The authors assessed the innovation of 
generated ideas and analyzed the impact of various combinations of introductory tools 
on participants’ creativity and behavior.  

In the following, the authors present the related work followed by research design 
in section 3. The results of the workshops are illustrated in section 4 and discussed in 
section 5. Finally, the authors present the conclusion and propose the future work.  

2 Related Work  

Three main studies have been reported on the impact of introductory tools on partici-
pants’ creativity. Marois et. al. [10] staged three workshops to test three starting 
points: introductory games, interactive illustrations, and storyboards. They enrolled 
93 students with computer science or health, safety and environment background. 
Their study concludes that storyboards work better.  

Pommeranz et. al. [12] conducted four PD sessions to test three starting points, 
namely simple prototype, elaborate prototype, and interface elements. They recom-
mend the use of elaborate prototypes to trigger participants’ creativity. Kwiatkowska 
et. al. [13] compared the impact of structured and unstructured tools. They staged two 
workshops with 39 participants, concluding that the unstructured tools are preferable.  

3 Research Methodology   

The authors staged three workshops enrolling 80 participants—12 females and 68 
males—from HCI course at the University of Central Punjab, Pakistan. The work-
shops were facilitated by Muhammad Mustafa Hassan and Abdul Aziza—both have 
jointly taught HCI several times.  

3.1 Participants  

The population was uniform—in skills learned and courses taken—and satisfied two 
required characteristics, 1) being real users of the system, and 2) being familiar with 



 Supporting Participatory Innovation Through Introductory Tools 481 

 

the notion of participation in design. The population was randomly divided into three 
groups, namely A, B, C with 31, 23 and 26 participants respectively. Each group was 
further divided into sub-groups of 3 to 6. The sub-group size varied because the par-
ticipants were free to form their own groups. 

3.2 Procedure  

The workshops were divided into four stages, namely probing, priming, understand-
ing and generating, as suggested by Sanders et. al. [8]. Table 1 summarizes the com-
plete protocol. All workshops proceeded similarly in stages 1, 3, and 4, however dif-
ferently in stage 2.  

Table 1. Protocol used at the workshops 

Stage Activities  Duration (min)  

1. Probing  Start  10 

2. Priming Starting Point(s) presentation 30 
 Prayer Break  20 
3. Understanding  Evaluation   10 

Participants ask questions   15 
4. Generating  Brainstorming 30 

Design Scenarios  30 
Sketching   40 
Review  15 

 Closing   

The purpose of the probing stage was to let the facilitators and participants get fa-
miliar with each other. It did not take much time because the facilitators and the par-
ticipants were already familiar with each other. 

The priming stage was the researchers’ focus, in which the participants were pre-
pared for the design activity by employing different introductory tools in different  
 

 

 

Fig. 1. A snapshot of exploratory prototype used at the workshops 
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workshops. The workshop A was started with an exploratory prototype with use sce-
narios. First, the facilitators used Jeliot 3 desktop version as the exploratory proto-
type—or interactive illustration—to co-discover the problem domain with partici-
pants. The participants ran animations of the sample programs shipped with Jeliot, 
similar to the one depicted in Fig. 1. The discovery was supplemented with little ela-
boration by facilitators. After exploratory prototype was discovered, the facilitators 
presented the participants with three use scenarios of the desired system. An example 
of such scenario is “Collaborative Learning: using Jeliot Mobile to run one animation 
across the class, centrally controlled by the teacher”. The example use scenarios did 
not detail the idea. The tool only presented the participants with the initial thought of 
how the target system can be used, leaving the room for self-directed exploration and 
innovation. This approach helped the facilitators to keep the bias at the minimum. 

The workshop B’s introductory tool was storyboards. First, the facilitators elabo-
rated the concept of software visualization, and the intention of developing a new 
mlearning SV tool. Then, the storyboards presented examples of use stories woven on 
the same use scenarios presented in workshop A. The difference between both tools 
was in the level of details and the form of presentation. The use scenarios presented 
with the exploratory prototype were verbally communicated with no details—only the 
idea was communicated to the participants. Contrary to this, storyboards took a pic-
torial form and communicated an entire use story consisting of several use cases. 
Despite being detailed than use scenarios, the storyboards were designed to be fairly 
simple. They showed only relevant details and contained some ambiguity, conforming 
to the attributes provided by Buxton [17]. Fig. 2 depicts an example storyboard.  

The priming phase of workshop C started with a combination of exploratory proto-
type and storyboards—both of which are described in previous. First, the participants 
and the facilitators co-discovered the exploratory prototype in a fashion similar to 
workshop A. Once, the participants were prepared for the problem domain, they were 
presented with the storyboards of innovative use scenarios of the target system. This 
discovery was lightly supplemented verbally by the facilitators. This starting point 
varied from the first two in the form of combination of tools.  

 

 

Fig. 2. Collaborative learning storyboard 
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In understanding stage, all three workshops proceeded in a similar manner. The faci-
litators used the Q/A tool to evaluate the participants if they have correctly discovered 
the concept and understood what output they are expected to produce. Afterwards, the 
participants asked questions to remove any remaining ambiguities. The facilitators kept 
flexibility in schedule of this stage to allow all the participants satisfy their questions 
and ambiguities, as suggested by Pommeranz et al. [18].  

The last stage was the generation of innovative design artefacts, sub-divided into 
four activities. First, each sub-group brainstormed and documented ideas textually. 
Second, the sub-groups designed novel use scenarios. Third, each sub-group created 
design sketches. Finally, the participants reviewed their work.  

The participants’ output was mostly handmade. All sub-groups were given three 
days to digitalize their output, however told not to include any further ideas. The au-
thors only considered design artefacts generated during the workshops and used digi-
tal copy when some text / figure in the hand-made version was difficult to read. 

The facilitators also wrote a research diary throughout the workshops. They wrote 
down everything noticeable, from motivation to excessive time-consumption, and 
from inter/intra group communication to the number of questions asked by a particu-
lar group. At the end of each workshop, the notes were compiled in a report. This data 
helped in analyzing the impact of introductory tools on the participants’ mindset.  

3.3 Materials 

The authors primarily used six tools, namely use scenarios, storyboards, exploratory 
prototype, sketches, participatory envisioning, and Q/A (question/answer tool). Story-
boards, use scenarios and exploratory prototype were used as introductory tools to 
serve the priming purpose. Nonetheless, some participants also used storyboard and 
use scenario tools in generation of design ideas. The sketches and participatory envi-
sioning were used for generation of innovative design artefacts by the participants. 
Finally, the Q/A tool was used for two purposes, 1) to probe the participants whenev-
er needed, and 2) after priming to assess the understanding of participants.  

4 Results  

During the last stage of the workshops, the participants generated innovative design 
artefacts in form of textual ideas, use scenarios and sketches. Fig. 3 shows total arte-
fact generation for each workshop. However, the authors do not treat the sketches, use 
scenarios or textual ideas differently. They consider all type of design artefacts simi-
larly and rate them on the basis of innovation. The authors—aligning with the Euro-
pean Commission’s definition on innovation [3]—consider a thought innovative if it 
new to the conceiving person and relates to the target design problem [19].  

Mostly, the frameworks for innovation assess it in terms of economical growth. 
However, in this study, the authors are interested in assessing the quality of an inno-
vative thought that is not yet realized as a product. Hence it cannot be evaluated in 
terms of economic growth. Thus, the authors use a simple four index—Basic, Innova-
tive, Incremental, and Disruptive—scale to rate the innovative thought.  
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Table 2. Innovative design artefacts generated by 
sub-groups at workshops A, B, and C 

G
ro

up
 

B
as

ic
 

In
no

va
ti

ve
 

In
cr

em
en

ta
l 

D
is

ru
pt

iv
e Total inno-

vation  
(excludes 

Basic) 
A 28 74 13 7 94 

B 52 60 25 6 91 

C 21 68 26 14 108 
 

 

Fig. 3. Total innovative design arte-
facts produced at workshop A, B, C 

 
 
The Basic design ideas are those already implemented in Jeliot 3, or presented in 

the workshops by the facilitators. The authors consider such ideas non-innovative and 
do not add them to the total innovative production of a group, as calculated in Table 
2. An example of such idea is controlling animation speed. The innovative ideas novel 
interaction modes, use scenarios, use cases etc, but not new features. These ideas are 
neither implemented in Jeliot 3 nor presented by the facilitators in the workshops. An 
example is showing only that statement(s) of code which is/are highlighted to maxim-
ize the use of limited screen. The incremental ideas add new features to the system. 
An example is controlling the animation through gesture recognition. The disruptive 
category consists of ideas extending beyond the scope of software visualization, but 
still related to the target system. An example is quiz management system. The authors 
also use an additional class Redundant to mark and remove the ideas repeating inside 
a sub-group, however not across the sub-groups.  

5 Discussion  

The group A (exploratory prototype with use scenarios) and C (exploratory prototype 
with storyboards) had a combination of introductory tools. The interactive illustration 
(exploratory prototype) helped participants quickly discover the problem domain. 
However, the facilitators noted—by Q/A—that the participants were confused about 
what kind of innovative output they were expected to produce. The second introducto-
ry tool helped them in clarifying “the facilitators’ expectations” and “what innovation 
means”. During the later stages of understanding, and generation activities, the facilita-
tors noted better response in C in terms of questions and confusion. Moreover, in group 
B (storyboards), the participants found the starting point more challenging, spent more 
time and asked more questions in discovering the problem domain than the interactive 
illustration groups. However, once they completed the discovery, they developed a 
better understanding of “the facilitators’ expectations” and “what innovation means”. 
Overall, the facilitators noted the group C achieved the best understanding, followed  
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by group B, and worst in group A. The qualitative observation was reflected in quantit-
ative data as well, as presented in the following.  

The participants of the workshops C produced the most innovative ideas. However, 
the authors did not take the bigger number as an indicator of better performance be-
cause the workshops enrolled varying number of participants. To eliminate the group 
size bias, the authors calculated mean idea generation per participant—as illustrated 
by Fig. 4, however still found better results in group C.  

The authors also analyzed the averages for each type of design artefact, that is, for 
ideas, use scenarios and sketches as depicted by Fig. 5. These parameters showed 
better productivity in group C with a slight variation in use scenarios where group B 
(storyboards) performed better. The reasons behind this are unidentified and the au-
thors speculate that it was a random spike.  

Moreover, the group C produced the least non-innovative ideas, as presented by 
Fig 6. The highest scoring subgroup in this category was B2 with 19 basic ideas, and 
the highest mean value was also scored by group B. The authors analyzed that it was 
due to the abstraction of group B’s starting point (storyboards) which left participants 
with fewer details, more ambiguities, and the gaps to be filled by themselves.  

Analyzing the group performance in general, the people at workshop C performed 
better, with the best scoring sub-group C6 producing 32 innovative design artefacts. 
The sub-group with the lowest production was A3 with 7 design artefacts. The partic-
ipants of workshop A generally performed lesser in comparison with B and C.  

The statistical parameters as well as behavioral analysis provide the evidence that 
combining exploratory prototype with storyboards impacts positively on participants’ 
creativity and innovation. However, combining exploratory prototype with use scena-
rios does not bring any benefits, and has a lesser impact when compared to story-
boards alone.  

6 Conclusions and Future Work 

The authors conclude two different aspects from this study. First, they conclude that 
combining multiple introductory tools as starting points does not necessarily bring the 
benefits in terms of innovative ideas, as supported by the results of workshop A.  
 

  

Fig. 4. Mean design 
artefacts generation 

Fig. 5. Mean design artefact genera-
tion per artefact type 

Fig. 6. Mean of basic 
design artefact generated  
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However, some combinations are better than others. Combining storyboards with 
exploratory prototype creates a good blend of abstraction and concreteness, and hence 
becomes a better starting point. This combination supports the participants’ innova-
tion and does not leave them with ambiguities about the problem domain. 

Second, the authors conclude that storyboards, albeit being a good introductory 
tool, confuse the participants and create ambiguities about the problem domain. The 
large number of basic design artefacts produced by storyboards group points to this 
fact. Thus, the storyboard tool shall be supplemented with another introductory tool to 
introduce the participants with the problem domain. It is especially important in the 
case of novel systems.  

In the future, the authors plan to conduct further experiments 1) to re-validate the 
results presented here, and 2) to test the combinations of other introductory tools.  
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Abstract. Augmented reality is one of the current mobile trends, while the main 
development has not yet come. It complements properties around the user for 
additional software added elements whose goal is to further expand the user 
possibilities to real reality. Many of augmented reality applications apply a 
wide range of sensors, because it is necessary to accurately identify the sur-
rounding reality in order to be properly extended. Paper deals with use of em-
bedded sensors of mobile devices. Selected examples of specific procedures 
and algorithms are described on currently the most widely used mobile platform 
Android OS. Design of application, implementation with class descriptions as 
well as interesting algorithms and testing of final application is also described. 

Keywords: Sensor · Mobile · Device · Embedded · Augmented · Reality 

1 Introduction 

As power and possibilities of mobile devices rapidly grown with massive extension of 
smart devices such as smartphones or tablet computers, many sensors were integrated to 
extend possibilities and mainly, to help users with common use of smart devices [4-9].  

Smart devices also integrate functions of some other devices [11-13]. Few years 
ago users need phone for calling or texting, camera for taking photos, MP3 player for 
listening music, GPS navigation or map to planning their trips [12, 13, 17], computer 
to opening documents etc. Nowadays, all these functions can be handled with single 
device, which offer great computational power with many possibilities in body of 
mobile phone or tablet computer. A brief comparison of supported and mandatory 
sensors is presented inside this paper on one case study example of augmented reality 
[1] application. 

While several existing platforms on which the mobile smart devices are based, 
there is a one leading – Android OS [9-11] which is described in this paper in more 
detail, as well as conditions for developers to use these embedded sensors are out-
lined. Android OS is the most used mobile platforms of these days and it’s still rapid-
ly growing and expanding to other markets. Another great benefit of developing app 
for Android OS is multiplatform developer tools, relatively cheap app publishing on 
platform store and much information around web.  
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After first part of a paper - introduction, the practical parts follows. Sample appli-
cation uses principles of augmented reality, where view from device camera is used to 
include data from sensors, what can be enhanced to defect management system [2] or 
some kind of advisory solution [3, 15].  

2 Design and Implementation of Augmented Reality Application 

To demonstrate the possibility of using the built-in sensors of mobile devices, it will 
be described one of the possible - sample cases of their use in appropriately selected 
case study. Functions of this sample application was defined as follows: 
 

1. Show data from GPS and sensors of environment 
a. (temperature, humidity, atmospheric pressure) 

2. Show tilt of device towards water level and direction from north 
3. Implement simple GPS navigation, this navigation should show distance and 

direction to coordinates, which should by user enterable 
4. Application should run on majority part of existing smart devices with  Andro-

id OS 
UML diagram of developing application structure can be seen on (Fig. 1). Proposal 

of structure application counts on component architecture. There is component man-
ager, interface to define components and components itself. Each component should 
prepare some data to show to user.  

Sample application is using principles of augmented reality. Basic stone of applica-
tion is real-time view from device’s back camera. This view is enriched by overlay 
with sensor data. Firstly we focused on practical part in the sense of GUI design prior 
to final definition of UML and all functions as in classical way of application design 
[4-5], [9-11].  

Application uses for communication between all parts sending of messages, so ser-
vices sends messages while the class MainActivity receiving all messages sent to indi-
vidual services and their data. On the service side sending is as follows:  

 

1. Firstly, we declare the ability to sending messages to defined events (by Intent 
class instance). String which play as action is stored in a static variable of the 
public service.  

2. Then the sequence of methods putExtra(key, data) attached to the message an 
individual data to be sent. 

3. Finally, a message is sent by method sendBroadcast(). So the message is not 
directly addressed to MainActivity class, but class itself need to catch the mes-
sage.  

The procedure on the class MainActivity is a little more complicated. First, it is  
necessary to set an instance of IntentFilter that determines which messages are  
received. Action that identifies the message is gradually sets to this instance by  
calling addAction() method. Events are stored for each service as static variables. 
Receiving of messages is finished by setting of the recipient, which forms the  
interface instance created a BroadcastReceiver interface and IntentFilter is created by 
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calling the registerReceiver (BroadcastReceiver, IntentFilter). Subsequent processing 
of received messages follow as the creation of an BroadcastReceiver interface in-
stance, which is based on events in the report to determine its purpose and performs 
the processing of the message (usually displaying of data, or sending for further 
processing). 

 

 

Fig. 1. Simplified UML design of final application 

2.1 Selected Algorithms for Sensors Implementation 

Developed solution cover operating with several important sensors using interesting 
algorithm like: Coordinates saving, converting and validation; Tilt calculation to-
wards water level; Azimuth east from north calculation; and Calculation of direction 
to coordinates. As example we will describe several of these. 
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Fig. 2. Final GUI of developed augmented reality application 

2.1.1 Tilt Processing 

The tilt calculation is based on the modified procedure published in [18]. The first 
step of the calculation is a transfer of acceleration vector (array of values g) from the 
accelerometer to normalized ones. This is done by dividing of individual components 
by the square root of the sum of the components squares: 

 
float n=(float)Math.sqrt(g[0]*g[0]+g[1]*g[1]+g[2]*g[2]); 
g[0] = g[0]/n;    g[1] = g[1]/n;    g[2] = g[2]/n; 
 
Another necessary data is to calculate the inclination, which indicates how the de-

vice screen is rotated relative to the ground. Tilting of the device can be calculated 
only when the display device is vertically to the ground. This is also supported by the 
fact that the laying device is in a horizontal level of the screen surface what cannot be 
displayed. 

 
int inclination = (int) Math.round(Math.toDegrees(Math.acos(g[2]))); 
 
The last step is a computation of the device tilt according to water level: 
 
//computation will run only until 30° from upright – 90° 
if (inclination < 120 && inclination > 60) 
{     int rotation = (int) Math.round(Math.toDegrees(Math.atan2(g[0], g[1]))); 
} 
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2.1.2 Orientation Processing 

To calculate the direction of the device according to the north, the development envi-
ronment has a better ability to process it. To calculate the direction we need not only 
data from the sensor of geomagnetic field, but also from the accelerometer. The calcu-
lation is as follows: 

 
float[] rotMat = new float[9];   //preparation of field for matrix of rotation devices 
SensorManager.getRotationMatrix(rotMat, null, magnetic, accel); 

//  Acquisition of matrix, matrix is prepared by parameters, null (or matrix of 
inclination), a vector of the geomagnetic sensor and accelerometer vector  

float[] orient = new float[3]; // preparation of orientation vector of device 
SensorManager.getOrientation(rotMat, apr);   //acquisition of orientation vector 
bearing = apr[0]+(float)(1.5*Math.PI); 

// direction is the first component of the vector, the possible transfer of the 
range 0 to 360 ° (the result is in radians)  

2.2 Important Parameters of Developed Solution 

Application is used to add sensor information to camera view. You can see various 
sensor information on sides of camera view and multifunctional circle indicator at 
middle of view, which contain: 
 

Compass - yellow indicator, magenta end towards to north 
Spirit level - green indicator 
Azimuth - yellow text, degrees from magnetic north 
Navigator - distance at middle of circle, cyan indicator show direction 
Application could be used for simple GPS navigation. Some text fields are also 

clickable: 
Time shows main menu 
GPS longitude shows actual GPS coordinates in other formats 
SET or distance open coordinate settings dialog. For coordinates on west or south 

hemisphere, use - before degrees. 
Atmospheric pressure open reference pressure dialog (in hPa). This pressure is 

used to calculate altitude from barometer. If 0 is set, standard pressure is used. 

3 Testing of Augmented Reality Application 

For testing purposes of application we used few devices with different hardware con-
figurations and different version of operational system (Table 1). On all devices ap-
plication ran correctly, even on the weakest LG Optimus One. For user interface sca-
lability tests was added also some emulator configurations, one with very low resolu-
tion 320x240 and second with high tablet resolution 1280x800. Application is usable 
on all resolutions, except lowest (320x240), where the quality of compound indicator 
is very low. Functions of application was tested by few users, who did not find some 
important bugs and application did not crashed. 
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Table 1. Testing devices (Senzors: T – temperature, P – atmospheric pressure, H – humidity,  
L – light) 

Device Ver. Processor Memory Resolution Missing Sensors 

SE Xperia Neo 4.2.2 1GHz Arm7 380MB 854x480 T,P,H 

SE Xperia Neo 4.0.4 1GHz Arm7 335MB 854x480 L,T,P,H 

LG Optimus One 4.0.4 600MHz Arm6 414MB 480x320 L,T,P,H 

LG Optimus Black 4.0.4 1GHz Arm7 440MB 800x480 L,T,P,H 

HTC Desire Z 2.3.5 800MHz Arm7 368MB 800x480 T,P,H 

Samsung G. S3 4.1.2 4x1,4Ghz Arm7 694MB 1280x720 T,H 

 
Some information from sensors could not be tested, because there are almost no 

devices (related to end of 2013), which have sensors to provide it. These sensors are 
humidity and ambient temperature sensors. At the end of testing was also considered 
memory consumptions and number of threads in Eclipse IDE.  

3.1 Testing of Speed and Memory Occupation 

Augmented reality applications put the strong demand on the running speed and also 
on fluency, where user don’t want to be disturbed by application breaking [14]. To 
ensure these requirements application need to be fully optimized for all parts, module 
and even for each thread! Our solution meet all these requirements while it can be 
also tested to document this capability.  

Developed augmented reality application running on the mobile devices with acti-
vated navigation system (according to the debugging tools available in the develop-
ment environment) use during the process 8 running threads (+ some support system 
threads of which the performance is almost not involved). The most exacting thread is 
one which take care of rendering the user interface and basic operation of application. 
This thread use over 90% CPU resources used by the application. In addition,  
each service has created a special thread. In the case of AudioService service a thread 
is added which calculate noise, while AudioRecord class thread record a sound.  
Custom thread has also a class SensorManager which serving the most sensors at the 
system level. Regarding the memory usage of the application variables allocates 7.5 
megabytes of memory, of which approximately 2.5 megabytes is really used as shown 
(Fig. 3, 4). 

 

 

Fig. 3. Memory occupation by developed application 
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Fig. 4. Memory occupation by developed application 

4 Conclusions 

Main goal of this work was to show possibilities in using of modern mobile devices as 
a tool which can help the user better recognize and grasp the reality around. We de-
scribed several sensors, which are embedded in modern mobile devices. We also de-
scribed a development process of a sample application for augmented reality, which is 
using these sensors. Paper covers only main information about selected sensors, while 
we focus on practical use of these sensors. Practical demonstration presented in this 
paper provide some basic exploration of the possibility to integrate different sensors 
to enhance user experience.  
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Abstract. Wearable Technologies continue to dramatically change healthcare 
system in various ways. The proliferation of these wearable technologies used 
in healthcare has made the emerging discipline confusing to understand. To bet-
ter understand the rapid, fast-moving change, we propose a taxonomy to classi-
fy wearable technologies in terms of three major dimensions: application, form, 
and functionality. This taxonomy is evaluated by conducting both literate and 
market mapping. By doing so, we were able to classify a number of existing 
wearable technologies in light of the taxonomy dimensions. This DSR project 
concludes with some practical implications as design principles. 

Keywords: Wearable computing · Wearable technology · Smart devices · Tax-
onomy · Classification framework 

1 Introduction 

As technology advances, miniaturization along with mobile computing are giving rise 
to a new form of computing that we call “wearable computing technology”. Interest-
ing applications of wearable technology in healthcare is beginning to appear. Weara-
ble Technology holds a great promise not just to boost clinical applications but also to 
advance the general health and well-being of people across the globe.  

Many forms of wearable technologies continue to evolve and have the potential to re-
volutionize healthcare in various ways. Several terminologies have been coined, such as 
unobtrusive sensing, edible capsules, smart tattoos for glucose monitoring or skin-
stretchable materials such as the CNT-based strain sensor for human motion monitor-
ing[1]. The proliferation of a variety of wearable technologies used in healthcare has 
made the emerging discipline confusing to understand.  This calls for a classification 
scheme to explain the state-of-the-art, specify the underlying principles, and establish the 
major criteria to categorize wearable devices in healthcare. Designing a taxonomy that 
not only helps to better understand the phenomenon, but also provides tools to categorize 
concepts in an emerging field is an essential first step towards broader understanding.  

Given the enormous contribution of wearable technologies in healthcare, some 
previous attempts have been made to summarize the recent developments in wearable 
sensors and devices for various medical applications[1–4]  . Each attempt focuses on 
one aspect of wearable computing.  Nevertheless, little attention has been given to 
designing a comprehensive taxonomy of wearable technologies in healthcare.   
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In this paper, we present a taxonomy to classify wearable technologies in healthcare 
in terms of three dimensions: the application, form, and functionality. We adopt the 
design science research approach [5]. Following the DSR approach, a rigorous multi-
step building process is carried out to illustrate the steps of designing the taxonomy, 
starting from the conceptual definition to coming up with the taxonomy criteria.   

By designing a wearable computing taxonomy, our goal is to help researchers and 
designers understand the major dimensions that are critical in their work. The value of 
such taxonomy includes: 

• An easy to understand classification framework which can assist novice scholars to 
gain a deeper understanding of the emerging phenomenon. 

• Explain the underlying principles behind wearable technologies and clear the am-
biguity around all forms of wearable technologies, whether implantable, such as 
smart adhesives and tattoos, or edible such as endoscopy capsules.  

• Assist designers and researchers to either add novel products to the existing base or 
extend the possibilities of wearable computing by using the taxonomy. 

The rest of the paper is organized as follows. Section 2 presents the related work. 
Section 3 specifies the research method, including the build process and how each 
dimension is arrived at. In Section 4, we present the entire taxonomy followed by the 
evaluation of the artifact in Section 5. Section 6 is to conclude our work and discuss 
some implications and limitations of the taxonomy. 

2 Literature Review 

Constructing a taxonomy scheme aims to classify wearable devices as well as pinpoint 
the principles underlying such a phenomenon. McKelvey in his seminal book: “Organi-
zational Systematics: Taxonomy, Evolution, Classification” explains how to establish a 
taxonomic theory, for which constructing a taxonomy is the starting point. He contends 
that taxonomies and classification frameworks are extremely beneficial to gain more 
insight into the underlying constructs and how they relate to one another. The classifica-
tion of differences into categories can produce knowledge about certain phenomenon 
(wearable computing) by understanding the relationship among its constructs.  

In the body of literature, prior attempts have been made to summarize recent de-
velopments in wearable technologies [1–4]. While the aforementioned attempts con-
tribute to the wearable technologies body of knowledge, they fell short to provide a 
comprehensive taxonomy to classify wearable technology in healthcare. The present 
paper aims to fill this gap and improve our understanding by proposing such a broad 
classification framework.  

3 Method 

In this study, the design science research methodology (DSRM) was adopted [6].  
The research team met regularly for 10 weeks to brainstorm on various aspects of the 
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taxonomy. The resultant artifact we designed is a classification framework for weara-
ble technologies in healthcare. The following sub-sections elaborate on the challenges 
we faced during the build phase of the design project.  

3.1 Challenges with Defining Wearable Technology  

Our first challenge was to arrive at a comprehensive definition of wearable technology 
and clarify what constitutes a wearable computing device. In order to do so, forming a 
definition statement is always the first preliminary step.  According to the authors in 
[3], they define wearable technology as: the intelligent, low-cost, ultra-low-power 
sensor networks that are designed to help provide services to dependent persons and 
can collect a huge amount of health information from dependent individuals. We simp-
ly decided to augment this definition to include wearable technologies or sensors that 
can be placed either on-body or inside-body (implantable and edible). In addition,  
Research has shown that ambient sensors can often complement wearable sensors, 
especially in applications of rehabilitation [2]. However, we decided to exclude such 
ambient sensing from the taxonomy.   

To meet the growing societal challenges of chronic diseases, aging and public 
health disparities, acquisition of health-related information by unobtrusive sensing 
and wearable technologies has become a new trend in health informatics [1]. “Sensors 
can be weaved or integrated into clothing, accessories, and the living environment, 
such that health information can be acquired seamlessly and pervasively in daily liv-
ing”[1]. We include in our taxonomy such unobtrusive sensors and wearable clothing 
devices. But wearable devices should also embrace five main key enabling technolo-
gies in the acronym “MINDS” (Miniaturization, Intelligence, Networking, Digitaliza-
tion, and Standardization) [1, 7]. 

3.2 Establishing Criteria for the Taxonomy 

Our team started with a clean slate. We placed known wearable computing products 
(either commercially available or research-based) on to the design board. Our team 
started analyzing what themes are common in them. We soon started to identify a 
pattern. The first theme we noticed was the form. We noticed that some devices were 
carried as accessories while others were portable. Some were embedded inside cloth-
ing (or garment) while a few were implantable (or edible).  

An immediate second theme that we noticed was the fact that each device or tech-
nology had an application purpose. For example we found that Fitbit is exclusively 
used for monitoring physical steps while Google glasses have been used for commu-
nication by medical professionals. Another interesting thing that we noticed was that 
certain wearable technologies were being used by real patients (clinical) while a num-
ber of them were being used by consumers (non-clinical). Hence our team did a fur-
ther sub-classification of the application into: patients were either using them for 
monitoring and assistive technology (for disabled), and consumers were primarily 
using them for communication or prevention purposes. 
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Besides the application and form dimensions, we also noticed that some devices 
had a single function while others exhibited multiple functions. Hence our team de-
cided to add a third dimension to the taxonomy, that of functionality. This would 
include a single-sensor or multi-sensor wearable devices. This led us to the final 
structure of the taxonomy: a 4*4*2 cuboid as can be seen in Figure 1. 

3.3 Overcoming Technologies that Span Multiple Cells 

Once our taxonomy cuboid was in place, we faced a new challenge with some devices. 
Initially, cells of the taxonomy were thought to be mutually exclusive. That is, the 
wearable device should not span more than one cell. However, as we did further analy-
sis, some technologies naturally seemed to overlap multiple cells. In fact, if we look at 
the commercially designed wearable devices, we can see that designers are intentional-
ly designing their devices to serve more than one application. For example, Google 
glasses [8] are designed to aid both clinical applications targeting healthcare profes-
sionals, and non-clinical applications targeting consumers. Moving toward research-
based wearable devices, one can see that these devices are designed for solely one 
application for the whole research project. Hence we allow application overlaps. 

We found that the four forms (accessory, garment, implantable and portable) are 
independent in their own existence but there are some systems where a garment may 
be interoperating with a portable device such as a smartphone. So we are not stating 
that there is form overlap but there are specific instances of smart systems where var-
ious form components depend on each other. 

 

Fig. 1. 3-Dimensional Taxonomy of Wearable Technology in Healthcare 
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4 The Taxonomy Description 

4.1 Application Dimension  

This dimension is meant to address the main purpose of the wearable technology, and 
it consists of four levels. First two levels are monitoring and assistive technology 
mainly used by patients. The other two levels, namely, prevention and communication 
are typically for healthy population. We can also refer to them as consumers who are 
motivated to use wearable health devices and technology.  

Remote monitoring has proved beneficial for chronic diseases management, such 
as diabetes, COPD , Parkisnon’s and Cardiac patients. Early detection, daily monitor-
ing and rehabilitation are all common activities for these applications. In addition, a 
number of wearable devices that are used as an assistive technology are available 
today. Recently, technology has been harnessed to assist elderly, and physically dis-
abled individuals. The industry has shown great examples of these technologies, such 
as Muse headband and eSight glasses.   

The third application is the use of wearable technology for prevention. Majority of 
wearable devices are designed targeting healthy population either to maintain a 
healthy behavior such as weight management wristbands or to keep them safe from 
unanticipated events. Wearable sensors can protect in disaster situations, such as fire, 
or earthquake. In addition, wearable sensors have the potential to build motivation to 
maintain a healthy lifestyle, and create what is called user-centric health management. 

The fourth and last application level is the use of wearable technology for commu-
nications. We are seeing how recent forms of wearable technology improve the effi-
ciency of remote communications. For instance, augmented reality, AR, that stems 
from virtual reality, VR, can boost the communication power in certain settings. Over 
the past decade, physicians and surgeons have adopted this technology using heads-up 
displays both in training and in actual surgical interventions [8]. From the clinical 
application viewpoint, augmented reality and virtual interactive technology are pro-
viding benefits in live surgical tele-monitoring. In addition, the contextualization, for 
instance Google Now feature, taking into account the user’s state and surroundings is 
another advantage that adds to the communication capabilities of wearable devices.   

4.2 Form Dimension 

Our scanning of the literature and the available commercial products revealed that 
most wearable technologies exist in four forms: accessory, garment, implantable and 
portable. Implantable devices account for a fair amount of wearable sensors. The 
inclusion of this form is consistent with what is classified in [1] as a form of wearable 
technology. The authors state that sensing devices should not be limited to those de-
signed to be worn on the body since we have witnessed an increasing number of im-
plantable sensors that are designed to be implanted inside the human body. Examples 
include, but are not limited to: glucose-biosensor tattoos and CardioMEMO.  

The second form of wearable technologies is portable in nature. These can be 
smartphones, video camera with microphone, or PDAs.  This form is in line with what 
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has been identified as smart wearable systems [3]. The third form of wearable tech-
nology is as a smart garment or e-textile that can be worn as a jacket to sense different 
kinds of physiological and motion data, and provide a holistic state of the wearer. The 
final form of wearable technology is accessory, which can supplement daily style 
such as a smart watch, smart glasses, or a smart shoe.   

4.3 Functionality Dimension 

Since some technology measures one parameter and does a single function while others 
measures more and do multiple functions, we added functionality as our third dimension 
to the taxonomy.  This dimension can also impact the size of the wearable device. 

5 Evaluation 

To evaluate the utility of the taxonomy, we mapped to the taxonomy both publica-
tions from the literature and also commercially available products from the market. 
Keeping in mind that it is a taxonomy, we wanted to ensure that it can be applied 
effectively to both literature and market landscape. For each identified wearable com-
puting product or literature, we applied the taxonomy criteria to illicit the applicable 
dimensions. Moreover, since we are focusing on health technologies, we also added a 
column at the end to discuss actual health outcomes reported by the use of the weara-
ble technology.  Appendix 1 shows how the taxonomy applies to various wearable 
products while in the next sub sections we provide detailed categorization analysis for 
two wearable devices, one for prevention while the other as an assistive technology.  

5.1 Muse  

Muse accessory is a brain training tool designed to help prevent stress and anxiety. 
The initial brain readings assist Muse to calibrate and adjust to the wearer state of 
thinking. In the long run, identifying the states of distractions and accordingly sug-
gesting new mechanisms for focused attention would increase the level of productivi-
ty, and hence happiness and satisfaction.  In terms of functionality, Muse consists of 
seven finely calibrated sensors that detect and measure the activity of the brain from 
outside the body.  

5.2 eSight  

This digital eyewear aims to enhance the vision for legally blinded individuals. It can 
be worn as an assistive technology accessory, enabling the user to magnify and view 
close and distant objects. It consists of an HD camera to capture ahead, and a head-
mounted display to project the pictures in real-time[9]. eSight embraced high value 
for visually impaired people. Compared to prior eyewear for visual aids, eSight 
weighs lighter and can substitute prescription lens.  
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6 Discussion and Conclusion 

While evaluating this taxonomy, we found that the monitoring application, among 
other applications, has predominated wearable technologies. This can be attributed to 
the complex challenges faced by healthcare, at the top of which is the skyrocketing 
healthcare cost. Wearable technologies, thus, seek to reduce the cost of hospitaliza-
tion, and alter the healthcare model, especially for elderly and other chronically ill 
populations.  

In order to address the utility of this taxonomy, we sought to generalize the design 
principles for constructing a taxonomy in three main principles, as outlined in Table 
1. These principles, if followed correctly, can guide the process of designing a tax-
onomic tool for any focal concept of interest.  

Table 1. Design Principles for Constructing a Taxonomy 

• Define the term for which the taxonomy will be constructed. 
• Establish the major dimensions of the taxonomy that characterize the focal con-

cept. 
• Define the rule of overlap between the taxa or taxonomic unit. 

 
The present study pinpoints the phenomenon of the emergence and proliferation of 

wearable technologies by designing taxonomy of wearable technologies in healthcare 
in terms of the application, forma and functionality. While the taxonomy is meant to 
classify any wearable technology in healthcare, there is no absolute guarantee to 
achieve holism. In fact, holism can never be claimed by any classification scheme. 
Further underlying criteria, such as internet of things, security and privacy, interope-
rability, and maintainability could be incorporated into this taxonomy. However, for 
the sake of simplification, we confine it to three major dimensions: application, form, 
and functionality, and sidestep other underlying technical and economic dimensions.  
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Appendex 1 

  
Wearable device  Application  Form  Functionality Health Outcomes 

[10]ProTEX  Prevention: safety 

monitoring 

Full Garment 
(inner and 

outer garment 

– boat) 

Multi-sensor: Physiological parame-

ters and external environmental 

sensors (presence of toxic gases: 

CO2, external temperature, heat flux) 

ProeTEX is designed for emergency-disaster personnel, by constantly monitoring 

vital signs and environmental parameters to process data and remotely transmit 

them to the operation manger. ProeTEX have proved promising for firefighters, 

soldiers, and others in life endangered situations. 

[11] 

MONORCA 

Mental Monitor-
ing for early sign 

of depression 

Accessory 

Sock- wrist 

band  

Multi-sensor: GPS sensor, accelerome-
ter, social-interaction sensors, other 
sensors for the wristband and sock 

The main responsibility for the wearable system is to recognize the early warning 

signs of Bipolar disorder or depression. This will helps recognize early warning 

signs and predict manic/depressive episodes, and adjust the therapy accordingly. 

[12]Google 

Contact Lens 

Monitoring: early 

detection 

Implantable 

lens 

Single-sensor: miniaturized glucose 

sensor  

Given the high frequency of glucose fluctuation level, the tiny pinhole in the lens 

allows for tear fluid to seep into the sensor and read blood sugar level every second, 

and provide early warning when the glucose level exceed predefines thresholds. 

[13]CardioME

MS 

Monitoring: HF 

monitoring 

Implantable single-sensor: pressure sensitive 
capacitor 

CardioMEMS implantable monitoring system can provide long-term measurement of 

pulmonary arterial pressure of patients with heart failure. It is the only FDA system 

for HF monitoring. This device is proved to reduce hospitalization. 

SIGMO Communication Portable multiple-sensor: microphone- 
speaker 

One of the potential applications of this language translator is to facilitate the 

communication and overcome language barriers among healthcare professionals.  
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Dolata, Mateusz 327
Drechsler, Andreas 152
Dutta, Kaushik 19

Eickhoff, Matthias 215
Esswein, Werner 135
Even, Adir 199
Evermann, Joerg 430

Felden, Carsten 463
Francalanci, Chiara 183

Gallagher, Joe 366
Gass, Oliver 3
Gaubinger, Kurt 295
Gerards, Timo 406
Gleasure, Rob 168
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