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32.1 Introduction

Language is basically the system used by humans for communication and
covers a wide range of their activities. It is a social phenomenon resulting in
an evolving system of great complexity. Language is inextricably linked to
knowledge communication and representation, and is viewed here as a com-
plex reality to be mathematically represented step by step, in a incremental
fashion.

In that respect, the most relevant feature of language is meaning, and that
does not only include the meaning of isolated words, but also the meaning
of expressions as a whole. In general, the meaning of the words integrating
an expression is only grasped in relation with the other words and with the
meaning of the expression as a whole [12].

This paper has its roots in Wittgenstein’s ideas on meaning [21], Zadeh’s
ideas on fuzzy sets, linguistic variables and Computing with Words [22, 23, 24],
and Trillas’s ideas on words and linguistic soundness [17, 14]. In the authors
view, this is a subject that could be relevant for the progress of semantic com-
puting and the development of the Computing with Words and Perceptions
(CWP) approach [25, 26, 27].

This paper is neither exactly about logic, nor exactly about linguistics, but
in the not well explored and delimited subject of mathematical models able
to represent some parts of language. In this paper we are building models
of the meaning of the conjunction And in different conjunctive expressions,
since it acquires its meaning only as a part of such expressions. Therefore, to
capture the different meanings of And we need to study the variety of uses
that And has in language.

This paper begins with a review (in section 32.2) of the models of And
proposed by classic logic, probability theory and fuzzy logic, models that can
be considered syntactic-based approaches to And. In section 32.3 we checked
in the web the frequency of use of And in different expressions, and found
that it contradicts the commutative assumption of And made by the previous
models. In section 32.4, after introducing the definition of And given in
dictionaries, we show the variety of uses of And found in language and their
properties. Then, a new general model for And based on the underlying
relation is introduced in section 32.5, and it is shown with different examples
how different relations capture different uses of And. Finally in section 32.6
we draw some conclusions extracted from this work and outline some possible
future work.

32.2 Syntactic-Based Approaches to And

The models of And in the revised literature [22, 9, 3, 10] are based on some
syntactic features of the use of And in specific languages. In these approaches
it is assumed that the meaning of And is independent of the words or parts
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joined, and that a set of properties can capture its use in language. As it
can be seen in the rest of this section, And is represented by a conjunction
operator verifying certain properties matching some syntactic features of the
use of And in those languages.

Remark: All the models described below share three properties: commu-
tativity, associativity and monotonicity; and almost all also share: identity,
idempotence, and non-contradiction.

32.2.1 ‘And’ in Set Theory

In set theory the model of And is unique and independent of its use, and it
is represented by the intersection of sets ∩ as:

∀x ∈ X ; x ∈ A ∩B ⇔ x ∈ A And x ∈ B

which verifies the following properties:

• Commutativity: A ∩B = B ∩ A.
• Monotonicity: (A ⊂ B), (C ⊂ D) → (A ∩ C ⊂ B ∩D).
• Associativity: A ∩ (B ∩ C) = (A ∩B) ∩ C.
• Identity: A ∩X = A.
• Idempotence: A ∩A = A.
• Non-Contradiction: A ∩Ac = ∅.
• Excluded-Middle: (A ∩ Ac)c = A ∪Ac = X .

32.2.2 ‘And’ in Lattice Theory

In lattices (L,≤,∧,∨) (with (L,≤) being a partial ordered set) the model of
And is uniquely defined by the meet operator ∧ in relation with the partial
order.

a ∧ b = a ⇔ a ≤ b,

which verifies the following properties:

• Commutativity: a ∧ b = b ∧ a.
• Monotonicity: if a ≤ c, b ≤ d then a ∧ c ≤ b ∧ d.
• Associativity: a ∧ (b ∧ c) = (a ∧ b) ∧ c.
• Idempotence: a ∧ a = a.

If the lattice (L,≤,∧,∨, 0, 1,′ ) is complemented and bounded, with 0 as
bottom and 1 as top, then it also verifies Non-Contradiction and Excluded-
Middle properties.

• Non-Contradiction: a ∧ a′ = 0.
• Excluded-Middle: (a ∧ a′)′ = a ∨ a′ = 1
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Remark 1. The set theory is isomorphic to a boolean algebra, that is, it is
a complemented and bounded lattice which also verifies the distributivity
property.

32.2.3 ‘And’ in Probability Theory

Since probability measures are defined over boolean algebras (or over ortho-
modular lattices, in the case of quantum probabilities) they inherits all their
properties: commutativity, associativity, idempotency, etc. In fact, Bayes’
Theorem is deduced from the commutativity and associativity properties.

In this case the measure also verifies the following properties:

• Monotonicity:
P (A ∩B) ≤ min(P (A), P (B))

• Additivity:
P (A ∩B) = P (A) + P (B)− P (A ∪B)

The probability of the intersection can be expressed using the conditional
probability as:

P (A ∩B) = P (A) · P (B|A),
that reduces, when A and B are independent (P (B|A) = P (B)), to:

P (A ∩B) = P (A) · P (B)

32.2.4 ‘And’ in Fuzzy Sets Theory

From the very beginning in fuzzy sets it was recognized that there is not
a unique way of using the conjunction ‘and’, the disjunction ‘or’ and the
negation ‘not’, and because of that there are many algebras of fuzzy sets to
represent them. For example, standard fuzzy algebras ([0, 1]X , T, S,N) [13]
are defined from the set X , using a t-norm T for And, a t-conorm S for Or
and a strong negation N for Not. Also in this case the representation of the
linguistic connectives are based on a set of particular properties that they
verify.

For instance, t-norms (or triangular-norms) are functions T : [0, 1] ×
[0, 1] → [0, 1] that verify:

• Commutativity: T (a, b) = T (b, a).
• Monotonicity: if a ≤ b, c ≤ d then T (a, c) ≤ T (b, d)
• Associativity: T (a, T (b, c)) = T (T (a, b), c).
• Identity: ∀a, T (a, 1) = a.
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Among the t-norms there are some that also verify other properties, for
example:

• Idempotence: T (a, a) = a ⇔ T = Min.
• Non-Contradiction: T (a,N(a)) = 0 ⇔ T = Wϕ, N ≤ Nϕ

where Wϕ = ϕ−1 ◦ W ◦ (ϕ × ϕ) is a t-norm of the �Luksiewicz family,
and Nϕ = ϕ−1 ◦ (1 − id) ◦ ϕ is a strong negation built using the same
automorphism ϕ of the unit interval (see [15] for details).

Nevertheless, in recent works [16, 7, 1] other functions to model conjunc-
tions has been collected, as for example, copulas, that have all the properties
of t-norms but the associativity.

32.3 An Experimental Test of the Properties of And in
the Web

If the use of the conjunction And were commutative in language then we
should expect that people will use either way, “a And b” or “b And a”
indistinctly, and with the same meaning.

With this hypothesis in mind, we have looked for the appearance of con-
junctive expressions in web documents using Google, but after many test (see
[8] for other examples) we have to conclude that it is not verified in general.
Let us show some illustrative examples:

1. “come and see” with 2.840.000 results and “see and come” with 12.600
results.
For example, “Can my union official come and see me at work?”, or “In
each of these cases, change began when sinners were able to see and come
to know Jesus personally”.

2. “drink and drive” with 1.210.000 results and “drive and drink” 668 results.
For example, “Do not Drink and Drive”, or “I will continue to drive and
drink amounts that I know, from years of experience, have not caused me
to fail once”.

3. “safe and fast” with 141.000 results and “fast and safe” with 312.000 re-
sults.
For example, “New device allows safe and fast access to large space simu-
lator”, or “Around the city fast and safe – even at night”.

Looking at the results given in 1 and 2 it can be seen that the frequency of
use is very different in each case, which means that people prefer one way over
the other, even though, in some cases the meaning is actually the same. In
the case 3 could be considered that both ways are commonly used, although
there is more emphasis in the first part than in the second one.

From a syntactical point of view can look at the frequencies of joining
predicates in either the order P&Q, or the order Q&P (see table 32.1) as a
clue for the verification of the commutative property at a syntactical level.
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In table 32.1 can be observed (using Google estimations) that the results are
very varied, and that the two percentages %P&Q and %Q&P are not, in
general, near to 50%. That is, although in all the syntactic-based models
And is considered commutative, looking at the frequencies of appearance in
these examples And should be considered non commutative.

If the use of And were idempotent in language, then we should not find
sentences like “a and a”, because it will mean the same that “a”. But that
is not the case in the following examples:

• “miles and miles” 834.000 results. “I walked miles and miles”
• “lawyers and lawyers” 13.500 results. “There are lawyers and lawyers”

“I walked miles and miles” does not mean the same that “I walked miles”,
since in the first case it is implied that “I walked many miles” and not only
that “I walked miles”. In the other example, “There are lawyers and lawyers”
does not mean the same that “There are lawyers”, since in the first case it is
implied that there are at different kind of lawyers and not only that “There
are lawyers”.

Table 32.1 Frequencies of appearance

P Q %P&Q %Q&P

shoes socks 64.55 31.95
Barcelona Madrid 24.42 75.58
flowers plants 78.72 21.28
rich tall 37.55 62.45

one half 95.48 4.52
three two 5.85 94.15
eight two 18.60 81.40
forty seven 40.47 59.53

one hundred ten 86.64 13.3

eat fish vegetarian 29.21 70.74
tired working 62.97 37.03

came went 87.61 12.39
go see 91.32 8.68

Although the associativity property is very common in mathematical the-
ories, it is no so common in language, making harder to find examples. For
example “John speaks French and Spanish, and English” means the same that
“John speaks French, and Spanish and English” although the typical form
will be “John speaks French, Spanish and English”. But in the case that “I
have books written in French and Spanish, and English” means something
different that “I have books written in French, and Spanish and English”,
and means something different that “I have books written in French, Spanish
and English”.
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Finally, if And were monotonic in language then the following argument
should be correct:

A → B

A ∧C → B

This means that form A it follows B, and adding new information C will not
change the conclusion. But that is not the case in many examples extracted
from language, as can be seen in the following example:

“If you win the lottery, you will be happy”
“I know that you won the lottery and
I know that you are seriously ill”

“You are happy”

Although from a boolean logic point of view this reasoning seems correct, it
is wrong for people, since the appearance of new information can change the
conclusions in a non-monotonic way, due to the underlying relations between
the elements.

Although these experiments should be taken only as a clue and not as
definitive, since there are many factors that have influence on the results and
cannot be controlled. It can be said that the use of And is more complex
and variate than what has been assumed by the syntactic-based models.

32.4 And in Language

Any model suitable to represent the linguistic And must capture the concrete
use it shows in language (meaning, à la Wittgenstein). To develop these
models we must study in the first place the behavior of And in language [7].
So, let us restate the entry of And given in a dictionary [19].

And :

1. – used as a function word to indicate connection or addition especially of
items within the same class or type; used to join sentence elements of the
same grammatical rank or function;

2a. – used as a function word to express logical modification, consequence,
antithesis, or supplementary explanation;

2b. – used as a function word to join one finite verb (as go, come, try) to
another so that together they are logically equivalent to an infinitive of
purpose “come and see me”

3. obsolete: IF.

4. – used in logic to form a conjunction.

Note that the logical or formal use of And is only one entry.
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32.4.1 Uses of And

After consulting several English dictionaries [4, 5, 19, 20] we have extracted
different uses of And, which are listed below.

Copulative (also)

Used to join words, phrases, sentences or parts together. Examples:

I have socks and shoes.
I live in Madrid and she lives in Barcelona.
We have many flowers and plants.
John is tall and rich.

Copulative (in addition to)

Used with numbers to express addition. Examples:

One hundred and ten.
Two and five are seven.
She walked one mile and a half.

Copulative (emphatic)

Used to join the same word, making their meaning stronger. Examples:

She walked for miles and miles (increase).
I tried and tried (repetition)
He just eats and eats (continuation)

Copulative (contrasting)

Used to make distinctions within several uses of the same word. Examples:

There are lawyers and lawyers.
As always, there are politicians and politicians.
Nowadays there are journalists and journalists.

Copulative (antithesis)

Used to express some contradiction or surprise. Examples:

You are a vegetarian and you eat fish!
You are tired and you are working!
You are a professor and you do not teach!

Consecutive (then)

In this case And is used to link statements that are consecutive in some sense
and has the meaning of then. It can express a temporal sequence, denote a
consequence, or a necessity. Examples:

He came and went. (before than)
I was late and she got angry. (cause that)
I will go and see him. (in order to)
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32.4.2 Properties of Each Use

After looking the different uses of And we can summarize the properties in
the following table (’-’ means non-applicable).

uses commutative associative idempotent

also usually usually some
addition yes yes no
emphatic yes - no
contrasting yes - no
antithesis some no -

then no no -

In natural language we find different uses of And with different properties,
and with different meanings. However, classical logic, lattice theory, proba-
bility theory and fuzzy logic have very restrictive models of And. Therefore,
we have to look for new mathematical models of And that are not necessarily
commutative, idempotent, monotonic or associative.

32.5 Semantic-Based Approach to And

After the previous revision of the meaning of And, first of all we can conclude
that the concrete meaning of And depends on the specific words conjuncted
and the underlying relation that exists among them.

How to represent this underlying relation is the key point to capture the
concrete meaning of the different uses of And. We claim that in each of the
uses mentioned above there is a different underlying relation, and because of
that they show different properties.

Inspired in[16, 8, 2] we propose the following general pattern to represent
the conjunction And based on the relation between words or parts conjuncted:

A&B = A ∗RAB

Where RAB represents the underlying relation and ∗ an adequate compo-
sition operation.

The conjunction And will be commutative when B&A = B ∗RBA is equal
to A&B, that is:

A&B = B&A ⇔ A ∗RAB = B ∗RAB

This relation RAB should be instantiated in different ways to capture each
of the different uses And.

Remark: This general model is consistent with the syntactic-based models
shown before, since it contains those models as particular cases.
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For example, in set theory and boolean logic, if the relation RAB between
A and B is taken as the classical implication

RAB ≡ A → B = Ac ∪B,

and the operation ∗ as the intersection, then the pattern A&B coincides with
intersection:

A&B = A ∩ (A → B) = A ∩ (Ac ∪B) =

(A ∩ Ac) ∪ (A ∩B) = A ∩B.

In the case of ortho-modular lattices, if the relation RAB is taken as the
Sasaki arrow

RAB ≡ a → b = a′ ∨ (a ∧ b),

the operation ∗ as the meet operation, then the conjunction A&B coincides
with the meet:

a&b = a ∧ (a → b) = a ∧ (a′ ∨ (a ∧ b)) = a ∧ b.

In the case of probability theory, if the relation RAB is taken as (the
conditional probability)

RAB = P (B|A),
the operation ∗ as the product, then the probability of the conjunction A&B
coincides with the probability of the intersection:

P (A&B) = P (A) · P (B|A) = P (A ∩B).

Remark: For illustrative purposes, in what follows we are going to assume
specific contexts for each example and represent the predicates by means of
fuzzy sets or crisp sets, even though we know that changes in the context or
in the interpretation will provoke a change in the representation and in the
model used.

32.5.1 Copulative (also)

In this case the two parts are assumed independent with two different uni-
verses of discourse, and therefore we can take the relation RAB = B to be
independent of A, and a t-norm T for the operation ∗, since this use is usually
commutative and associative.

A&B(x, y) = T (A(x), B(y))
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Fig. 32.1 I have socks and shoes

This case comprises as particular cases the representation of the conjunc-
tion in set theory, in lattice theory, in fuzzy sets theory, and in probability
theory when the events are independent.

Example 1. In the example “I have socks and shoes”, if “I have 5 or 6 socks”
and “I have 4 pairs of shoes” are represented by the sets {5, 6} and {4}, then
for any T the solution can be seen in the figure 32.1, and the meaning is the
same for “I have shoes and socks”.

32.5.2 Copulative (in addition to)

In this case the universe of discourse is unique X , and the parts are in-
dependent. It verifies commutativity and associativity properties but not
idempotence.

Taking RAB = B, and ∗ as the sup-Min composition, (since we have
to project the relation into the original universe, and extend the addition
operation to sets or fuzzy sets), we obtain the following model:

A&B(x) = Sup
x=x1+x2

Min(A(x1), B(x2))

Example 2. In the example “Two and five are seven” if we represent them by
2&5 = 7 and by their corresponding characteristic functions:
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ψ2(x) =

{
1 x = 2
0 otherwise

ψ5(x) =

{
1 x = 5
0 otherwise

ψ2&5(x) = Sup
x=x1+x2

Min(ψ2(x1), ψ5(x2)) = ψ7, with

ψ7(x) =

{
1 x = 7
0 otherwise

The result can be seen in figure 32.2.
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Fig. 32.2 Two and five are seven

Example 3. If now we want to represent the expression “Around two and
around five are around seven”, representing it by means of fuzzy numbers
two∗&five∗ = seven∗∗, we obtain the solution shown in the figure 32.3.
Notice that although the word “around” is used three times, it has a different
meanings in the case of “around seven”, since in that case there is more
imprecision.
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Fig. 32.3 Around two and around five are around seven
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32.5.3 Copulative (emphatic)

This case is very similar to the previous one (in addition to) but the word
joined is the same, and therefore the meaning is empathized. So we are going
to represent this use as a repeated addition with itself.

Taking RAA = A, and ∗ as the sup-T composition (since we have to
project the relation into the original universe, and extend the multiplication
operation to sets or fuzzy sets) we obtain the following model:

A&A(t) = Sup
t=x×x

T (A(x), A(x)).

Example 4. “She walked miles and miles” means that she walked many miles,
so if we represent “She walked miles” as “She walked between 2 and 3 miles”
then “She walked miles and miles” using the above definition as ”She walked
between 4 to 9 miles” and T = Min, as can be seen figure 32.4.
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Fig. 32.4 She walked miles and miles

32.5.4 Copulative (contrasting)

Although this case looks similar to the previous one (emphatic), it is quite
different. Now instead of empathizing the meaning, it is marking that there
exist different elements of the same kind.

Given some discriminatory property CA that permits to distinguish be-
tween different elements of A and forms a partition (fuzzy or not) of
A = (CA ∨ ¬CA), we can build the relation RAA = A = (CA ∨ ¬CA). If
we take ∗ as the Min composition then the model of the conjunction A&A
is:

A&A(x) = Min(A(x), S(CA(x), N(CA(x))))
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Example 5. “There are lawyers and lawyers” this implies that there are “Good
lawyers” and “Bad lawyers”. So if X represents the set of people, A the crisp
subset of people that are lawyers, and CA represents the integrity of lawyers,
then we have good lawyers (those with high integrity) and bad lawyers (those
with low integrity), it results, taking S = Max and N = 1−id, in the surface
of the figure 32.5.
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Fig. 32.5 There are lawyers and lawyers

32.5.5 Copulative (antithesis)

In this case, in the sentence “A and B” there is an implicit contradiction
between A and B. So we can represent this contradiction as “if B then no
A”, and represent the relation by RAB = B → ¬A. Which, depending on
the representation of the implication, will result in different relations. For
example, if we use a S-implication then B → ¬A = S(N(B), N(A)), and
taking ∗ as a t-norm, we obtain the following model:

A&B(x, y) = T (A(x), S(N(A(x)), N(B(y))))

Example 6. In the example “He is tired and he is working”, a figurative solu-
tion could be the one seen in the figure 32.6, when representing the degree of
tiredness and working-ness by two fuzzy sets, and taking T = Min, S = Max
and N = 1− id. Which tries to represent that if you are working you are not
so tired, otherwise you will be not working.
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Fig. 32.6 He is tired and he is working

32.5.6 Consecutive (then)

This case is the most complex, as it was recognized in [18]. So we will
study it by distinguishing the different sub-cases, although all of them share
a common pattern, the relation RAB should be a T-conditional relation and
∗ a t-norm T . That is, they should verify the modus-ponens inequality for
some order ≤.

T (A,RAB) ≤ B

Temporal

In this case it expresses a temporal sequence, A before B. So A has occurred
some time before the time in which B has occurred. An example of relation
for this case could be:

RAB(t1, t2) =

{
Min(A(t1), B(t2)) t1 ≤ t2
0 t2 < t1,

which is Min-Conditional, and the following model for And is obtained:

A&B(x, y) = Min(A(x), RAB(x, y))

Example 7. In the example “He came and went”, if we know from the con-
textual information that “He came sometime between 7 and 9” and “He went
sometime between 8 and 9”, which are represented by two fuzzy numbers,
then the surface corresponding to the solution can be seen in figure 32.7.

It can be seen in figure 32.7 that there is a piece of the pyramid missing,
the one that corresponds to the cases in which he would have gone before
coming.
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Consequence

In this case it denotes a consequence, “A and B” means that A causes B,
and therefore the relation RAB should represent this causal relation. For
example, if we use an S-implication to represent this causal relation as
RAB(x, y) = S(N(A(x)), B(y)), we obtain a W-conditional relation, and the
following model of And is obtained:

A&B(x, y) = W (A(x), S(N(A(x)), B(y)))
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Fig. 32.7 He came and went
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Fig. 32.8 I was late and she got angry
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Example 8. In the example “I was late and she got angry”, if we assumed
that “I was late because I arrived after 5” and “She got angry with high
degree” a figurative solution can be seen in the figure 32.8 taking S = Max
and N = 1− id.

In this example it can be seen in the figure that there is a corner removed
from the pyramid that corresponds to the cases in which the sum of the
degree of being late and the degree of being angry is less than 1.

Requirement

In this case And expresses a requirement, A in order to B. So the occurrence
of A is necessary for the occurrence of B; if A does not occur, then B cannot
occur.

An example of conditional relation for this case will be:

RAB(x, y) =

{
Min(A(x), B(y)) B(y) ≤ A(x)
0 otherwise,

which is a Min-Conditional relation, and the following model for And is
obtained:

A&B(x, y) = Min(A(x), RAB(x, y))

Example 9. In the example “I will go and see him”, if we know from the
contextual information that I need to go to the dentist, and that I intend to
go and see him. So my commitment on “going” is high and my commitment
on “seeing him” is high too (which can be represented by two fuzzy sets),
then my aggregated commitment on “I will go and see him” can be seen in
figure 32.9.

In this example my degree of commitment on “I will go and see him”
should be zero in the cases in which my commitment on “I will go” is lesser
than my commitment on “I will see him”, since I cannot see him if I do not
go, and in that case I would be lying myself.

In figure 32.9 can also be seen that in the cases in which I don’t have
confidence on “I will go” or on “I will see him” the confidence on “I will go
and see him” is zero.

If for the same expression we change the context, and now we don’t assume
that I need to get there to be able to see him, as it happens in an open field.
In this case the model of the expression will be different, since I could see
him from the distance, and the closer I get the better can I see him.
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Using the relation RAB(x, y) = B(y) to could capture that independence,
and the Product t-norm for the operation ∗ to capture that interactivity, the
model of the conjunction And will be:

A&B(x, y) = A(x) · B(y)

And the new solution can be seen the figure 32.10
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32.6 Conclusions and Future Work

After reviewing how And has been modeled using syntactic features in set
theory, lattice theory, probability theory and fuzzy set theory, we have chal-
lenged the underlying assumption that there is a “general” model of And
independent of its use (excluding the context or the purpose), and indepen-
dent of the words or parts joined. Those models have been based on a set
of properties that were assumed on the syntactic features of the use of And,
rather than in real uses of And.

We have proposed a semantic-based model of And using an underlying
relation between the words or parts joined by the And. Even more, we
have shown that the different uses And have different meanings and require
different models. Therefore, we have defined a set of models (which follow a
common pattern) one for each different use, instead of having one model for
all the uses of And. Since the uses of And are not disjunct, one expression
can belong to more than one use and share parts of each model.

With this new semantic-approach to And the possibility to study specific
models for specific words in specific contexts with specific purposes is opened,
although a systematic experimentation of the models introduced in this paper
remains open for future work. Of course, once a (partial) model is introduced,
it should be tested against language, as the only way of knowing to what
extent it reflects well enough what happens in language.

These models could be used to build a fuzzy thesaurus [6] and fuzzy on-
tologies [11] for the web, using methods based on the relations between words
instead of on the co-occurrences of words.
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