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Preface

The peer reviewed chapters in these Proceedings are mainly written versions of
invited lectures delivered by internationally acknowledged specialists at the ICMS
Workshop on “Differential Geometry and Continuum Mechanics” held in
Edinburgh from 17 to 21 June 2013.

The aim of the Workshop was in part to encourage and foster the study of recent
developments in the conceptual foundations and theoretical structure of continuum
mechanics. Modern demands of nanotechnology, special materials, biology and
similar applied fields require that continuum mechanics no longer engages solely
with predictive numerical solutions and the associated mathematical analysis of
classical theories. Identification of basic principles common to all continuum the-
ories and the subsequent derivation of general mathematical properties necessitates
a rigorous critical re-evaluation of the axiomatic foundations, evocative of Hilbert’s
sixth problem.

Differential geometry is of obvious importance to these investigations. For
example, conservation laws are closely related to the Gauss–Codazzi–Ricci system.
Defects can be discussed in a geometric context. The analysis of microstructure
involves manifolds and conditions for their isometric embedding into Euclidean
(physical) space. Geometric notions can be successfully employed to model surface
energies.

These are just some of the topics considered by the 26 speakers at the ICMS
Workshop, and discussed in the following chapters. The talks confirmed that the
formalism and results of differential geometry crucially underpin recent funda-
mental progress in continuum mechanics, while advances in analysis (including
C-convergence and compensated compactness), the calculus of variations, and
partial differential equations have revealed deep connexions with long-standing
problems in differential geometry.

The interrelated chapters of the present Proceedings correspond to the
Workshop’s principal themes, and further emphasize the cross-fertilisation between
differential geometry, partial differential equations and continuum mechanics
apparent even in the last century. Not included in these Proceedings are the
mini-courses presented by Professors M. Epstein and T. Otway who introduced
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respectively appropriate notions of differential geometry and of equations of mixed
type. Both courses are being separately published in the Springer-Brief Series.

The ICMS Workshop would have been impossible without generous financial
assistance gratefully received from

The Centre for Analysis and Nonlinear PDEs (CANPDE),
The Oxford Centre for Nonlinear PDE (OxPDE),
The London Mathematical Society (LMS),
Bridging the Gap-University of Strathclyde (BTG),
The Glasgow Mathematical Journal Trust (GMJT),
The International Centre for Mathematical Sciences (ICMS).

Thanks are also sincerely extended to the authors for their willing cooperation in
the timely preparation of contributions, to the referees for their valuable reviews,
and to Joerg Sixt and Catherine Waite of Springer for encouragement and advice.
It is also an immense pleasure to acknowledge the highly efficient administrative
support from Jane Walker and her ICMS colleagues. The outstanding success of the
Workshop was in no small part due to their consistent cheerful, patient and friendly
commitment that significantly eased the organisational responsibilities.

Oxford Gui-Qiang G. Chen
Glasgow Michael Grinfeld
Edinburgh R.J. Knops
July 2014
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Part I
General



Chapter 1
Compensated Compactness
with More Geometry

Luc Tartar

The theory of compensated compactness, partly developed in collaboration with
François Murat, proved useful for attacking questions in the nonlinear PDE (par-
tial differential equations) of continuum mechanics and physics. Many years ago, I
believed an improvement could be achieved that included more geometrical ideas.
I can only conjecture what should be done, but I consider it useful to present an
historical perspective, in order to place ideas in their context, and indicate where
geometry may be appropriate.

1.1 Training

When I studied (in 1965–1967) at École Polytechnique (then in Paris), I received
a good training in mechanics from Jean Mandel (1907–1982), classical mechanics
being taught in the first year and continuummechanics in the second. During the first
year, I also attended a course by Maurice Roy (1899–1985) on aspects of thermody-
namics. I learned about various aspects of physics (classical, quantum, relativistic,
statistical, in alphabetic order) over the two years from a few different teachers, who
did not impress me as much as two of my teachers in mathematics, Laurent Schwartz
(1915–2002) and Jacques-Louis Lions (1928–2001). However, they taught analysis,
and consequently my training did not contain much geometry.

I had chosen to study at École Polytechnique and not at École Normale Supérieure
because I wanted to become an engineer. When, however, I heard that engineers do a
lot of administrative work (for which I still consider myself incompetent) I switched

L. Tartar (B)
University Professor of Mathematics Emeritus,
Carnegie Mellon University, Pittsburgh, PA, USA
e-mail: luctartar@gmail.com

© Springer International Publishing Switzerland 2015
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4 L. Tartar

to research in mathematics, with an interest in applications. I chose Jacques-Louis
Lions as thesis advisor since he appeared more concerned with applications than
Laurent Schwartz, although he was not interested when (in the mid 1970s) I decided
to understand more about continuum mechanics for the purpose of developing some
of the new mathematical tools that were needed. Laurent Schwartz had no interest in
physics, although his theory of distributions helped explain formal results by Dirac
(1902–1984), and by Heaviside (1850–1925). On the contrary, I believe that Sergei
Sobolev (1908–1989) introduced his H1 space motivated by a physical question, but
he may not have been allowed to publish any further results. Jean Leray (1906–1998)
was similarly motivated when he used weak solutions in relation to the (simplified)
Navier–Stokes equation, though he decided to discontinue working on PDE (partial
differential equations) in continuum mechanics while a prisoner of war in a German
camp for officers during World War II.

The approach that I had been taught (by Jacques-Louis Lions) for nonlinear PDE,
introduced adapted Sobolev spaces and derived various estimates for proving exis-
tence and uniqueness of solutions. The method also used either a compactness argu-
ment, according to the original ideas of Jean Leray, or a monotonicity argument,
introduced by George Minty (1930–1986) for a problem in electrical circuits, and
by Eduardo Zarantonello (1918–2010) for a problem in fluid dynamics. While I
was a student, monotonicity became a question of functional analysis, mostly stud-
ied by Haïm Brezis, Felix Browder, Jacques-Louis Lions, and Terry Rockafellar (in
alphabetic order).

I resolved a dichotomy that Jacques-Louis Lions regarded as occurring in my
compensated compactness method [Tar79], based on my joint work in compensated
compactness with François Murat.

1.2 Differential Geometers and Mechanics

In the late 1960s, a student at École Polytechnique in the year below mine suggested
that I should read Foundations of Mechanics by Abraham [Abr67]. I purchased the
book and found it useful since it contains many results on manifolds about which I
had only been vaguely aware. Nevertheless, I ended up quite puzzled, since the book
is entirely devoid ofmechanics. I realized afterwards that it is common for differential
geometers to conform to the 18th century point of view of classical mechanics which
uses ODE (ordinary differential equations). It is as if they are reluctant to acquire the
19th century point of view of continuum mechanics that involves PDE. Even with
such a limitation, why pretend to do mechanics when the intention is to discuss only
manifolds?

I later observed a similar limitation (not restricted to geometers) when explain-
ing that the 20th century point of view of continuum mechanics/physics introduces
PDE with small scales, so that questions of homogenization for identifying limiting
effective equations requires to be understood. This often compels a consideration of
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a larger class of equations (still a little vague) which I call beyond partial differential
equations.

When (in the late 1960s or early 1970s) a friend informed me about the ideas
of René Thom (1923–2002), I only glanced at his book. He seemed to believe that
the laws governing nature can be expressed as ODE, again the 18th century point
of view, and that the 19th century point of view of PDE could be ignored. Also, I
was puzzled by his use of the term “catastrophes” for “singularities of differentiable
mappings”.

In 1970, I was shown a joint article byDavid Ebin and JerryMarsden (1942–2010)
[EM69] that deals with the Euler equation for an incompressible fluid on a compact
Riemannian manifold, and which is based on an idea of Vladimir Arnol’d (1937–
2010) concerning a flow of volume preserving diffeomorphisms. It surprised me that
they considered a somewhat unrealistic equation of state (since incompressibility
implies an infinite speed of sound), but failed to mention the more realistic situation
of a (compressible) fluid occupying a domain � ⊂ R

3 possessing a boundary (Note
that compact manifolds have no boundary).

In the article, covariant derivatives are employed for writing the (simplified, and
incompressible) Navier–Stokes equation on a Riemannian manifold. Later, I won-
dered why geometers believe it is of interest to treat such equations: since realistic
fluids have a viscosity dependent upon temperature, and possibly also upon pressure.
Perhaps their approach is useful for amore general equation of state? Geometers (and
later harmonic analysts) seemed to assume that it would be useful to express the equa-
tions of continuum mechanics in their language, but has this led to a natural method
for obtaining a priori estimates for flows of more realistic fluids? Furthermore, has
their framework enhanced understanding of which are the effective equations to
describe turbulent flows?

Thirty years after, I was again perplexed that Charles Fefferman when formulat-
ing questions for the million dollar Clay Prize on Navier–Stokes equation, could not
find (in Princeton or elsewhere) a knowledgeable person (mathematician or not) who
could explain the meaning of the equation. The basic conservation laws of contin-
uummechanics should have been mentioned and the absence of energy conservation
explained. When listing the groups of invariance of the equation, there should have
been included not only invariance by rotation (since an isotropic fluid is under con-
sideration), but also Galilean invariance. Because bounding the vorticity is the main
difficulty with our current approach for proving global existence of smooth solutions,
it also should have been explained why problems without boundary (R3 or with a
flat torus) were selected. Realistic domains have a boundary and vorticity seems to
be created at the boundary!

1.3 The Div-Curl Lemma

That turbulence is a (still unsolved) question of homogenization became clear to me
only in the late 1970s. Before investigating transport equations, a first step had been
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to develop the theory of homogenization for V -elliptic equations, which François
Murat and I (re)discovered in the early 1970s, and for which we defined the notion
of H-convergence [MT77, Tar10]. The notion of G-convergence had already been
developed in the late 1960s in Pisa by Sergio Spagnolo [Spa68], who used it in col-
laboration with Ennio De Giorgi (1928–1996) [GS73], and AntonioMarino [MS69].
Instead of appealing toMorrey’s regularity results, we followed a different argument,
based on our div-curl lemma, which we discovered in 1974, while checking all the
cases for which an effective/homogenized diffusion tensor could be computed.

Let � ⊂ R
N be an open set, and consider two sequences converging weakly in

L2
loc(�;CN ), E (n) ⇀ E (∞), D(n) ⇀ D(∞). Assume that E (n) has a good curl in

the sense that each component ∂k E (n)
j − ∂ j E (n)

k belongs to a compact of H−1
loc (�)

strong, and that D(n) has a good div in the sense that
∑

j ∂ j D(n)
j belongs to a com-

pact of H−1
loc (�) strong. The div-curl lemma states that e(n) = (E (n), D(n)) (i.e.

∑
j E (n)

j D(n)
j ) converges to e(∞) = (E (∞), D(∞)) weakly in the sense of Radon

measures (i.e. with test functions in Cc(�)). I constructed a counter-example for
which convergence does not hold in L1

loc(�)weak (i.e. with test functions in L∞
c (�)),

but this example is not valid for homogenization of V -elliptic equations.
Our initial proof used Fourier transforms and the Plancherel formula, and fol-

lowed an argument due to Lars Hörmander that establishes the compact injection
of H1

loc(�) into L2
loc(�). We did not employ the method taught by Jacques-Louis

Lions in his treatment of the Rellich–Kondrašov theorem, since this involves an argu-
ment of Kolmogorov (1903–1987), which may have been used before by Fréchet
(1878–1973).

Homogenization commenced almost as exercises in functional analysis and vari-
ational V-elliptic equations (in the spirit acquired from Jacques-Louis Lions), so that
for a stationary diffusion equation, V is a subspace of H1(�) with � ⊂ R

N ). It was,
however, the work [San71] of Évariste Sanchez-Palencia (for periodic mesostruc-
tures) which helped me to appreciate that our analysis is related to the notion of
effective properties of mixtures. At last, this observation provided a mathematical
way to check whether the few results I had been taught in continuum mechanics or
physics were correct or not. Because some well accepted ideas are flawed, it naturally
led me to try some ordering of the various physical models which are used, and to
construct some probable chief features of more realistic models.

In the (then new) approach which I was developing, the weak limit is a way to
definemacroscopic quantities. E (n) corresponds to a real electric fieldwith variations
at amesoscopic level, while E (∞) corresponds to themacroscopic value. The div-curl
lemma then implies that in electrostatics there is no need for an internal energy.

At the beginning of the academic year 1974–1975, which I spent at UW (Uni-
versity of Wisconsin) in Madison, Joel Robbin showed me an alternate proof of
the div-curl lemma valid on (Riemannian) manifolds, in terms of differential forms,
introduced by Pfaff (1765–1825) and developed by Poincaré (1854–1912) and by
(Élie) Cartan (1869–1951). The proof involves the Hodge decomposition and the
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wedge product of two forms obtained by considering En as components of a 1-form,
and Dn as components of an (N − 1)-form.

For a scalar wave equation, the div-curl lemma implies an equipartition of (hid-
den) energy, which I consider more physical than that taught by my physics teachers.
If un satisfies

∂

∂t

(
ρ

∂un

∂t

)
−

∑

j,k

∂

∂x j

(
A j,k

∂un

∂xk

)
= 0, (1.1)

with the usual hypotheses (ρ, A j,k only depending upon x and belonging to L∞,
ρ ≥ α > 0, A ≥ α I and symmetric), there is conservation of the total energy,
whose density, given by

en = 1

2
ρ

∣
∣
∣
∂un

∂t

∣
∣
∣
2 + 1

2

∑

j,k

A j,k
∂un

∂x j

∂un

∂xk
, (1.2)

is the sum of a kinetic part 1
2 ρ

∣
∣∂un

∂t

∣
∣2 and a potential part 1

2

∑
j,k A j,k

∂un
∂x j

∂un
∂xk

.When

un converges weakly to 0 in H1
loc (in (x, t)), it is not always true that en converges

weakly to 0, because there is the possibility that some energy may become hidden
at various mesoscopic levels. However, there is an equipartition between the hidden
kinetic part of the energy and the hidden potential part of the energy, because the
action an converges weakly to 0, where

an = 1

2
ρ

∣
∣
∣
∂un

∂t

∣
∣
∣
2 − 1

2

∑

j,k

A j,k
∂un

∂x j

∂un

∂xk
. (1.3)

1.4 The Maxwell–Heaviside Equation

There is a similar equipartition of hidden energy in electromagnetism between the
electric part and the magnetic part of the energy, but more remains to be discussed.

A native of Edinburgh, Clerk-Maxwell (1831–1879) was a great physicist, and
in calling the Maxwell–Heaviside equation what others call the Maxwell equation,
it never was my intention to deprive Maxwell of any of his ideas. Rather, it is to
thank Heaviside for the concise system of PDE that now replaces the complicated
system adopted by Maxwell and encumbered with old mechanistic ideas concerning
the aether.

The Maxwell–Heaviside equation is expressed in terms of the “vector” fields,
E (electric field), H (magnetic field), D (electric polarization), and B (magnetic
induction). The vectors D and H satisfy the system

div(D) = ρ, −∂D

∂t
+ curl(H) = j, (1.4)
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which implies conservation of electric charge

∂ρ

∂t
+ div( j) = 0, (1.5)

while the vectors B and E satisfy

div(B) = 0,
∂B

∂t
+ curl(E) = 0, (1.6)

which imply

B = curl(A), E = −grad(V ) − ∂ A

∂t
, (1.7)

for a scalar potential V and vector potential A, defined up to a gauge transform that
involves

V, A being replaced by V + ∂ψ

∂t
, A − grad(ψ). (1.8)

An application to the Maxwell–Heaviside equation of the compensated compact-
ness theorem (an improvement of the div-curl lemma establishedwith FrançoisMurat
in 1976 [Mur78, Tar10]), shows for sequences B(n), D(n), E (n), H (n) that converge
weakly to 0 and for corresponding sequences ρ(n) and j (n) whose components are in
a compact of H−1

loc strong, then there is weak convergence to 0 of the three linearly
independent quadratic quantities given by

(D(n), H (n)); (B(n), E (n)); (D(n), E (n)) − (B(n), H (n)). (1.9)

Again, Joel Robbin explained these facts using differential forms as follows: con-
servation of charge (1.5) corresponds to dω3 = 0 for the 3-form (in space-time) ω3
specified by

ω3 = ρ dx1∧dx2∧dx3−( j1 dx2∧dx3+ j2 dx3∧dx1+ j3 dx1∧dx2)∧dt. (1.10)

Consequently, Poincaré’s lemma implies ω3 = dω2, which is (1.4) for the 2-form
ω2 given by

ω2 = D1 dx2 ∧ dx3 + D2 dx3 ∧ dx1 + D3 dx1 ∧ dx2 + (H1 dx1 + H2 dx2 + H3 dx3) ∧ dt. (1.11)

A second 2-form ω̃2, given by

ω̃2 = B1 dx2 ∧ dx3 + B2 dx3 ∧ dx1 + B3 dx1 ∧ dx2 − (E1 dx1 + E2 dx2 + E3 dx3) ∧ dt, (1.12)

shows that dω̃2 = 0 may be rewritten as (1.6). Moreover, it follows from Poincaré’s
lemma that ω̃2 = dω1, which is (1.7), for the 1-form ω1 given by

ω1 = −A1 dx1 − A2 dx2 − A3 dx3 + V dt. (1.13)
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Of course, this 1-form is defined up to addition of an exact 1-form dψ equivalent to
the gauge transformation (1.8).

The three quadratic quantities (1.9) are formed by considering thewedge-products
of ω2 and ω̃2:

ω2 ∧ ω2 = (D, H) dx1 ∧ dx2 ∧ dx3 ∧ dt,

ω̃2 ∧ ω̃2 = −(B, E) dx1 ∧ dx2 ∧ dx3 ∧ dt,

ω̃2 ∧ ω2 = (
(D, E) − (B, H)

)
dx1 ∧ dx2 ∧ dx3 ∧ dt. (1.14)

Sequential weak continuity of (B, E), (D, H) and (D, E)− (B, H) for solutions of
the Maxwell–Heaviside equation then follows from an application of the compen-
sated compactness theorem (and here the initial framework used by François Murat
suffices): if α(n) is a sequence of j-forms converging weakly to α(∞) (in L2

loc), if
β(n) is a sequence of k-forms converging weakly to β(∞), with j + k ≤ N , and
if the exterior derivatives dα(n) and dβ(n) have their coefficients in a compact of
H−1

loc strong, then the sequence of wedge products α(n) ∧ β(n) converges weakly to
α(∞) ∧ β(∞) [Tar10].

That all sequentially weakly continuous quadratic forms are linear combinations
of (B, E), (D, H) and (D, E) − (B, H) must be checked directly [Tar10].

Note that theMaxwell–Heaviside equation (1.4)–(1.7) written in the form (1.10)–
(1.13) is independent of the constitutive relations between B, D, E , and H . For linear
materials, these are

D = ε E, B = μ H, (1.15)

where the dielectric permittivity ε and the magnetic susceptibility μ are symmetric
positive definite tensors (instead of just positive scalars) as is natural by homog-
enization. However, irrespective of the precise nature of ε and μ, there is always
conservation of (total) energy, where the energy density is

e = 1

2
(D, E) + 1

2
(B, H). (1.16)

Equipartition of (hidden) energy (between electric and magnetic parts) means that
the excess in the limit of the electric part 1

2 (D, E) and the excess in the limit of the
magnetic part 1

2 (B, H) are equal. The conclusion follows by passing to the limit in
the action

a = 1

2
(D, E) − 1

2
(B, H). (1.17)

The approach of Joel Robbin uses differential forms and Hodge theory and corre-
sponds to variable coefficients (and proves the result mentioned above). By contrast,
the technique of compensated compactness which I developed in 1976 with François
Murat was restricted to differential equations with constant coefficients. It was only
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in the late 1980s that I developed the notion of H-measures [Tar90], capable of
handling variable (but sufficiently smooth) coefficients.

1.5 Interaction of Light and Matter

Newton (1643–1727) observed that a prism (of glass) separates colours differently,
i.e. the index of refraction of glass depends upon frequency. The same phenomenon
had been previously observed for water, since it is responsible for rainbows, but the
mathematical understanding of what colours are required time to be developed.

In 1810, Goethe (1749–1832) rightly criticized Newton for his incomplete obser-
vations, but any derision was unjustified since Newton was trying to understand
colours from a mathematical/physical point of view (now described using wave-
lengths and frequencies), while Goethe was interested in perception of colours
through human eyes, which is a question of physiology!

Once the Maxwell–Heaviside equation was written, it was easy to deduce for
scalar ε and μ, that the speed of light v in the material (in any direction), the speed
of light c in the vacuum, and the scalar index of refraction n (≥ 1) in the material
are related by

ε μ v2 = 1; ε0μ0c2 = 1; v = c

n
, (1.18)

where ε0 and μ0 are the dielectric permittivity and the magnetic susceptibility of the
vacuum.

My physics courses at École Polytechnique contained a computation of the scalar
index of refraction for a cubic crystal, but did not mention that for some other
crystalline symmetries, the quantities ε and μ could be symmetric matrices.

Similarly, my physics courses omitted to mention birefringence, discovered by
Bartholin (1625–1698), but which Huygens (1629–1695) failed to explain. Conse-
quently, there was no mention that birefringence is not explained by a scalar wave
equation in an anisotropic material, but that it does occur for theMaxwell–Heaviside
equation in particular anisotropic media.

My physics courses also excluded polarized light, discovered by Malus (1775–
1812), which deprived me from learning that such a notion is frequently discarded
by physicists in favour of linear or circular polarization that can be discussed by
means of a scalar wave equation. Polarization is a natural property for solutions of
the Maxwell-Heaviside equation; in particular, conditions at an interface between
different media require continuity of the tangential component of E and H and the
normal component of B and D at each interface, a remark which my physics courses
did include.

Since anisotropy was not discussed, I cannot guess whether my physics teachers
realised how misguided Einstein (1879–1955) had been to explore the bending of
light rays using Riemannian geometry, instead of employing theMaxwell–Heaviside
equations to describe light. Isotropic materials with scalar ε(x) and μ(x) even show
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that components of E, H, B, D do not always satisfy a scalar wave equation, and in
this respect differ from the vacuum where each component ϕ satisfies

∂2ϕ

∂t2
− c2�ϕ = 0.

The history of the law of refraction was revised in 1990 when Rashed discovered
a manuscript from 984 that contained a description of the law due to Ibn Sahl (940–
1000). Prior to 1990, the law was attributed to Snell (1580–1626), despite its earlier
discovery byHariot (1560–1621). Neither Snell norHariot published accounts, while
the publication by Descartes (1596–1650) created arguments with Fermat (1601–
1665), who then proposed his principle of least time for deriving the law. Fermat’s
principle is not physical, because a beam of light (clearly confirmed by using H-
measures [Tar90]) does not minimize time from a point A to a point B. Rather,
the given direction at which it starts from A defines the solution of an ODE that
determines its subsequent path, demonstrating that the variations (in x) of the “index”
of refraction (scalar or tensor) is responsible for the bending of light.

However, the “index” of refraction (scalar or tensor) is a local property dependent
upon the arrangement of matter at a small scale (related to the wavelength of the
light) to deduce how much the index reduces the speed of light. It was a mistake
for Einstein to imagine that it has something to do with what mass is distributed far
away!

1.6 Forces, and Force Fields

Maxwell thirty years before Lorentz (1853–1928) had introduced the notion of
“Lorentz’s force”; that is, any electric charge q in an electromagnetic field expe-
riences the force f = q (E + v × B), where v is the velocity. In consequence, the
power ( f, v) is q (E, v). When many small charges are present having an approx-
imate charge density ρ, then q v approximates a current density j , corresponding
to

a density of force ρ E + j × B, and a density of power ( j, E). (1.19)

This mixes the 3-form ω3 and the 2-form ω̃2, but not as a wedge product. Associated
with ω3 by duality is a 1-formwhose wedge product with ω̃2 is defined and generates
the above quantities in (ρ, j, B, E).

However, the only quadratic functions in ρ, j, B, E which are sequentiallyweakly
continuous are proportional to (B, E), which is included in the list (1.9). Note that
neither ( j, E) nor the components of ρ E + j × B appear in the list!

This fact made me ask in the late 1970s: what is a force? Or, what is a force field?
Robin Knops mentioned to me that there is some kind of a circular argument,

since a force is “measured” with a dynamometer, based on the theory of (linearized)
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elasticity, and that a dynamometer actually measures a displacement. A French “spe-
cialist” of mechanics gave me the unsatisfactory answer that a force is an element
of H−1 which appears on the right side of some equations. Joel Robbin provided
an answer in the spirit I was seeking, because my question concerned which kind of
topology (if any) is adapted to oscillating force fields, and weak convergence seems
an inadequate answer. His intuition was that weak convergence is natural for coef-
ficients of differential forms, which can be integrated on manifolds, while a force
field behaves like differentiation on a Lie group.

As in the case of H-convergence, consider how to identify a good approximation
for an oscillating force field Fn(x, t; v): a test particle introduced at x0 (on ∂�)with
velocity v0, charge q0, and mass m0, experiences the force q0Fn(x, t; v), while its
position xn(t) satisfies

m0
d2xn(t)

dt2
= q0Fn

(
xn(t), t; dxn(t)

dt

)
; xn(0) = x0; dxn(0)

dt
= v0. (1.20)

On the other hand, for a cloud of test particles, with the same charge to mass ratio
q0
m0

, the density f n(x, t, v) of particles at (x, t) with velocity v satisfies the transport
equation

∂ f n

∂t
+

3∑

i=1

vi
∂ f n

∂xi
+ q0

m0

3∑

i=1

Fn
i (x, t; v)

∂ f n

∂vi
= 0. (1.21)

With respect to passage to the limit in (1.21), a related question concerns compactness
by averaging, which I first heard about from Benoît Perthame. However, my feeling
is that this is not the “right” answer. Actually, restriction to a given charge to mass
ratio seems to me unnatural.

1.7 Homogenization

H-convergence, (due to François Murat and myself), generalizes G-convergence (of
Sergio Spagnolo), and already involves a topology other than weak convergence.

Let un (in H1
loc(�)) form a weakly convergent sequence such that

− div
(

Angrad(un)
) = fn → f∞ in H−1

loc (�) strong, (1.22)

subject, for example, to the Dirichlet condition. Identification of the weak limit of
Angrad(un) is based on En = grad(un) being considered as coefficients of 1-forms
with good exterior derivatives, and Dn = Angrad(un) as coefficients of (N − 1)-
forms having good exterior derivatives. This explains the topology of H-convergence
for An , and also homogenization as a nonlinear microlocal theory.

The possible topology for force fields seems related to homogenization for trans-
port equations: assuming ψn ⇀ ψ∞ (in L2

loc(�) weak), an
j ⇀ a∞

j (in L∞
loc(�) weak
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� for all j), div(an) = 0, and

∑

j

an
j
∂ψn

∂x j

(
=

∑

j

∂(an
j ψn)

∂x j

)
= fn → f∞ in L2

loc(�) strong, (1.23)

determine the weak limit of each an
j ψn . Derivation of a natural effective equation

for ψ∞ in general is open, but even so, the question remains whether the effective
equation will involve covariant derivatives or affine connections.

1.8 The Appearance of Nonlocal Effects by Homogenization

In 1979, I reasoned that since a spectroscopy experiment involves sending waves in a
material whose properties vary at small scales, the rules of absorption and emission
invented by physicists should be their explanation of why an effective equation
contains memory effects.

A first order transport equation is hyperbolic, and therefore I expected that non-
local effects would appear in the effective equation. As a training ground, I started
with an equation

∂un

∂t
+ an(x)un = f (x, t); un(x, 0) = v(x), (1.24)

for a sequence an converging to a∞ in L∞ weak �. I anticipated an effective equation
of the form

∂u∞
∂t

+ a∞u∞ −
∫ t

0
Keff(x, t − s)u∞(x, s) ds = f (x, t), (1.25)

the sign in front of the convolution kernel (in t) being chosen because v, f ≥ 0
imply un ≥ 0, and in consequence u∞ ≥ 0. Thus, Keff ≥ 0 is a sufficient condition
for ensuring that u∞ is non-negative.

It is easy to compute un explicitly and to deduce that u∞ involves the Young
measure of the sequence an , a concept which I may have been the first to introduce
in questions of PDE, during my 1978 Heriot–Watt course [Tar79], organized by
Robin Knops. At that time, I was unaware that the idea was due to Laurence Young
(1905–2000), so that I adopted the term parametrized measures, then current in
French seminars on control.

The real difficulty is that one has a solution for which an equation must be found.
Although physicists often believe that games they invent are those played by nature,
a mathematician should be cautious, and reflect on what class of equation should be
considered. The equations are linear and invariant by translation in t , and accordingly
an effective equation shouldbe soughtwith these properties. Laurent Schwartz proved
that (under a minimal continuity hypothesis) the required equation is given by a
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convolution (in t) with a distribution, which easily leads to the form (1.25) and an
effective kernel Keff (whose sign is another matter) [Tar10].

Navier (1785–1836) in 1821 used energy arguments to derive the “Navier–Stokes”
equation. Subsequent to the introduction by Cauchy (1789–1857) of the (Cauchy)-
stress tensor, Saint-Venant (1797–1886) in 1843 used stress and a linear equation
of state to obtain an alternative derivation of the equation. Later, it was established
by Stokes (1819–1903) in 1845 (after deriving the linear Stokes equation in 1842).
Homogenization suggests that equations of state are only first approximations, and
that a few things arewrongwith thermodynamics, so that there are reasons to question
the use of incompressible fluids, and in particular to ask why differential geometers
prefer affine connections.

With ρ denoting the density of mass and q = ρ u the density of linear momentum,
conservation of mass is expressed by

∂ρ

∂t
+ div(ρ u) = 0. (1.26)

Weak convergence, although natural for both ρ and for ρ u (which are coefficients
of a 3-form in R

4), does not usually hold for u, except under an hypothesis of
incompressibility ρ = ρ0 constant (unphysical since it gives an infinite speed of
sound). Observe that incompressibility leads to div(u) = 0, where div is the exterior
derivative for 2-forms in R3. In addition, vorticity is curl(u), and curl is the exterior
derivative for 1-forms inR3. Differential geometers want to avoid confusing p-forms
and (N − p)-forms for N -dimensional manifolds, but my concern is different: for a
sequence un , it is the sequence of transport operators

∂

∂t
+

∑

j

un
j

∂

∂x j

(
= ∂

∂t
+

∑

j

∂(un
j ·)

∂x j
if div(un) = 0

)
(1.27)

for which the effective equation is to be found, and if un converges weakly to u∞,
an example shows that its description needs more than u∞.

For (1.24), I devised a method using a representation formula for Pick func-
tions. Youcef Amirat, Kamel Hamdache, and Hamid Ziani (1949–2004) applied this
method in [AHZ89] to the equation

∂un

∂t
+ an(y)

∂un

∂x
= f (x, y, t); un(x, y, 0) = v(x, y), (1.28)

where a− ≤ an ≤ a+, and an converges in L∞ weak � to a∞. These authors also
defined a Young measure dνy . On using linearity and invariance by translation in
(x, t), they sought a convolution equation in (x, t) and found an effective equation
of the form

∂u∞
∂t

+ a∞
∂u∞
∂x

− Q = f, (1.29)
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Q(x, y, t) =
∫ t

0

∫
∂2u∞(x − a(t − s), y, s)

∂x2
dμy ds, (1.30)

where dμy (≥ 0) is a nonlinear transform of dνy defined by

(∫
dνy

q + a

)−1 = q + a∞(y) −
∫

dμy

q + a
for q ∈ C \ [−a+,−a−]. (1.31)

By analogy with a model in kinetic theory, the same authors in [AHZ90] obtained
the effective equation in the form

ψ(x, y, a, t) =
∫ t

0

∂u∞(x − a (t − s), y, s)

∂x
ds, (1.32)

∂ψ

∂t
+ a

∂ψ

∂x
= ∂u∞

∂x
, ψ

∣
∣
t=0= 0, (1.33)

∂u∞

∂t
+ a∞ ∂u∞

∂x
= ∂[∫ ψ dμy]

∂x
+ f ; u∞∣

∣
t=0= v. (1.34)

When an take only k particular values independent of n, the Young measures dνy

have k Dirac masses, and the measures dμy have k − 1 Dirac masses (at roots of a
polynomial of degree k − 1). As a consequence, the non-local effects propagate at
velocities different to the characteristic velocities of the original equation.

The auxiliary functionψ describesmodes propagating at various velocities, which
do not interact because the equation is linear.

It is not clear how to write the general effective equation, but affine connections
appear not to be helpful!

Another approach is to define bn = an − a∞ so that bn converges weakly to 0,
and to replace an by a∞ + γ bn . The solution is then sought as a power expansion in
γ, with the hope of using γ = 1. However, the preceding example (when dμ 	= 0)
shows that (unless v is analytic) the power series does not converge in the sense of
distributions for γ 	= 0, since all terms use the characteristic speed a∞ but not the
limit [Tar10].

It should be borne in mind that an open problem may force the introduction of an
equation whose type has not been previously considered. This partly explains why I
coined the term beyond PDE, although I cannot describe a precise class of equations.

1.9 Waves and “Particles”

In 1900, Poincaré observed that since the Lorentz force causes charged particles to
accelerate, there must be a reaction; that is, waves must be created in the electromag-
netic field. The balance laws led him to discover that the density of electromagnetic
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energy is equivalent to a density of mass according to the rule e = m c2 (which
Einstein used five years later).

Maxwell’s work on the kinetic theory of gases, as well as that of Boltzmann
(1844–1906), contained insightful ideas but did not account for an important 20th
century observation, which Poincaré andLorentz alsomissedwhen they believed that
the mass of the electron cannot have a purely electromagnetic origin. That electrons,
as with all “elementary particles”, are waves was first conjectured in 1924 by L. De
Broglie (1892–1987). Moreover, waves are described by hyperbolic systems, and
Dirac obtained such a system in 1928, in principle for “one relativistic electron”.

I have indicated that electrons, if they exist, are all relativistic, i.e. they are related
to solutions of an hyperbolic system whose characteristic speed is c, similar to one
obtained by coupling Dirac’s equation (preferably without a mass term) with the
Maxwell–Heaviside equation. Dirac assumed that ρ and j are quadratic (actually
sesqui-linear) quantities in his ψ ∈ C

4, which describes matter. However, for situa-
tions involving velocities much smaller than c, reasonable results may be obtained
by using a simpler equation derived, for example, by letting c tend to ∞ in Dirac’s
equation, which gives Schrödinger’s equation!

Even without Dirac’s equation, it is not altogether certain how a potential V could
be constructed that depends only upon x (so that it looks like electrostatics), butwhich
is not necessarily smooth. Thus, the corresponding electric field E may not even be
square integrable (so that an electromagnetic energy would be infinite), and then a
Schrödinger equation with such a V would provide partial information about one
particle “trapped inside the potential well”. Physicists seem to forget when teaching
that even a slightly smoother V would evolve according to the Maxwell–Heaviside
equation, but instead expect it to occur on a time scale much larger than that assumed
for the “particle” behaviour, permitting the “frozen” potential V to be used.

Such lack of clarity in the description of the physical phenomena involved recalls
the curious comment of a recent Nobel laureate in physics who in his talk at CMU
(Carnegie Mellon University) puzzled both Amit Acharya and myself when he
asserted that biology is more difficult than physics because biology involves many
scales, whereas in physics there is always only a single scale. Are theoretical “physi-
cists” so disconnected from the real world that they are unaware of interactions
between many scales? It may explain why some physicists still teach that quantum
mechanics is a linear theory, concealing the fact that some of their colleagues work
in quantum field theory, which studies nonlinear aspects of quantum mechanics!

I recently wrote an article [Tar13] on multi-scales H-measures that corrects an
error repeated by physicists since the beginning of quantum mechanics. The paper
shows that for a problem in � ⊂ R

3 with m (interacting) scales, the fact that the
multi-scales H-measure belong to � × R

3m is not because there are m “particles”!
At a meeting at École Polytechnique (Palaiseau) in 1983, I mentioned my idea of

explaining “particles” by studying oscillations (and concentration effects) of solu-
tions to some semi-linear hyperbolic systems. Robin Knops asked me afterward
which equations I planned to use, since I forgot to include any in my talk.

I believed that Dirac’s equation (without mass term) coupled with the Maxwell–
Heaviside equation might be useful. Planck’s constant h appears in the coupling of



1 Compensated Compactness with More Geometry 17

the matter field ψ ∈ C
4 with the electromagnetic field, which led me to wonder

if a theorem could be proved concerning the possible transfer of (hidden) energy
between the two, corresponding to the quanta introduced by Planck (1858–1947).

I argued that if the mass of a “particle” is the electromagnetic energy stored
inside the wave (for a system larger than the Maxwell–Heaviside equation) there
would be no need for a theory like gravitation, which should result as a correction
(of homogenization type) to electromagnetic forces. I had, however, overlooked
the fact (pointed out to me by Bob Swendsen) that the equation without a mass
term is conformally invariant, and accordingly there is no way to deduce that some
concentration effects could cause the appearance of the (rest) mass of an electron.

This led me to wonder whether theoretical “physicists” are interested in con-
formally invariant equations. Comte’s (1798–1857) “classification of sciences”,
given by

1. Mathematics,
2. Astronomy,
3. Physics,
4. Chemistry,
5. Biology,

creates a Comte complex causing some to study physics because they feel inadequate
to study mathematics. These “physicists” usually end up neither good physicists nor
mathematicians. They often choose astrophysics, without probably realizing that
astrophysics is actually a branch of physics, despite the Comte classification desig-
nating astronomy really to be that branch of mathematics called celestial mechanics!

I finally understood that when a semi-linear hyperbolic system is used to describe
what happens inside either an atom (for physics), or inside a small molecule (for
chemistry), or inside a macromolecule (for bio-chemistry), or inside a cell (for biol-
ogy), and so on, it is better to have no characteristic scale. I also realized that con-
formal invariance is similar to invariance by rotation plus invariance by scaling.

I was given an interesting hint by Raoul Bott (1923–2005) during one of his
official visits to CMU, related to his having been a PhD student (at Carnegie Tech)
of my late colleague Dick Duffin (1909–1996). He observed that physicists consider
PDE in 2 space variables (which they may think easier) with a cubic nonlinearity.
Other systems (including the Dirac equation coupled with the Maxwell–Heaviside
equation, which I prefer) use 3 space variables and a quadratic nonlinearity, and are
related to the Sobolev embedding theorem. For example, in 3-dimensional space-
time one has H1 ⊂ L6, so that a cubic term belongs to L2, but in 4-dimensional
space-time one has H1 ⊂ L4, so that a quadratic term belongs to L2.

Consequently, an existence theorem perhaps should involve a solution whose first
order partial derivatives are in L2 with respect to (x, t), which is not usual for a semi-
group approach applied to semi-linear systems, since typically bounded functions in
t are used with values in a Sobolev space of functions in x .
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1.10 Shapes of “Particles”

In 1985, Bostick (1916–1991) published an article in which he conjectured a toroidal
shape for electrons based upon electromagnetism, de Broglie’s wavelength of an
electron, and a current having swirl.

Feynman (1918–1988) thought a relativistic electron to be like a pancake (because
of FitzGerald’s contraction in the direction of motion), so that he probably regarded
an electron at rest to be a ball of dough.

Bostick believed an electron to be shaped as a dough-nut, since in his experimental
work on plasmas (in an open configuration, of which I am ill-acquainted) he observed
that toroidal structures survive longer. The hole in the dough-nut is crucial for the
magnetic lines to pass through in order to avoid a singularity. This plagued what I
call the 181

2 th century point of view, which mixes a PDE (the Maxwell–Heaviside
equation), and corresponds to the 19th century point of view, with point singularities
satisfying some ODE, which is the 18th century point of view.

Bostick’s idea suggested to me that Dirac’s equation coupled with the Maxwell–
Heaviside equation might support a solution (exact or approximate) having such a
toroidal structure. Because such a toroidal solution is obtained from supposing that
a particular geometrical curve (a circle) is a first term of an expansion, it appeared
possible that other “particles” could be created by starting from special knotted
curves. However, the problem then would not be one of topology (the embedding of
the curve in R

3) but of geometry: the current passing through the curve generates
strong forces compelling the curve to prefer a particular geometrical pattern.

The idea is reminiscent of the approach due to Thomson (1824–1907, LordKelvin
after 1892) which replaces the equations of fluid dynamics by more basic hyperbolic
systems in order to describe the whole world with vortices. The (ill-conceived) pro-
gram of string theorists is also a revival of “Kelvin’s dream”. But my idea is to
discover what type of solutions with oscillations are compatible with the coupled
Dirac/Maxwell–Heaviside system, or more general hyperbolic systems, and not to
invent games with geometrical objects under the pretence that it is physics!

I have not tried to perform such computations, but besides starting from a circle, it
would appear that for the idea ofBostick to becomemore explicit will require a family
of surfaces like tori, that perhaps are those for which the current j is tangent. Which
surfaces will appear when starting from a (geometrically special) knotted curve?Will
they be related to the manifolds named after Eugenio Calabi and Shing-Tung Yau?

Linked knots might then correspond to “particles” bound by “strong forces”, and
consequently imagining that the correspondence relates to “free particles” bound by
the exchange of “special particles” then becomes questionable language!



1 Compensated Compactness with More Geometry 19

1.11 Multiple Scales

The dogmas of quantum mechanics embrace an 181
2 th century point of view, since

“particles” are sometimes points playing strange games, or are sometimes waves.
The 20th century point of view, which I advocate, is that “particles” are always
waves. However, PDE with small parameters may have solutions with oscillations
(or concentration effects) at small scales,whose descriptionwith “new”mathematical
tools like H-measures produces a first order PDE (in (x, ξ)), and implies an ODE.

I hope that multi-scales H-measures [Tar13] (or other improvements) will help
prove (or disprove) some formal constructions where a few scales interact, in particu-
lar in boundary layers. There are two important problems for which boundary layers
are conjectured to have a few scales. One concerns Joe Keller’s GTD (geometric
theory of diffraction), and in the other, due to Stewartson (1925–1983), a triple deck
structure is proposed for some boundary layers in hydrodynamics. Other problems
where such ideas should be tested include the size of domains and the movement of
their (grain) boundaries.

It was about 20 years ago, I believe, that I heard a very interesting remark in a
talk by “Raj” Rajagopal. Although he was working at the University of Pittsburgh
at the time, we met mostly abroad, and his talk was given in Paris at the laboratory
now called LJLL (Laboratoire Jacques-Louis Lions) then located in Jussieu (before
moving to Chevaleret, and returning to Jussieu).

Raj started by distinguishing intuitively between gases, liquids, and solids.A small
amount of gas placed in a container soon fills the entire container; a small amount of
liquid approximatelymaintains its volume and due to gravity soon occupies the entire
volume of the container below a horizontal plane; a small solid approximately keeps
its shape, and soon finds a position of equilibrium near the bottom of the container,
again because of gravity.

Raj then took some paste from a jar, and started to mould it into a ball, while
mentioning that it may be considered to be liquid, possibly visco-elastic, because
in a bowl it flows slowly toward the bottom. When the ball was warm enough he
showed that it bounced back like a good rubber ball, with no apparent dissipation of
energy, so that it could be considered to be an elastic solid. He then threw it as fast
as he could against the blackboard. Everyone in the room ducked expecting the ball
to rebound into the room, but the ball just splashed onto the blackboard as if made
of jelly!

He then mentioned that there was no good model for a material which reacted so
differently to slow variations or to fast variations. If he had not warmed the material
but had hit it hard with a hammer, it would have behaved as a brittle solid and broken
into fine pieces. This would not have been a good idea since the material is slightly
corrosive. Thereupon, he went off to wash his hands before continuing the talk.

It is for a “similar” reason that equations of state are often insufficient, since they
usually correspond to particular mesostructures whose evolution differs markedly in
various situations. However, homogenization has not yet been sufficiently developed
to satisfactorily describe the evolution of mesostructures.
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1.12 Constitutive Relations

Since FrançoisMurat and I first worked on an academic problem of “optimal design”,
we had tried to describe all effective diffusion tensors for mixtures of two isotropic
materials in given proportions. We solved this problem, but our method (based on
compensated compactness) is not easy to generalize. This question was described in
3 lectures I gave at a 1986 conference organized by Robin Knops and Andrew Lacey
[Tar87] held in Durham (England).

Fortunately, for a few applications it is required only to characterize which D =
Aeff E may occur for a given E , and I solved this easier question in a general situation
[Tar97]. Later, in 1998, I discussed these issues more completely in a course of 5
lectures [Tar00] at a CIME/CIM summer school in Tróia, Portugal.

It would be best to simultaneously understand a few effective properties of mix-
tures, like diffusion of heat and electricity, magnetic and (linear) elastic properties, to
assist the creation of new efficient materials through selection of adapted mesostruc-
tures. To achieve this it seems necessary to improve knowledge of compensated
compactness, or H-measures, or both.

In the summer of 1977, I reported at a conference in Rio de Janeiro, that for
“nonlinear” elasticity I had found no reasonable class of constitutive relations for
homogenization. The situation has not changed, and it is useful to repeat that �-
convergence is not homogenization, and that it deals with non-physical questions.

Clifford Truesdell (1919–2000) disagreed with my idea that constitutive relations
should be stable under weak convergence, which I considered obvious (since one
would not call the effective material elastic without this property). But 10 years later,
Owen Richmond (1928–2001) made interesting observations about higher order
gradients for an effective behaviour (of perforated aluminum plates).

The evolution equation for (nonlinear) elasticity is an hyperbolic system of con-
servation laws, but it should be noted that discontinuities may form satisfying jump
conditions referred to as “Rankine–Hugoniot conditions”. Stokes had been the first
(in 1848) to derive such conditions, before they were rediscovered by Riemann
(1826–1866) in his thesis (in 1860) treating a model of gas dynamics that instead of
energy conserves “entropy”, a word coined later by Clausius (1822–1888). There is
also a problem of selecting (physically) admissible jumps. Peter Lax used the term
“entropy conditions” for such conditions, but since these often are not related to ther-
modynamical entropy, the term E-conditions used by Costas Dafermos is preferable.
I also recalled in Rio that even the stationary solution must satisfy E-conditions.

1.13 Heat and Thermodynamics

Heat corresponds to energy hidden at mesoscopic levels. The first principle of ther-
modynamics is a rephrasing of conservation of energy, but the second principle is
flawed: what is hidden at mesoscopic levels near x0 does not remain there but moves



1 Compensated Compactness with More Geometry 21

as waves. This becomes understandable with a tool like H-measures. Introduction of
probabilities (as in statistical mechanics) then appears to adopt a pessimistic point
of view.

In 1807, Poisson (1781–1840) analyzed a discrepancy occurring in the speed of
sound (in air). When p = A ρ is used for the compressibility for air, the computed
speed is a slightly above 200m/s, while the observed value is a little above 300m/s.
Poisson then used p = B ργ as proposed by Laplace (1749–1827), and adjusted
γ. There are discrepancies in thermodynamics which are rarely emphasized now,
although the subject did not exist in the early 19th century. At the end of that century
a few bright minds still did not grasp some basic facts. In 1848 Stokes had (correctly)
found the “Rankine–Hugoniot” conditions satisfied by discontinuous solutions for
an (isothermal) gas flow. Later, he was (wrongly) convinced that there was a mistake,
when Strutt (1842–1919, Lord Rayleigh since 1873), and Thomson (not yet Lord
Kelvin), pointed out that his solutions fail to conserve energy.

It is taught now that in a gas at temperature T , a sound wave does not propagate
at this temperature, because the propagation is too fast for equilibrium to occur. The
process is adiabatic (no exchange of heat, δ Q = 0), and consequently isentropic
(ds = δ Q

T = 0), which gives γ = C p
Cv

.

1.14 Compensated Compactness

The term “compensated compactness”, due to Jacques-Louis Lions, is based on the
observation that only the hypotheses of weak convergence and the div-curl lemma are
required to pass to the limit in a non-affine quantity. He concluded that the argument
is analogous to a compactness argument. Since passage to the limit is not always
possible for each product E (n)

j D(n)
j , the result in effect uses compensation.

François Murat’s compensated compactness (quadratic) theorem (1976) [Mur78]
states that when U n converges weakly to U∞ in L2(�;Rp), and when

N∑

j=1

p∑

k=1

Ai, j,k
∂U n

k

∂x j
∈ compact of H−1

loc (�) strong, i = 1, . . . , q, (1.35)

then
Q(U n) converges weakly to Q(U∞) in L1(�) weak �, (1.36)

i.e., as Radon measures, for all quadratic Q satisfying

Q(λ) = 0 for all λ ∈ �, (1.37)

where the characteristic set � is defined to be

there exists ξ ∈ R
N , ξ 	= 0,

N∑

j=1

p∑

k=1

Ai, j,kλkξ j = 0, i = 1, . . . , q. (1.38)
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My improvement (1976) is that when a quadratic Q satisfies

Q(λ) ≥ 0 for all λ ∈ �, (1.39)

then
Q(U n) ⇀ μ as Radon measures implies μ ≥ Q(U∞). (1.40)

My compensated compactness method (1977) consists in assuming that for a
closed set K ⊂ R

p, there holds

U n(x) ∈ K , a.e. x ∈ �, for all n. (1.41)

“Entropies” F1, . . . , FN are next determined such that

N∑

j=1

∂Fj (U n)

∂x j
∈ compact of H−1

loc (�) strong, (1.42)

and then the compensated compactness theorem is applied toU n enlarged by a family
of such “entropies”. This implies constraints satisfied by the Young measures (which
are probability measures on K ) of a subsequence U m . When they imply that the
Young measures are Dirac masses, then U m converges strongly.

H-measures [Tar90] make the quadratic theorem more precise, but the interaction
of H-measures andYoungmeasures (belonging to K ) still has to be better understood
[Tar10].

Improvement of mymethodmay require a strategy for choosing “entropies” when
there are many. For example, the nonlinear string equation

wt t − (
f (wx )

)
x = 0 in R × (0, T ), (1.43)

can be written as (
u
v

)

t
−

(
v

f (u)

)

x
= 0 in R × (0, T ), (1.44)

where w is displacement, u = ∂w
∂x is strain, v = ∂w

∂t is velocity, and σ = f (u) is the
(Piola–Kirchhoff) stress.

In the infinite families of “entropies”, Ron DiPerna (1947–1989) proposed using
only “physical” ones given by,

η1(u, v) = v2

2
+ F(u), q1(u, v) = −v f (u) with F(z) =

∫ z

0
f (ξ) dξ, z ∈ R,

(1.45)

η2(u, v) = u v, q2(u, v) = −v2

2
+ g(u) with g(z) = −z f (z) + F(z),

g′(z) = −z f ′(z), z ∈ R. (1.46)
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where η1 is total energy related to invariance by translations in t , and η2 is linear
momentum related to invariance by translations in x .

In May 1985 while at the IMA, I considered the smooth case

(v2

2
+ F(u)

)

t
− (v σ)x = 0,

(u v)t −
(v2

2
+ u σ − F(u)

)

x
= 0, (1.47)

and, as a reaction against those who pretend to work on elasticity but never mention
stress and only talk about potential energy, I emphasized stress and eliminated F(u):

(u v)t t − (v2 + u σ)t x + (v σ)xx = 0. (1.48)

In the non-smooth case, 0 is replaced by a term belonging to a compact set of
H−2

loc

(
R× (0, T )

)
, but what I find interesting is that this relation only uses quadratic

quantities in the unknown, so that instead of differential properties of the strain-stress
relation, an algebraic relation is considered independent of the strain-stress relation.

Equation (1.48) was obtained by using σ = f (u), but without this relation the
following result is possible. Suppose that u, v,σ are smooth in R × (0, T ), then

(
v (ut − vx ) + u (vt − σx )

)
t − (

σ (ut − vx ) + v (vt − σx )
)

x

= (u v)t t − (v2 + u σ)t x + (v σ)xx − (utσx − uxσt ),

(1.49)

so that when

u, v,σ, ut − vx , vt − σx ∈ L2
loc, then utσx − uxσt is defined. (1.50)

I checked the case of equation ut + (
f (u)

)
x = 0, and rediscovered the importance

of using η = f (u), also noticed by Gui-Qiang Chen. The assumption that u, v are
smooth implies

(
u (ut +vx )

)
t +

(
v (ut +vx )

)
x =

(u2

2

)

t t
+(u v)t x +

(v2

2

)

xx
+(utvx −uxvt ), (1.51)

from which it follows that

if u, v, ut + vx ∈ L2
loc

(
R × (0, T )

)
, then utvx − uxvt is defined. (1.52)

This suggested the following conjecture, which is still open: if un, vn converge in
L∞(

R × (0, T )
)
weak � and correspond to a Young measure ν, and if

(un)t + (vn)x = 0 and (u2
n)t t + 2(unvn)t x + (v2n)xx = 0 in R × (0, T ), (1.53)
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for all n, then for a.e. (x, t) ∈ R × (0, T ),

ν(x,t) is supported by a line in the (u, v) plane. (1.54)

With H-measures, this conjecture is implied by amore natural one: if un, vn converge
in L∞ weak � and correspond to a H-measure μ, then (1.53) implies that for almost
all (x, t)

μ is supported at two opposite points in (ξ, τ ). (1.55)

There seems to be a geometrical idea behind such calculations, namely that some
2-forms vanish on K .

1.15 De Rham’s Currents

In the PDE courses which I taught at CMU, I pointed out that a pedagogical mistake
had been made by Laurent Schwartz who claimed that a locally integrable function
f defines a distribution. He called that distribution f , but instead he should have
called it f dx which emphasizes the role of dx . At the end of his book, however, he
mentions that there is no natural volume form on a manifold, and he describes the
currents of De Rham (1903–1990).

I heard Laurent Schwartz make fun of one of my teachers in physics at École
Polytechnique, Louis Leprince-Ringuet (1901–2000), who had said that the Hilbert
spaces used by physicists are different from those used by mathematicians.

Laurent Schwartz should have pointed out that for a complex Hilbert space math-
ematicians use an Hermitian product (a, b) which is linear in a and anti-linear in b,
while physicists use the notation of Dirac 〈c|d〉, which is linear in d and anti-linear
in c. They explain the notation |d〉〈c| for an operator, which mathematicians denote
with a tensor product notation d ⊗ c.

Dirac called 〈c| a “bra” and |d〉 a “ket”, and for H = L2 a function f ∈ L2 is
denoted | f 〉, while 〈 f | is an element of the dual H ′, namely f dx . It shows that the
pedagogical mistake of Laurent Schwartz had been avoided by Dirac!

For V = H1
0 (�) ⊂ H = L2(�), the canonical isometry of V onto V ′ is u �→

−� u, that of H onto H ′ is u �→ u dx .
A few years ago, after Amit Acharya showed me his system of PDE for studying

dislocations, I guessed why more attention should be paid to De Rham’s currents: it
seemed to me that my question of which topology to use for (oscillating) force fields
was about 1-currents, and that dislocations may be about 2-currents.



1 Compensated Compactness with More Geometry 25

1.16 Conclusion

Although I feel that there is some geometry needed for answering some of the ques-
tions which I encountered in my research, I did not find it necessary to read about
differential geometry to any large extent.

In the early 1980s, I had asked Marcel Berger if some of the young bright differ-
ential geometers whom he had mentioned were interested in understanding physics,
and his answer was that it is already difficult to be good in one discipline, and it is
much more difficult to be good in one discipline and a half!

Feynman had explained that it was quicker for him to develop the mathematics
he needed than to take time to look for a mathematician who would understand what
he wanted, and who also know whether some mathematicians had already answered
his question. He also mentioned a lesson learned from his father, that knowing the
name of a bird in many different languages tells almost nothing about the bird itself.

My experience is that differential geometers are rarely interested in the 19th cen-
tury point of view of continuummechanics, and often prefer to limit their knowledge
to the 18th century point of view of classicalmechanics. Since Iwould like to improve
my understanding of the 20th century point of view on continuum mechanics and
physics which I have advocated, and because it sometimes leads to equations which
are beyond PDE, my feeling is that differential geometers may prefer to continue
using the mathematical tools of which they are familiar instead of helping to develop
those needed for my approach.

It is then useful that those interested in continuum mechanics share their knowl-
edge concerning questions of differential geometry. Accordingly, I want to thank
those in the scientific committee who planned the conference Differential geometry
and continuum mechanics in June 2013 in Edinburgh, as well as those who helped
in the practical organization, and, of course, the participants who shared their
knowledge.
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Chapter 2
Global Isometric Embedding
of Surfaces in R3

Qing Han

Abstract In this note, we give a short survey on the global isometric embedding of
surfaces (2-dimensional Riemannian manifolds) in R

3. We will present associated
partial differential equations for the isometric embedding and discuss their solvabil-
ity.Wewill illustrate the important role ofGauss curvature in solving these equations.

2.1 Introduction

Isometric embedding is a classical problem in differential geometry. In this note, we
present a short survey on the global isometric embedding of Riemannian manifolds
in Euclidean spaces. We begin with the following question.

Question 2.1.1 Given a smooth n-dimensional Riemannian manifold (Mn, g), does
it admit a smooth isometric embedding in Euclidean spaceRN of some dimension N?

This is a long standing problem in differential geometry. When an isometric
embedding in RN is possible for sufficiently large N , there arises a further question.
What is the smallest possible value for N? Those questions have more classical local
versions in which solutions are sought only in a sufficiently small neighborhood
of some specific point on the manifold. Analytically it involves finding a smooth
embedding r : Mn → R

N such that dr · dr = g, or in local coordinates

∂i r · ∂ j r = gij, i, j = 1, . . . , n. (2.1.1)
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This is a differential system of n(n + 1)/2 equations for N unknowns. In general, a
necessary condition for this equation to be solvable is N ≥ sn ≡ n(n + 1)/2.

For the global isometric embedding, we have the following result.

Theorem 2.1.2 Any smooth closed Riemannian manifold (Mn, g) admits a smooth
isometric embedding in R

N for some N = N (n).

Theorem 2.1.2 was first proved by Nash [Nas56] and was later improved by
Günther [Gun89a]. To prove Theorem 2.1.2, one needs to find a global solution of
(2.1.1). We note that (2.1.1) is nonlinear. When iterations are used, a loss of dif-
ferentiation occurs. Nash introduced an ingenuous iteration to handle this loss of
differentiation. Such an iteration was later on improved byMoser, among many peo-
ple, and is now called Nash-Moser iteration. Günther’s argument is quite simple. He
rewrote the first order system (2.1.1) as a second order elliptic differential system and
then used the contraction mapping principle. Moreover, he improved the dimension
of the ambient space. Specifically, he proved

N ≥ max{sn + 2n, sn + n + 5}.

If n = 2, then N ≥ 10. Hence, any compact 2-dimensional smooth Riemannian
manifold can be isometrically embedded in R

10. A natural question is whether we
can lower the dimension of the target Euclidean space.

For the local embedding, we are interested only in the case N = sn or when N is
close to sn . For the analytic case, we have the following optimal result.

Theorem 2.1.3 Any analytic n-dimensional Riemannian manifold admits an ana-
lytic local isometric embedding in R

sn .

Theorem 2.1.3 was proved by Janet [Jan26] for n = 2 and by Cartan [Car27] for
n ≥ 3. The proof is based on the Cauchy-Kowalewsky Theorem.

For the smooth case, we have the following result.

Theorem 2.1.4 Any smooth n-dimensional Riemannian manifold admits a local
smooth isometric embedding in R

sn+n.

Theorem 2.1.4 was proved by Greene [Gre70] and by Gromov and Rokhlin
[GR70] independently. Their proofs are based on the iteration scheme introduced
by Nash. Günther [Gun89a] gave an alternative proof by using the contraction map-
ping principle.

For 2-dimensional Riemannian manifolds, a better result is available. Poznyak
[Poz73] proved that any smooth 2-dimensional Riemannian manifold can be locally
isometrically embedded in R4 smoothly.

Refer to [HH06] for proofs of these results and historical accounts.
In this note, we give a short survey on the global isometric embedding of surfaces

(2-dimensional Riemannian manifolds) in R
3 in the smooth or sufficiently smooth

category.
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2.2 Local Isometric Embedding

In this section, we briefly review the local isometric embedding. We begin with the
following conjecture.

Conjecture 2.2.1 Any smooth surface admits a smooth local isometric embedding
in R

3.

This conjecture was raised by Schlaefli in 1873 and was given renewed attention
by Yau in the 1980s and 1990s. It is still open.

Let g be a smoothmetric in a neighborhoodof 0 ∈ R
2.We are interested inwhether

g, restricted to a smaller neighborhood of 0, admits a smooth isometric embedding
in R

3. It turns out that the behavior of the Gauss curvature in a neighborhood of 0
plays an essential role. It is a classical result that g in a neighborhood of 0 ∈ R

2

admits a smooth isometric embedding in R3 if K (0) �= 0. The general case when K
assumes zero somewhere remains open in general.

We have the following result for the case of nonnegative Gauss curvature.

Theorem 2.2.2 Suppose g is a Cr metric in a neighborhood of 0 ∈ R
2 with K ≥ 0,

for some integer r ≥ 14. Then g admits a Cr−10 isometric embedding in R
3 locally

in a neighborhood of 0.

Theorem 2.2.2 was proved by Lin [Lin85]. We point out that the local isometric
embedding established in Theorem 2.2.2 is not known to be smooth even if themetric
g is smooth. The smoothness was proved in special cases by Hong and Zuily [HZ87].

We have the following result when Gauss curvature changes its sign.

Theorem 2.2.3 Supposeg is a Cr metric in a neighborhood of0 ∈ R
2 with K (0) = 0

and ∇K (0) �= 0, for some integer r ≥ 9. Then g admits a Cr−6 isometric embedding
in R

3 locally in a neighborhood of 0.

Theorem 2.2.3 was proved by Lin [Lin86]. An alternative proof was given by
Han [Han05a]. For K in Theorem 2.2.3, the implicit function theorem implies the
existence of a curve γ such that K changes sign across γ at order 1. Han [Han05b]
proved a similar result if K changes sign across a curve γ at any order, or more
general, if K changes sign monotonically across γ. See also [Khu07a].

Suppose a metric g defined in an open set � ⊂ R
2 is given by

g =
2∑

i, j=1

gijdxi dx j .

To isometrically immerse g in R3, it is equivalent to finding a function r = (X1, X2,
X3) : � → R

3 such that dr · dr = g, or

3∑

k=1

∂i Xk · ∂ j Xk = gij, i, j = 1, 2.
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This is a first order differential systemof three equations for three unknown functions.
However, such a system is not covered by the general theory of first order differential
systems. In order to study this system, we change it to an equivalent differential
equation.

We first note that r satisfies the following basic equations

∇ijr = hijn, i, j = 1, 2, (2.2.1)

where ∇ij denotes the covariant derivatives with respect to g, i.e.,

∇ijr = ∂ijr − �k
ij∂kr,

and (hij) is the coefficient of the second fundamental form. Fix a unit vector e in R3

and consider u = r · e. Taking the scalar product of e and (2.2.1) and then evaluating
the determinant, we get

det(∇iju) = K det(gij)(n · e)2.

Note that

(n · e)2 = 1 −
( |(∂1r × ∂2r) × e|

|∂1r × ∂2r|
)2

= 1 − gij∂i u∂ j u = 1 − |∇u|2.

Then, we obtain
det(∇2u) = Kdet(gij)(1 − |∇u|2), (2.2.2)

with a subsidiary condition |∇u| < 1. In local coordinates, (2.2.2) can be written as

det(uij − �k
ijuk) = Kdet(gij)(1 − gijui u j ),

where �k
ij is the Christoffel symbol and (gij) is the inverse of (gij). This equation was

derived by Darboux in 1894 and is referred to as the Darboux equation. Obviously,
each component of r satisfies the Darboux equation.

It can be verified that isometrically embedding a givenmetric g inR3 is equivalent
to finding a solution u to the Darboux equation (2.2.2).

The Eq. (2.2.2) is a fully nonlinear equation of the Monge-Ampère type. We are
interested in a local solution in a neighborhood of any given point p ∈ �. The type
of the Eq. (2.2.2) is determined by the sign of the Guass curvature K . If K is positive
or negative, (2.2.2) is elliptic or hyperbolic. However, (2.2.2) is degenerate where K
vanishes.

In the case that the Gauss curvature K does not vanish at p ∈ �, (2.2.2) can be
solved easily in a neighborhood of p. The difficulty arises if K vanishes at p.

To prove Theorems 2.2.2 and 2.2.3, we adopt a standard method to obtain local
solutions of nonlinear differential equations. Basically, it consists of three steps.
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Step 1. We choose an approximate solution and scale the equation appropriately.
The purpose is to write the original equation as a perturbation of some standard
equation.

Step 2. We derive a priori estimates for the linearized equation. This is the most
difficult part.

Step 3. We obtain a solution by iterations, which may be an application of the
contraction mapping principle or the complicated Nash-Moser iteration.

The crucial step here is to study the linearized equations and derive a priori
estimates. The linearized equations of the Darboux equation are elliptic if the Gauss
curvature is positive, hyperbolic if the Gauss curvature is negative, and of the mixed
type if the Gauss curvature changes its sign. Moreover, the linearized equations are
degenerate where the Gauss curvature vanishes.

2.3 Isometric Embedding of Closed Surfaces

In this section, we discuss the global isometric embedding of closed surfaces, 2-
dimensional compact Riemannian manifold without boundary. Completely omitted
is the isometric immersion of complete surfaces without boundary.

2.3.1 The Weyl Problem

The simplest closed surface is the sphere. We begin with

Question 2.3.1 Does any smooth metric on S
2 with a pointwise positive Gauss

curvature admit a smooth isometric embedding in R3?

The Question 2.3.1 is often referred to as the Weyl Problem, which was raised by
Weyl [Wey16]. The first attempt to solve the problem was made by Weyl himself.
He suggested the continuity method and obtained a priori estimates up to the sec-
ond derivatives. Twenty years later, Lewy [Lew38a] solved the problem in the case
of g being analytic. In the early 1950s, Nirenberg [Nir53] and Pogorelov [Pog52]
independently solved the smooth case.

Theorem 2.3.2 Let g be a C4,α metric on S
2 with positive Gauss curvature, α ∈

(0, 1). Then there exists a C4,α isometric embedding of g into R
3.

The present form of Theorem 2.3.2 was proved by Nirenberg [Nir53] by the con-
tinuity method. The result was extended to the case of continuous third derivatives
of the metric by Heinz [Hei62]. In a completely different approach to the problem,
Alexandrov in 1942 obtained a generalized solution of the Weyl problem as a limit
of polyhedra. The regularity of this generalized solution was proved by Pogorelov
[Pog52]. Guan and Li [GL94], and Hong and Zuily [HZ95], independently general-
ized Theorem 2.3.2 to metrics on S

2 with nonnegative Gauss curvature.
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Closely related to the global isometric embedding is the rigidity. The first rigidity
result, proved by Cohn-Vossen [Coh27], states that any two closed isometric analytic
convex surfaces are congruent (within a reflection) to each other. Herglotz [Her43]
gave a very short proof of the rigidity, assuming that the surfaces are three times
continuously differentiable. It was eventually extended to surfaces having merely
two times continuously differentiable metrics by Sacksteder [Sac62].

We now discuss Nirenberg’s solution of the Weyl problem. It is based on the
method of continuity and consists of three steps:

(a) The given C4,α metric g on S
2 with positive Gauss curvature is to be con-

nected with the standard metric g0 on S
2 by a family of C4,α metrics gt , depending

continuously on t , 0 ≤ t ≤ 1, such that all metrics gt have positive Gauss curvature.
For the next two steps, set

I = {t ∈ [0, 1]; gt can be isometrically embedded in R
3 in C4,α-category}.

(b) Show that I is open; that is, if gt0 is isometrically embedded, then there exists a
small neighborhood of t0, say |t − t0| < ε(t0), such that gt is isometrically embedded
for all t in this neighborhood.

(c) I is closed.
Statements (a), (b) and (c) imply the set of values of t for which gt is isometrically

embedded in C4,α is the whole segment 0 ≤ t ≤ 1.
The statement (a) is proved with the aid of the uniformization theorem, which

enables one to map conformally the Riemannian manifold defined by g globally
onto the unit sphere—after which the construction of gt is easily done.

The statement (b), which may be referred to as the statement of “openness”,
requires one to solve a system of nonlinear partial differential equations which are
degenerate in character. These are attacked by an iteration scheme. The key step is to
solve a system of linear differential equations and to obtain estimates of its solutions.

The statement (c), which may be referred to as the statement of “closedness”, is
based on a priori estimates for the second derivatives of the functions describing a
convex surface with a given metric.

Now we derive the Darboux equation on the unit sphere. Let r(x1, x2) be a closed
convex surface with positive Gauss curvature. The coefficients of the first and sec-
ond fundamental forms of the surface are denoted by gij and hij. The gij’s are the
components of the induced metric g given by

dr · dr = (∂1rdx1 + ∂2rdx2) · (∂1rdx1 + ∂2rdx2) = gijdxi dx j ,

i.e., gij = ∂i r · ∂ j r. We set
|g| = g11g22 − g212.

The orientation is so chosen that the inner unit normal to the surface at any point is
given by

n = 1√|g|∂1r × ∂2r.
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The Gauss curvature K of the surface, which is positive, is expressed by the formula

K = h11h22 − h2
12

|g| . (2.3.1)

We also use the basic equation which takes the form

∂ijr = �k
ij∂kr + hijn, i, j = 1, 2. (2.3.2)

We now introduce one other function ρ. Choosing the origin as the center of the
largest sphere which may be inscribed in r, we define

ρ(x1, x2) = 1

2
r · r. (2.3.3)

This function ρ satisfies a second order differential equation, which is also called
the Darboux equation. It can be easily derived by expressing K in terms of ρ and its
derivatives as follows. Differentiating (2.3.3), we have

∂iρ = ∂i r · r, i = 1, 2, (2.3.4)

and

∂ijρ = ∂ijr · r + gij = �k
ij∂kρ + hijr · n + gij. (2.3.5)

In establishing (2.3.5), we have used (2.3.2) and (2.3.4). We may solve for hij in
(2.3.5) and express K in terms of derivatives of ρ to obtain the equation

K (r · n)2 = h11h22 − h2
12

|g| (r · n)2 = 1

|g| det(∂ijρ − �k
ij∂kρ − gij). (2.3.6)

The expression (r · n)2 represents the square of the distance from the origin to the
plane tangent to the surface at the point (x1, x2). It may in turn be expressed in terms
of ρ and gij as follows

(r · n)2 = |r|2 − |r × n|2 = |r|2 −
∣
∣
∣r × ∂1r×∂2r√|g|

∣
∣
∣
2

= |r|2 − 1
|g|

∣
∣(r · ∂1r)∂2r − (r · ∂2r)∂1r

∣
∣2

= 2ρ − gij∂iρ∂ jρ,

(2.3.7)

as a consequence of (2.3.3) and (2.3.4). Substituting (2.3.7) into (2.3.6), we obtain the
following nonlinear differential equation of Monge-Ampère type for the function ρ

F(x, ρ, ∂ρ, ∂2ρ) = 1

|g| det(∂ijρ−�k
ij∂kρ− gij)− K (2ρ− gij∂iρ∂ jρ) = 0. (2.3.8)
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This equation is invariant under the change of coordinates. In addition, it is elliptic,
since we have, in view of (2.3.7)

4F∂11ρF∂22ρ − F2
∂12ρ

= 4

|g| K (r · n)2 > 0. (2.3.9)

This is because the surface is convex (K > 0) and contains the origin in its interior.
In the Nirenberg’s solution of Weyl problem, the Darboux equation (2.3.8) was

used only in the proof of Part (c), the closedness. For the proof of Part (b), the
openness, Nirenberg followed an idea of Weyl’s by solving the first order system for
the isometric embedding. It is an extremely complicated process.

In the rest of the subsection, we discuss the closedness in Nirenberg’s solution of
Weyl problem. The key result is the following theorem.

Theorem 2.3.3 Let {gti } be a sequence of smooth metrics on S
2 with positive Gauss

curvature which can be isometrically embedded in R
3 by a smooth embedding rti .

Suppose gti converges to gt in C4 for a smooth metric gt on S
2 with positive Gauss

curvature. Then gt can be isometrically embedded in R
3 by a smooth embedding.

In order to prove Theorem 2.3.3, we need to show that the C3,α-norms of rti can
be estimated independent of ti , for someα ∈ (0, 1). Then we simply apply the Ascoli
theorem to prove that a subsequence of rti converges in C3-norm to a C3,α isometric
embedding rt . Then the smoothness of rt follows from the standard results in the
theory of elliptic differential equations.

Let us now estimate the C3,α-norm of rti . For convenience, we drop the depen-
dence on ti and prove a general result.

Theorem 2.3.4 Let r be a closed smooth convex surface in R
3 with a smooth first

fundamental form g, with the center of the largest sphere inscribed in r taken as the
origin. Then for any integer m ≥ 3 and any α ∈ (0, 1)

|r|Cm,α ≤ Cm,α, (2.3.10)

where C3,α is a positive constant depending only on α, |g|C4 , min K and min |g|;
and Cm,α is a positive constant depending only on m,α, |g|Cm,α , min K and min |g|
for m ≥ 4.

The main part of the proof is to estimate the C2,β-norm of r for some β ∈ (0, 1).
Then the standard bootstrap argument yields the estimate for the Cm,α-norm.

We first need the following estimate of the mean curvature of convex surfaces in
terms of the Gauss curvature. The proof is based on straightforward calculations.

Lemma 2.3.5 For a compact surface (M, g) in R
3 with positive curvature K , the

mean curvature H satisfies

sup
M

H2 ≤ sup
M

(

K − �g K

4K

)

. (2.3.11)
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We now sketch the proof of Theorem 2.3.4.
Proof of Theorem 2.3.4 The proof consists of several steps.

Step 1. First, by a comparison theorem, the intrinsic diameter of g is bounded in
terms of min K , and hence so also is the diameter of the closed convex surface r. It
then follows that the length of the vector r is bounded. Next, since ∂i r · ∂i r = gii,
the vector ∂i r is also bounded in length, i = 1, 2. In conclusion, we have

|r|C1 ≤ C1, (2.3.12)

where C1 is a constant depending only on |g|L∞ and min K .
Step 2. The second derivatives of r may be bounded in terms of a bound for the

mean curvature H of the surface r as follows. The expression of H implies

g11H = 1

2|g| (h22g
2
11 − 2h12g11g12 + h11g

2
12) + 1

2
h11.

Since the surface is convex and the unit normal n was chosen to be an inner normal,
the quadratic form on the right-hand side is positive definite so that we have

h11 < 2g11H.

Similarly, we have
h22 < 2g22H.

Then we get
|h12| < 2H

√
g11g22,

since (hij) is positive definite. By the Gauss equation, we obtain with (2.3.12)

|∂ijr| ≤ C(|∂r| + |hij|) ≤ C(1 + H).

With Lemma 2.3.5, we obtain
|r|C2 ≤ C2, (2.3.13)

where C2 is a positive constant depending only on |g|C4 , min K and min |g|.
Step 3. We estimate the Hölder semi-norm of the second derivatives of r. To do

this, we study the function ρ introduced in (2.3.3),

ρ = 1

2
r · r.

It suffices to estimate the Hölder semi-norm of the second derivatives of ρ. Recall
that ρ satisfies the nonlinear differential equation of Monge-Ampère type F(x, ρ,

∂ρ, ∂2ρ) = 0 in (2.3.8). By (2.3.9) and a simple geometric argument, we have

4F∂11ρF∂22ρ − F2
∂12ρ

= 4

|g| K (r · n)2 ≥ c.
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With (2.3.13), it follows
λI ≤ (∂ρijF) ≤ λ−1 I,

where λ is a positive constant depending only on |g|4, min K and min |g|. Hence
F = 0 is uniformly elliptic. Therefore, standard results from the theory of fully
nonlinear elliptic differential equations imply

|∂2ρ|Cβ ≤ C ′
2,β,

where C ′
2,β is a positive constant depending only on |g|4, min K and min |g|. By the

relation between ρ and r discussed earlier in this section, we get

|∂2r|Cβ ≤ C ′′
2,β .

With (2.3.13), we have

|r|C2,β ≤ C2,β,

whereC2,β is a positive constant depending only on |g|C4 ,min K andmin |g|. Finally,
the estimates for ρ, and hence for r, can be extended to theCm,α-norm for any integer
m ≥ 3 and any α ∈ (0, 1). �

2.3.2 A Rigidity Result

In this subsection, we study the isometric embedding of general closed surfaces. We
start with closed surfaces inR3. As is well-known, a closed surface M inR3 satisfies

∫

M
K +dg ≥ 4π,

where K is the Gauss curvature of M and K + is its positive part, i.e., K + =
max{0, K }. This simply says that the image of the Gauss map on {p ∈ M : K (p) >

0} covers the unit sphere S
2 at least once. Such an integral condition provides an

obstruction for the existence of isometric embedding of metrics on closed surfaces.
To find sufficient conditions for the existence of isometric embedding, we first

examine the rigidity, the uniqueness of the isometric embedding if it exists. For closed
surfaces with Gauss curvature of the mixed sign, Alexandrov [Ale38] introduced
a class of surfaces satisfying some integral condition for its Gauss curvature and
proved that any compact analytic surfaces with this condition is rigid. Nirenberg
[Nir63] partially generalized this result for smooth surfaces. To do this, he needed
some extra conditions, one of which is not intrinsic.
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Specifically, let (M, g) be a closed surface such that

∫

{K>0}
K dg = 4π, (2.3.14)

and
∇K �= 0 whenever K = 0. (2.3.15)

The assumption (2.3.15) means the Gauss curvature changes sign cleanly and it
implies that {p ∈ M; K (p) = 0} consists of finitely many closed curves in M . Let
M+ = {p ∈ M : K (p) > 0}. It is proved in [Nir63] that (M+, g|M+) is rigid
in R

3 and that (M, g) is rigid if there is at most one closed asymptotic curve in
each component of M− = {p ∈ M : K (p) < 0}. We need to point out that the
extra assumption on asymptotic curves is not intrinsic. With this rigidity result, it
seems reasonable to start with closed surfaces satisfying (2.3.14) and (2.3.15) in our
discussion of the isometric embedding of (M, g) in R3.

Since (2.3.14) involves the part of the surface where the Gauss curvature is posi-
tive, we will focus on this part. Manifolds in the rest of this subsection are compact
with nonempty boundary.

We now formulate the rigidity results by Alexandrov and Nirenberg as follows.
Refer to [Nir63], or [HH06], for a proof.

Theorem 2.3.6 Let � be an oriented and bounded C4-surface in R
3 with nonempty

boundary. Suppose

K > 0 in �,

K = 0 and ∇K �= 0 on ∂�,∫
�

K dg = 4π.

(2.3.16)

Then,
(1) ∂� consists of finitely many smooth planar convex curves σ j , j = 1, . . . , J .

Moreover, the plane containing σ j is tangent to � along σ j , for each j = 1, . . . , J ;
(2) the geodesic curvature kg of σ j is negative, for each j = 1, . . . , J ;
(3) �

⋃
∂� is rigid.

By Theorem 2.3.6(1), the geodesic curvature kg of each σ j is simply the curvature
of σ j as a planar curve. As a consequence, we obtain

∫

σi

kgds = −2π, (2.3.17)

and ∫ li

0
e
√−1

∫ s
0 kg(τ )dτ ds = 0, (2.3.18)

where σi is parametrized by s ∈ [0, li ].
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We now formulate the following question.

Question 2.3.7 Let � be a smooth domain inR2 with nonempty boundary and g be
a smooth metric in �̄. Suppose

K > 0 in �,

K = 0 and ∇K �= 0 on ∂�,∫
�

K dg = 4π,

(2.3.19)

and, for each connected component σi in ∂�,

∫
σi

kgds = −2π,
∫ li
0 e

√−1
∫ s
0 kg(τ )dτ ds = 0,

(2.3.20)

where σi is parametrized by s ∈ [0, li ]. Does (�, g) admit a smooth isometric
embedding in R3?

2.3.3 Compactness of Alexandrov-Nirenberg Surfaces

Our main object in this subsection is the surfaces introduced by Alexandrov and
Nirenberg, as in Theorem 2.3.6. For convenience, we introduce the following termi-
nology.

Definition 2.3.8 We call � an Alexandrov-Nirenberg surface if it satisfies (2.3.16).

Our ultimate goal is to study the isometric embedding related to Alexandrov-
Nirenberg surfaces. The rigidity result in Theorem 2.3.6(3) can be interpreted as the
uniqueness of the isometric embedding. We are interested in the existence of the
related isometric embedding. Following Nirenberg’s solution of the Weyl problem,
we plan to use the method of continuity to prove such an embedding. As discussed in
Sect. 2.3.1, there are three steps in themethod of continuity: connectedness, openness
and closedness. The closedness often appears in the form of a priori estimates.

Now, we present a result by Han et al. [HHH14].

Theorem 2.3.9 For any integers J ≥ 1 and k ≥ 2 and any constant α ∈ (0, 1), let
� be a bounded smooth domain in R

2 and r : � → R
3 be a Ck+3,α-mapping such

that � = r(�) is an Alexandrov-Nirenberg surface. Then,

|r|Ck,α(�̄) ≤ C

(

|g|Ck+2,α(�̄),min
∂�

|∇K |,max
∂�

|kg|
)

,

where g is the induced metric on �, K is the Gauss curvature of � and kg is the
geodesic curvature of ∂�.
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We note that ∇K does not vanish on ∂� by (2.3.16) and that kg does not vanish
on ∂� by Theorem 2.3.6(2).

Difficulties in deriving the estimate inTheorem2.3.9 arise from the condition K =
0 on ∂�. As discussed earlier, vanishing Gauss curvature results in degeneracy of
the associated nonlinear elliptic equations. Hong [Hon99] studied the case where ∂�

consists of one connected component and the geodesic curvature kg of ∂� is positive
everywhere. However, in the present case, kg < 0 on ∂� by Theorem 2.3.6(2). From
an analytic point of view, the associated elliptic equation is non-characteristically
degenerate on ∂� if kg > 0 on ∂� and is characteristically degenerate if kg < 0.
The latter is presumably more difficult to study than the former.

To prove Theorem 2.3.9, we need to derive a priori estimates of the second
fundamental forms. In the rest of this section, we describe the set up and major steps
in proving Theorem 2.3.9.

Suppose � is an Alexandrov-Nirenberg surface as introduced in Definition 2.3.8.
By Theorem 2.3.6, ∂� consists of finitely many planar convex curves. Let σ be
a connected component in ∂�. Without loss of generality, we assume that, in the
geodesic coordinates with the base curve σ, the induced metric g is of the form

g = B2ds2 + dt2 for any(s, t) ∈ [0, 2π] × [0, 1] (2.3.21)

where B is a positive function in [0, 2π] × [0, 1] satisfying

B(·, 0) = 1, Bt (·, 0) = −kg. (2.3.22)

Here, t = 0 corresponds to the boundary curve σ and the negative sign in Bt indi-
cates that the geodesic curvature of σ is calculated with respect to the anticlockwise
orientation. Obviously, we have Bt > 0 on σ. Furthermore, we assume, by a scaling
in t if necessary, that

Bt > 0 for all t ∈ [0, 1].

Here and hereafter, we adopt the notion (∂s, ∂t ) = (∂1, ∂2). The Gauss-Codazzi
equations are given by

Lt − Ms = Bt

B
L − Bs

B
M + B Bt N , (2.3.23)

Mt − Ns = − Bt

B
M, (2.3.24)

and

N L − M2 = K B2. (2.3.25)
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The mean curvature H is given by

H = 1

2

(
L

B2 + N

)

. (2.3.26)

We point out that by Definition 2.3.8, or by (2.3.16) specifically, we have

K (·, 0) = 0, Kt (·, 0) > 0.

A simple calculation yields the following result.

Lemma 2.3.10 Let � be an Alexandrov-Nirenberg surface in R
3 of class C4 and σ

be a connected component in ∂�. Then, in the geodesic coordinates as in (2.3.21)
and (2.3.22),

L = M = 0, N =
√

Kt

Bt
on t = 0,

and

Lt = √
Kt Bt on t = 0.

In other words, L , M , N and Lt are intrinsically determined on σ.
Next, for the Alexandrov-Nirenberg surface � in R

3, we assume by Theorem
2.3.6(1) that ∂� consists of J planar convex curves. Hence,� and the planar convex
regions enclosed by these curves form a convex surface �̃ inR3. A simple geometric
argument shows that there exists a ball of radius R0 inside �̃, where R0 is a positive
constant depending only on 1/max K and the intrinsic diameter l of �. In the
following, we always take the origin as the center of this ball. We have the following
upper bound of the mean curvature.

Lemma 2.3.11 Let � be an Alexandrov-Nirenberg surface in R
3 of class C5. Then,

H ≤ C

{

max
∂�

√
|∇K |
|kg| + max

�
K + max

�

√|�K |
}

,

where C is a positive constant depending only on the intrinsic diameter of �.

Lemma 2.3.11 extends Lemma 2.3.5 for closed surfaces without boundary to
surfaceswith boundary,where theGauss curvature vanishes. Following steps outlined
in the proof of Theorem 2.3.4, we can derive interior estimates of derivatives of the
position vector r. For estimates near the boundary, the crucial part is the estimate of
the boundary Lipschitz norm. We achieve this in three successive steps:

Step 1. Estimate the L∞-norm by the maximum principle;
Step 2. Estimate the boundary Hölder norm by de Giorgi iteration;
Step 3. Estimate the boundary Lipschitz norm by blow-up arguments.
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After these 3 steps, we estimate the boundary higher order norm by results in
[HH12] on L p and Hölder boundary estimates for a class of characteristically degen-
erate elliptic equations.

2.3.4 Isometric Embedding Near Closed Curves

In this subsection, we describe a result due toDong [Don93] concerning the isometric
embedding near a closed curve where the Gauss curvature changes sign cleanly. Such
a result can be considered as a semi-global version of Theorem 2.2.3.

Theorem 2.3.12 Let ε0 be a positive constant, m be a positive integer, and g be a
Cm-metric in S

1 × (−ε0, ε0) given by

g = B2(s, t)ds2 + dt2, (2.3.27)

for some Cm-function B in S
1 × (−ε0, ε0) with B(·, 0) = 1. Assume K = 0 and

∇K �= 0 on {t = 0}. Suppose

Kt Bt > 0 on {t = 0}, (2.3.28)

and

∫ 2π
0 |Bt (s, 0|ds = 2π,

∫ 2π
0 exp

{√−1
∫ s
0 |Bt (s, 0)|dτ

}
ds = 0.

(2.3.29)

Then for some ε ∈ (0, ε0), g restricted to S
1 × (−ε, ε) admits a Cm−m0 isometric

embedding in R
3, for some universal integer m0.

We point out that Theorem 2.3.12 will play an important role in answering Ques-
tion 2.3.7. Let σ be a connected component in ∂�. Assume that, in the geodesic
coordinates with the base curve σ, g is given by (2.3.27), with B(s, 0) = 1. We
assume Kt (s, 0) > 0. Then, (2.3.22) implies Bt = −kg . By (2.3.28), we have
kg < 0. Then, (2.3.29) is equivalent to (2.3.20). Therefore, Theorem 2.3.12 asserts
that the metric g in Question 2.3.7 restricted to a neighborhood of ∂� admits an
isometric embedding in R3.

2.3.5 Torus-Like Surface

In this subsection, we briefly discuss the global isometric embedding of closed man-
ifolds in R

3. The torus T2 is our model.
It is natural to ask whether conditions (2.3.14) and (2.3.15) are sufficient for the

isometric embedding of (M, g) in R3. We may even assume that M itself is already
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an embedded closed surface in R
3 and g is sufficiently close to the induced metric.

It turns out that (2.3.14) and (2.3.15) are not sufficient even in this special case.
We now discuss torus T2. Suppose {T2, g0} is a standard torus with the standard

metric in R
3. It is easy to check that {T2, g0} satisfies (2.3.14) and (2.3.15). For

metrics on T
2, instead of (2.3.15), we assume

{K = 0} consists of two curves where ∇K �= 0. (2.3.30)

In the following, we identity T
2 = S

1 × S
1 and denote (s, t) ∈ S

1 × S
1. Let g be a

smooth metric on T2 given by

g = E(t)ds2 + G(t)dt2, (2.3.31)

where E and G are smooth positive 2π-periodic functions.
The following result was proved by Han and Lin [HL08].

Theorem 2.3.13 Suppose that g is a metric onT2 as in (2.3.31) and satisfies (2.3.14)
and (2.3.30) with K = 0 on {t = t1} and {t = t2} for some t1, t2 ∈ [0, 2π) with
t1 < t2. Then g admits a smooth isometric embedding in R

3 if and only if

∫ t2

t1

√

1 −
(

E ′

2
√

EG

)2√
Gdt =

∫ t1+2π

t2

√

1 −
(

E ′

2
√

EG

)2√
Gdt. (2.3.32)

We point out that (2.3.32) is an additional assumption besides (2.3.14) and
(2.3.30). It remains open to generalize to the general case.

2.4 Isometric Immersions of Complete Negatively Curved
Surfaces

In this section, we discuss whether a complete negatively curved surface admits
an isometric immersion in R

3. Here a negatively curved surface is a surface with
negative Gauss curvature. An example of such a surface is given by the hyperbolic
surface whose Gauss curvature is −1.

The studyof negatively curved surfaces inR3 is closely related to the interpretation
of non-Euclidean geometry. The first result concerning whether the entire hyperbolic
plane can be realized globally in R

3 is due to Hilbert [Hil01].

Theorem 2.4.1 The hyperbolic plane does not admit any C2 isometric immersion
in R

3.

In fact, Hilbert originally proved that the hyperbolic plane does not admit any Cm

isometric immersion in R
3, for m sufficiently large. Here, the nonexistence of C2

isometric immersion follows from a result of Efimov’s.
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During the 1960s, Efimov discussed various generalizations of Hilbert’s result
to complete negatively curved surfaces. He found different conditions on the Gauss
curvature under which no isometric immersions in R

3 exist. We now review two of
his results. The first result due to Efimov [Efi63] is the following.

Theorem 2.4.2 Any complete negatively curved smooth surface does not admit a
C2 isometric immersion in R

3 if its Gauss curvature K is bounded away from zero,
i.e., K ≤ const < 0.

Efimov’s proof is very delicate and complicated. Readers can also refer to Klotz-
Milnor [Klo72]. Based on his earlier results, Efimov [Efi68] made more progress in
the study of nonexistence, proving the following result.

Theorem 2.4.3 Any complete negatively curved smooth surface M has no C2 iso-
metric immersion in R

3 if its Gauss curvature K satisfies

sup
M

|K |, sup
M

|D(
1√|K | )| < ∞.

Before the 1970s, most of the study on negatively curved surfaces involves nonex-
istence. As for affirmative answers, no result for complete negatively curved surfaces
was known. Yau [Yau82] raised the following problem: Find a sufficient condition
for a complete negatively curved surface to be isometrically immersed in R

3. He
also pointed out that a reasonable sufficient condition might be the decay rate of
the Gauss curvature at infinity. In 1993, Hong [Hon93] gave an affirmative answer
and showed that a correct sufficient condition is that the Gauss curvature decays at
infinity faster than the inverse square of the geodesic distance.

Theorem 2.4.4 Let (M, g) be a complete simply connected smooth surface with
Gauss curvature K < 0 and (ρ, θ) be a (global) geodesic polar coordinate. Assume,
for some constant δ > 0,

(H1) ρ2+δ|K | is decreasing in ρ outside a compact set;
(H2) ∂i

θ ln |K |, (i = 1, 2), ρ∂ρ∂θ ln |K | are bounded.

Then (M, g) admits a smooth isometric immersion in R
3.

Hong [Hon93] provedTheorem2.4.4 by solving theGauss-Codazzi system,which
is equivalent to the Rozhdestvenskiı̆ system for negatively curved surfaces.

In 2010, Chen et al. [CSW10], [CSW10] studied the Gauss-Codazzi system from
another point of view. They established a connection between gas dynamics and
differential geometry and showed how the fluid dynamics can be used to formulate
a geometry problem.
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Chapter 3
Singular Perturbation Problems
Involving Curvature

Roger Moser

Abstract Consider an anisotropic area functional, giving rise to a variational
principle for the shape of crystal surfaces. Sometimes such a functional is regu-
larised with an additional curvature term to avoid difficulties coming from a lack
of convexity. We study the asymptotic behaviour of the resulting functional as the
strength of the regularisation tends to 0.We consider two cases. The first corresponds
to a cubic crystal structure. The expected shapes of the crystal surfaces are polyhe-
dra with faces parallel to the coordinate planes, and for the regularised functionals,
we discover a limiting energy depending on the lengths of the edges. In the second
case, we have a uniaxial anisotropy. We calculate the limiting energy for surfaces of
revolution and give a lower bound for topological spheres.

3.1 Introduction

The shape of crystal surfaces can be studied with a variational approach going back
to the seminal work of Wulff [Wul01]. Suppose that M ⊂ R

3 represents a crystal
surface with outer normal vector ν. Then the free energy functional may be given by
an integral of the form ∫

M
Ψ (ν) dσ,

where Ψ is a function depending on the crystal structure and σ denotes the surface
measure. That is, we have an anisotropic area functional and the equilibrium shapes
correspond to the local minima subject to a volume constraint (or whatever constraint
is appropriate for the problem in question).

When we study faceted surfaces, this approach can give rise to mathematical
difficulties. Facets arise when the surface energy is non-convex [Her50], and then
the usual tools from the calculus of variations may fail (and indeed minima of the
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energy may not exist under the conditions studied). This is one of the reasons why
it has been proposed to regularise the energy with an additional curvature term.
Suppose that A denotes the second fundamental form of the surface M ⊂ R

3. Then
we consider functionals of the form

∫

M

(
ε2

2
|A|2 + Ψ (ν)

)

dσ

and we study their asymptotic behaviour as ε → 0. Similar modifications of the
anisotropic area functional have also been introduced on physical grounds [Her50,
AG89, CGP92, GDN98, GJ02]. While many models in the literature use different
curvature terms, such as the squaredmean curvature, |H |2 (where H denotes themean
curvature vector), instead of |A|2, the above functionals are fairly representative of a
wide class of regularisations, especially when we consider closed surfaces of known
genus g. With the convention that |H | = |κ1 + κ2| for the principal curvatures κ1
and κ2, the Gauss-Bonnet formula then implies that

1

2

∫

M
(|A|2 − |H |2) dσ = 4π(g − 1).

Thus the difference is easy to control.
We are particularly interested in sharp lower bounds for the energy and their

asymptotics as ε → 0. Suppose, for example, that we have a potential function
Ψ : S2 → R with minS2 Ψ = a > 0. Then obviously

∫

M

(
ε2

2
|A|2 + Ψ (ν)

)

≥ aσ(M),

i.e., the free energy is bounded from below by a multiple of the area, independently
of ε. We may then want to examine

1

εα

∫

M

(
ε2

2
|A|2 + Ψ (ν) − a

)

dσ

for a suitable choice of α > 0 and study lower bounds (possibly under certain
constraints), expecting the next term in an expansion of a limiting energy functional
in terms of ε. It is mostly this second step that we study here, and thus we will always
replaceΨ by the functionΨ −a, obtaining a nonnegative function with a non-empty
set of zeros. It is then convenient to write Ψ − a = 1

2Φ
2 for a function Φ : S2 → R

and to introduce the renormalised functional

Eε(M) = 1

2εα

∫

M

(
ε2|A|2 + Φ2

)
dσ. (3.1)
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The asymptotic behaviour for ε → 0 depends on the choice of Φ, of course. We
discuss two special cases here.

1. The choice

Φ(ν) =
√

(ν21 + ν22 )(ν
2
1 + ν23 )(ν

2
2 + ν23 )

provides an example of a potential function with isolated zeros. The problem
that we study is then reminiscent of the Allen-Cahn model in the theory of phase
transitions, and in fact several of our tools are inspired by the work of Modica
and Mortola [MM77, MMo77] and others [Mod87, Ste88, FT89, LM89, KS89,
Bal90, OS91, Ste91]. A similar problem for curves instead of surfaces, motivated
by questions from image processing, was studied by several authors [BM02,
BM06, BR08], and some of their observations are useful here, too. This choice
of the potential function Φ corresponds to crystal surfaces with a cubic facet
structure. Accordingly, we study surfaces converging to polyhedra with faces
parallel to the coordinate planes and we discover a limiting functional depending
on the lengths of the edges. The theory can be generalised considerably, including
in particular to other potentials with isolated zeros, but we focus on the special
case in order to simplify the presentation.

2. For the potential function
Φ(ν) = ν1,

we have zeros on a great circle in S2. Superficially, this situation resembles the
problem of Ginzburg-Landau vortices studied by Bethuel et al. [BBH94] and
others. (A guide to the literature is given by Sandier and Serfaty [SS07].) In this
case, however, the analogy is not good and we need completely different tools.
For this choice of the potential function, we expect needle-shaped surfaces. We
analyse surfaces of revolution in particular andwe determine a limiting energy for
this special case. Furthermore, we have some estimates for more general surfaces.
In contrast to the first problem, it is not clear how to generalise the theory to similar
potential functions.

3.2 A Potential with Isolated Zeros

In this section we analyse the energy functionals for the function

Φ(ν) =
√

(ν21 + ν22 )(ν
2
1 + ν23 )(ν

2
2 + ν23 )

with isolated zeros and cubic symmetry. It turns out that the appropriate renormali-
sation is

Eε(M) = 1

2

∫

M

(

ε|A|2 + 1

ε
(Φ(ν))2

)

dσ

in this case. That is, in formula (3.1), we choose α = 1.
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3.2.1 Expected Behaviour

If we have a family of smoothly embedded, closed surfaces Mε ⊂ R
3 such that

lim sup
ε↘0

Eε(Mε) < ∞,

then as ε becomes small, the normal vector of Mε will be near one of the zeros of Φ

except possibly in a set of small measure. This may be simply because Mε becomes
very small. But if we impose constraints that prevent such degenerate behaviour,
then we may expect Mε to resemble a polyhedron with faces parallel to the coordi-
nate planes, albeit with rounded edges. In the ideal case, we have convergence to a
polyhedron as in the following definition.

Definition 3.1 An admissible polyhedron is a continuously embedded, closed sur-
face M0 ⊂ R

3 such that there exist finitely many numbers a1, . . . , aI , b1, . . . , bJ ,
c1, . . . , cK with

M0 ⊂
(

I⋃

i=1

{ai } × R
2

)

∪
⎛

⎝
J⋃

j=1

R × {b j } × R

⎞

⎠ ∪
(

K⋃

k=1

R
2 × {ck}

)

.

It is clear how to define the edges of such a polyhedron and they have a well-defined
length. We write L(M0) for the total length of all edges.

We want to show that for a family of smooth surfaces converging to an admissible
polyhedron M0, the quantity 1

2 L(M0) may be regarded as a limiting energy. The
first step is to show that suitable approximations always exist. In order to explain
what we mean by ‘approximation’, we need to introduce the notion of convergence
that we use. It is based on the concept of varifolds from geometric measure theory,
where a manifold is represented by a Radon measure indicating its tangent spaces. In
the case of an embedded surface in R

3, we can identify tangent planes with normal
vectors once we have chosen an orientation. Thus we obtain a somewhat unusual
(but equivalent) variant of oriented varifolds.

Definition 3.2 An oriented 2-varifold in R3 is a Radon measure on R
3 × S2.

If we have an embedded surface M ⊂ R
3 with normal vector ν, then the corre-

sponding varifold is the unique Radon measure V on R
3 × S2 such that for every

φ ∈ C0
0 (R

3 × S2), ∫

R3×S2
φ dV =

∫

M
φ(x, ν(x)) dσ(x).

We can assign oriented varifolds to admissible polyhedra in a similar way.
Radon measures on R

3 × S2 can be identified with elements of the dual space
(C0

0 (R
3 × S2))∗. The notion of convergence that we use is weak* convergence in
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this space. This is what we mean when we speak of convergence of surfaces in this
chapter.

3.2.2 A Construction

We now discuss a construction of surfaces approximating a given polyhedron, giving
rise to the following result.

Theorem 3.1 Let M0 ⊂ R
3 be an admissible polyhedron. Then there exists a family

of smoothly embedded surfaces Mε ⊂ R
3 without boundary (for ε > 0) such that

Mε converges to M0 as ε ↘ 0 and

lim
ε↘0

Eε(Mε) = 1

2
L(M0).

Proof Wefirst consider a single edge of the polyhedron. Since the energy is invariant
under translations andunder permutations and reversal of the coordinate axes,wemay
assume that we have an edge contained in R× {(0, 0)} between two faces contained
in R × {0} × [0,∞) and R × [0,∞) × {0} with normal vectors e2 = (0, 1, 0)
and e3 = (0, 0, 1), respectively. We will approximate the union of these two half-
planes with surfaces of the form R × Γε, where Γε = {γε(t) : t ∈ R} for a smooth
curve γε : R → R

2. Since the construction is essentially two-dimensional here, it
is similar to some of the arguments of Braides and Malchiodi [BM02], Braides and
March [BM06], and Braides and Riey [BR08], who studied curves in the plane.

At first we consider

γ̃ε(t) =
(
ε arcoth

(√
e2t/ε + 1

)
, ε arsinh

(
et/ε)

)

This curve has the property that

γ̃ε(t) → (0,∞) as t → ∞

and
γ̃ε(t) → (∞, 0) as t → −∞

(see Fig. 3.1). Furthermore,

γ̃′
ε(t) =

(

− 1√
e2t/ε + 1

,
1√

e−2t/ε + 1

)

,
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Fig. 3.1 The curves γ̃ε (left) and γε (right) for ε = 3
200 and t ∈ [− 7

100 , 7
100 ]

which is a unit vector for every t . Thus γ̃ε is parametrised by arc length. Moreover,
we see that γ̃ε is symmetric in the sense that

ε arcoth
(√

e−2t/ε + 1
)

= ε arsinh
(
et/ε) (3.2)

We also have the alternative expression

γ̃′
ε(t) = (− cos θ(t/ε), sin θ(t/ε)),

where
θ(s) = arccot

(
e−s) .

Thus the curvature of this curve is

κ̃ε(t) = d

dt
θ(t/ε) = 1

ε(et/ε + e−t/ε)
= 1

ε
sin θ(t/ε) cos θ(t/ε). (3.3)

Finally, we have the normal vector

ñε(t) = (sin θ(t/ε), cos θ(t/ε)).

If we define the function
φ(n) = |n2n3|
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for n = (n2, n3), representing the restriction of Φ to the circle {0} × S1, then we
see that

1

2

∫ ∞

−∞

(

ε(κ̃ε(t))
2 + 1

ε
(φ(ñε(t))

2
)

dt = 1

ε

∫ ∞

−∞
sin2 θ(t/ε) cos2 θ(t/ε) dt

=
∫ ∞

−∞
sin2 θ(s) cos2 θ(s) ds

=
∫ ∞

−∞
ds

(es + e−s)2
= 1

2
.

Thus if we approximate the union of the two half-planes byR×{γ̃ε(t) : t ∈ R}, then
we have the limiting energy density 1

2 per unit edge length, which is consistent with
the statement of the theorem. Because we eventually have to control the approximat-
ing surfaces along several edges simultaneously, however, we modify the approach
somewhat.

We first derive some inequalities for the functions involved in the definition of γ̃ε.
We use the representation

arsinh z = log
(

z +
√

z2 + 1
)

and observe that for any a > 0, the function f (y) = log(a + √
y) satisfies

f ′(y) = 1

2a
√

y + 2y
and f ′′(y) = −

a√
y + 2

(2a
√

y + 2y)2
≤ 0

when y > 0. Hence f is concave and it follows that

f (y + 1) ≤ f (y) + f ′(y).

Inserting a = z and y = z2, we obtain

log(2z) ≤ arsinh z ≤ log(2z) + 1

4z2
.

Hence
t + ε log 2 ≤ ε arsinh

(
et/ε) ≤ t + ε log 2 + ε

4
e−2t/ε.

By the symmetry (3.2), we then also have

t + ε log 2 ≤ ε arcoth
(√

e−2t/ε + 1
)

≤ t + ε log 2 + ε

4
e−2t/ε.
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Using the concavity of arsinh , we derive the inequalities

0 ≤ ε arsinh
(
e−t/ε) ≤ εe−t/ε.

By the symmetry, we also have

0 ≤ ε arcoth
(√

e2t/ε + 1
)

≤ εe−t/ε.

Thus
|γ̃ε(t) − (0, t + ε log 2)| ≤ 2εe−|t |/ε

for t ≥ 0 and
|γ̃ε(t) − (−t + ε log 2, 0)| ≤ 2εe−|t |/ε

for t ≤ 0.
Next we want to estimate γ̃′

ε. Clearly we have the inequality

1√
e2t/ε + 1

≤ e−t/ε.

Using the convexity of the function z → 1√
z , we see that

1 ≥ 1√
e−2t/ε + 1

≥ 1 − 1

2
e−2t/ε.

Hence for t ≥ 0, ∣
∣γ̃′

ε(t) − (0, 1)
∣
∣ ≤ 2e−|t |/ε,

and for t ≤ 0, ∣
∣γ̃′

ε(t) − (−1, 0)
∣
∣ ≤ 2e−|t |/ε.

Finally, by (3.3), we have
∣
∣γ̃′′

ε (t)
∣
∣ ≤ 1

ε
e−|t |/ε

for every t ∈ R.
Now choose a function η ∈ C∞(R) with η ≡ 1 in (−∞, 1

2 ] and η ≡ 0 in [1,∞).
Define

γε(t) = η(ε−3/4t)γ̃ε(t) +
(
1 − η(ε−3/4t)

)
(0, t + ε log 2)

for t ≥ 0 and

γε(t) = η(−ε−3/4t)γ̃ε(t) +
(
1 − η(−ε−3/4t)

)
(−t + ε log 2, 0)
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for t < 0. Then the first and second derivatives of γ̃ε and γε differ by terms that decay
exponentially as ε ↘ 0. Indeed, with the above inequalities, it is easy to prove that
we still have

1

2
lim
ε↘0

∫ ∞

−∞

(

ε(κε(t))
2 + 1

ε
(φ(nε(t))

2
)

dt = 1

2
,

where κε and nε denote the curvature and the normal vector of the curve γε. In
contrast to γ̃ε, however, the new curve has the advantage that γε(t) = (0, t + ε log 2)
for t ≥ ε3/4 and γε(t) = (−t + ε log 2, 0) for t ≤ −ε3/4. That is, we have a rounded
corner continued by two straight lines (see Fig. 3.1). This helps when we want to
combine the approximations of several edges of a polyhedron.

Finally, consider an admissible polyhedron M0. Let E0 denote the union of all
edges and V0 the set of all vertices of M0. Given a set F ⊂ R

3 and δ > 0, write

Uδ(F) =
{

x ∈ R
3 : dist (x, F) < δ

}

for the δ-neighbourhood of F . Now using the approximations previously discussed,
we can construct smooth surfaces Mε ⊂ R

3 such that

• Mε\Uε3/4(E0) = M0\Uε3/4(E0),
• in Uε3/4(E0)\Uε3/4(V0), we have a surface locally described by curves congruent
to Γε, and

• in Uε3/4(V0), we have a smooth extension such that the area is at most of order
ε3/2 and the curvature has pointwise bounds of order 1/ε.

It is then obvious that we have convergence of Mε to M0 and of Eε(Mε) to 1
2 L(M0).

3.2.3 A Lower Estimate

Next we discuss the question whether the behaviour seen in Theorem3.1 is typical.
It is clear that for a family of surfaces Mε ⊂ R

3, the condition

lim sup
ε↘0

Eε(Mε) < ∞ (3.4)

does not imply convergence to a polyhedron. Even assuming that we have conver-
gence, the limit can be very irregular. For example, consider a sequence (xk)k∈N that
is dense in R3. Then we can construct a sequence (sk)k∈N of positive numbers such
that the boundaries of the cubes centred at xi and with side lengths si are pairwise
disjoint and

∑∞
k=1 si < ∞. We can approximate each cube with smooth surfaces as

in the proof of Theorem3.1, giving rise to a family of surfaces satisfying (3.4) and
converging to the union of all the cubes. In particular, the limit is then dense in R

3.
Nevertheless, it turns out that we always have convergence of a subsequence and

the limit can be interpreted as a generalised polyhedron [Mos12]. Such results can be
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proved with tools from geometric measure theory. Since we want to avoid technical
proofs here, we do not discuss the general case any further. Instead, we only consider
limits that are admissible polyhedra.

The question is thenwhether the statement ofTheorem3.1 is optimal energetically.
That is, is it possible to find another approximation yielding a lower limiting energy?

Theorem 3.2 ([Mos12]) Suppose that Mε ⊂ R
3 are smoothly embedded surfaces

converging to an admissible polyhedron M0. Then

1

2
L(M0) ≤ lim inf

ε↘0
Eε(Mε).

Before we can prove this result, we need to introduce another tool. We will need
the notion of a weak second fundamental form for varifolds. This is based on the
theory of curvature varifolds ofHutchinson [Hut86] (refined byMantegazza [Man96]
and by Delladio and Scianna [DS95]). The underlying idea is to regard the second
fundamental form as the derivative of the normal vector ν. In order to define a weak
derivative of ν, we use the formula from Stokes’ theorem,

∫

M
ν · curl X dσ = 0

for a smooth surface M without boundary and a vector field X ∈ C1
0(R

3;R3). We
insert a vector field of the form X (x) = ψ(x, ν(x)). If we extend ν smoothly to
R
3 such that the directional derivative normal to M vanishes, and if curl xψ(x, y)

denotes the curl of ψ with respect to x , then we have

curl X (x) = curl xψ(x, ν(x)) +
3∑

α=1

∇να(x) × ∂ψ

∂να
(x, ν(x)).

Thus denoting the Hilbert-Schmidt inner product by a colon, we have

0 =
∫

M

(

ν · curl xψ(x, ν(x)) + ∇ν :
(

∂ψ

∂ν
(x, ν(x)) × ν

))

dσ (3.5)

for all ψ ∈ C1
0(R

3 × S2;R3). Now we note that ∇ν characterises the second fun-
damental form of M , and so does this formula. If we represent M by an oriented
2-varifold V and represent the second fundamental form by a matrix-valued Radon
measure A on R3 × S2 such that

∫

M
∇ν(x) : η(x, ν(x)) dσ(x) =

∫

R3×S2
η : dA
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for all η ∈ C0
0 (R

3 × S2;R3×3), then we can rewrite Eq. (3.5) as follows. Let n :
R
3 × S2 → S2 be the projection map. Then we have

0 =
∫

R3×S2
n · curl xψ dV +

∫

R3×S2

(
∂ψ

∂ν
× n

)

: dA

for all ψ ∈ C1
0(R

3 × S2;R3). We can now use this formula to generalise the notion
of a second fundamental form to varifolds. There are some complications, however.
First, the formula does not determine A uniquely. Thus we will define a set of weak
second fundamental forms (which is empty if V is not regular enough) rather than a
single weak second fundamental form. Second, we want a weak second fundamental
form that we can control in terms of the functionals Eε. While we have

∫

M
|A|Φ(ν) dσ ≤ Eε(M)

byYoung’s inequality and this gives somecontrol away from the zeros Q = Φ−1({0})
of Φ, we have no control near the zeros. For this reason, we exclude Q from the
following definition.

Definition 3.3 Suppose that V is an oriented 2-varifold in R3. Then CQ V is the set
of all R3×3-valued Radon measures A on R

3 × (S2\Q) such that

0 =
∫

R3×S2
n · curl xψ dV +

∫

R3×(S2\Q)

(
∂ψ

∂ν
× n

)

: dA

for all ψ ∈ C1
0(R

3 × S2;R3) with supp ∂ψ
∂ν ⊂ R

3 × (S2\Q).

Clearly, if M ⊂ R
3 is a smoothly embedded surface and V is the corresponding

varifold, then there exists an A ∈ CQ V satisfying

∫

R3×(S2\Q)

Φ d|A| =
∫

M
|A|Φ(ν) dσ ≤ Eε(M)

for all ε > 0. If we have a sequence of oriented 2-varifolds Vk converging to a limit
varifold V , and if Ak ∈ CQ Vk such that

lim sup
k→∞

∫

R3×(S2\Q)

Φ d|Ak | < ∞,

then there exists a subsequence (Aki )i∈N that converges weakly* in (C0
0 (R

3 ×
(S2\Q);R3×3))∗ to a Radon measure A. Then it follows immediately that A ∈ CQ V
and ∫

R3×(S2\Q)

Φ d|A| ≤ lim inf
i→∞

∫

R3×(S2\Q)

Φ d|Aki |.
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This is one of the key observations for the analysis of the limiting energy.

Proof (Theorem3.2) Let Vε be the varifolds belonging to Mε and let Aε ∈ CQ Vε

be the weak second fundamental forms coming from the actual second fundamental
forms of Mε. Let V be the varifold that belongs to M0. We may assume that

lim inf
ε↘0

Eε(Mε) < ∞,

as there is nothing to prove otherwise. Since

∫

R3×(S2\Q)

Φ d|Aε| ≤ Eε(Mε),

the observations preceding this proof show that there exists an A ∈ CQ V such that

∫

R3×(S2\Q)

Φ d|A| ≤ lim inf
ε↘0

Eε(Mε).

For every x0 ∈ R
3 and ρ > 0, let Bρ(x0) denote the open ball in R

3 of radius ρ
about x0. Define

Θ(x0) = lim inf
ρ↘0

(
1

2ρ

∫

Bρ(x0)×(S2\Q)

Φ d|A|
)

.

Let E0 be the union of all edges of M0 and let s denote the length measure (i.e., the
1-dimensional Hausdorff measure) on E0. We claim that

Θ(x) ≥ 1

2
(3.6)

for s-almost every x ∈ E0. Once we know this, we conclude that

1

2
L(M0) ≤

∫

R3×(S2\Q)

Φ d|A| ≤ lim inf
ε↘0

Eε(Mε)

from well-known properties of the Hausdorff measure [AFP00, Theorem2.56],
which then concludes the proof.

We prove (3.6) through a blow-up argument. Fix x0 ∈ E0 such that Θ(x0) < ∞
and choose a sequence ρk ↘ 0 such that

Θ(x0) = lim
k→∞

(
1

2ρk

∫

Bρk (x0)×(S2\Q)

Φ d|A|
)

.
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Define M ′
k = ρ−1

k (M0 − x0) and let V ′
k denote the varifold for M ′

k . Furthermore,
define the Radon measures A′

k on R
3 × (S2\Q) such that

∫

R3×(S2\Q)

η : dA′
k = 1

ρk

∫

R3×(S2\Q)

η

(
x − x0

ρk
, ν

)

: dA(x, ν)

for all η ∈ C0
0 (R

3 × (S2\Q);R3×3). Then we have

0 =
∫

R3×S2
n · curl xψ dV ′

k +
∫

R3×(S2\Q)

(
∂ψ

∂ν
× n

)

: dA′
k

for every ψ ∈ C1
0(R

3 × S2;R3) with supp ∂ψ
∂ν ⊂ R

3 × (S2\Q). That is, we have
A′

k ∈ CQ V ′
k .

Because M0 is an admissible polyhedron, unless x0 is on a vertex, we have con-
vergence V ′

k → V ′ for a limit varifold V ′ belonging to the union of two half-planes
contained in two different coordinate planes and thus meeting at a right angle. With-
out loss of generality, we may assume that V ′ is given by (R×[0,∞)×{0})∪ (R×
{0} × [0,∞)). Furthermore, since

lim
k→∞

∫

B1(0)×(S2\Q)

Φ d|A′
k | = lim

k→∞
1

ρk

∫

Bρk (x0)×(S2\Q)

Φ d|A| = 2Θ(x0),

we have weak* convergence of a subsequence of (A′
k)k∈N in (C0

0 (B1(0) × (S2\Q);
R
3×3))∗. Let A′ denote the limit. Then

0 =
∫

B1(0)×S2
n · curl xψ dV ′ +

∫

B1(0)×(S2\Q)

(
∂ψ

∂ν
× n

)

: dA′ (3.7)

for every ψ ∈ C1
0(B1(0) × S2;R3) with supp ∂ψ

∂ν ⊂ B1(0) × (S2\Q). Since we
know the structure of V ′, we can rewrite the first integral in this formula as follows.
Using Stokes’ theorem, we obtain

∫

B1(0)×S2
n · curl xψ dV ′ = ±

∫ 1

−1
(ψ1(x1, 0, 0, e2) − ψ1(x1, 0, 0, e3)) dx1, (3.8)

the sign depending on the orientation of M0.
Consider the function F : S2 → R defined by F(ν) = 1

2ν
2
2 . Let ∇S2 denote the

gradient on S2. Note that ∇S2 F(ν) = ν2e2 − ν22ν. Hence

|∇S2 F(ν)|2 = ν22 − ν42 .

As
(Φ(ν))2 = ν22 − ν42 + ν21ν

2
3 (1 − ν22 ),
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this means that |∇S2 F(ν)| ≤ Φ(ν). Let χ ∈ C∞
0 (B1(0)) and define ψ1(x, ν) =

χ(x)F(ν) and ψ2 = ψ3 = 0. Then

∣
∣
∣
∣
∂ψ

∂ν
(x, ν) × ν

∣
∣
∣
∣ ≤ |χ(x)|Φ(ν).

Using (3.7) and (3.8), we conclude that

1

2

∫ 1

−1
χ(x1, 0, 0) dx1 ≤

∫

B1(0)×(S2\Q)

|χ(x)|Φ(ν) d|A′(x, ν)|.

If we replace χ by a sequence of approximations of the characteristic function of
B1(0), then we obtain

1 ≤
∫

B1(0)×(S2\Q)

Φ d|A′| ≤ 2Θ(x0)

in the limit, as required.

3.3 A Potential with Zeros on a Circle

We now study the function Φ(ν) = ν1. With the renormalisation appropriate for this
situation (corresponding to α = 3

2 in (3.1)), it gives rise to the functionals

Eε(M) =
√

ε

2

∫

M

(

|A|2 + ν21
ε2

)

dσ.

As before, we want to examine the asymptotic behaviour as ε tends to 0. As the
problem is rather difficult in full generality, we first consider surfaces of revolution
about the x1-axis.

3.3.1 Surfaces of Revolution: A Construction

The following arguments are from a previous paper [Mos13].
Fix � > 0 and consider a function u ∈ C∞(−�, �) ∩ C0([−�, �]) with u > 0 in

(−�, �) and
u(−�) = u(�) = 0. (3.9)
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We study surfaces of the form

M =
{

x ∈ [−�, �] × R
2 : x22 + x23 = (u(x1))

2
}

.

Assuming that
lim

t→±�
u′(t) = ∓∞, (3.10)

we obtain surfaces of revolution that are not necessarily smooth at the points
(±�, 0, 0), but the singularities are such that whenever

∫

M\{(±�,0,0)}
|A|2 dσ < ∞,

the second fundamental form has a meaning on all of M in the weak sense and the
definition of Eε still makes sense.Writing ν for the normal vector again, we compute

ν1 = − u′
√
1 + (u′)2

and

|A|2 = 1

u2(1 + (u′)2)
+ (u′′)2

(1 + (u′)2)3
.

Thus

Eε(M) = π
√

ε

∫ �

−�

(
u−1 + ε−2u(u′)2
√
1 + (u′)2

+ u(u′′)2

(1 + (u′)2)5/2

)

dt.

It is convenient to renormalise the function u and introduce v = u/
√

ε. We define

Fε(v) = π

∫ �

−�

(
v−1 + v(v′)2
√
1 + ε(v′)2

+ ε2v(v′′)2

(1 + ε(v′)2)5/2

)

dt,

so that Eε(M) = Fε(v).
When we let ε → 0, we obtain the formal limit

F(v) = π

∫ �

−�

(
1

v
+ v(v′)2

)

dt.

We will see later that this functional can indeed be interpreted as a limiting energy.
Setting w = v3/2, we have v(v′)2 = 4

9 (w
′)2. Thus we also set

G(w) = π

∫ �

−�

(
4

9
(w′)2 + w−2/3

)

dt,
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so that F(v) = G(w). It is natural to study G on the Sobolev space W 1,2
0 (−�, �). If

we want to make Fε as small as possible, then it is reasonable to study minimisers
of the functional G.

A minimiser can easily be constructed with the direct method, and by the convex-
ity, it is unique. The Euler-Lagrange equation is

w′′ + 3

4
w−5/3 = 0, (3.11)

or, expressed in terms of v,

v′′ + (v′)2

2v
+ 1

2v3
= 0.

By the reflection symmetry of the problem and by the uniqueness, we must have
w′(0) = 0. If we define the function

g(s) =
∫ s

0

r1/3√
1 − r2/3

dr = 2 − (s2/3 + 2)
√
1 − s2/3,

then we can immediately write down a particular solution:

w0(t) = g−1
(

2 − 3|t |
2

)

.

For �0 = 4
3 , this function satisfies the conditions w0(±�0) = 0 and w′

0(t) → ∓∞
for t → ±�0. So for the special case � = �0, this is a candidate for the minimiser
of G.

Next we consider v0 = w
2/3
0 . We want to calculate the energy F(v0). We first

note that
4

9
(w′

0)
2 = w

−2/3
0 − 1,

and hence

F(v0) = 2π
∫ �0

0

(
4

9
(w′

0)
2 + w

−2/3
0

)

dt = 4π
∫ �0

0
w

−2/3
0 dt − 2π�0

= 4π
∫ 4/3

0

(

g−1
(

2 − 3t

2

))−2/3

dt − 8π

3
.

Using the substitution s = g−1(2 − 3t/2), we obtain

F(v0) = 8π

3

(∫ 1

0

ds

s1/3
√
1 − s2/3

− 1

)

= 8π

3

([
−3

√
1 − s2/3

]1

0
− 1

)

= 16π

3
.
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Thus in the case � = �0, we have

F(v0) = 8π

√
�0

3
. (3.12)

If we want to replace �0 by another number � > 0, we define λ = �/�0 and

v(t) = √
λv0

(
t

λ

)

. (3.13)

Then we calculate

F(v) = 8π

√
�

3
.

We use these observations to prove the following statement.

Theorem 3.3 There exists a function v ∈ C∞(−�, �) ∩ C0([−�, �]) with v > 0 in
(−�, �), satisfying (3.9) and (3.10), such that

lim sup
ε↘0

Fε(v) ≤ 8π

√
�

3
. (3.14)

Proof Consider the previously discussed functions v0 and w0. It suffices to prove
(3.14) for � = �0 and v = v0, because if we define v as in (3.13), then

Fλε(v) = π

√
�

�0

∫ �0

−�0

⎛

⎝
v−1
0 + v0(v

′
0)

2

√
1 + ε(v′

0)
2

+ ε2v0(v
′′
0 )

2

(1 + ε(v′
0)

2)5/2

⎞

⎠ dt.

Suppose that ε ∈ (0, 1] and fix α ∈ ( 32 , 2). Then we have

1 + ε(v′
0)

2 ≥ ε2α/5(1 + (v′
0)

2)2α/5.

Hence

Fε(v0) ≤ F(v0) + ε2−απ

∫ �0

−�0

v0(v
′′
0 )

2

(1 + (v′
0)

2)α
dt.

If we can show that ∫ �0

−�0

v0(v
′′
0 )

2

(1 + (v′
0)

2)α
dt < ∞, (3.15)

then the claim follows from (3.12).
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In order to verify that v0 satisfies (3.15), we examine the behaviour of its deriva-
tives near �0. First we note that by l’Hôpital’s rule,

lim
s↘0

3s4/3

4g(s)
= lim

s↘0

√
1 − s2/3 = 1.

Therefore,

lim
t↘0

g−1(t)

(4t/3)3/4
= lim

s↘0

g−1(g(s))

(4g(s)/3)3/4
= lim

s↘0

(
3s4/3

4g(s)

)3/4

= 1.

For any pair of constants a < 23/4 and b > 23/4, we thus have

a(�0 − t)3/4 ≤ w0(t) ≤ b(�0 − t)3/4

in a neighbourhood of �0. In [0, �0), we calculate

w′
0 = −3

2

√

w
−2/3
0 − 1,

and it follows that

v′
0 = −w

−1/3
0

√

w
−2/3
0 − 1 and v′′

0 = −w−2
0 + 1

2
w

−4/3
0 .

Therefore, we have

v0 ≤ 2
√

�0 − t, v′
0 ≤ − 1

2
√

�0 − t
, and |v′′

0 | ≤ 1

(�0 − t)3/2

in a neighbourhood of �0. Combining these estimates, we find that

v0(v
′′
0 )

2

((v′
0)

2 + 1)α
≤ 22α+1(�0 − t)α−5/2

near �0. By the symmetry, we have a similar estimate near −�0. Since α > 3
2 , we

conclude that (3.15) holds true.

From the function v, we can reconstruct the corresponding surface by setting
u = v

√
ε and forming the corresponding surface of revolution. An example is shown

in Fig. 3.2.
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Fig. 3.2 The graph of the function u = v
√

ε and the corresponding surface of revolution for � = 4
3

and ε = 1
5

3.3.2 Surfaces of Revolution: A Lower Estimate

Next we show that the functional F also gives a lower bound for the limiting energy
of surfaces of revolution.

Theorem 3.4 Let (vε)ε∈(0,1] be a family of functions in C∞(−�, �) ∩ C0([−�, �])
with vε(−�) = vε(�) = 0 and vε > 0 in (−�, �). Suppose that

lim inf
ε↘0

Fε(vε) < ∞.

Then there exist a function v : (−�, �) → (0,∞) with v3/2 ∈ W 1,2
0 (−�, �) and a

subsequence (vεk )k∈N with εk ↘ 0 as k → ∞ such that vεk → v uniformly and

8π

√
�

3
≤ F(v) ≤ lim inf

ε↘0
Fε(vε).

For the proof we need the following lemma.

Lemma 3.1 Suppose that (vk)k∈N is a sequence of functions vk : (−�, �) → [0,∞)

with v
3/2
k ∈ W 1,2

0 (−�, �). Further suppose that (εk)k∈N is a sequence of positive
numbers such that εk → 0 as k → ∞ and

lim sup
k→∞

Fεk (vk) < ∞.

Then the sequence (vk)k∈N is uniformly equicontinuous. If [a, b] ⊂ [−�, �] is an
interval such that

inf
k∈N

inf
a≤t≤b

vk(t) > 0, (3.16)

then the sequence (v′
k)k∈N is equi-integrable in [a, b].
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Proof Suppose, for contradiction, that we do not have uniform equicontinuity. Then
after passing to suitable a subsequence, we can find a number δ > 0 such that for
every k ∈ N there is an interval [sk, tk] ⊂ [−�, �] such that tk−sk → 0 as k → ∞ and

|vk(tk) − vk(sk)| ≥ 2δ.

Then for every k there is a point rk ∈ [sk, tk] such that vk(rk) ≥ 2δ. Decreasing
the size of the interval [sk, tk] if necessary, we can achieve that vk ≥ δ throughout
[sk, tk], while still

|vk(tk) − vk(sk)| ≥ δ.

Now we have

πδ

∫ tk

sk

(v′
k)

2

√
1 + εk(v

′
k)

2
dt ≤ Fεk (vk)

and

δ ≤
∫ tk

sk

|v′
k | dt.

Let
Ik =

{
t ∈ [sk, tk] : εk(v

′
k(t))

2 ≤ 1
}

and Jk = [sk, tk]\Ik .

Then we have
(v′

k)
2

√
1 + εk(v

′
k)

2
≥ (v′

k)
2

√
2

in Ik and
(v′

k)
2

√
1 + εk(v

′
k)

2
≥ |v′

k |√
2εk

in Jk . Hence

δ ≤
∫ tk

sk

|v′
k | dt =

∫

Ik

|v′
k | dt +

∫

Jk

|v′
k | dt

≤
(

(tk − sk)

∫

Ik

(v′
k)

2 dt

)1/2

+
∫

Jk

|v′
k | dt

≤
⎛

⎝
√
2(tk − sk)

∫ tk

sk

(v′
k)

2

√
1 + εk(v

′
k)

2
dt

⎞

⎠

1/2

+√
2εk

∫ tk

sk

(v′
k)

2

√
1 + εk(v

′
k)

2
dt

≤
√√

2(tk − sk)Fεk (vk)

πδ
+

√
2εk Fεk (vk)

πδ
.
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The right hand side converges to 0 as k → ∞, hence we have a contradiction. This
proves the first statement.

The proof of the second statement is similar. Suppose that (3.16) is satisfied but
equi-integrability fails in [a, b]. Then there exists a δ > 0 such that after passing to
a subsequence, we can find intervals [sk, tk] ⊂ [a, b] with tk − sk → 0 but

∫ tk

sk

|v′
k | dt ≥ δ.

Just as before, we then obtain

δ ≤
√√

2(tk − sk)Fεk (vk)

πγ
+

√
2εk Fεk (vk)

πγ
,

where
γ = inf

k∈N
inf

a≤t≤b
vk(t).

Thus we have another contradiction.

Proof (Theorem3.4) The first inequality is clear, since the left-hand side is the min-
imum of F in the relevant function space by the arguments in Sect. 3.3.1. It remains
to prove the second inequality.

We choose a sequence εk ↘ 0 such that

lim
k→∞ Fεk (vεk ) = lim inf

ε↘0
Fε(vε).

By Lemma3.1 and the theorem of Arzelà-Ascoli, we may assume that vεk → v

uniformly for some continuous function v : [−�, �] → [0,∞).
Consider the open set Ω = v−1((0,∞)). In any compact set C ⊂ Ω , we have

a uniform lower bound for vεk . Therefore, it follows from the uniform bound for
Fεk (vεk ) that

lim sup
k→∞

∫

C
|v′

εk
| dt < ∞.

By the theorem of Dunford-Pettis and Lemma3.1 again, we may assume weak con-
vergence of v′

εk
in L1

loc(Ω). Clearly the limit is the weak derivative v′ of v.
Define the functions

fε(p) = p2
√
1 + εp2
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and let gε be the convex envelope of fε. That is,

gε(p) =

⎧
⎪⎨

⎪⎩

fε(p) if |p| ≤
√√

5−1
2ε ,

|p|√
ε

if |p| ≥
√√

5−1
2ε .

Then the derivative g′
ε exists everywhere and is continuous and bounded. Note that

gδ ≤ gε ≤ fε whenever ε ≤ δ. Moreover, by the convexity, we have

gδ(v
′
εk

) ≥ gδ(v
′) + g′

δ(v
′)(v′

εk
− v′).

Fix δ > 0 and fix a compact set C ⊂ Ω . Then

∫

C
vεk gδ(v

′
εk

) dt ≥
∫

C
vεk gδ(v

′) dt +
∫

C
vεk g

′
δ(v

′)(vεk − v′) dt.

Since g′
δ is bounded, it follows that

∫

C
vgδ(v

′) dt ≤ lim inf
k→∞

∫

C
vεk gδ(v

′
εk

) dt ≤ lim inf
k→∞

∫ �

−�

vεk (v
′
εk

)2

√
1 + εk(v′

εk
)2

dt.

Hence by Beppo Levi’s monotone convergence theorem,

∫

C
v(v′)2 dt = lim

δ↘0

∫

C
vgδ(v

′) dt ≤ lim inf
k→∞

∫ �

−�

vεk (v
′
εk

)2

√
1 + εk(v′

εk
)2

dt.

Recall that this is true for every compact set C ⊂ Ω . Therefore, we also have

∫ �

−�

v(v′)2 dt ≤ lim inf
k→∞

∫ �

−�

vεk (v
′
εk

)2

√
1 + εk(v′

εk
)2

dt. (3.17)

Now fix a number λ > 0 and set

Λk =
{

t ∈ [−�, �] : (v′
εk

)2 ≤ λ2

εk

}

.

In Λk , we have

vεk

√
1 + εk(v′

εk
)2 ≤ vεk

√
1 + λ2.
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Hence ∫ �

−�

dt

vεk

√
1 + εk(v′

εk
)2

≥ 1√
1 + λ2

∫

Λk

dt

vεk

. (3.18)

Note that Young’s inequality implies

Fεk (vεk ) ≥ 2π
∫ �

−�

|v′
εk

|
√
1 + εk(v′

εk
)2

dt.

Thus as a consequence of Chebyshev’s inequality, we obtain

|[−�, �]\Λk | ≤
√

εk(1 + λ2)

2πλ
Fεk (vεk ).

We may assume that

εk ≤ 22−2kπ2λ2

(1 + λ2) sup j∈N(Fε j (vε j ))
2 ;

otherwise we select another subsequence. Then |Λk | ≥ 2� − 2−k . Define

Λ′
i =

∞⋂

k=i+1

Λk .

Then |Λ′
i | ≥ 2� − 2−i . Furthermore,

∫

Λ′
i

dt

v
≤ lim inf

k→∞

∫

Λ′
i

dt

vεk

≤
√
1 + λ2 lim inf

k→∞

∫ �

−�

dt

vεk

√
1 + εk(v′

εk
)2

by Fatou’s lemma and (3.18). Hence

∫ �

−�

dt

v
= lim

i→∞

∫

Λ′
i

dt

v
≤
√
1 + λ2 lim inf

k→∞

∫ �

−�

dt

vεk

√
1 + εk(v′

εk
)2

.

Letting λ → 0 and combining this inequality with (3.17), we obtain the second
inequality of the theorem.

Combining the above results, we obtain a statement on the asymptotic behaviour
of Eε on the space of surfaces of revolution.



72 R. Moser

Theorem 3.5 Let R� be the space of all surfaces of the form

M =
{

x ∈ [−�, �] × R
2 : x22 + x23 = (u(x1))

2
}

for a function u ∈ C∞(−�, �) ∩ C0([−�, �]) with u > 0 in (−�, �) and satisfying
u(�) = u(−�) = 0 and limt→±� u′(t) = ∓∞. Then

lim
ε↘0

inf
R�

Eε(M) = 8π

√
�

3
.

3.3.3 Topological Spheres

We finally study more general surfaces, although for simplicity we always assume
that they are topological spheres. That is,we consider the setS of all surfaces M ⊂ R

3

such that there exists a smooth embedding Φ : S2 → R
3 with M = Φ(S2). We use

the quantity

Λ(M) = 1

2
sup

x,y∈M
(y1 − x1)

as a measure for the size of M . Then we have the following result.

Theorem 3.6 ([Mos13]) For any � > 0,

2π
√
2� ≤ lim inf

ε↘0
inf {Eε(M) : M ∈ S with Λ(M) ≥ �}

Note that by Theorem3.5, we also have

lim sup
ε↘0

inf {Eε(M) : M ∈ S with Λ(M) ≥ �} ≤ 8π

√
�

3
.

There is a gap between the two inequalities, and thuswe cannot determine the limiting
energy exactly.

On the other hand, it is possible to make additional statements about the behav-
iour of surfaces with sufficiently small energy. If Mε ∈ S are surfaces with
lim infε↘0 Eε(Mε) < ∞, then up to translations, we have a subsequence converging
with respect to Hausdorff distance to a line segment [Mos13]. The proof of this result
is somewhat technical and is omitted here.

The proof of Theorem3.6 is based on the following lemmas.

Lemma 3.2 For any M ∈ S with Λ(M) = �,

σ(M) ≤
(
�
√

ε + 2ε3/2
)

Eε(M) + 4�πε.
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Proof We may assume that M ⊂ [−�, �] ×R
2. As usual, we select a normal vector

ν of M . Given a vector field X on R
3, we write

divM X = trace ((id − ν ⊗ ν)∇ X)

for the divergence of X with respect to M . We denote the mean curvature vector of
M by H . Then we have the integration by parts formula

∫

M
divM X dσ = −

∫

M
X · H dσ.

For X (x) = (x1, 0, 0), we compute

divM X = 1 − ν21 .

Hence

∫

M
(1 − ν21 ) dσ ≤

∫

M
|x1||ν1||H | dσ ≤ �ε

2

∫

M

(

|H |2 + ν21
ε2

)

dσ.

By the Gauss-Bonnet theorem,

∫

M
|H |2 dσ =

∫

M
|A|2 dσ + 8π.

Therefore,
σ(M) ≤

(
�
√

ε + 2ε3/2
)

Eε(M) + 4�πε,

as claimed.

The second lemma is a variant of a well-known inequality [Sim93, Lemma1.2].

Lemma 3.3 Let M ⊂ S. Then

4πΛ(M) ≤
∫

M
|A| dσ.

Proof Let � = Λ(M). We may assume that M ⊂ [−�, �] × R
2. Then for every

t ∈ [−�, �], define Mt = {
(x2, x3) ∈ R

2 : (t, x2, x3) ∈ M
}
. By Sard’s theorem, the

intersection of M with the plane {t} ×R
2 is transversal for almost every t ∈ [−�, �]

and thus Mt is a smooth closed curve inR2. Let κt be its curvature. Thenwe calculate

|κt | ≤ |A|
√
1 − ν21

.
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Hence

2π ≤
∫

Mt

|κt | ds ≤
∫

Mt

|A|
√
1 − ν21

ds

and

4π� ≤
∫ �

−�

∫

Mt

|A|
√
1 − ν21

ds dt =
∫

M
|A| dσ.

This is the desired inequality.

Proof (Theorem3.6) Consider a surface M ∈ S. IfΛ(M) > �, consider M ′ = �M
Λ(M)

and ε′ = �ε
Λ(M)

and note that

Eε′(M ′) =
√

�

Λ(M)
Eε(M).

Thus in order to prove the theorem, it suffices to consider surfaces with Λ(M) = �.
Then by Lemmas3.2 and 3.3, and Hölder’s inequality,

16π2�2 ≤
(∫

M
|A| dσ

)2

≤ σ(M)

∫

M
|A|2 dσ

≤ (2� + 4ε)(Eε(M))2 + 8π�
√

εEε(M).

Now it is clear that the inequality in Theorem3.6 holds true.
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Chapter 4
Lectures on the Isometric Embedding
Problem (Mn, g) → IRm, m = n

2(n + 1)

Marshall Slemrod

Abstract This work derives the basic balance laws of Codazzi, Ricci, and Gauss
for the isometric embedding of an n-dimensional Riemannian manifold into the
m = n

2 (n + 1)-dimensional Euclidean space. It is shown how the balance laws
can be expressed in quasi-linear symmetric form and how weak solutions for the
linearized problem can be established from the Lax-Milgram theorem.

4.1 Introduction

Riemann introduced the notionof an abstractmanifoldwithmetric structure, hismoti-
vation being the problem of defining a surface in Euclidean space independently of
the underlying Euclidean space. The isometric embedding problem seeks to establish
conditions for theRiemannianmanifold to be a submanifold of aEuclidean space hav-
ing the same metric. For example, consider the smooth n-dimensional Riemannian
manifold Mn with metric tensor g. In terms of local coordinates xi , i = 1, 2, . . . , n
the distance on Mn between neighbouring points is

ds2 = gi j dxi dx j , i, j = 1, 2, . . . n, (4.1.1)

where here and throughout the standard summation convention is adopted. Now let
IRm be m-dimensional Euclidean space, and let y : Mn → IRm be a smooth map so
that the distance between neighbouring points is given by

ds̄2 = dy.dy = yi
, j yi

,kdx j dxk, (4.1.2)

where the subscript comma denotes partial differentiation with respect to the local
coordinates xi . Global embedding of Mn in IRm is equivalent to proving the existence
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of the smooth map y for each x ∈ Mn . Isometric embedding requires the existence
of maps y for which the distances (4.1.1) and (4.1.2) are equal. That is,

gi j dxi dx j = yi
, j yi

,kdx j dxk, (4.1.3)

or
yi
, j yi

,k = g jk, (4.1.4)

which may be compactly rewritten as

∂i y · ∂ j y = gi j , (4.1.5)

where

∂i = ∂

∂xi
, (4.1.6)

and the inner product in IRm is denoted by the symbol “·”.
The classical isometric embedding of a 2-dimensionalRiemannianmanifold into a

3-dimensional Euclidean space is comparatively well studied and comprehensively
discussed in the book by Han and Hong [HH06]. By contrast, the embedding of
n-dimensional Riemannian manifolds into n(n + 1)/2 Euclidean space has only
a comparatively small literature. When n = 3, the main results are due to Bryant
et al. [BGY83], Nakamura andMaeda [NM86, NM89], Goodman andYang [GY88],
and most recently to Poole [Poo10]. The general, but related, case when n ≥ 3 is
considered by Han and Khuri [HK12]. These studies all rely on a linearization of the
full nonlinear system (4.1.4) to establish the embedding y for given metric gi j of the
Riemannian manifold.

Applied analysts familiar with continuum mechanics and quasi-linear balance
laws might find a presentation of the embedding problem within the context of
symmetric quasi-linear forms appealing since there is an accompanying extensive
literature originating with Friedrichs [Fri56]. For this and related references, the
reader may consult Han andHong [HH06]. It appears, however, that when the critical
Janet dimension ism = n(n+1)/2 the isometric embedding problem (Mn, g) → IRm

has not yet been expressed in symmetric quasi-linear form. The purpose of these
self-contained notes is to demonstrate how this may be achieved using the Gauss,
Codazzi, and Ricci relations. The existence and uniqueness of a weak solution to
these equations is then proved by means of the Lax-Milgram theorem.

4.2 Basic Isometric Embedding Equations

Let (X, g) denote an n-dimensionalRiemannianmanifoldwith ascribedmetric tensor
g. Suppose themanifold (X, g) can be embedded globally into IRm . (The term immer-
sion is used when the embedding is local.) As stated in Sect. 4.1, this assumption
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implies that there exist a system of local coordinates xi , i = 1, 2, . . . n on X and
embeddings y j (xi ), j = 1, 2, . . . m such that (4.1.5) holds.

As an example, consider the 2-dimensional Riemannian manifold viewed as a
surface in IR3 and given by y1 = x1, y2 = x2, y3 = f (x1, x2), for a smooth function
f . See Fig. 4.1.
In introductory courses, Pythagoras’ theorem is used to write the distance along

the surface as

(ds)2 = (dx1)
2 + (dx2)

2 + (d f )2

= (dx1)
2 + (dx2)

2 +
(

∂ f

∂x1
dx1 + ∂ f

∂x2
dx2

)2

=
{

1 +
(

∂ f

∂x1

)2
}

(dx1)
2 + 2

∂ f

∂x1

∂ f

∂x2
dx1dx2

+
{

1 +
(

∂ f

∂x2

)2
}

(dx2)
2,

and consequently the corresponding metric is

1 +
(

∂ f

∂x1

)2

= g11,

2
∂ f

∂x1

∂ f

∂x2
= 2g12, (g12 = g21), (4.2.1)

1 +
(

∂ f

∂x2

)2

= g22.

Fig. 4.1 Embedding
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Nowconsider the inverse problem: given themetric as a positive-definite covariant
symmetric tensor, to find components y1, y2, y3 that determine the surface. The
components y1 = x1, y2 = x2 are known, so the question is, can the nonlinear
system of partial differential equations (4.2.1) be solved for f given g? (The general
system is provided by (4.1.5).) For the example of the embedding of (M2, g) into
IR3, the metric tensor may be displayed in the matrix form

g =
[

g11 g12

g12 g22

]

which shows that for the system (4.2.1), there is an equation for each component of
g. More generally, the symmetry of g jk reduces (4.1.5) to three equations for three
unknowns y1, y2, y2, leading to a determined system. On other hand, the embedding
of (M2, g) in IR2 still has three equations but only two components y1, y2 of the
unknown vector y, (the overdetermined case), while the embedding of (M2, g) into
IR4 has three equations to determine four unknown components (y1, y2, y3, y4) (the
underdetermined case).

For an n-dimensional Riemannian manifold the components of the corresponding
metric tensor may be represented by the n × n symmetric matrix

g =
⎡

⎢
⎣

g11 · · · g1n

. . .

gn1 · · · gnn

⎤

⎥
⎦ . (4.2.2)

There are n(n + 1)/2 entries on and above the diagonal, and we conclude in
general that the isometric embedding problem (recovering the “surface” from the
metric) is

underdetermined when m >
n

2
(n + 1),

determined when m = n

2
(n + 1),

overdetermined when m <
n

2
(n + 1),

wherem is the number of unknowns (y1, y2, . . . , ym), and n(n+1)/2 are the number
of equations. The crucial number

n

2
(n + 1)

is called the Janet dimension.
Not too many solutions can be expected in the overdetermined case, and the ques-

tionof uniqueness has beenpursuedby severalmathematicians. Theunderdetermined
case provides the flexibility of more unknowns than equations rendering superfluous
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Riemann’s concept of an abstract surface. Specifically, for m sufficiently large, the
manifold (Mn, g) embeds globally and smoothly into IRm , and (Mn, g) looks exactly
like a surface. The following theorem is the precise statement.

Theorem 4.2.1 (Nash [Nas56]) Let 3 ≤ k ≤ ∞. A Ck-Riemannian manifold
(Mn, g) has a Ck-embedding into IRm (globally) if

m = n(3n + 11)/2, compact case,

m = n(n + 1)(3n + 11)/2, non-compact case.

Nash’s theorem has been improved but the main point to note is that results for
global embedding always refer to the underdetermined system. Global embedding
(smoothly) is in general not possible for determined systems, where the number of
equations equals the number of unknowns, and which conceptually is more familiar
in applied mathematics.

It is appropriate to quote from the following relevant section in the paper by S-T
Yau [Yau06]:

Section 3.13. Isometric embedding. Given a metric tensor on a manifold, the problem of
isometric embedding is equivalent to finding enough functions f1, . . . , fN so that the metric
can be written as �(d fi )

2. Much work was accomplished for two-dimensional surfaces (as
mentioned in Sect. 2.1.2). Isometric embedding for general dimensions was solved in the
famous work of J. Nash. Nash used his implicit function theorem which depends on various
smoothing operations to gain derivatives. In a remarkable work, Gunther was able to avoid
the Nash procedure. He used only standard Hölder regularity estimates for the Laplacian
to reproduce the Nash isometric embedding with the same regularity result. In his book,
Gromov was able to lower the codimension of the work of Nash. He called his method the
h-principle.

When the dimension of the manifold is n, the expected dimension of the Euclidean space
for the manifold to be isometrically embedded is n(n + 1)/2. It is important to understand
manifolds isometrically embedded into Euclidean space with this optimal dimension. Only
in such a dimension does it make sense to talk about rigidity questions. It remains a major
open problem whether one can find a nontrivial family of isometric embeddings of a closed
manifold into Euclidean space with an optimal dimension.....

Chern told me that he and Levy studied local isometric embedding of a three manifold
into six dimensional Euclidean space, but they did not write any manuscript on it. The major
work in this subject is due to E. Berger, Bryant, Griffiths, and Yang. They show that a generic
three dimensional embedding system is strictly hyperbolic, and the generic four dimensional
system is of principle type. Local existence is true for a generic metric using a hyperbolic
operator and the Nash-Moser implicit function theorem...

Remark 4.2.1 The theory of isometric embedding is a classical subject, but our knowledge
is still rather limited, especially in dimensions greater than three. Many difficult problems
are related to nonlinear mixed type equations or hyperbolic differential equations over closed
manifolds.

4.2.1 Preliminary Lemmas

In this section, we state and prove some lemmas of subsequent interest.
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Lemma 4.2.1 Let X = X ′ × I ⊂ IRn, where X ′ ⊂ IRn−1 is an open domain and
I is a connected open interval. Given smooth functions f : X × IRm → IRm and
A0 : X ′ → IRm, where t ∈ I , there exists a unique solution A : X → IRm to the
system of ordinary differential equations

∂n A = f (x ′, xn, A),

A|xn=t = A0(x ′) for x ′ ∈ X ′,

where ∂n = ∂xn .

Proof The proof is just that of the standard existence-uniqueness theorem for ordi-
nary differential equations. Here, the independent variable xn is “time”, t is the initial
time where the data A0(x ′) is specified, x ′ are parameters on which the data A0(x ′)
and prescribed f (x ′, xn, A) may depend, and A is the unknown function (dependent
variable) that is required to be determined.

Lemma 4.2.2 Let X ⊂ IRn be an open contractible domain and let fi : X × IRm →
IRm satisfy

∂ f a
i

∂x j
+ ∂ f a

i

∂ Ab
f b

j = ∂ f a
j

∂xi
+ ∂ f a

j

∂ Ab
f b
i (4.2.3)

for each (x, A) ∈ X × IRm, where the Einstein summation convention is used here
and throughout unless otherwise stated. Then given x0 ∈ X and A0 ∈ IRm, there
exists a unique solution A : X → IRm to the system

∂i A = fi (x, A), A(x0) = A0, (4.2.4)

where ∂i = ∂xi , and x = (x1, . . . , xn).

Proof Lemma 4.2.1 establishes existence and uniqueness provided the system of
ordinary differential equations is consistent. But differentiation gives

∂i∂ j A = ∂i f j (x, A),

∂ j∂i A = ∂ j fi (x, A),

and the required condition is given by

∂i f j (x, A) = ∂ j fi (x, A).

On expanding the partial derivatives, we obtain

∂ f j

∂xi
+ ∂ f j

∂ Ab

∂ Ab

∂xi
= ∂ fi

∂x j
+ ∂ fi

∂ Ab

∂ Ab

∂x j
,
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which by (4.2.4) reduces to

∂ f j

∂xi
+ ∂ f j

∂ Ab
f b
i = ∂ fi

∂x j
+ ∂ fi

∂ Ab
f b

j ,

which is hypothesis (4.2.3) stipulated in the Lemma. �

Remark 4.2.2 Lemma 4.2.2 is a nonlinear version of the Poincaré lemma, which
rather than the fundamental theorem of the calculus uses instead the existence and
uniqueness theorem of ordinary differential equations. In the standard Poincaré
lemma, the functions fi do not depend upon A and the statement

∂ f a
i

∂x j
= ∂ f a

j

∂xi

implies the existence of a “potential” A with

f a
i = ∂ Aa

∂xi
,

where
∂2Aa

∂x j∂xi
= ∂2Aa

∂xi∂x j
.

4.2.2 Riemannian Structure in Local Coordinates

We recall some standard results whose derivation and further discussion may be
found in most textbooks on differential geometry or tensor analysis.

Let (X, g) be an n-dimensional Riemannian manifold with metric g, and denote
the kth covariant derivative by ∇k . This derivative permits differentiation along the
manifold, and for scalars φ, vectors φi and second order tensors φi j is given respec-
tively by

∇kφ = ∂kφ, (4.2.5)

∇kφ j = ∂kφ j − �l
jkφl , (4.2.6)

∇kφi j = ∂kφi j − �l
ikφl j − �l

jkφil (4.2.7)

where the Christoffel symbols are calculated from the metric g by the formula

�k
i j = 1

2
gkl (

∂igi j − ∂ jgil − ∂lgi j
)
. (4.2.8)
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The metric tensor with components gkl (upper indices) is the inverse of that with
components gi j (lower indices) so that

gklgpl = δk
l , (4.2.9)

where δk
l is the usual Kronecker delta of mixed order defined by

δk
l = 1, when k = l, (4.2.10)

= 0, when k 
= l. (4.2.11)

Kronecker deltas of upper and lower order are defined similarly.
It is well-known that the following identities hold between the above quantities:

∇kgi j = 0, (4.2.12)

�k
i j = �k

ji , (4.2.13)

∂kgi j = gi p�
p
k j + g j p�

p
ik, (4.2.14)

∇i∂ j = �l
i j∇l . (4.2.15)

The Riemann curvature tensor, Rl
ijk, defined in terms of Christoffel symbols by

Rl
ijk = ∂ j�

l
ki − ∂k�

l
j i + �l

j p�
p
ki − �l

kp�
p
ji , (4.2.16)

is known to satisfy the operator identity

Rl
ijk∂l = −∇ j∇k∂i + ∇k∇ j∂i . (4.2.17)

By lowering indices, we have the covariant Riemann curvature tensor

Rijkl = giq Rq
jkl, (4.2.18)

or
Rijkl = giq

(
∂k�

q
l j − ∂l�

q
k j + �

q
kp�

p
l j − �

q
lp�

p
k j

)
, (4.2.19)

which possesses the minor skew-symmetries

Rijkl = −Rjikl = −Rijlk, (4.2.20)

and the interchange (or major) symmetry

Rijkl = Rklij. (4.2.21)
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Cyclic interchange of indices leads to the first Bianchi identity;

Rijkl + Riklj + Riljk = 0, (4.2.22)

and also to the second Bianchi identity;

∇s Rijkl + ∇k Rijls + ∇l Rijsk = 0. (4.2.23)

Remark 4.2.3 (Special case n=2) When n = 2, the covariant Riemann curvature
tensor reduces to

Rijkl = K
(
gikgl j − gilg jk

)
, (4.2.24)

where K is the Gauss curvature given by

K = Rijklξ
iξkη jηl

(
gpqgrs − gprgqs

)
ξ pξqηrηs

, (4.2.25)

for any vectors ξ, η.

Remark 4.2.4 The mixed and covariant Riemann curvature tensors involve the first
derivatives of Christoffel tensors and therefore second derivatives of the metric g.
Consequently, theGauss curvature is expressed in termsoffirst and secondderivatives
of the metric. This is Gauss’ Theorema Egregium.

4.2.3 Non-commutativity of Covariant Derivatives of Vectors

We establish the operator identity (4.2.17) when applied to a vector. That is, we prove
the formula

∇k∇ jφi − ∇ j∇kφi = Rl
ijkφl , (4.2.26)

demonstrating that the second covariant derivative of a vector does not commute.
It follows from (4.2.6) to (4.2.7) that

∇k∇ j φi = ∂2
k j φi − ∂k�

p
ji φl − �

p
ji ∂kφp − �

q
ik∂ j φq + �

q
ik�

p
q j φp − �

q
jk∂qφi + �

q
jk�

p
iqφp

= ∂2
k j φi − ∇k�

p
ji φp − �

p
ji ∂kφp − �

q
ik∂ j φq − �

q
jk∂qφi , (4.2.27)

since relation (4.2.7) yields

∇k�
l
i j = ∂k�

l
i j − �

p
ik�

l
pj − �

p
jk�

l
i p.

Similarly, it may be shown that

∇ j∇kφi = ∂2
jkφi − ∇ j�

p
ki − �

p
ki∂ jφp − �

q
i j∂kφq − �

q
k j∂qφi , (4.2.28)
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on using the relation

∇ j�
l
ik = ∂ j�

l
ik − �

p
i j�

l
pk − �

p
k j�

l
i p.

Subtraction of (4.2.28) from (4.2.27) gives

∇k∇ jφi − ∇ j∇kφi = ∇k�
p
i jφp − ∇ j�

p
ikφp

= R p
ijkφp,

because by definition (4.2.16) we have

Rl
ijk = ∂k�

l
i j − ∂ j�

l
ik + �

p
i j�

l
pk − �

p
ik�

l
pj

= ∇k�
l
i j − ∇ j�

l
ik

4.3 Isometric Immersion

As before, we let (X, g) be an n-dimensional Riemannian manifold with metric g.
An isometric immersion is a IRm-valued function y : (X, g) → (IRm, .) when the
induced metric is the same as the original. That is, in terms of local coordinates
(x1, x2, . . . , xn) there holds

∂i y · ∂ j y = gi j , for each 1 ≤ i, j ≤ n, (4.3.1)

where the dot “·” denotes the canonical Euclidean metric in the coordinate patch
(y1, . . . , ym) in IRm .

On letting ds be the distance between neighbouring points in IRm , when y is
known, we have from the Pythagoras theorem that

ds2 = ∂i y · ∂ j y dxi dx j .

On the other hand, the general distance formula for the abstract Riemannian
manifold (X, g) due to Riemann is given by

ds2 = gi j dxi dx j .

It is then natural to ask under what conditions can the two expressions for the distance
be equated to determine a realization of the manifold.

We investigate this question by again first considering the case n = 2, m = 3. The
tangents to the surface (manifold) are given by ∂1y and ∂2y and span the tangent
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space at the point y(x) = (
y1(x1, x2), y2(x1, x2), y3(x1, x2)

)
. The unit normal

vector at this point is defined (up to a sign) by the usual vector cross product

N = ∂1y × ∂2y

|∂1y × ∂2y| .

In higher dimensions, although there is no cross-product, similar ideas may be used.
Indeed, on the manifold (X, g) the coordinate patch y = (y1, . . . , ym) generates the
collection of tangents

{∂1y(x), . . . , ∂n y(x)}

that span the tangent space to the manifold. Define this tangent space to be Tx X and
note that it is n-dimensional. Let Nx X denote the (m − n)-dimensional subspace
orthogonal and complementary to Tx X , and for each x choose a fixed orthogonal
basis of Nx X given by

{Nn+1(x), . . . , Nm(x)} ,

where each Nr , r = n + 1, . . . , m, is assumed to depend smoothly on x .

4.3.1 The Second Derivative of an Immersion

Now, for each x , the vectors {∂1y(x), . . . , ∂n y(x), Nn+1(x), . . . , Nm(x)} comprise a
basis of IRm , and as such are linearly independent. Therefore, for each pair of indices
1 ≤ i, j ≤ n, the vector ∂2

i j y(x) can be written as a linear combination of these

base vectors. In other words, there exist unique coefficients �̃k
i j , 1 ≤ k ≤ n and

Hμ
i j , n + 1 ≤ μ ≤ m such that

∂2
i j y(x) = �̃k

i j (x)∂k y(x) + Hμ
i j (x)Nμ(x), (4.3.2)

or in components,

∂2
i j y p(x) = �̃k

i j (x)∂k y p(x) + Hμ
i j (x)N p

μ , p = 1, . . . , m. (4.3.3)

Since partial derivatives commute, the decomposition (4.3.2) implies

(
�̃k

i j − �̃k
ji

)
∂k y(x) +

(
Hμ

i j − Hμ
j i

)
Nμ = 0.

As just mentioned, the set {∂1y(x), . . . , Nm} is a basis in IRm , and therefore we have
the symmetries

�̄k
i j = �̃k

ji , (4.3.4)

Hμ
i j = Hμ

j i . (4.3.5)
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The notation �̃k
i j is intentional since it will be proved in Sect. “The Coefficients

�̃k
i j” that the coefficients are precisely the Christoffel symbols �k

i j defined in (4.2.8).
It will then follow from (4.2.7) that in terms of the covariant derivative, the relation
(4.3.2) can be expressed as

∇i∂ j y(x) = Hμ
i j (x)Nμ(x). (4.3.6)

The Coefficients �̃k
i j

Weprove that in expressions (4.3.2) and (4.3.3) for the tangent direction of the second
derivatives ∂2

i j y(x), the coefficients �̃k
i j are precisely the Christoffel symbols�k

i j . On
taking the scalar product of both sides of (4.3.2) with the tangent vector ∂q y(x), and
after noting that ∂q y(x) · Nμ(x) = 0, we obtain

∂2
i j y(x) · ∂q y(x) = �̃k

i j∂k y(x) · ∂q y(x) (4.3.7)

= �k
i jgkq .

The last equation follows since y(x) is an immersion and therefore

∂k y(x) · ∂q y(x) = gkq . (4.3.8)

Differentiation with respect to xi of relation (4.3.8) yields the identity

∂ig jq = ∂2
i j y · ∂q y + ∂ j y · ∂2

iq y,

which by (4.3.7) reduces to

∂ig jq(x) = �̃k
i jgkq(x) + �̃k

iqgk j (x). (4.3.9)

This expression, together with the symmetry (4.3.4) of �̃k
i j , is now used in definition

(4.2.8) to give

�k
i j = 1

2
gkl (

∂igl j + ∂ jgil − ∂lgi j
)

= 1

2
gkl

(
�̃

p
ilgpj + �̃

p
i jgpl + �̃

p
jigpl + �̃

p
jlgpi − �̃

p
ilgpj − �̃

p
l jgpi

)

= 1

2

(
�̃

p
ilg

klgpj + 2�̃k
i j + �̃

p
jlg

klgpi − �̃
p
ilg

klgpj − �̃
p
l jg

klgpi

)

= �̃k
i j ,

which establishes the assertion. Note that these derivations have employed the
formula (4.2.9).
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Henceforth, the superposed tilde is removed from the coefficient �̃k
i j in the decom-

position (4.3.2).

The Coefficients Hµ
i j

Let us further consider the decomposition (4.3.2). The assumed orthogonality of the
set {∂1y(x), . . . , Nm(x)}, and in particular that of the set {Nn+1(x), . . . , Nm(x)}, so
that

Nμ(x) · Nν(x) = δμν, (4.3.10)

enables us to write

∂2
i j y(x) · Nν(x) = Hμ

i j (x)Nμ(x) · Nν(x)

= Hμ
i j (x). (4.3.11)

The tensors Hμ
i j (x), μ = n+1, . . . , m, as already shown in (4.3.5), are symmetric

with respect to i, j and form the second fundamental form. The first fundamental
form is given by the tensor g.

4.3.2 Decomposition of First Derivative of Nµ(x)

In this section, the first derivative of the normals Nμ(x) is treated analogously to
that of the decomposition of the first derivative of the tangent vectors expressed by
(4.3.2). We prove

Lemma 4.3.1 There exist functions (the induced connection on the normal bundle
over the embedding)

Aν
μi = −Aμ

νi (4.3.12)

such that
∂i Nμ = −g jk Hμ

ik∂ j y + Aν
μi Nν, (4.3.13)

whose component version is given by

∂i N p
μ = −g jk Hμ

ik∂ j y p + Aν
μi N p

ν , p = 1, . . . , m. (4.3.14)

Proof The normals Nμ are postulated to form an orthonormal set in IRm so that
differentiation of (4.3.10) gives

0 = ∂i
(
Nμ · Nν

) = Nν · ∂i Nμ + Nμ · ∂i Nν . (4.3.15)
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Moreover, because the tangents and normals form a full set of orthonormal vectors
that span IRm , we have the decomposition

∂i Nμ = B j
iμ∂ j y + Aν

μi Nν, (4.3.16)

which on scalar multiplication by Nν and use of (4.3.10) leads to

Nν · ∂i Nμ = Aα
μi Nα · Nν = Aα

μiδαν = Aν
μi ,

Nμ · ∂i Nν = Aα
νi Nα · Nμ = Aα

νiδαμ = Aμ
νi .

Upon substitution in (4.3.15), we conclude that

Aν
μi + Aμ

νi = 0, (4.3.17)

as stated in the Lemma.
On the other hand, we also have

Nμ · ∂k y = 0, ∀μ, k, (4.3.18)

and on recalling (4.3.10) and (4.3.11), we deduce that

0 = g jk∂i
(
Nμ · ∂k y

)

= g jk
(
∂i Nμ · ∂k y + Nμ · ∂2

ik y
)

= g jk (
∂i Nμ · ∂k y + Hμ

ik

)

= g jk
(
∂k y · ∂p y B p

iμ + Hμ
ik

)

= g jk
(
gkp B p

iμ + Hμ
ik

)

= B j
iμ + g jk Hμ

ik,

where we again recall the relation g jkgkp = δ
j
p. We conclude that

B j
iμ = −g jk Hμ

ik, (4.3.19)

which after substitution in (4.3.16) and in conjunction with (4.3.17) proves the
Lemma. �.

4.3.3 The Second Partial Derivatives of Normal Vectors

In this section we establish the well-known Codazzi and Ricci equations as a
consequence of the property that second partial derivatives of the normal vectors
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commute. The Gauss equations are derived in the next section after further discus-
sion of the Codazzi equations.

Now, differentiation of (4.3.13) gives

∂ j
(
∂i Nμ

) = −∂ j

(
gqp Hμ

i p∂q y
)

+ ∂ j

(
Aν

μi Nν

)

= −∂ j

(
gqp Hμ

i p

)
∂q y − gqp Hμ

i p∂
2
jq y +

(
∂ j Aν

μi

)
Nν + Aν

μi∂ j Nν,

which after substitution from (4.3.2) to (4.3.13) leads to

∂ j
(
∂i Nμ

) = −∂ j

(
gqp Hμ

i p

)
∂q y − gqp Hμ

i p

(
�k

jq∂k y + Hν
jq Nν

)

+
(
∂ j Aν

μi

)
Nν + Aν

μi

(
−g pq Hν

pj∂q y + Aη
ν j Nη

)
.

On collecting terms in the tangential and normal directions, we rewrite the last
equation as

∂ j
(
∂i Nμ

) = −
(
∂ j

(
g pq Hμ

i p

)
+ g pk�

q
jk Hμ

i p + g pq Aν
μi Hν

pj

)
∂q y

+
(
∂ j Aν

μi − g pq Hμ
i p Hν

jq + Aη
μi Aν

η j

)
Nν,

But the second derivatives of the normal commute, so that

∂ j
(
∂i Nμ

) = ∂i
(
∂ j Nμ

)
, (4.3.20)

and from the terms in the tangent direction, we can read off the Codazzi equations

∂ j

(
g pq Hμ

i p

)
+ g pk�

q
jk Hμ

i p + g pq Aν
μi Hν

pj = ∂i

(
g pq Hμ

j p

)

+ g pk�
q
ik Hμ

j p + g pq Aν
μ j Hν

pi .

(4.3.21)

Similarly, terms in the normal direction lead to the Ricci equations

∂ j Aν
μi − g pq Hμ

i p Hν
jq + Aη

μi Aν
η j = ∂i Aν

μ j − g pq Hμ
j p Hν

iq + Aη
μ j Aν

ηi . (4.3.22)

The more traditional form of the Codazzi equations is recovered by the following
simple computation. On differentiation of (4.2.9), we obtain

0 = ∂ j
(
g pqgpr

)

= ∂ j
(
g pq)

gpr + g pq∂ j
(
gpr

)
,
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which after multiplying by grs and appealing to (4.2.9) leads to

0 = ∂ j
(
g pq)

gprg
rs + grsg pq∂ j

(
gpr

)

= ∂ j
(
g pq)

δs
p + grsg pq∂ j

(
gpr

)
(4.3.23)

= ∂ j
(
gsq) + grsg pq∂ j

(
∂p y · ∂r y

)
(4.3.24)

= ∂ j
(
gsq) + grsg pq

(
∂2

j p y · ∂r y + ∂p y · ∂2
jr y

)
,

where (4.3.1) is used. We now conclude from (4.3.2) in conjunction with the orthog-
onality relations (4.3.18) and (4.2.9) that

∂ j
(
gsq) = −grsg pq

(
�k

jp∂k y · ∂r y + ∂p y · �k
jr∂k y

)
(4.3.25)

= −grsg pq
(
�k

jpgrk + �k
jrgkp

)

= −g pq
(
�k

jpδ
s
k

)
− grs

(
�k

jrδ
q
k

)

= −g pq�s
jp − grs�

q
jr . (4.3.26)

We perform the differentiation of the first term on the left and right of the Codazzi
equations (4.3.21), and then substitute from (4.3.26) after suitably changing indices
to obtain

g pq∂ j Hμ
i p +

(
−gsq�

p
js − gr p�

q
jr

)
Hμ

i p + g pk�
q
jk Hμ

i p + g pq Aν
μi Hν

pj =
g pq∂i Hμ

j p + (−gsq�
p
is − gr p�

q
ir

)
Hμ

j p + g pk�
q
ik Hμ

j p + g pq Aν
μ j Hν

pi .

Multiplication of both sides of the last equation by gqα togetherwith (4.2.9) yields

∂ j Hμ
iα − �

p
jα Hμ

i p − gqαgr p�
q
jr Hμ

i p + gqαg pk�
q
jk Hμ

i p + Aν
μi Hν

α j =
∂i Hμ

jα − �
p
iα Hμ

j p − gqαgr p�
q
ir Hμ

j p + gqαg pk�
q
ik Hμ

j p + Aν
μ j Hν

αi .

By virtue of the symmetry gr p = g pr , and by changing dummy superscripts, the
third and fourth terms on either side cancel to give

∂ j Hμ
iα − �

p
jα Hμ

i p + Aν
μi Hν

α j = ∂i Hμ
jα − �

p
iα Hμ

j p + Aν
μ j Hν

αi .

The usual form of the Codazzi equations is now obtained by the subtraction of
�

p
i j Hμ

αp from both sides of the last equation. This gives

∂ j Hμ
iα − �

p
jα Hμ

i p − �
p
i j Hμ

αp + Aν
μi Hν

α j = ∂i Hμ
jα − �

p
iα Hμ

j p − �
p
i j Hμ

αp + Aν
μ j Hν

αi .

(4.3.27)
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We apply the formula (4.2.7) for the covariant derivative of a second order tensor
to write

∇ j Hμ
iα = ∂ j Hμ

iα − �
p
i j Hμ

pα − �
p
α j Hμ

i p,

∇i Hμ
jα = ∂i Hμ

jα − �
p
ji Hμ

pα − �
p
αi Hμ

j p,

and use the symmetry of the Christoffel symbols and of the coefficients Hμ
i j to derive

the Codazzi equations in the form

∇ j Hμ
iα − ∇i Hμ

jα + Aν
μi Hν

α j − Aν
μ j Hν

αi = 0. (4.3.28)

Remark 4.3.1 (The hypersurface) When the manifold is a hypersurface, we have
m = n + 1 and there is only one normal Nn+1, since n + 1 ≤ ν ≤ m = n + 1. But
Nn+1 is a unit vector so that

Nn+1 · Nn+1 = 1,

and consequently
∂i Nn+1 · Nn+1 = 0. (4.3.29)

The appropriate member of the system (4.3.13) is

∂i Nn+1 = −g pq Hn+1
i p ∂q y + An+1

(n+1)i Nn+1,

which after using (4.3.29) and the orthogonal set ∂1y, . . . , Nn+1 leads us to

0 = Nn+1 · ∂i Nn+1 = An+1
(n+1)i ,

and therefore An+1
(n+1)i = 0. The conclusion, which can be alternatively derived

by applying the skew-symmetry Aν
μi = −Aμ

νi , implies that for a hypersurface the
Codazzi equations simplify to

∇ j Hμ
iα − ∇i Hμ

jα = 0. (4.3.30)

Remark 4.3.2 (Determined case for hypersurfaces) When dealing with hypersur-
faces in the determined case, we have m = n(n + 1)/2 = (n + 1) so that n = 2 and
m = 3. This is the classical case of (M2, g) embedded into IR3.

4.4 The Gauss and Codazzi Equations

This section further discusses the derivation of equations obtained in the previous
section.
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We commute partial derivatives and then use (4.3.2) to obtain

0 = ∂k

(
∂2

i j y
)

− ∂ j

(
∂2

ik y
)

= ∂k

(
�

p
i j∂p y + Hμ

i j Nμ

)
− ∂ j

(
�

p
ik∂p y + Hμ

ik Nμ

)

=
(
∂k�

p
i j − ∂ j�

p
ik

)
∂p y + �P

i j ∂
2
kp y − �

p
ik∂

2
j p y

+
(
∂k Hμ

i j − ∂ j Hμ
ik

)
Nμ + Hμ

i j∂k Nμ − Hμ
ik∂ j Nμ. (4.4.1)

On appealing again to (4.3.2) and also to (4.3.13), we can reduce (4.4.1) to

0 =
(
∂k�

p
i j − ∂ j�

p
ik

)
∂p y + �

p
i j

(
�

q
kp∂q y + Hμ

kp Nμ

)
− �

p
ik

(
�

q
jp∂q y + Hμ

j p Nμ

)

+
(
∂k Hμ

i j − ∂ j Hμ
ik

)
Nμ

+ Hμ
i j

(
−g pq Hμ

kq∂p y + Aν
μk Nν

)
− Hμ

ik

(
−g pq Hμ

jq∂p y + Aν
μ j Nν

)

=
[
∂k�

p
i j − ∂ j�

p
ik + �

q
i j�

p
kq − �

q
ik�

p
jq − g pq

(
Hμ

i j · Hμ
kq − Hμ

ik · Hμ
jq

)]
∂p y

+
[
�

p
i j Hμ

kp − �
p
ik Hμ

j p + ∂k Hμ
i j − ∂ j Hμ

ik + Hν
i j Aμ

νk − Hν
ik Aμ

ν j

]
Nμ, (4.4.2)

where the last expression has been separated into tangential and normal components.
In consequence, the orthogonality relation (4.3.18) implies that each componentmust
vanish. We have

0 = ∂k Hμ
i j − ∂ j Hμ

ik + �
p
i j Hμ

kp − �
p
ik Hμ

j p + Hν
i j Aμ

μk − Hν
ik Aμ

ν j

= ∂k Hμ
i j − ∂ j Hμ

ik + �
p
i j Hμ

kp − �
p
ik Hμ

j p + Hν
ik Aν

μ j − Hν
i j Aν

μk, (4.4.3)

where the antisymmetry relation (4.3.17) for the vectors Aν
μk is employed. The system

(4.4.3) is the previously derived Codazzi equations.
From the tangential component in (4.4.2), we have

0 =
[
∂k�

p
i j − ∂ j�

p
ik + �

q
i j�

p
kq − �

q
ik�

p
jq − g pq

(
Hμ

i j · Hμ
kq − Hμ

ik · Hμ
jq

)]
,

which upon noting the expression (4.2.16) for the Riemann curvature tensor becomes

g pq
(
−Rqijk − Hμ

i j · Hμ
kq + Hμ

ik · Hμ
jq

)
= 0,

from which follows the Gauss relation

Hμ
i j · Hμ

qk − Hμ
ik · Hμ

jq = Riq jk, (4.4.4)
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on recalling the antisymmetry Rqijk = −Riq jk , and that summation over repeated
superscripts is implied.

4.5 Summary for (Mn, g) → (IRm, ·)

We summarise the conclusions obtained so far. Notice that Aν
μ j are components of

vectors for j = 1, 2, 3, . . . , n with the indices ν,μ accounting only for the dimen-
sions n + 1 ≤ μ, ν ≤ m.

A necessary condition for the existence of an isometric embedding is that there
exist functions

Hμ
i j = Hμ

j i , Aν
μi = −Aμ

νi , 1 ≤ i, j ≤ n, n = 1 ≤ μ, ν ≤ m,

such that the Gauss equations hold

m∑

μ=n+1

(
Hμ

ik Hμ
jl − Hμ

il Hμ
jk

)
= Rijkl, (4.5.1)

along with the Codazzi equations

∂k Hμ
i j + Aμ

νk Hν
i j −�

p
ki Hμ

pj −�
p
k j Hμ

i p = ∂ j Hμ
ik + Aμ

ν j −�
p
ji Hμ

pk −�
p
jk Hμ

i p, (4.5.2)

and the Ricci equations

∂i Aν
μ j − ∂ j Aν

μi + Aν
ηi Aη

μ j − Aν
η j Aη

μi = g pq
(

Hμ
i p Hν

jq − Hμ
j p Hν

iq

)
. (4.5.3)

The Ricci system (4.5.3) can be expressed in covariant form by the addition and
subtraction of the term

�
q
i j Aν

μq

to obtain

∇i Aν
μ j − ∇ j Aν

μi + Aν
ηi Aη

μ j − Aν
η j Aη

μi = g pq
(

Hμ
i p Hν

jq − Hμ
j p Hν

iq

)
. (4.5.4)

4.6 Reconstruction of an Isometric Embedding

In this section we state and sketch of the proof of a theorem giving necessary and
sufficient conditions for the existence of an isometric embedding. We have
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Theorem 4.6.1 Consider a simply connected n-dimensional Riemannian manifold
X with coordinates (x1, . . . , xn) and Riemannian metric g (=gi j ). Let 1 ≤ i, j ≤ n,

and suppose there exist symmetric functions Hμ
i j = Hμ

j i and anti-symmetric functions

Aν
μi = −Aμ

νi , n + 1 ≤ μ, ν ≤ m,

such that Eqs. (4.5.1)–(4.5.3) are satisfied.
Then there exist functions Nn+1, . . . , Nm : X → IRm and a function y : X → IRm

for which the following formulae hold

Nμ · Nν = δμν, (4.6.1)

Nμ · ∂i y = 0, (4.6.2)

∂i y · ∂ j y = gi j , (4.6.3)

and

∂2
i j y = �k

i j∂k y + Hμ
i j Nμ, (4.6.4)

∂i Nμ = −g jk Hμ
ik∂ j y + Aν

μi Nν . (4.6.5)

Remark 4.6.1 The theorem states that the conditions on Hμ
i j , Aν

μi together with

(4.6.1)–(4.6.3) are both necessary and sufficient for the embedding (Mn, g) →
(IRm, ·), X = Mn ; that is, the conditions are necessary and sufficient for the existence
of vector functions y(x).

Sketch of Proof
Let {e1, . . . , em} be the standard orthonormal basis of IRm . For a fixed point

x0 ∈ X , define {∂1y(x0), . . . , ∂n y(x0), Nn+1(x0), . . . , Nm(x0} to satisfy (4.5.3)–
(4.6.2). As a possible choice, we set Nμ(x0) = eμ and y(x0) = 0, and select
{∂1y(x0), . . . , ∂n y(x0)} to be a linear combination of {e1, . . . , en} such that (4.6.2)
holds at x0.

Remark 4.6.2 When gi j (x0) = δi j , we may choose

Nμ(x0) = eμ, n + 1 ≤ μ ≤ m,

∂p y(x0) = ep, 1 ≤ p ≤ n.

Let φp = ∂p y(x0), and observe that (4.6.4)–(4.6.5) form a total differential sys-
tem for the unknown IRm-valued function {φ1, . . . ,φn, Nn+1, . . . , Nm}. This con-
clusion may be checked by first differentiating equations (4.6.4) and (4.6.5) to show
that the compatibility conditions obtained by constructing partial derivatives are
consequences of the Gauss equations (4.5.1), Codazzi equations (4.5.2), Ricci equa-
tions (4.5.3), and the original equations (4.6.4) and (4.6.5). In consequence, and by
Lemma 4.2.2, we conclude that there exists a unique solution (the “potential” φp)
that extends the initial data specified at x0.
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Moreover, the differentials of Eqs. (4.6.1)–(4.6.3) are consequences of (4.6.4) and
(4.6.5). Therefore, they hold not only at x0 but also on all of X .

Finally, the symmetry of the right side of (4.6.4) implies ∂ jφi = ∂iφ j , and
consequently by Lemma 4.2.2, there exists a unique IRm-valued function y on X
such that

y(x0) = 0, and ∂i y = φi , 1 ≤ i ≤ n.

The proof of Theorem4.6.1 is complete. �

4.6.1 Examples

It is important that the number of independent equations matches the number of
independent unknowns. The following examples illustrate this aspect, and also serve
as introduction to a counting process developed by Blum.

Example 1. (M2, g) → (IR3, ·)

In this example, we have n = 2 and m = 3 so that 1 ≤ i, j, k ≤ 2 and μ = ν = 3.
The second fundamental form therefore can be represented as the matrix

H =
[

H3
11 H3

12

H3
21 H3

22

]

. (4.6.6)

Furthermore, since n = 2, we may use (4.2.24) to write

R1212 = K
(
g11g22 − g212

)

= K det g, det g > 0.

where K is the Gauss curvature. Consequently, the Gauss equations (4.4.4) reduce
to the single equation

H3
ik H3

jl − H3
il H3

jk = K det g. (4.6.7)

Upon slight rearrangement, the Codazzi equations (4.5.2) become

∂k Hμ
i j − ∂ j Hμ

ik = �
p
ki Hμ

pj + �
p
k j Hμ

i p − �
p
ji Hμ

pk − �
p
jk Hμ

i p, (4.6.8)

which on specialisation to the example under consideration reduce to

∂2H3
11 − ∂1H3

12 = . . . , (4.6.9)

∂2H3
12 − ∂1H3

22 = . . . . (4.6.10)
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Consequently, there are three equations (4.6.7), (4.6.9) and (4.6.10) in the three
unknowns H3

11, H3
12, H3

22.
On employing the Gauss equations (4.6.7) to eliminate one of the unknowns, we

obtain a quasi-linear system. Accordingly, the Gauss relation becomes a “constitu-
tive relation”.

Example 2. (M3, g) → (IR6, ·)

In this example, we have 1 ≤ i, j ≤ 3 and 4 ≤ μ, ν ≤ 6, and the Gauss equations
(4.4.4) reduce to

6∑

μ=4

(
Hμ

ik Hμ
jl − Hμ

il Hμ
jk

)
= Ri jkl , (4.6.11)

where the six non-zero components of the Riemann curvature tensor are

R1212, R1313, R2323, R1223, R1332, R1231. (4.6.12)

We are left, therefore, with six non-trivial Gauss equations, the remainder being
identically satisfied.

The second fundamental form may be expressed as the matrix array of 6 indepen-
dent entries for each μ: ⎡

⎢
⎣

Hμ
11 Hμ

12 Hμ
13

Hμ
21 Hμ

22 Hμ
23

Hμ
31 Hμ

32 Hμ
33

⎤

⎥
⎦ , (4.6.13)

from which it can be seen that the Codazzi equations (4.5.2) are just a statement
about cross derivatives along rows (or columns since Hμ

i j is symmetric). Apparently,
there are 3 equations across each row, but the couplings

∂1Hμ
23 − ∂3Hμ

21 = . . . ,

∂1Hμ
32 − ∂2Hμ

31 = . . . ,

after subtraction yield
∂2Hμ

31 − ∂3Hμ
21 = . . .

Thus instead of 9 couplings for eachμ, there are only 8. In consequence, asμ = 4, 5, 6
there are 24 Codazzi equations. In summary, we have

1. Equations

(a) 6 Gauss equations.
(b) 24 Codazzi equations.
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(c) 9 Ricci equations.
(d) Thus, there are a total of 39 equations.

2. Unknowns

(a) 6 × 3 = 18 independent components Hμ
i j of the second fundamental form.

(b) 3 × 3 = 9 coefficients Aν
μk = −Aμ

νk .
(c) Thus, there are a total of 27 unknowns.

We conclude that there are more equations than unknowns despite the embedding
problem (M3, g) → (IR6, ·) being determined (m = n(n + 1)/2; n = 3, m = 6),
which implies that not all equations are independent in the Gauss, Codazzi, Ricci
system.

4.6.2 Blum’s Counting Process

The rather painful counting process illustrated in the previous examples is examined
in a series of papers published in the 1940s and 1950s by R. Blum [Blu55, Blu46,
Blu47] and further described in the excellent survey by Goenner [Goe77].

The description in [Goe77, p. 143] of Blum’s counting result for the embedding
(Mn, g) → IRm, ·) may be paraphrased as follows.

Theorem 4.6.2 When the Gauss equations (4.4.4) are satisfied, and Goenner’s
matrices M and N, defined below, are of maximal rank, then (i) for 0 ≤ p =
m − n ≤ n(n − 2)/8 all Codazzi and Ricci equations are consequences of the Gauss
equations; (i i) for n(n − 2)/8 < p = m − n ≤ n(n − 1)/2 a system of

1

3
n(n2 − 1)

[

p − 1

8
n(n − 2)

]

Codazzi equations are independent. The remainder of the Codazzi equations and all
the Ricci equations are a consequence of the independent Codazzi system and of the
Gauss equations.

Goenner’s matrices M and N are given by

Mμki j
abcde =

{
1

2
(δi

cδ
j
d − δ

j
c δi

d)Hμ
eb + 1

2
(δi

eδ
j
c − δ

j
e δi

c)Hμ
db + 1

2
(δi

dδ
j
e − δ

j
dδi

c)Hμ
cb

}

δk
a,

Nμi j
abcd = 1

2
(δi

cδ
j
d − δ

j
c δi

d)Hμ
ab + 1

2
(δi

bδ
j
c − δ

j
bδi

c)Hμ
ad + 1

2
(δi

dδ
j
b − δ

j
dδi

b)Hμ
ac.

Of course even these definitions are not particularly enlightening, and Goenner has
given results that are easier to state but which we will not repeat here. Also since the
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above notation may be confusing, we note that M, N are the coefficient matrices in
systems (4.2.5) and (4.2.6) of Goenner, i.e.,

m∑

μ=n+1

Mμki j
abcdeCμ

ki j = 0,
m∑

μ=n+1

Nμi j
abcdKμ

νi j = 0.

The matrix M has 1
2

(n+1
2

)(n
3

)
rows and 1

3 pn(n2 − 1) columns, the matrix N has
p
2

(n+1
2

)(n−1
2

)
rows and

(p
2

)(n
2

)
columns. Notice that

Mμki j
abcde = Nμi j

bcdeδ
k
a,

and
Nμi j

bcde = Nμi j
bdec = Nμi j

becd , Nμi j
bcde = −Nμi j

bced , Nμi j
bcde = −Nμi j

bdce.

A useful example is given by the case n = 3, m = 6, p = 3. In this case, the
symmetries in Nμi j

abcd yield that only non-zero terms are of the form Nμi j
a123 and the

equations
m∑

μ=n+1

Nμi j
abcdKμ

νi j = 0

become ⎡

⎣
0 H5 H6

H4 0 H6

H4 H5 0

⎤

⎦K = 0,

where

K = (K4
523,K4

513,K4
5i12,K5

623,K5
613,K5

612,K6
423,K6

413,K6
412)

T , i.e., NK = 0.

But row operations reduce the coefficient matrix N to obtain

⎡

⎣
H4 0 0
0 H5 0
0 0 H6

⎤

⎦ ,

and the condition on N of Blum is just that H4, H5, H6 each be of full rank 3. The
matrix N is 9 × 9 as predicted by Blum’s theorem and the matrix M is 3 × 24. We
can write the system

m∑

μ=n+1

Mμki j
abcdeCμ

ki j = 0
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in the form [
H4 H5 H6 H4 H5 H6 H4 H5 H6

]
C = 0.

In this representation the three repetitions for Cμ
123 are not accounted for and hence

the vector C has 27 entries instead of the 24 predicted by Blum’s theorem. If any one
of the Hμ has full rank 3 then M will have full rank 3.

The example “(M3, g) → (IR6, ·)” in Sect. 4.6.1, for which m = 6, n = 3 and
p = 3, satisfies the condition in category (i i) of the above theorem which gives.

1

8
× 3 × 1 ≤ 3 ≤ 3,

and there are
1

8
× 3 × 8 ×

[
24

8
− 3

8

]

= 21

independent Codazzi equations. All theRicci equations are implied by these indepen-
dent Codazzi equations and the Gauss equations. Thus, Blum’s count gives 21 inde-
pendent Codazzi equations, whereas the elementary count conducted in the example
produced 24 Codazzi equations.

The discrepancy is explained by observing that the elementary counting omitted
to include the three equations in Bianchi’s second identity. Substitution of the Gauss
equations in these three equations gives three more relations between derivatives
of the second fundamental forms and consequently there are only 21 and not 24
independent Codazzi equations.

Combined with the 6 Gauss equations there are 27 equations for the 27 unknowns
consisting, as already shown, of 18 entries of the second fundamental forms and 9
coefficients Aν

μk . Nevertheless, it is unclear how even local existence can be proved
for this system.

In the determined system, we have m = n(n + 1)/2, and category (i i) of Blum’s
theorem again applies with p = n(n − 1)/2 so that there are n2(n2 − 1)(3n − 2)/24
independent Codazzi equations. Under the maximal rank condition, the Codazzi and
Gauss equations imply the Ricci equations.

Sketch of the Proof of Blum’s Theorem When n = 3, m = 6

Throughout this section, unless otherwise stated, the summation convention is sus-
pended for repeated indices μ.
Step 1

Particular forms of the covariant Codazzi equations (4.3.28) are

∇1Hμ
23 − ∇3Hμ

21 + Aν
μ3Hν

21 − Aν
μ1Hν

23 = 0, (4.6.14)

∇1Hμ
32 − ∇2Hμ

31 + Aν
μ2Hν

31 − Aν
μ1Hν

32 = 0, (4.6.15)
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which by subtraction yield the equation

∇2Hμ
31 − ∇3Hμ

21 + Aν
μ3Hν

21 − Aν
μ2Hν

31 = 0. (4.6.16)

We conclude that the Codazzi equations (4.6.16) are implied by the pair (4.6.14)
and (4.6.15) so that for n = 3, m = 6 the number of independent Codazzi equations
is reduced by 3.
Step 2

Next, we rewrite the Codazzi equations (4.3.28) as

εl j i∇ j Hμ
ik + εl j i Aν

μi Hν
k j = 0, (4.6.17)

where εi jk is the standard Einstein alternating tensor given by

εi jk = +1, when i, j, k, is an even permutation of 1, 2, 3,

= −1, when i, j, k, is a odd permutation of 1, 2, 3,

= 0, otherwise .

Let cof A be the cofactor of the entry A in the matrix [A]. Then we have

cof Hμ
il = 1

2
εi jkεlmn Hμ

kn Hμ
jm, (4.6.18)

and consequently

∇l
(
cof Hμ

il

) = 1

2
εi jkεlmn

(∇l Hμ
kn

)
Hμ

jm

+ 1

2
εi jkεlmn Hμ

kn

(
∇l Hμ

jm

)
(4.6.19)

= εi jkεlmn Hμ
jm

(∇l Hμ
kn

)
, no sum on μ, (4.6.20)

where the last expression is obtained by interchange of suffixes j ↔ k, m ↔ n.

After a further interchange of suffixes, the Codazzi equations (4.6.17) may be
written as

εlmn∇l Hμ
kn + εlmn Aν

μn Hν
kl = 0, (4.6.21)

εlmn∇l Hμ
jm + εlmn Aν

μm Hν
jl = 0, (4.6.22)

and substituting these relations in (4.6.19) yields

∇l
(
cofHμ

il

) + 1

2
εi jkεlmn Aν

μn Hν
kl Hμ

jm + 1

2
εi jkεlmn Aν

μm Hν
jl Hμ

km = 0,
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where there is no sum on μ. The interchange m ↔ n, j ↔ k in the last expression
then gives

∇l
(
cof Hμ

il

) + εi jkεlmn Aν
μm Hν

jl Hμ
kn = 0. (4.6.23)

Now sum over μ to obtain

6∑

μ=4

∇l
(
cof Hμ

il

) + εi jkεlmn

6∑

μ=4

Aν
μm Hν

jl Hμ
kn = 0. (4.6.24)

Next, define the second order Ricci tensor R to be

Rps = 1

4
εpjkεsiq Riq jk, (4.6.25)

which can be concisely written in matrix form as

R =
⎡

⎢
⎣

R11 R12 R13

R21 R22 R23

R31 R32 R33

⎤

⎥
⎦ =

⎡

⎢
⎣

R2323 R2331 R2312

R2331 R3131 R3112

R2312 R3112 R1212

⎤

⎥
⎦ . (4.6.26)

It then follows from the Gauss equations (4.6.11) that

Rps = 1

4
εpjkεsiq

6∑

μ=4

(
Hμ

kq Hμ
j i − Hμ

ki Hμ
jq

)
(4.6.27)

= 1

2
εpjkεsqi

6∑

μ=4

Hμ
ki Hμ

jq (4.6.28)

=
6∑

μ=4

cof Hμ
ps, (4.6.29)

and on substituting in (4.6.24) to eliminate the cofactor term, we obtain

∇l Ril + εi jkεmnl

6∑

μ=4

Aν
μm Hν

jl Hμ
kn = 0, i = 1, 2, 3. (4.6.30)

It is easy to infer from the second Bianchi identity (4.2.23) that the first term on
left in the last equation vanishes, i.e.,

∇l (R1l) = ∇l (R2l) = ∇l (R3l) = 0.
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The second term on the left of (4.6.30) is zero as Aμ
νk is skew-symmetric in μ, ν

(see (4.3.12)). Consequently, the left side of (4.6.30) is identically zero. The combi-
nation, therefore, of the Codazzi and Gauss equations leads to three trivial relations
which reduce the number of independent Codazzi equations by an additional 3.
Step 3.

It is convenient to introduce extra notation with respect to the covariant Codazzi
(4.6.17) and Ricci (4.5.4) equations as follows;

Cμ
kα ≡ εi jk∇ j Hμ

iα + εi jk Aν
μi Hν

α j = 0, (4.6.31)

K ν
kμ ≡ εi jk∇l Aν

μ j + εi jk Aν
ηi Aη

μ j − g pqεi jk Hμ
i p Hν

jq . (4.6.32)

Covariant differentiation of (4.6.31) yields

εi jk∇k∇ j Hμ
iα + εi jk

(
∇k Aν

μi

)
Hν

α j + εi jk Aν
μi

(
∇k Hν

α j

)
= 0. (4.6.33)

The Codazzi equations (4.6.31) enable the last term to be expressed as

εi jk∇k Hν
α j = −εi jk Aη

ν j Hη
αk

and (4.6.33) then is reduced to

εi jk∇k∇ j Hμ
iα + εi jk

(
∇k Aν

μi

)
Hν

α j − εi jk Aη
νi Hη

αk Aν
μi = 0.

The interchange of indices i → j → k → i in the last term leads to the further
reduction

εi jk∇k∇ j Hμ
iα + εi jk Hν

α j

(
∇k Aν

μi − Aη
νk Aη

μi

)
= 0. (4.6.34)

But from (4.2.26), we may derive the commutation relation

∇k∇ j Hμ
iα − ∇ j∇k Hμ

αi = Rl
i jk Hμ

lα,

which may be expressed as

εi jk∇k∇ j Hμ
iα = Rl

i jk Hμ
lα

= g pq Ri jkq Hμ
pα

= g pqεi jk Hν
ik Hν

jq Hμ
pα,

where Gauss’ equations (4.5.1) are employed in the derivation of the last line of the
previous equation.

Finally, on appealing to the formula for the commutativity of εi jk∇k∇ j Hμ
iα, and

the Gauss equations, we find from (4.6.34) that

Hν
l j K ν

iμ = 0. (4.6.35)
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The maximal rank condition on Hν
l j implies (4.6.35) has a unique solution

K ν
iμ = 0, (4.6.36)

and the 9 Ricci equations are satisfied.

4.7 Symmetrization of the Codazzi Equations

The required symmetrization is achieved by using the Codazzi equations to derive a
certain matrix equation.

On noting the skew-symmetric relation (4.3.12), we may rewrite the Codazzi
equations (4.6.17) in the slightly different form

εl j i∇ j Hμ
ik + εl j i Aμ

νi Hν
jk = 0, (4.7.1)

a subset of which is

∇1Hμ
i j − ∇ j Hμ

i1 + Aμ
ν1Hν

i j − Aμ
ν j Hν

i1 = 0. (4.7.2)

The Codazzi equations (4.7.1) may now be used to eliminate the covariant deriv-
ative on the right of the identity (4.6.19) to obtain

∇lcof Hμ
il = −1

2
εi jkεlmn Aμ

νn Hμ
jm Hν

lk − 1

2
εi jkεlmn Aμ

νm Hμ
kn Hν

l j

= −εi jkεlmn Aμ
νn Hμ

jm Hν
lk . (4.7.3)

Now let
W μ = det Hμ

i j , (4.7.4)

so that by standard algebra of determinants, we have

∂2W μ

∂Hμ
jk∂Hμ

il

= ε j imεkln Hμ
mn, (4.7.5)

which together with the expression (4.6.18) enables the identity (4.6.23) to be written
as

ε j imεkln∇l
(
Hμ

mn

)
Hμ

k j + ε j imεkln Hμ
mn∇l

(
Hμ

jk

)
= −2

∂2W μ

∂Hμ
il ∂Hμ

kn

Aμ
νn Hν

lk .
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Terms on the left may be simplified on further appeal to (4.7.5) to give

∂2W μ

∂Hμ
il ∂Hμ

mn
∇l Hμ

mn + ∂2W μ

∂Hμ
jk∂Hμ

il

∇l Hμ
jk = −2

∂2W μ

∂Hμ
il ∂Hμ

kn

Aμ
νn Hν

lk,

and consequently,

∂2W μ

∂Hμ
il ∂Hμ

jk

∇l Hμ
jk = − ∂2W μ

∂Hμ
il ∂Hμ

jm

Aμ
νn Hν

lk, no sum on μ. (4.7.6)

The next part of the construction of a matrix equation involves the multiplication
of (4.7.2) by

∂2W μ

∂Hμ
il ∂Hμ

jk

to obtain

− ∂2W μ

∂Hμ
il ∂Hμ

jk

∇1Hμ
il + ∂2W μ

∂Hμ
il ∂Hμ

jk

∇l Hμ
i1

− ∂2W μ

∂Hμ
il ∂Hμ

jk

Aμ
ν1Hν

il + ∂2W μ

∂Hμ
il ∂Hμ

jk

Aμ
νl Hν

i1 = 0. (4.7.7)

We combine the systems (4.7.6) and (4.7.7) into the matrix array of equations
given by

[
0 0

0 − ∂2Wμ

∂Hμ
il ∂Hμ

jk

]

∇1

[
Hμ

i1
Hμ

il

]

+
⎡

⎣
0 ∂2Wμ

∂Hμ
il ∂Hμ

jk
∂2Wμ

∂Hμ
il ∂Hμ

kn
0

⎤

⎦ ∇l

[
Hμ

i1
Hμ

jk

]

+
⎡

⎣

∂2Wμ

∂Hμ
il ∂Hμ

kn
Aμ

νn Hμ
lk

∂2Wμ

∂Hμ
il ∂Hμ

jk

(−Aμ
ν1Hμ

il + Aμ
νl Hμ

i1

)

⎤

⎦

= 0. (4.7.8)

We examine in detail the terms in this matrix equation and for this purpose intro-
duce further notation. For example, the block matrices in the matrix coefficient of
∇2 are given by

Lμ
2 =

⎡

⎢
⎢
⎢
⎢
⎣

∂2Wμ

∂Hμ
11∂Hμ

12

∂2Wμ

∂Hμ
12∂Hμ

12
. . . ∂2Wμ

∂Hμ
33∂Hμ

12

∂2Wμ

∂Hμ
11∂Hμ

22

∂2Wμ

∂Hμ
12∂Hμ

22
. . . ∂2Wμ

∂Hμ
33∂Hμ

22

∂2Wμ

∂Hμ
11∂Hμ

32
. . . . . . ∂2Wμ

∂Hμ
33∂Hμ

32

⎤

⎥
⎥
⎥
⎥
⎦

3×9

, (4.7.9)
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(
Lμ
2

)T =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∂2Wμ

∂Hμ
12∂Hμ

11

∂2Wμ

∂Hμ
22∂Hμ

11

∂2Wμ

∂Hμ
32∂Hμ

11

∂2Wμ

∂Hμ
12∂Hμ

12

∂2Wμ

∂Hμ
22∂Hμ

12

∂2Wμ

∂Hμ
32∂Hμ

12

...
...

...

∂2Wμ

∂Hμ
12∂Hμ

33

∂2Wμ

∂Hμ
22∂Hμ

33

∂2Wμ

∂Hμ
32∂Hμ

33

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

9×3

, (4.7.10)

so that the 12 × 12 composite matrix Bμ
2 defined as

Bμ
2 =

[
0 Lμ

2(
Lμ
2

)T 0

]

, (4.7.11)

is symmetric, and the second term on the left in (4.7.8) involving ∇2 becomes

Bμ
2 ∇2Uμ,

where (
Uμ

)T = (
Hμ
11, Hμ

21, Hμ
31, Hμ

11, Hμ
12, Hμ

13, . . . Hμ
33

)
. (4.7.12)

The matrices Bμ
l appearing in the coefficient of∇l are defined in a manner similar

to (4.7.11).
Every coefficient matrix in (4.7.8) is symmetric including that for l = 1, but a

separate argument is used to check the first coefficient matrix in the first term on the
left of (4.7.8). This matrix, denoted by Bμ

0 , is written as

Bμ
0 =

[
0 0

0 − ∂2Wμ

∂Hμ
il ∂Hμ

jk

]

=
[
03×3 09×3

03×9 − (
Lμ
0

)
3×9

]

, (4.7.13)

where

Lμ
0 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∂2Wμ

∂Hμ
11∂Hμ

11

∂2Wμ

∂Hμ
12∂Hμ

11

∂2Wμ

∂Hμ
13∂Hμ

11

∂2Wμ

∂Hμ
11∂Hμ

12

∂2Wμ

∂Hμ
12∂Hμ

12

∂2Wμ

∂Hμ
33∂Hμ

12

...
...

...

∂2Wμ

∂Hμ
11∂Hμ

33
. . . ∂2Wμ

∂Hμ
33∂Hμ

33

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (4.7.14)

Consequently, in terms of the vector Uμ given by (4.7.12), the Codazzi system
(4.7.8) may be expressed as

Bμ
0 ∇1Uμ + Bμ

l ∇lU
μ + Qμ = 0, (4.7.15)
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where Qμ, the third term on the left of (4.7.8), is given explicitly by the 12-
dimensional vector

Qμ =
⎡

⎣

∂2Wμ

∂Hμ
il ∂Hμ

kn
Aμ

νn Hμ
lk

∂2Wμ

∂Hμ
il ∂Hμ

jk

(−Aμ
ν1Hμ

il + Aμ
νl Hμ

i1

)

⎤

⎦ . (4.7.16)

4.8 Symmetrization of the Linearized Codazzi Equations

4.8.1 Remarks on linearization

Let ε > 0 be a small positive parameter, and suppose that a small perturbation in the
variable yi is given by

yi = ȳi + εẏi , (4.8.1)

with corresponding small perturbations in other quantities given , for example, by

Hμ
i j = H̄μ

i j + εḢμ
i j , (4.8.2)

Aμ
νi = Āμ

νi + ε Ȧμ
νi , (4.8.3)

�i
jk = �̄i

jk + ε�̇i
jk . (4.8.4)

In these expansions, the superposed dot is intended to suggest differentiation with
respect to ε.

4.8.2 Linearization of the Codazzi Equations

We now linearize (4.7.2) and (4.7.1) in the sense that after substitution from (4.8.2)–
(4.8.4) all terms of order higher than the first in ε are neglected. Moreover, in the
linearization it is convenient to remove the overbar without risk of confusion. Then,
in view of the definition of the covariant derivative (see (4.2.5)–(4.2.7)), linearization
of (4.7.2) and (4.7.1) respectively yields

∇1 Ḣμ
il − ∇l Ḣμ

i1 + Ȧμ
ν1Hν

il + Aμ
ν1 Ḣν

il − Ȧμ
νl Hν

i1

−Aμ
νl Ḣν

i1 − �̇
q
i1Hμ

lq − �̇
q
l1Hμ

iq + �̇
q
il Hμ

1q + �̇
q
1l Hμ

iq = 0; (4.8.5)

and

εl j i

(
∇ j Ḣμ

i p − �̇
q
jp Hμ

iq − �̇
q
ji Hμ

pq

)
+ εl j i

(
Ȧμ

νi Hν
j p + Aμ

νi Ḣν
j p

)
= 0, (4.8.6)
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which by interchange of indices becomes

εkln

(
∇l Ḣμ

mn − �̇
q
lm Hμ

nq − �̇
q
ln Hμ

mq

)
+ εkln

(
Ȧμ

νn Hν
lm + Aμ

νn Ḣν
lm

) = 0. (4.8.7)

On multiplying (4.8.7) by ε j im Hμ
k j and suspending summation over the repeated

index μ, we obtain

ε j imεkln Hμ
k j

(
∇l Ḣμ

mn − �̇
q
lm Hμ

nq − �̇
q
ln Hμ

mq

)
+ εkln Hμ

jkεl j i
(

Ȧμ
νn Hν

lm + Aμ
νn Ḣν

lm

) = 0,

(4.8.8)

which on recalling (4.7.5), we rewrite as

∂2W μ

∂Hμ
il ∂Hμ

mn

(
∇l Ḣμ

mn − �̇
q
lm Hμ

nq − �̇
q
ln Hμ

mq

)
+ ∂2W μ

∂Hμ
il ∂Hμ

mn

(
Ȧμ

νn Hν
lm + Aμ

νn Ḣν
lm

) = 0.

(4.8.9)

Next, consider the particular equation (4.8.5), which after multiplication by

− ∂2W μ

∂Hμ
il ∂Hμ

jk

, no sum on μ

becomes

− ∂2W μ

∂Hμ
il ∂Hμ

jk

∇1 Ḣμ
il + ∂2W μ

∂Hμ
il ∂Hμ

jk

∇l Ḣμ
i1

− ∂2W μ

∂Hμ
il ∂Hμ

jk

(
Ȧμ

ν1Hν
il + Aμ

ν1 Ḣν
il − Ȧμ

νl Hν
i1

−Aμ
νl Ḣν

i1 − �̇
q
i1Hμ

lq − �̇
q
l1Hμ

iq + �̇
q
il Hμ

1q + �̇
q
1l Hμ

iq

)
= 0. (4.8.10)

The linearized Codazzi system (4.8.9) and (4.8.10) may be concisely expressed
by introducing the definitions

Q̇μ =
⎡

⎢
⎣

∂2Wμ

∂Hμ
il ∂Hμ

kn

(
Ȧμ

νn Hν
lk + Aμ

νn Ḣν
lk

)

∂2Wμ

∂Hμ
il ∂Hμ

jk

(− Ȧμ
ν1Hν

il − Aμ
ν1 Ḣν

il + Ȧμ
νl Hν

i1 + Aμ
νl Ḣν

i1

)

⎤

⎥
⎦ , (4.8.11)

Ṡμ =
⎡

⎢
⎣

− ∂2Wμ

∂Hμ
il ∂Hμ

mn

(
�̇

q
lm Hμ

nq + �̇
q
ln Hμ

mq
)

− ∂2Wμ

∂Hμ
il ∂Hμ

jk

(
�̇

q
i1Hμ

lq + �̇
q
l1Hμ

iq + �̇
q
il Hμ

1q + �̇
q
1l Hμ

iq

)

⎤

⎥
⎦ , (4.8.12)
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when the system may be written as the single matrix equation

Bμ
0 ∇1U̇μ + Bμ

l ∇l U̇
μ + Q̇μ + Ṡμ = 0, (4.8.13)

where Bμ
l is defined analogously to (4.7.11), and U̇μ is the linearization of the vector

(4.7.12).

4.9 The Ricci Equations

We next discuss the Ricci equations (4.5.3), and without loss of generality1 set

Aν
μ1 = 0, (4.9.1)

and (4.5.2) simplify to

∂1Aν
μ2 = g pq

(
Hμ
1p Hν

2q − Hμ
2p Hν

1q

)
, (4.9.2)

∂1Aν
μ3 = g pq

(
Hμ
1p Hν

3q − Hμ
3p Hν

1q

)
. (4.9.3)

We note that Aν
μ2, Aν

μ3 are therefore completely determined by their data on a
plane x1 = constant = −L and on the set Hν

jk . Accordingly, we may introduce the
substitutions

Aν
μ2(x1, x2, x3) = Aν

μ2(−L , x2, x3) +
∫ x1

−L
g pq

(
Hμ
1p Hν

2q − Hμ
2p Hν

1q

)
dx ′

1,

(4.9.4)

Aν
μ3(x1, x2, x3) = Aν

μ3(−L , x2, x3) +
∫ x1

−L
g pq

(
Hμ
1p Hν

3q − Hμ
3p Hν

1q

)
dx ′

1,

(4.9.5)

in the expression (4.7.16) for the matrix Q to eliminate explicit dependence on
Aμ

νl . Observe that dependence on Aμ
νl is reduced to dependence on data provided

on x1 = −L . This data, of course, must be consistent with the additional Ricci
equations.

1Deane Yang pointed out this equality to me and called it a “gauge condition”. An analogy with
continuum mechanics might be setting the pressure equal to zero on the surface of a water wave.
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4.10 The Full Nonlinear System

We emphasize analogies with continuum mechanics by restating the full nonlinear
system in terms employed by that theory.

The balance laws are given by the quasi-linear Codazzi equations (4.7.15):

Bμ
0 ∇1Uμ + Bμ

l ∇lU
μ + Qμ = 0,

where from (4.7.12) we have Uμ ∈ IR12 for each μ = 4, 5, 6, and Qμ is given by
(4.7.16).

The constitutive relations are provided by the Gauss equations (4.5.1)

∑

μ

(
Hμ

ik Hμ
jl − Hμ

il Hμ
jk

)
= Ri jkl , (4.10.1)

together with constitutive relations for Aμ
νl given by (4.9.1), (4.9.4), and (4.9.5).

According to Blum’s theorem [Blu55], when the elements Hμ
jk form a full rank

matrix, there are 27 independent equations in 27 unknowns Hμ
jk and Aμ

νl since the
Ricci equations follow from the Gauss and Codazzi equations. Observe, however,
that relations (4.9.4) and (4.9.5) do not completely eliminate the terms Aμ

νl in favour
of the terms Hμ

i j , because initial data on x1 = −L still enter into the values of Aμ
νl .

4.11 The Linearized Ricci Equations

In the notation of Sect. 4.8.1, the linearized Ricci equations (4.9.1), (4.9.4), and
(4.9.5) are given by

Ȧν
μ1 = 0, (4.11.1)

Ȧν
μ2(x1, x2, x3) = Ȧν

μ2(−L , x2, x3) +
∫ x1

−L

{
ġ pq

(
Hμ
1p Hν

2q − Hμ
2p Hν

1q

)

+ g pq
(

Ḣμ
1p Hν

2q + Hμ
1p Ḣν

2q − Ḣμ
1p Hν

2q − Hμ
1p Ḣν

2q

)}
dx ′

1,

(4.11.2)

Ȧν
μ3(x1, x2, x3) = Ȧν

μ3(−L , x2, x3) +
∫ x1

−L

{
ġ pq

(
Hμ
1p Hν

2q − Hμ
2p Hν

1q

)

+ g pq
(

Ḣμ
1p Hν

2q + Hμ
1p Ḣν

3q − Ḣμ
1p Hν

3q − Hμ
1p Ḣν

3q

)}
dx ′

1.

(4.11.3)

When Ȧν
μ2(−L , x2, x3) and Ȧν

μ3(−L , x2, x3) vanish on the boundary of the
domain, their contribution to (4.11.2) and (4.11.3) is zero. Furthermore, the
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integral terms in (4.11.1) and (4.11.3) are bounded by Kvol (�), where

K = ‖ġ pq‖L2(�) sup
�,μ, j,k

|Hμ
jk |2 + sup

�

‖g pq‖ sup
�,μ, j,k

|Hμ
jk |‖Ḣμ

jk‖L2(�,IR27),

and in consequence, we obtain

Proposition 4.11.1 The quantities Ȧν
μ2 and Ȧν

μ3 satisfy the bounds

| Ȧν
μ2| ≤ K vol(�)1/3, (4.11.4)

| Ȧν
μ3| ≤ K vol(�)1/3. (4.11.5)

Proof of (4.11.4)
Typical terms in the relation (4.11.2) may be expressed as

a(x1, x2, x3) =
∫ x1

−L
ġ pq

(
Hμ
1p Hν

2q

)
dx ′

1,

b(x1, x2, x3) =
∫ x1

−L
g pq

(
Ḣμ
1p Hν

2q

)
dx ′

1,

where there is no sum on p, q.
The Cauchy-Schwarz inequality applied to the first expression leads to the bounds

|a(x1, x2, x3)| ≤ sup
�

|Hμ
1p Hν

2q |
(∫ x1

−L
dx ′

1

)1/2 (∫ x1

−L
|ġ pq |2 dx ′

1

)1/2

≤ sup
�

|Hμ
1p Hν

2q | (2L)1/2
(∫ L

−L
|ġ pq |2 dx ′

1

)1/2

,

and consequently, on noting that the term on the right is independent of x1, we have

∫ L

−L

∫ L

−L

∫ L

−L
|a(x1, x2, x3)|2 dx1dx2dx3 ≤ 4L2

(

sup
�

|Hμ
1p Hν

2q |
)2

×
∫ L

−L

∫ L

−L

∫ L

−L
|ġ pq |2 dx ′

1dx2dx3,

or
‖a‖L2(�) ≤ 2L sup

�

|Hμ
1p Hν

2q |‖ġ pq‖L2(�).

A similar argument gives

|b(x1, x2, x3)| ≤ sup
�

|g pq Hν
2q |

∫ L

−L
|Ḣμ

1p(x ′
1, x2, x3)| dx ′

1,
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where the expression on the right is again independent of x1.
Thus we conclude that

|b(x1, x2, x3)|2 ≤ 2L

(

sup
�

|g pq Hν
2q

)2 ∫ L

−L
|Ḣμ

1p|2(x ′
1, x2, x3) dx ′

1,

from which follows

∫ L

−L

∫ L

−L

∫ L

−L
|b(x1, x2, x3)|2 dx1dx2dx3 ≤ 4L2 sup

�

|g pq Hν
2q |2

×
∫ L

−L

∫ L

−L

∫ L

−L
|Ḣμ

1p(x ′
1, x2, x3)|2 dx ′

1dx2dx3,

which leads to the final bound

‖b‖L2(�) ≤ 2L sup
�

|g pq Hν
2q |‖Ḣμ

1p‖L2(�).

4.12 The Linearized Gauss Equations

In view of the notation adopted in Sect. 4.8.1, the linearized Gauss equations become

∑

μ

(
Ḣμ

ik Hμ
jl + Hμ

ik Ḣμ
jl − Ḣμ

il Hμ
jk − Hμ

il Ḣμ
jk

)
= Ṙi jkl . (4.12.1)

The system (4.12.1) consists of 6 equations in the 18 components Ḣμ
i j . We say

Hμ
i j is non-degenerate in the neighbourhood of x = 0 when 6 of the components of

Ḣμ
i j can be solved in terms of the remaining 12 components and Ṙi jkl . A sufficient

condition for non-degeneracy is provided by [BGY83, Theorem F] which establishes
non-degeneracy when at least one component of the Riemann curvature tensor Ri jkl

is non-zero.
Accordingly, let us assume that the set Hν

i j is non-degenerate in a neighbourhood
of x = 0. This implies that the vector

U̇ =
⎡

⎣
U̇ 4

U̇ 5

U̇ 6

⎤

⎦ , (4.12.2)

where Uμ, defined in (4.7.12), can be written as

U̇ = C Ḣ + DṘ. (4.12.3)
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In this relation, Ḣ denotes the distinguished 12 components of the set Ḣμ
i j , and Ṙ

denotes the 6 non-trivial elements corresponding to the perturbed Riemann curvature
tensor. It follows that U̇ ∈ IR36, Ḣ ∈ IR12, Ṙ ∈ IR6, and therefore in (4.12.3), C
represents a 36 × 12 matrix, while D represents a 36 × 6 matrix.

4.13 The Closed Symmetric System for the Linearized
Problem and Quasi-linear Problem

With reference to the symmetrized and linearized Codazzi equations (4.8.13), let us
set

B0 =
⎡

⎣
B4
0 0 0
0 B5

0 0
0 0 B6

0

⎤

⎦ ,

Bl =
⎡

⎢
⎣

B4
l 0 0

0 B5
l 0

0 0 B6
l

⎤

⎥
⎦ ,

Q̇ =
⎡

⎣
Q̇4

Q̇5

Q̇6

⎤

⎦ , Ṡ =
⎡

⎣
Ṡ4

Ṡ5

Ṡ6

⎤

⎦ , (4.13.1)

and use this notation to write (4.8.13) as

B0∇1U̇ + Bl∇l U̇ + Q̇ + Ṡ = 0. (4.13.2)

Observe that since Q̇ depends linearly on the sets Ḣμ
i j and Ȧμ

νm as given in (4.8.11),
we may introduce matrices E, F to represent the dependence by

Q̇ = EU̇ + F Ȧ, (4.13.3)

where U̇ ∈ IR36, Ȧ ∈ IR6, E is a 36 × 36 matrix, and F is a 36 × 6 matrix.
Upon substitution of (4.12.3) in (4.13.3) we obtain

Q̇ = E
(
C Ḣ + DṘ

) + F Ȧ

= G Ḣ + J Ṙ + F Ȧ, (4.13.4)

where G = EC is a 36×12matrix, and J = E D is a 36×36matrix. In consequence,
the system (4.13.2) has the form

B0∇1
(
C Ḣ + DṘ

) + Bl∇l
(
C Ḣ + DṘ

) + G Ḣ + J Ṙ + F Ȧ + Ṡ = 0, (4.13.5)
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which after rearrangement becomes

B0C∇1 Ḣ + BlC∇l Ḣ + (B0∇1C + Bl∇lC + G) Ḣ

+ B0∇1(DṘ) + Bl∇l(DṘ) + J Ṙ + F Ȧ + Ṡ = 0. (4.13.6)

We multiply (4.13.6) on left by the 12 × 36 matrix CT to obtain the equivalent
but compact form

A0∇1 Ḣ + Al∇l Ḣ + BḢ + CT F Ȧ + � = 0, (4.13.7)

where

A0 = CT B0C,

Al = CT BlC,

B = CT (B0∇1C + Bl∇lC + G) ,

� = CT (
B0∇1(DṘ) + Bl∇l(DṘ) + J Ṙ + Ṡ

)
.

The linearized Ricci equations (4.11.2) and (4.11.3) with

Ȧν
μ2(−L , x2, x3) = Ȧν

μ3(−L , x2, x3) = 0

next give

Ȧν
μ1 = 0, (4.13.8)

Ȧν
μl(x1, x2, x3) =

∫ x1

−L

{
ġ pq

(
Hμ
1p Hν

lq − Hμ
lp Hν

1q

)

+ g pq
(

Ḣμ
1p Hν

lq + Hμ
1p Ḣν

lq − Ḣμ
1p Hν

lq − Hμ
1p Ḣν

lq

)}
dx ′

1,

l = 2, 3. (4.13.9)

Insertion of (4.13.8) and (4.13.9) into (4.13.7) yields a symmetric system of 12
equations in the 12 unknowns Ḣ which are weakly non-local due to (4.13.9). The
relations (4.11.4) and (4.11.5), however, indicate that the non-locality is very weak.

Remark 4.13.1 (Non-linear problem) The derivation just described is for the lin-
earized system, but examination of the individual steps in the argument shows that
for the non-linear problem the same procedure also yields a quasi-linear system of
12 equations.
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4.14 The Weak Form of the Closed System

The purpose of previous sections is to formulate the theory in a manner suitable for
proofs of existence and uniqueness in the embedding problem, which are developed
in this Section.

Define the linear operator L in terms of the general variable Ĥ by

LĤ = A0∇1 Ĥ + Al∇l Ĥ + BĤ + CT F Ȧ, (4.14.1)

where Ȧ is defined by (4.13.8) and (4.13.9).
We wish to consider the weak form of equations associated with the operator L.

For this purpose, let (·, ·) denote the inner product on the space L2(�, IR12) and let
the function V ∈ C∞

0 (�, IR12). The weak form of the equation

LĤ = −�

is then given by
(L∗V, Ĥ) = −(V,�), (4.14.2)

where L∗ is the adjoint operator to L. We conclude from (4.14.2) that (L∗V, Ĥ)

defines a bilinear form on H1
0 (�, IR12).

The proofs of existence and uniqueness rely upon the Lax-Milgram theorem (see,
for example, [Yos65]) stated here for convenience.

Theorem 4.14.1 (Lax-Milgram Theorem). Let X be a Hilbert space and C(χ,ψ)

a (possibly complex) bilinear functional defined on the product space X × X. Let
‖ · ‖X and (·, ·)X denote the norm and inner product on X. Suppose that

(i) |C(χ,ψ)| ≤ γ‖χ‖X‖ψ‖X , (boundedness)

(i i) C(χ,χ) ≥ δ‖χ‖2X , (coerciveness)

for positive constants δ, γ. Then there exists a uniquely determined bounded linear
operator T with bounded inverse T −1 such that whenever χ, ψ ∈ X there holds

C(χ, T ψ) = (χ,ψ)X ,

‖T ‖X ≤ δ−1, ‖T −1‖X ≤ γ.

To apply the Lax-Milgram theorem to the weak equation (4.14.2), we set X =
H1
0 (�, IR12), and let C(χ,ψ) = (L∗χ,ψ). Note, however, that Condition (i) holds

but not Condition (i i). To overcome this difficulty, we introduce additional terms
to (4.14.2) that regularize the equation. Let ε > 0 be an arbitrary positive constant.
Then the regularized problem is given by

(L∗V, Ĥ) + ε(∂V, ∂ Ĥ) = −(V,�) − ε(∂V, ∂�), (4.14.3)
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in which we employ the notation

(
∂V 1, ∂V 2

)
=

∫

�

3∑

j=1

∂ j V 1 · ∂ j V 2 dx,

where we recall the (, ·, ) denotes the Euclidean inner product in IR12. We now let the
bilinear form Cε be defined by the expression on the left of (4.14.3). Upon assuming
the weaker coerciveness estimate

(L∗ Ĥ , Ĥ) ≥ δ1‖Ĥ‖2
L2(�,IR12)

(4.14.4)

for some positive constant δ1, we have

(i) |Cε(V, Ĥ)| ≤ γ‖V ‖X‖Ĥ‖X ,

(i i) Cε(Ĥ , Ĥ) ≥ δ1‖Ĥ‖2
L2(�,IR12)

+ ε(∂ Ĥ , ∂ Ĥ).

The Lax-Milgram theorem clearly applies to the regularized problem and shows
that a solution Ĥε = Tε� exists to (4.14.3) and satisfies

(L∗V, Ĥε) + ε(∂V, ∂ Ĥε) = −(V,�) − ε(∂V, ∂�), (4.14.5)

or alternatively

(L∗V, Ĥε) − ε(∂2V, Ĥε) = −(V,�) − ε(∂V, ∂�), (4.14.6)

for all V ∈ H1
0 (�, IR12). Accordingly, on setting V = Ĥε in (4.14.5), we obtain

(L∗ Ĥε, Ĥε) + ε(∂ Ĥε, ∂ Ĥε) = −(Ĥε,�) − ε(∂ Ĥε, ∂�). (4.14.7)

The first term on the left of (4.14.7) may be bounded from below using assumption
(4.14.4), while terms on the right may be bounded from above using the Cauchy-
Schwarz inequality. These operations lead to the bounds

δ1‖Ĥε‖2L2(�,IR12)
+ ε‖∂ Ĥε‖2L2(�,IR12)

≤ ‖Ĥε‖L2(�,IR12)‖�‖L2(�,IR12)

+ ε‖∂ Ĥε‖L2(�,IR12)‖∂�‖L2(�,IR12).

(4.14.8)

The arithmetic-geometric mean inequality in the form

ab ≤ 1

3
a2 + 3

4
b2,
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applied to terms on the right then yields

δ1‖Ĥε‖2L2(�,IR12)
+ ε

(
2

3
‖∂ Ĥε‖2L2(�,IR12)

− 1

2
‖�‖2

L2(�,IR12)

)

≤ ‖Ĥε‖L2(�,IR12)‖�‖L2(�,IR12) + ε

4
‖∂�‖2

L2(�,IR12)

≤ δ1

2
‖Ĥε‖2L2(�,IR12)

+ 1

2δ1
‖�‖2

L2(�,IR12)
+ ε

4
‖∂�‖2

L2(�,IR12)
,

which after rearrangement gives

δ1

2
‖Ĥε‖2L2(�,IR12)

≤ 1

2δ1
‖�‖2

L2(�,IR12)
+ ε

4
‖∂�‖2

L2(�,IR12)
. (4.14.9)

We conclude that Ĥε is bounded independently of ε when � ∈ H1
0 (�), and

consequently Ĥε has a weakly convergent subsequence (also denoted by Ĥε) so that

Ĥε ⇀ Ĥ , in L2(�, IR12).

We now pass to the limit as ε → 0 in (4.14.6) and for all V ∈ C∞
0 (�) obtain the

relation
(L∗V, Ĥ) = −(V,�),

which proves the existence of a weak solution Ĥ . Its uniqueness follows from the
coercivity assumption (4.14.4).

Let us summarize the result in the following theorem.

Theorem 4.14.2 Suppose the operator L defined by (4.14.1) satisfies the coercivity
condition

(L∗ Ĥ , Ĥ) ≥ δ1‖Ĥ‖2
L2(�,IR12)

for some δ1 > 0. Then the weak form of the linearized isometric embedding problem
(4.14.2) has a unique solution for all � ∈ H1

0 (�).

The next step is to apply Theorem 4.6.1 to the system (4.14.2), (4.14.6) and
(4.14.7). Assume first that the (undotted) embedding is perturbed in a small neigh-
bourhood of the point x = 0 chosen as the origin of a system of normal coordinates
where the Christoffel symbols �

q
i j vanish. When the small neigbourhood is taken

to be the box −L ≤ xi ≤ L , i = 1, 2, 3, the quantity Ȧ, defined by (4.13.8) and
(4.13.9) that satisfies the bounds (4.11.4) and (4.11.5), becomes negligible in the box
and do not enter into the coercivity computations. Accordingly, we have

Theorem 4.14.3 When the quadratic form

Ḣ T (−∂1A0 − ∂lAl + B) Ḣ (4.14.10)
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is positive-definite (or negative-definite) at x = 0 there exists a unique weak solution
to the linearized isometric embedding equations (4.14.2), (4.13.8), and (4.13.9).

The parameters entering into the 12 × 12 symmetric coefficient matrix

− ∂1A0 − ∂lAl + 1

2

(
BT + B

)
(4.14.11)

are Hμ
i j , ∂1A0, ∂1A1, ∂2A2, ∂3A3, Aν

μ2, Aν
μ3 all evaluated at x = 0. In conse-

quence, the classical chain rule may be applied to A0, A1, A2, A3 to show that
the parameters in the coefficient matrix reduce to Hμ

i j , ∂l Hμ
il , Aν

μ2, Aν
μ3 evaluated

at x = 0. We therefore conclude that

(i) The Gauss relations provide 12 independent Hμ
i j .

(ii) The differentiated Gauss relations provide 15 independent ∂l Hμ
i j . (See, for

example, Poole [Poo10].)
(iii) There are 6 independent Aν

μ2, Aν
μ3.

Hence there are 12+15+6 = 33 free parameters entering into the 12×12 matrix
(4.14.11) resulting in considerable simplification.

Acknowledgments I would like to thank my co-investigators on the research project on Higher
Dimensional Isometric Embedding: G.-Q. Chen (Oxford), J.Clelland (Colorado), D.Wang (Pitts-
burgh), and D.Yang (Poly-NYU) for their many comments and suggestions over several years. Our
project commenced in Palo Alto, California, at the American Institute for Mathematics (AIM).
Financial support from Estelle Basor and Brian Conrey via the AIM SQuaRE’s program has been
especially helpful. In addition, my research has been supported by the Simons Foundation Collab-
orative Research Grant 252531 and the Korean Mathematics Research Station at KAIST (Daejeon,
S.Korea). In fact, these notes were the basis for a lecture series at KAIST given at the kind invitation
of Professor Y.-J. Kim. Additional thanks are due to Keble College (Oxford) where I was a visitor
in April 2013 and had further opportunity to complete these notes.

Very special thanks are extended to Irene Spencer and Mary McAuley of the Department of
Mathematics and Statistics, University of Strathclyde (Glasgow) for the wonderful success in trans-
forming my moderately intelligible hand written draft into the present “tex” version.

Finally, Iwould like to expressmygratitude to the organizers of the ICMS (Edinburgh)Workshop
“Differential Geometry and ContinuumMechanics” . These are Jack Carr, G.-Q. Chen, M.Grinfeld,
R.J. Knops, and J. Reese. Indeed, it was Michael Grinfeld who kindly arranged for Irene and Mary
to type and organize these notes.

References

[Blu46] BlumR (1946) Ueber die Bedingungsgleichungen einer Riemann’schenMannigfaltig-
gkeit, die in einerEuklidischenMannigfaltigkeit enigebetter ist. (inGerman).BullMath
Soc Roum 47:144–201

[Blu47] Blum R (1947) Sur les tenseurs dérivés de Gauss et Codazzi. C R Acad Sci Paris
244:708–709

[Blu55] Blum R (1955) Subspaces of Riemannian spaces. Can J Math 7:445–452
[BGY83] Bryant RL, Griffiths PA, Yang D (1983) Characteristics and existence of isometric

embeddings. Duke Math J 50:893–994



120 M. Slemrod

[Fri56] Friedrichs KO (1956) Symmetric positive linear differential equations. Commun Pure
Appl Math 11:333–418

[Goe77] Goenner HF (1977) On the inderdependency of the Gauss-Codazzi-Ricci equations of
local isometric embedding. Gen Relativ Gravit 8:139–145

[GY88] Goodman J, Yang D (1988) Local solvability of nonlinear partial differential equations
of real principal type. Unpublished www.deaneyang.com/paper,goodman-yang.pdf

[HK12] Han Q, Khuri M (2012) The linearized system for isometric embeddings and its char-
acteristic variety. Adv Math 23:263–293

[HH06] Han Q, Hong J-X (2006) Isometric embedding of Riemannian manifolds in Euclidean
spaces. American Mathematical Society, Providence

[NM86] Nakamura G, Maeda Y (1986) Local isometric embedding problem of Riemannian
3-manifolds into IR6. Proc Jpn Acad Ser A Math Sci 62:257–259

[NM89] NakamuraG,MaedaY (1989) Local smooth isometric embeddings of low-dimensional
Riemannian manifolds into Euclidean spaces. Trans Am Math Soc 313:1–51

[Poo10] Poole TE (2010) The local isometric embedding problem for 3-dimensional Rie-
mannian manifolds with cleanly vanishing curvature. Commun Partial Differ Equ
35:1802–1826

[Nas56] Nash JF Jr (1956) The embedding problem for Riemannian manifolds. Ann Math
63:20–63

[Yau06] Yau S-T (2006) Perspectives on geometric analysis [arXiv:math/0602363, vol 2, 16
Feb. 2006]: also Proceedings of International Conference on Complex Geometry and
Related Fields, AMS/IP. Stud AdvMath., vol 39, pp 289–378. AmericanMathematical
Society, Providence (2007)

[Yos65] Yosida K (1965) Functional analysis. Springer, Berlin

www.deaneyang.com/paper, goodman-yang.pdf
http://arxiv.org/abs/math/0602363


Part III
Defects and Microstructure



Chapter 5
Continuum Mechanics of the Interaction
of Phase Boundaries and Dislocations
in Solids

Amit Acharya and Claude Fressengeas

Abstract The continuum mechanics of line defects representing singularities due
to terminating discontinuities of the elastic displacement and its gradient field is
developed. The development is intended for application to coupled phase transfor-
mation, grain boundary, and plasticity-related phenomena at the level of individual
line defects and domain walls. The continuously distributed defect approach is devel-
oped as a generalization of the discrete, isolated defect case. Constitutive guidance
for equilibrium response and dissipative driving forces respecting frame-indifference
and non-negativemechanical dissipation is derived.Adifferential geometric interpre-
tation of the defect kinematics is developed, and the relative simplicity of the actual
adopted kinematics is pointed out. The kinematic structure of the theory strongly
points to the incompatibility of dissipation with strict deformation compatibility.

5.1 Introduction

Whether due to material contrast or material instability, there are many situations
in solid mechanics that necessitate the consideration of 2-d surfaces across which
a distortion measure is discontinuous. By a distortion we refer to measures akin to
a deformation ‘gradient’ except, in many circumstances, such a measure is not the
gradient of a vector field; we refer to a 2-d surface of discontinuity of a distortion
measure as a phase boundary (which, of course, includes a grain boundary as a
special case). The more familiar situation in conventional theory (i.e. nonlinear
elasticity, rate-independent macroscopic plasticity) is when the distortion field cor-
responds to the gradient of a continuous displacement field, but one could, and here
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we will, consider the presence of dislocations, or a discontinuity in the elastic dis-
placement field, as well when necessary. We are particularly interested in situations
where the phase boundary discontinuity actually terminates along a curve on the
surface or, more generally, shows in-plane gradients along the surface. We con-
sider such terminating curves as phase boundary tips and the more general case as a
continuously distributed density of tips and their coupling to dislocations. We refer
to the phase boundary tip curves as generalized disclinations (or g.disclinations; a
(classical) disclination in solids corresponds to the tip constituting the termination
of a pure rotation discontinuity). Concrete physical situations where the kinematic
construct we have just outlined occur are commonplace. In connection to fundamen-
tal, (un)loaded, microstructure of materials, such terminating boundaries (or domain
walls) occur as grain boundaries and triple junction lines in polycrystalline met-
als [DW72, BZB+12, LXBC10, HLL+12] or layered polymeric materials [LB06,
RFL+12]. As agents of failure, some examples are weak interfaces between matrix
and fiber in fiber-reinforced polymer composites, or two such phase boundaries
spaced closely apart enclosing a matrix weak zone in such materials, e.g. crazed
inclusions and shear bands. Of course, deformation bands (especially shear bands)
are just as commonplace in the path to failure inmetallicmaterials and granularmate-
rials. More mundane situations arise in understanding stress singularities at sharp
corners of inclusions in a matrix of dissimilar material in a linear elastic context.

The conditions for the emergence of phase boundaries/localized deformation
bands are by now well-understood, whether in the theory of inelastic deformation
localization, e.g. [HH75, Ric76, PAN82] or solid-solid phase transformations, e.g.
[KS78, Jam81, AK06]. On the other hand, there does not exist a theory today to rep-
resent the kinematics and dynamics of the terminating lines of such phase boundaries
and the propagation of these boundary-tips. This can be of primary importance in
understanding progressive damage, e.g. onset of debonding at fiber-matrix interfaces,
extension of shear bands or crazes, or the stress concentrations produced at five-fold
twin junctions, or grain boundary triple lines. It is the goal of this paper to work out
the general continuum mechanics of coupled phase boundary and slip (i.e. regular-
ized displacement-gradient and displacement discontinuities), taking into account
their line defects which are g.disclinations and dislocations. The developed model
is expected to be of both theoretical and practical use in the study of the coupling of
the structure and motion of phase boundaries coupled to dislocation and kink-like
defects e.g. [HP11, WSL+13, SKS+10].

A corresponding ‘small deformation’ theory has beenworked out in [AF12]. Itwas
not clear to us then whether one requires a theory with couple stress or not and both
thermodynamically admissible possibilities were outlined there.We now believe that
dealing with g.disclinations requires mechanics mediated by torque balance1 and,
therefore, in this paper, we only consider models where couple stresses also appear.
A dissipative extension of disclination-dislocation theory due to deWit [deW70]
has been developed in [FTC11, UCTF11, UCTF13] as well as the first numerical

1However, a dislocation-only defect model does not require any consideration of torque balance or
couple stresses, as shown in [Ach11, AF12] and in Sect, 5.5.3.
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implementations for the theory with application to understanding grain-boundary
mechanics [TCF+13b, TCF13a]. While we focus on continuously distributed defect
densities, it is to be understood that we include in our setting the modeling of indi-
vidual defect lines as non-singular localizations of these density fields along space
curves.

The concept of classical disclinations and dislocations arose in the work of Wein-
garten and Volterra (cf. [Nab87]) from the specific question of characterizing the dis-
placement and rotation jumps across a surface of a multiply connected region with a
hole, when the displacement field is required to be consistent with a prescribed twice
differentiable strain (metric) field; a well-developed static theory exists [RK09] as
well as a very sophisticated topological theory, full of subtle but difficult insights,
due to Klemán and Friedel [KF08]. While self-contained in itself, this question does
not suffice for our purposes in understanding phase boundaries, since these can,
and often necessarily, involve jumps in the strain field. Nevertheless, the differential
geometry of coupled dislocations and so-called disclinations have been the subject of
extensive enquiry, e.g. [Kon55, Bil60, KL92, CMB06], and therefore we show how
our g.disclinations can be placed in a similar differential geometric context, while
pointing out the main differences from the standard treatment. The differences arise
primarily from a desire to achieve relative simplicity by capitalizing on the available
Euclidean structure of the ambient space in which we do our mechanics directed
towards applications.

The remainder of the paper is organized as follows. In Sect. 5.2 we provide a list
of notation. In Sect. 5.3 we develop a fundamental kinematic decomposition relevant
for ourwork. In Sect. 5.4we develop the governingmechanical equations. In Sect. 5.5
we examine consequences of material frame-indifference (used synonymously with
invariance under superposed rigid body motions) and a dissipation inequality for the
theory, ingredients of which provide a critical check on the finite deformation kine-
matics of the proposed evolution equations for defect densities. Section5.6 describes
a small deformation version of the model. In Sect. 5.7 we provide a differential geo-
metric interpretation of our work. Some concluding observations are recorded in
Sect. 5.8.

Finally, in order to provide some physical intuition for the new kinematic objects
we have introduced before launching into their continuum mechanics, we demon-
strate (Fig. 5.1) a possible path to the nucleation of an edge dislocation in a lattice
via the formation of a g.disclination dipole. It is then not surprising that point-wise
loss of ellipticity criteria applied to continuum response generated from interatomic
potentials can bear some connection to predicting the onset of dislocation nucleation
[LVVZ+02, ZLJVV+04].

5.2 Notation

A superposed dot on a symbol represents a material time derivative. The statement
a := b indicates that a is defined to be equal to b. The summation convention is
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(a) (b) (c)

Fig. 5.1 Path to an idealized edge dislocation nucleation (c) involving a deformation discontinuity,
achieved through the formation of a g.disclination dipole (b) in a continuous deformation with
two surfaces of strain discontinuity of an unstretched atomic configuration (a). Here, a continuous
deformation (b) of the original configuration (a) refers to the preservation of all nearest neighbors
signified by bond connections; a discontinuous deformation (c) refers to a change in topology of
bond connections

implied unless otherwise mentioned.We denote by Ab the action of the second-order
(third-order, fourth-order) tensor A on the vector (second-order tensor, second-order
tensor) b, producing a vector (vector, second-order tensor). A · represents the inner
product of two vectors, a : represents the trace inner product of two second-order
tensors (in rectangular Cartesian components, A : D = Aij Dij) and matrices and
the contraction of the last two indices of a third-order tensor with a second order
tensor. The symbol AD represents tensor multiplication of the second-order tensors
A and D. The notation (·)sym and (·)skw represent the symmetric and skew symmetric
parts, respectively, of the second order tensor (·). We primarily think of a third-order
tensor as a linear transformation on vectors to the space of second-order tensors. A
transpose of a third-order tensor is thought of as a linear transformation on the space
of second order tensors delivering a vector and defined by the following rule: for a
third-order tensor B (

BT D
)

· c = (Bc) : D,

for all second-order tensors D and vectors c.
The symbol div represents the divergence, grad the gradient, and div grad the

Laplacian on the current configuration. The same words beginning with a Latin
uppercase letter represent the identical derivative operators on a reference configura-
tion. The curl operation and the cross product of a second-order tensor and a vector
are defined in analogy with the vectorial case and the divergence of a second-order
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tensor: for a second-order tensor A, a third-order tensor B, a vector v, and spatially
constant vector fields b, c, and a spatially uniform second-order tensor field D,

c · (A × v) b =
[(

AT c
)

× v
]

· b, ∀b, c,

D : (B × v) b =
[(

BT D
)

× v
]

· b, ∀D, b,

(divA) · c = div
(

AT c
)

, ∀c,

(divB) : D = div
(

BT D
)

, ∀D,

c · (curlA) b =
[
curl

(
AT c

)]
· b, ∀b, c,

D : (curlB) b =
[
curl

(
BT D

)]
· b, ∀b, D.

In rectangular Cartesian components,

(A × v)im = emjk Aijvk,

(B × v)irm = emjk Birjvk,

(divA)i = Aij, j ,

(divB)ij = Bijk,k,

(curlA)im = emjk Aik, j ,

(curlB)irm = emjk Birk, j ,

where emjk is a component of the third-order alternating tensor X. Also, the vector
XAD is defined as

(XAD)i = eijk A jr Drk.

The spatial derivative for the component representation is with respect to rectangular
Cartesian coordinates on the current configuration of the body. Rectangular Cartesian
coordinates on the reference configurationwill be denotedbyuppercaseLatin indices.
For manipulations with components, we shall always use such rectangular Cartesian
coordinates, unless mentioned otherwise. Positions of particles are measured from
the origin of this arbitrarily fixed Cartesian coordinate system.

For a second-order tensor W , a third-order tensor S and an orthonormal basis
{ei , i = 1, 2, 3} we often use the notation

(
WS2T

)
= WlpSrpker ⊗ el ⊗ ek ;

(
WS2T

)

rlk
:= WlpSrpk .

The following list describes some of the mathematical symbols we use in this
paper.
x: current position
Fe: elastic distortion tensor (2nd-order)
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W = (Fe)−1: inverse of elastic 1-distortion tensor (2nd-order)
S: eigenwall tensor (3rd-order)
Y: inverse-elastic 2-distortion tensor (3rd-order)
α: dislocation density tensor (2nd-order)
Π: g.disclination density tensor (3rd-order)
v: material velocity
L: velocity gradient
D = Lsym: rate of deformation tensor
Ω = Lskw: spin tensor
ω = − 1

2X : Ω = 1
2 curl v: half of the vorticity vector

M = grad ω: vorticity gradient tensor
J = grad W: gradient of i-elastic distortion
VΠ : g.disclination velocity
Vα: dislocation velocity
V S : eigenwall velocity
T: Cauchy stress tensor
Λ: couple stress tensor
K: external body moment per unit mass
b: external body force per unit mass
ρ: mass density
ψ: free energy per unit mass

5.3 Motivation for a Fundamental Kinematic Decomposition

With reference to Fig. 5.2a representing a cross-section of a body, suppose we are
given a tensor field ϕ (0th-order and up) that can be measured unambiguously,
or computed from measurements without further information, at most points of a
domain B. Assume that the fieldϕ is smooth everywhere except having a terminated
discontinuity of constant magnitude across the surface S. Denote the terminating
curve of the discontinuity on the surface S as C. We think of the subsetP of S across
which a non-zero jump exists as a wall of the field ϕ and the curve C as a line defect
of the field ϕ. Physical examples of walls are domain walls, grain boundaries, phase
boundaries, slip boundaries and stacking faults (surfaces of displacement discontinu-
ity); those of defect lines are vortices, disclinations, g.disclinations, and dislocations.
Let ν be a unit normal field on S, with arbitrarily chosen orientation. Let B+ be the
subset of B into which ν points; similarly, let B− be the subset of B into which −ν
points. Let x be a point on P . Let x+ ∈ B+ and x− ∈ B− be points arbitrarily close
to x but not x, and let ϕ(x+) = ϕ+ and ϕ(x−) = ϕ−. Join x+ to x− by any contour
Cx−

x+ encircling C. Then
∫

Cx−
x+

grad ϕ · dx = ϕ− − ϕ+ =: −�ϕ�. (5.1)



5 Continuum Mechanics of the Interaction of Phase Boundaries … 129

(a) (b)

Fig. 5.2 Classical terminating discontinuity and its physical regularization

Note that by hypothesis �ϕ� is constant onP so that regardless of how close x is to C,
and how small the non-zero radius of a circular contour Cx−

x+ is, the contour integral
takes the same value. This implies that |grad ϕ(y)| → ∞ as y → C with y ∈ B\C .2

Our goal now is to define a field A that is a physically regularized analog of grad ϕ;
we require A to not have a singularity but possess the essential topological property
(5.1) if grad ϕ were to be replaced there with A. For instance, this would be the task
at hand if, as will be the case here, A is an ingredient of a theory and initial data for
the field needs to be prescribed based on available observations on the field ϕ, the
latter as described above.

It is a physically natural idea to regularize the discontinuity on P by a field on
B that has support only on a thin layer around P . We define such a field as follows
(Fig. 5.2b). For simplicity, assume all fields to be uniform in the x3-direction. Let the
layer L be the set of points

L = {y ∈ B : y = x + h ν(x),−l/2 ≤ h ≤ l/2, x ∈ P} .

Let the x1 coordinate of C be x0. Define the strip field3

WV(x) =
{

f (x1)
{ϕ−(x1)−ϕ+(x1)}

l ⊗ ν(x1), if x ∈ L
0, if x ∈ B\L

2As an aside, this observation also shows why the typical assumptions made in deriving transport
relations for various types of control volumes containing a shock surface do not hold when the
discontinuity in question is of the ‘terminating jump’ type being considered here.
3WV is to be interpreted as the name for a single field.
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where ν(x1) = e2 here, and

f (x1) =
{

x1−x0

r , if x0 < x1 ≤ x0 + r

1, if x0 + r ≤ x1.

In the above, the layer width l and the defect-core width r are considered as given
physical parameters. We now define A as

A := grad B + WV in B, (5.2)

where B is at least a continuous and piecewise-smooth potential field in B, to be
determined from further constraints within a theoretical structure as, for example,
we shall propose in this paper.

Let n be the order of the tensor field ϕ. A small calculation shows that the only
non-vanishing component(s) of curl WV is4

(curl W V )i1···in3 = e312
∂ f

∂x1

[−�ϕ�i1···in

l

]

= W Vi1···in2,1

and this is non-zero only in the core cylinder defined by

Cr =
{

x : x0 ≤ x1 ≤ x0 + r,−l/2 ≤ x2 ≤ l/2
}

.

Moreover, since ∂ f
∂x1

= 1
r in Cr and zero otherwise, we have

∫

C
A · dx =

∫

A
curl WV · e3 da = − �ϕ�

(l · r)
(l · r) = −�ϕ�,

for any closed curve C encircling Cr and A is any surface patch with boundary
curve C .

Without commitment to a particular theory with constitutive assumptions, it is
difficult to characterize further specific properties of the definition (5.2). However,
it is important to avail of the following general intuition regarding it. Line defects
are observed in the absence of applied loads. Typically, we are thinking of grad ϕ as
an elastic distortion measure that generates elastic energy, stresses, couple-stresses
etc. Due to the fact that in the presence of line defects as described, grad ϕ has
non-vanishing content away from P in the absence of loads, if A is to serve as
an analogous non-singular measure, it must have a similar property of producing
residual elastic distortion for any choice of a grad B field for a given WV field that
contains a line defect (i.e. a non-empty subset Cr ). These possibilities can arise, for

4Here it is understood that if n = 0 then the symbol i1 · · · in correspond to the absence of any indices
and the curl of the higher-order tensor field is understood as the natural analog of the second-order
case defined in Sect. 5.2.
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instance, from a hypothesis on minimizing energy or balancing forces or moments.
That such a property is in-built into the definition (5.2) can be simply understood by
realizing that WV is not a gradient and therefore cannot be entirely annihilated by
grad B. To characterize this a bit further, one could invoke a Stokes-Helmholtz type
decomposition of the (localized-in-layer) WV field to obtain

WV = grad Z + P on B

div grad Z = div WV on B

grad Zn = WVn on ∂B

curl P = curl WV on B (5.3)

div P = 0 on B

Pn = 0 on ∂B,

noting the interesting fact that grad Z = −P in B\L because of the localized nature
ofWV . Thus, grad B can at most negate the grad Z part ofWV andwhat remains is at
least a non-localized field P representing some, or in some specific cases (e.g. screw
dislocation in isotropic linear elasticity or Neo-Hookean elasticity, [Ach01]) all, of
the off-Cr content of the original grad ϕ field. Of course, it must be understood that
the primary advantage, within our interpretation, of utilizing A in place of grad ϕ is
that the former is non-singular, but with the desired properties.5

It should be clear now that a fieldwithmany defect lines can aswell be represented
by a construct like (5.2) through superposition of their ‘corresponding WV fields’,
including dipolar defect-line structures where the layerL has two-sided terminations
within the body, without running all the way to the boundary.

As a common example we may think of classical small deformation plasticity
where the plastic distortion field U p may be interpreted as −WV , the displacement
field u as the potential B and A as the elastic distortion Ue. In classical plasticity
theory, the decomposition Ue = grad u − U p is introduced as a hypothesis based
on phenomenology related to 1-d stress strain curves and the notion of permanent
deformation produced in such a set-up. Our analysis may be construed as a funda-
mental kinematical and microstructural justification of such a hypothesis, whether
in the presence of a single or many, many dislocations. At finite deformations, there
is a similar decomposition for the i-elastic 1 distortion Fe−1 = W = χ + grad f
[Ach04, Ach11], where the spatial derivative is on the current configuration and we
identify A with W , Z + B with f , and P with χ.

5 It is to be noted that the decomposition (5.3) is merely a means to understand the definitions (5.2),
(5.4), the latter being fundamental to the theory.
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Based on the above motivation, for the theory that follows, we shall apply the
definition (5.2) to the i-elastic 2-distortion Y to write

Y = grad W + S, (5.4)

where W is the i-elastic 1-distortion and we refer to S (3rd-order tensor) as the
eigenwall field.

What we have achieved above is a generalization of the eigenstrain concept of
Kröner,Mura, and deWit.With the gained understanding, it becomes the naturalmod-
eling tool for dealing with the dynamics of discontinuities and line-singularities of
first and higher-order deformation gradients with smooth (everywhere) fields within
material and geometrically linear and nonlinear theories. The main utility of WV
fields, as will be evident later, is in providing a tool for stating kinematically nat-
ural evolution equations for defect densities; while they also provide regularization of
nasty singularities, such a smoothing effect can, at least in principle, also be obtained
by demanding that the jump �ϕ� rise to a constant value from 0 over a short distance
in P , without introducing any new fields.

5.4 Mechanical Structure and Dissipation

5.4.1 Physical Notions

This subsection has been excerpted from [AZ14] for the sake of completeness.
The physical model we have in mind for the evolution of the body is as follows.

The body consists of a fixed set of atoms. At any given time each atom occupies
a well defined region of space and the collection of these regions (at that time) is
well-approximated by a connected region of space called a configuration.We assume
that any two of these configurations can necessarily be connected to each other by
a continuous mapping. The temporal sequence of configurations occupied by the
set of atoms are further considered as parametrized by increasing time to yield a
motion of the body. A fundamental assumption in what follows is that the mass and
momentum of the set of atoms constituting the body are transported in space by this
continuous motion. For simplicity, we think of each spatial point of the configuration
corresponding to the body in the as-received state for any particular analysis as a set
of ‘material particles,’ a particle generically denoted by X.

Another fundamental assumption related to the motion of the atomic substructure
is as follows. Take a spatial point x of a configuration at a given time t . Take a
collection of atoms around that point in a spatial volume of fixed extent, the latter
independent of x and with size related to the spatial scale of resolution of the model
we have in mind. Denote this region asDc(x, t); this represents the ‘box’ around the
base point x at time t . We now think of relaxing the set of atoms in Dc(x, t) from
the constraints placed on it by the rest of the atoms of the whole body, the latter
possibly externally loaded. This may be achieved, in principle at least, by removing
the rest of the atoms of the body or, in other words, by ignoring the forces exerted by
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them on the collection within Dc(x, t). This (thought) procedure generates a unique
placement of the atoms inDc(x, t) denoted byAx with no forces in each of the atomic
bonds in the collection.

We now imagine immersing Ax in a larger collection of atoms (without superim-
posing any rigid body rotation), ensuring that the entire collection is in a zero-energy
ground state (this may require the larger collection to be ‘large enough’ but not
space-filling, as in the case of amorphous materials (cf. [KS79]). Let us assume that
as x varies over the entire body, these larger collections, one for each x, can be made
to contain identical numbers of atoms. Within the larger collection corresponding
to the point x, let the region of space occupied by Ax be approximated by a con-
nected domain Dpre

r (x, t), containing the same number of atoms as in Dc(x, t). The
spatial configuration Dpre

r (x, t) may correctly be thought of as stress-free. Clearly, a
deformation can be defined mapping the set of pointsDc(x, t) toDpre

r (x, t). We now
assume that this deformation is well approximated by a homogeneous deformation.

Next, we assume that the set of these larger collections of relaxed atoms, one
collection corresponding to each x of the body, differ from each other only in ori-
entation, if distinguishable at all. We choose one such larger collection arbitrarily,
say C, and impose the required rigid body rotation to each of the other collections
to orient them identically to C. Let the obtained configuration after the rigid rotation
of Dpre

r (x, t) be denoted by Dr (x, t).
We denote the gradient of the homogeneous deformation mapping Dc(x, t) to

Dr (x, t) by W(x, t), the i-elastic 1-distortion at x at time t .
What we have described above is an embellished version of the standard fashion

of thinking about the problem of defining elastic distortion in the classical theory of
finite elastoplasticity [Lee69], with an emphasis on making a connection between
the continuum mechanical ideas and discrete atomistic ideas as well as emphasizing
that no ambiguities related to spatially inhomogeneous rotations need be involved
in defining the field W .6 However, our physical construct requires no choice of
a reference configuration or a ‘multiplicative decomposition’ of it into elastic and
plastic parts to be invoked [Ach04]. In fact, there is no notion of a plastic deformation
F p invoked in our model. Instead, as we show in Sect. 5.4.4 (5.14), an additive
decomposition of the velocity gradient into elastic and plastic parts emerges naturally
in this model from the kinematics of dislocation motion representing conservation
of Burgers vector content in the body.

Clearly, the field W need not be a gradient of a vector field at any time. Thinking
of this ielastic 1-distortion field W on the current configuration at any given time as
the ϕ field of Sect. 5.3, the i-elastic 2-distortion field Y is then defined as described
therein.

It is important to note that if a material particle X is tracked by an individual tra-
jectory x(t) in the motion (with x(0) = X), the family of neighborhoods Dc(x(t), t)
parametrized by t in general can contain vastly different sets of atoms compared to
the set contained initially inDc(x(0), 0). The intuitive idea is that the connectivity, or

6Note that the choice of C affects the W field at most by a superposed spatio-temporally uniform
rotation field.
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nearest neighbor identities, of the atoms that persist inDc(x(t), t) over time remains
fixed only in purely elastic motions of the body.

5.4.2 The Standard Continuum Balance Laws

For any fixed set of material particles occupying the volume B(t) at time t with
boundary ∂B(t) having outward unit normal field n

˙∫

B(t)
ρ dv = 0,

˙∫

B(t)
ρv dv =

∫

∂B(t)
Tn da +

∫

B(t)
ρb dv,

˙∫

B(t)
ρ (x × v) dv =

∫

∂B(t)
(x × T + Λ) n da +

∫

B(t)
ρ (x × b + K) dv,

represent the statements of balance of mass, linear and angular momentum, respec-
tively. We re-emphasize that it is an assumption that the actual mass and momentum
transport of the underlying atomic motion can be adequately represented through the
material velocity and density fields governed by the above statements (with some
liberty in choosing the stress and couple-stress tensors). For instance, in the case of
modeling fracture, some of these assumptions may well require revision.

Using Reynolds’ transport theorem, the corresponding local forms for these equa-
tions are:

ρ̇ + ρ div v = 0

ρv̇ = divT + ρb

0 = divΛ − X : T + ρK.

(5.5)

Following [MT62], the external power supplied to the body at any given time is
expressed as:

P(t) =
∫

B(t)
ρb · v dv +

∫

∂B(t)
(Tn) · v da +

∫

∂B(t)
(Λn) · ω da +

∫

B(t)
ρK · ω dv

=
∫

B(t)
(ρv · v̇) dv +

∫

B(t)
(T : D + Λ : M) dv,

where Balance of linear momentum and angular momentum have been used. On
defining the kinetic energy and the free energy of the body as

K =
∫

B(t)

1

2
(ρv · v) dv,

F =
∫

B(t)
ρψ dv,
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respectively, and using Reynolds’ transport theorem, we obtain the mechanical dis-
sipation

D := P − ˙K + F =
∫

B(t)

(
T : D + Λ : M − ρψ̇

)
dv. (5.6)

The first equality above shows the distribution of applied mechanical power into
kinetic, stored and dissipated parts. The second equality, as we show subsequently,
is used to provide guidance on constitutive structure.

5.4.3 G.disclination Density and Eigenwall Evolution

The natural measure of g.disclination density is

curl (Y − grad W) = curl S = Π.

It characterizes the closure failure of integrating Y on closed contours in the body:

∫

a
Πnda =

∫

c
Y dx,

where a is any area patch with closed boundary contour c in the body. Physically, it
is to be interpreted as a density of lines (threading areas) in the current configuration,
carrying a tensorial attribute that reflects a jump in W . As such, it is reasonable
to postulate, before commitment to constitutive equations, a tautological evolution
statement of balance for it in the form of “rate of change = what comes in − what
goes out+what is generated.” Since we are interested in nonlinear theory consistent
with frame-indifference and non-negative dissipation, it is more convenient to work
with the measure

�Π := curl
(

WS2T
)

(5.7)
(

WS2T
)

rlk
:= WlpSrpk

�Πrli = eijk
[
WlpSrpk

]
, j = eijk

[
Wlp

(
Yrpk − Wrp,k

)]
, j ,

(cf. [AD12]), and follow the arguments in [Ach11] to consider a conservation state-
ment for a density of lines of the form

˙∫

a(t)

�Πn da = −
∫

c(t)
Π × VΠ dx. (5.8)

Here, a(t) is the area-patch occupied by an arbitrarily fixed set of material particles at
time t and c(t) is its closed bounding curve and the statement is required to hold for
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all such patches. VΠ is the g.disclination velocity field, physically to be understood
as responsible for transporting the g.disclination line density field in the body.

Arbitrarily fix an instant of time, say s, in the motion of a body and let Fs denote
the time-dependent deformation gradient field corresponding to this motion with
respect to the configuration at the time s. Denote positions on the configuration at
time s as xs and the image of the area patch a(t) as a(s). We similarly associate the
closed curves c(t) and c(s). Then, using the definition (5.7), (5.8) can be written as

˙∫

a(t)

�Πn da +
∫

c(t)
Π × VΠ dx =

˙∫

c(t)
WS2T dx +

∫

c(t)
Π × VΠ dx

=
∫

c(s)

[ ˙
WS2T Fs + (

Π × VΠ
)

Fs

]

dxs

=
∫

c(t)

[ ˙
WS2T FsF−1

s + Π × VΠ

]

dx = 0

which implies
˙

WS2T FsF−1
s = −Π × VΠ + grad Σ,

where Σ is an arbitrary second-order tensor field with physical dimensions of strain
rate (i.e. 1/Time) that wewill subsequently specify to represent grain/phase boundary
motion transverse to itself. Finally, choosing s = t , we arrive at the following local
evolution equation for S:

�
S:= ẆS2T + W ˙S2T + WS2T L = −Π × VΠ + grad Σ .

The local form of (5.8) is7

◦
�Π:= (div v) �Π + ˙�Π − �ΠLT = −curl

(
Π × VΠ

)
. (5.9)

7An important feature of conservation statements for signed ‘topological charge’ as here is that even
without explicit source terms nucleation (of loops) is allowed. This fact, along with the coupling of
Π to the material velocity field through the convected derivative provides an avenue for predicting
homogeneous nucleation of line defects. In the dislocation-only theory, some success has been
achieved with this idea in ongoing work.



5 Continuum Mechanics of the Interaction of Phase Boundaries … 137

Fig. 5.3 Transport due to g.disclination and eigenwall velocities

Finally, we choose Σ to be

Σ := WS2T V S ; Σij = Wjr Sirk V S
k ,

where V S is the eigenwall velocity field that is physically to be interpreted as trans-
porting the eigenwall field S transverse to itself. This may be heuristically justified as
follows: the eigenwall field represents a gradient of i-elastic distortion in a direction
normal to the phase boundary (i.e. in the notation of Sect. 5.3, normal to P). If the
band now moves with a velocity V S relative to the material, at a material point past
which the boundary moves there is change of i-elastic distortion per unit time given
by Σ . The geometrically complete local evolution equation for S is given by

�
S = −Π × VΠ + grad

(
WS2T V S

)
. (5.10)

Thus, for phase boundaries, VΠ transports in-plane gradients of S including the
tips of such bands, whereas V S transports the phase boundary transverse to itself
(Fig. 5.3).

5.4.4 Dislocation Density and I-Elastic 1-Distortion Evolution

Following tradition [deW73], we define the dislocation density α as

α := Y : X = (S + grad W) : X (5.11)

and note that when S ≡ 0, α = −curl W since for any smooth tensor field A,
curl A = −grad A : X. The definition (5.11) is motivated by the displacement jump
formula (5.18) corresponding to a single, isolated defect line terminating an i-elastic
distortion jump in the body. In this situation, the displacement jump for an isolated
defect line, measured by integrating α on an area patch threaded by the defect line,
is no longer a topological object independent of the area patch.

The evolution of the S : X component ofα is already specified from the evolution
(5.10) for S. Thus, what remains to be specified for the evolution of the dislocation
density field is the evolution of

α̃ := −curl W = (Y − S) : X,
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that is again an areal density of lines carrying a vectorial attribute.
When S = 0, then α̃ = α, and the physical arguments of finite-deformation

dislocation mechanics [Ach11] yield

˙∫

a(t)
α̃ n da = −

∫

c(t)
α̃ × Vα dx

with corresponding local form

Ẇ + WL = α̃ × Vα,

(up to assuming an additive gradient of a vector field to vanish). Here, Vα denotes
the dislocation velocity field, to be interpreted physically as the field responsible for
transporting the dislocation density field in the body.

Using identical logic, we assume as the statement of evolution of W the equation

Ẇ + WL = α × Vα, (5.12)

with a natural adjustment to reflect the change in the definition of the dislocation
density field. This statement also corresponds to the following local statement for
the evolution of α̃:

◦
α̃:= (div v) α̃ + ˙̃α − α̃LT = −curl

(
α × Vα

)
. (5.13)

It is to be noted that in this generalization of the dislocation-only case, the disloca-
tion density is no longer necessarily divergence-free (see (5.11)) which is physically
interpreted as the fact that dislocation lines may terminate at eigenwalls or phase
boundaries.

We note here that (5.12) can be rewritten in the form

L = Ḟ
e
Fe−1 + (

Feα
) × Vα, (5.14)

whereFe := W−1. Tomake contact with classical finite deformation elastoplasticity,
this may be interpreted as a fundamental additive decomposition of the velocity

gradient into elastic
(

Ḟ
e
Fe−1

)
and plastic ((Feα) × Vα) parts. The latter is defined

by the rate of deformation produced by the flow of dislocation lines in the current
configuration, without any reference to the notion of a total plastic deformation from
some pre-assigned reference configuration. We also note the natural emergence of
plastic spin (i.e. a non-symmetric plastic part of L), even in the absence of any
assumptions of crystal structure but arising purely from the kinematics of dislocation
motion (when a dislocation is interpreted as an elastic incompatibility).
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5.4.5 Summary of Proposed Mechanical Structure
of the Theory

To summarize, the governing equations of the proposed model are

ρ̇ = −ρ div v

ρv̇ = divT + ρb

0 = divΛ − X : T + ρK (5.15)

Ẇ = −WL + α × Vα

Ṡ = W−1
{
−ẆS2T − WS2T L − Π × VΠ + grad

(
WS2T V S

)}2T

0 = −α + S : X − curl W.

The fundamental dependent fields governed by these equations are the current posi-
tion field x, the i-elastic 1-distortion field W , and the eigenwall field S.

The relevance of the eigenwall velocity field V S would seem to be greatest in the
completely compatible case when there are no deformation line defects allowed (i.e.
α = 0, Π = 0). For reasons mentioned in Sect. 5.4.6, including eigenwall evolution
seems to be at odds with strict compatibility. Additionally, modeling wall defects
by dipolar arrays of disclinations [TCF13a] appears to be a successful, fundamental
way of dealing with grain boundary motion. However, it also seems natural to con-
sider many phase boundaries as containing no g.disclinations whatsoever, e.g. the
representation of a straight phase boundary of constant strength that runs across the
bodywithout a termination (this may be physically interpreted as a consistent coarser
length-scale view of a phase-boundary described by separated g.disclination-dipole
units). To represent phase boundary motion in this situation of no disclinations, a
construct like V S is necessary, and we therefore include it for mathematical com-
pleteness.

The model requires constitutive specification for

• the stress T,
• the couple-stress Λ,
• the g.disclination velocity VΠ ,
• the dislocation velocity Vα, and
• the eigenwall velocity V S (when not constrained to vanish).

As a rough check on the validitiy of the mechanical structure, we would like to
accommodate analogs of the following limiting model scenarios within our general
theory. The first corresponds to the calculation of static stresses of disclinations in
linear elasticity [deW73], assuming no dislocations are present. That is, one thinks
of a terminating surface of discontinuity in the elastic rotation field, across which
the elastic displacements are continuous (except at the singular tip of the terminating
surface). The analog of this question in our setting would be to set α = 0 in (5.11)
and consider S : X as a given source for W , i.e.

α̃ = −curl W = −S : X,
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where W is assumed to be the only argument of the stress tensor. Thus, the S field
directly affects the elastic distortion that feeds into the stress tensor. Of course, this
constrained situation, i.e.α = 0, may only be realized if the field S : X is divergence-
free on B. Thus, with (5.11) as a field equation along with constitutive equations for
the stress and couple stress tensor and the static versions of balance of linear and
angular momentum, this problem becomes accessible within our model.

As a second validating feature of the presented model, we mention the work of
[TCF13a] on the prediction of shear coupled grain boundary migration within what
may be interpreted as a small-deformation, disclination-dislocation-only version of
the above theory. There, the grain boundaries are modeled by an array of (stress-
inducing) disclination dipoles and it is shown how the kinematic structure of the
above type of system along with the presence of stresses and couple stresses allows
grain boundary motion with concomitant shear-producing dislocation glide to be
predicted in accord with experiments and atomistic simulations.

Finally, one would of course like to recover some regularized version of classi-
cal, compatible phase transformation theory [BJ87], i.e. classical nonlinear elastic-
ity with a non-convex energy function and with continuous displacements, in the
absence of dislocations, g.disclinations and the eigenwall field in our model, i.e.
(α = 0, S = Π = 0). The model reduces to a strain gradient regularization [Sle83,
AK91, BK84, SLSB99] of classical nonlinear elasticity resulting from the pres-
ence of couple stresses and the dependence of the energy function on the second
deformation gradient.

5.4.6 The Possibility of Additional Kinetics
in the Completely Compatible Case

The question of admitting additional kinetics of phase boundary motion in the
completely compatible case (i.e. no dislocations and g.disclinations) is an interesting
one, raised in the works of Abeyaratne and Knowles [AK90, AK91]. In the spatially
1-d scenario considered in [AK91], it is shown that admitting higher gradient effects
does provide additional conditions over classical elasticity for well-defined propa-
gation of phase boundaries, albeit with no dissipation, while the results of [Sle83]
show that a viscosity effect alone is too restrictive and does not allow propagation.
The work of [AK91], that extends to 3-d [AK06], does not rule out, and in fact
emphasizes, more general kinetic relations for phase boundary propagation aris-
ing from dissipative effects, demonstrating the fact through a combined viscosity-
capillarity regularization of nonlinear elasticity.

Within our model, the analogous situation is to consider the g.disclination density
and the dislocation density constrained to vanish (Π = 0 and α = 0). A dissipative
mechanism related to phase boundary motion may now be introduced by admitting
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a generally non-vanishing V S field. For the present purpose, it suffices then to focus
on the following three kinematic equations:

Ṡ = W−1
{
−ẆS2T − WS2T L + grad

(
WS2T V S

)}2T

Ẇ = −WL + α × Vα (5.16)

0 = −α + S : X − curl W.

We first note from (5.162) that if α = 0 then a solution for W with initial condition I
would be F−1, where F is the deformation gradient with respect to the fixed stress-
free reference configuration. Then from (5.163), it can be seen that this ansatz requires
the eigenwall field to be symmetric in the last two indices. In its full-blown geometric
nonlinearity, it is difficult to infer from (5.161) that if Swere to have initial conditions
with the required symmetry, that such symmetry would persist on evolution.

An even more serious constraint within our setting making additional kinetics
in the completely compatible case dubious is the further implication that if Π =
curl S = 0 and S : X = 0 on a simply connected domain, then it is necessarily true
that S can be expressed as the second gradient of a vector field say a, i.e.

Sijk = ai,jk. (5.17)

This implies that (5.161) is in general a highly overdetermined system of 27 equations
in 3 unknown fields, for which solutions can exist, if at all, for very special choices
of the eigenwall velocity field V S . Even in the simplest of circumstances, consider
(5.161) under the geometrically linear assumption (i.e. all nonlinearities arising from
an objective rate are ignored and we do not distinguish between a material and a
spatial time derivative)

Ṡ = grad
(

SV S
)

=⇒ ȧi, j = ai,jk

(
V S

)

k

(upto a spatially uniform tensor field). This is a generally over-constrained system
of 9 equations for 3 fields corresponding to the evolution of the vector field a requir-
ing, for the existence of solutions, a PDE constraint to be satisfied by the phase
boundary/eigenwall velocity field, namely

curl
{
(grad grad a) V S

}
= 0

that amounts to requiring that

ai,jk

(
V S

k,l

)
− ai,lk

(
V S

k, j

)
= 0.
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While satisfied in some simple situations, e.g. grad V S = 0 whenever grad grad a
is non-vanishing, or when all field-variations are in one fixed direction (as for phase
boundary propagation in a 1-d bar), this is a non-trivial constraint on the V S field
in general. Of course, it is conventional wisdom that the phase boundary velocity
kinetics be specifiable constitutively, and a ‘nonlocal’ constraint on V S as above
considerably complicatesmatters.On the other hand,wefind it curious that a nonlocal
constraint on phase transformation constitutive behavior arises naturally in ourmodel
as a consequence of enforcing strict kinematic compatibility.

If one disallows a non-local PDE constraint as above on the constitutive specifi-
cation of V S , then the kinematics suggests the choice V S = 0 (and perhaps the even
stronger Ṡ = 0). Based on the results of Sect. 5.5.3, this precludes dissipation in the
completely compatible case. We find it interesting that recent physical results guided
by continuum mechanics theory [CCF+06, ZTY+10] point to a similar conclusion
in the design of low-hysteresis phase-transforming solids.

5.4.7 Contact with the Classical View of Modeling Defects:
A Weingarten Theorem for g.disclinations
and Associated Dislocations

The discussion surrounding (5.17) and seeking a connection of our work to the
classical tradition of the theory of isolated defects suggest the following natural
question. Suppose one has a three-dimensional body with a toroidal (Fig. 5.4a) or
a through-hole in it (Fig. 5.4d) (cf. [Nab87]). In both cases, the body is multiply-
connected. In the first, the body can be cut by a surface of finite extent that intersects
its exterior surface along a closed curve and the surface of the toroidal hole along
another closed curve in such away that the resulting body becomes simply-connected
with the topology of a solid sphere (Fig. 5.4b). In more precise terminology, one
thinks of isolating a surface of the original multiply-connected domain with the
above properties, and the set difference of the original body and the set of points
constituting the cut-surface is the resulting simply-connected domain induced by
the cut. Similarly, the body with the through-hole can be cut by a surface extending
from a curve on the external surface to a curve on the surface of the through-hole
such that the resulting body is again simply-connected with the topology of a solid
sphere (Fig. 5.4e). Finally, the body with the toroidal hole can also be cut by a surface
bounded by a closed curve entirely on the surface of the toroidal hole in such a way
that the resulting body is simply-connected with the topology of a solid sphere with
a cavity in it. For illustration see (Fig. 5.4c).

To make contact with our development in Sect. 5.3, one conceptually associates
the support of the defect core as the interior of the toroidal hole and the support of
the strip field WV as a regularized cut-surface.
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(a)

(b)

(d)

(e)(c)

Fig. 5.4 Non simply-connected and corresponding induced simply-connected bodies. For a–c the
bodies are obtained by rotating the planar figures by π about the axes shown; for d,e they are
obtained by extruding the planar figures along the axis perpendicular to the plane of the paper

Suppose that on the original multiply-connected domain

• a continuously differentiable, 3rd-order tensor field Ỹ is prescribed that is
• symmetric in its last two indices (Ỹijk = Ỹikj) and
• whose curl vanishes (Ỹijk,l = Ỹijl,k).

Given such a field, we ask the question of whether on the corresponding simply-
connected domain induced by a cut-surface as described in the previous paragraph,
a vector field y can be defined such that

grad grad y = Ỹ ; yi,jk = Ỹijk,

and if the difference field of the limiting values of y, as the cut-surface is approached
from the two sides of the body separated by the cut-surface, i.e. the jump �y� of y
across the cut, is arbitrary or yields to any special characterization. Here, wewill refer
to limits of fields approached from one (arbitrarily chosen) side of the cut-surface
with a superscript ‘+’ and limits from the corresponding other side of the cut-surface
with a superscript ‘−’ so that, for instance, �y(z)� = y+(z) − y−(z), for z belonging
to the cut-surface.
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For the question of existence of y on the simply-connected domain, one first looks
for a field W̃ such that

grad W̃ = Ỹ ; W̃ij,k = Ỹijk

and since Ỹ is curl-free and continuously differentiable on the multiply-connected
domain with the hole, on the corresponding simply-connected domain induced by
a cut, the field W̃ can certainly be defined [Tho34]. The jump �W̃� is not to be

expected to vanish on the cut surface, in general. However, by integrating
(

grad W̃
)+

and
(

grad W̃
)−

along a curve on the cut-surface joining any two arbitrarily chosen

points on it, it is easy to deduce that �W̃� is constant on the surface because of the
continuity of Ỹ on the original multiply-connected domain.

With reference to (Fig. 5.5), consider the line integral of Ỹ on the closed con-
tour shown in the original multiply-connected domain without any cuts (the two
oppositely-oriented adjoining parts of the contour between points A and B are
intended to be overlapping). In conjunction, also consider as the ‘inner’ and ‘outer’
closed contours the closed curves that remain by ignoring the overlapping segments,
the inner closed contour passing throughA and the outer throughB. Then, because of

Fig. 5.5 Contour for proving independence of Δ on cut-surface. The contour need not be planar
and the points A and B need not be on the same cross-sectional plane of the body



5 Continuum Mechanics of the Interaction of Phase Boundaries … 145

the continuity of Ỹ and its vanishing curl, the line integral of Ỹ on the inner and outer
closed contours must be equal and this must be true for any closed circuit that cannot
be shrunk to a point while staying within the domain. Let us denote this invariant
over any such closed curve C as

∫

C
Ỹ dx = Δ.

If we now introduce a cut-surface passing through A and construct the corresponding
W̃ , say W̃1, then the jump of W̃1 at A is given by

�W̃1�(A) =
∫

C(A−,A+)

grad W̃1 dx =
∫

C(A−,A+)

Ỹ dx = Δ,

where C(A−, A+) is the curve formed from the inner closed contour defined pre-
viously with the point A taken out and with start-point A− and end-point A+. The
last equality above is due to the continuity of Ỹ on the original multiply-connected
domain. Similarly, a different cut-surface passing through B can be introduced and
an associated W̃2 constructed with �W̃2�(B) = Δ. Since A, B and the cut surfaces
through them were chosen arbitrarily, it follows that the jump of any of the functions
�W̃� across their corresponding cut-surface takes on the same value regardless of the
cut-surface invoked to render simply-connected the multiply-connected body.

On a cut-induced simply-connected domain, since W̃ exists and its curl vanishes
(due to the symmetry of Ỹ in its last two indices), clearly a vector field y can be
defined such that

grad y = W̃.

Suppose we now fix a cut-surface. Let x0 be an arbitrarily chosen base point on it. Let
x be any other point on the cut-surface. Then, by integrating (grad y)+ and (grad y)−
along any curve lying on the cut-surface joining x0 and x, it can be observed that

�y(x)� = �y(x0)� + Δ (x − x0) . (5.18)

The ‘constant vector of translation’, �y(x0)�, may be evaluated by integrating W̃ on
a closed contour that intersects the cut-surface only once, the point of intersection
being the base point x0 (W̃ is, in general, discontinuous at the base point). It can be
verified that for a fixed cut-surface, �y(x)� is independent of the choice of the base
point used to define it.

The physical result implied by this characterization is as follows: suppose we
think of the vector field y as a generally discontinuous deformation of the multiply-
connected body, with discontinuity supported on the cut-surface. Then the separa-
tion/jump vector y(x) for any point x of the surface corresponds to a fixed affine
deformation of the position vector of x relative to the base point x0 (i.e. Δ indepen-
dent of x), followed by a fixed translation.
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It is important to note here that, for the given field Ỹ on the multiply-connected
domain,whileΔ = �W̃� is independent of the particular cut-surface invoked to define
it, the translational part, �y(x0)�, of the jump �y� on a cut-surface depends on the
definition of the cut-surface (both through the dependence onx0 and the impossibility,
in general, of defining a continuous W̃ on the original multiply-connected domain),
unless Δ = 0. This is the analog of the known result in classical (disclination-
dislocation) defect theory that the Burgers vector of an isolated defect is a well-
defined topological object only in the absence of disclinations. In the same spirit,
when the (non-trivial) constant tensor Δ is such that it has a 2-dimensional null-
space, then for a specific flat, cut-surface spanning the null-space, it is possible that
the jump in �y� vanishes. This gives rise to a surface in the (non-simply-connected)
body on which the deformation map is continuous but across which the deformation
gradient is discontinuous.

Thus, the notion of g.disclinations offers more flexibility in the type of discon-
tinuities that can be represented within continuum theory, as compared to Volterra
distortions defining classical disclinations (cf. [Cas04, Nab87]).8 This is natural since
the Volterra distortion question involves a twice-continuously differentiable Right-
Cauchy Green field in its formulation (in the context of this subsection, this would

amount to enforcing a high degree of smoothness, and therefore continuity, on W̃
T

W̃)
so that only the polar decomposition-related rotation field of W̃ can be discontinuous,
whereas allowing for an incompatible Ỹ field on a multiply-connected domain, even
though irrotational, implies possible discontinuities in the whole field W̃ .

8In the classical disclination-dislocation case, the corresponding question to what we have consid-
ered would be to ask for the existence, on a cut-induced simply-connected domain, of a vector field
y and the characterization of its jump field across the cut-surface, subject to (grad y)T grad y = C
and the Riemann-Christoffel curvature tensor field of (twice continuously differentiable) C (see
[Shi73] for definition) vanishing on the original multiply-connected domain. Existence of a global
smooth solution can be shown (cf. [Sok51] using the result of [Tho34] and the property of preser-
vation of inner-product of two vector fields under parallel transport in Riemannian geometry). The
corresponding result is

�y(x)� = �y(x0)� + �R�U (x − x0) ,

where grad y = RU on the cut-induced simply-connected domain, and R is a proper-orthogonal,
and U = √

C is a symmetric, positive-definite, 2nd-order tensor field. U cannot have a jump across
any cut-surface and the jump �R� takes the same value regardless of the cut-surface invoked to
define it, as can be inferred from the results of [Shi73]. By rearranging the independent-of-x term
in the above expression, the result can be shown to be identical to that in [Cas04]. Of course, for
the purpose of understanding the properties of the Burgers vector of a general defect curve, it is
important to observe the dependence of the ‘constant’ translational term on the cut-surface. An
explicit characterization of the jump in grad y in terms of the strength of the disclination is given in
[DZ11].



5 Continuum Mechanics of the Interaction of Phase Boundaries … 147

5.5 Frame-Indifference and Thermodynamic Guidance
on Constitutive Structure

As is known to workers in continuum mechanics, the definition of the mechanical
dissipation (5.6) coupled to the mechanical structure of a theory (Sect. 5.4), a com-
mitment to constitutive dependencies of the specific free-energy density, and the con-
sequences of material frame indifference provide an invaluable tool for discovering
the correct form of the reversible response functions and driving forces for dissipative
mechanisms in a nonlinear theory. This exercise is useful in that constitutive behavior
posed in agreement with these restrictions endow the theory with an energy equality
that is essential for further progress in developing analytical results regarding well-
posedness as well as developing numerical approximations. In exploiting this idea
for our model, we first deduce a necessary condition for frame-indifference of the
free-energy density function that we refer to as the ‘Ericksen identity’ for our theory;
in this, we essentially follow the treatment of [ACF99] adapted to our context.

5.5.1 Ericksen Identity for g.disclination Mechanics

We assume a specific free energy density of the form

ψ = ψ
(
W, S, J, �Π

)
. (5.19)

All the dependencies above are two-point tensors between the current configuration
and the ‘intermediate configuration,’ i.e. {Dr (x, t) : x ∈ B(t)}, a collection of local
configurations with similarly oriented and unstretched atomic configurations in each
of them. On superimposing rigid motions on a given motion, each element of this
intermediate configuration is naturally assumed to remain invariant. With this under-
standing, let Q(s) be a proper-orthogonal tensor-valued function of a real parameter
p defined by

dQ
dp

(p) = sQ(p),

where s is an arbitrarily fixed skew-symmetric tensor function, and Q(0) = I. Thus,
dQT

dp (0) = −s. Also, define A tB through

{(
A t B)jkrl − Ajr Bkl

)}
e j ⊗ ek ⊗ er ⊗ el = 0.

Then, frame-indifference of ψ requires that

ψ
(
W, S, J, �Π

) = ψ
(

WQT , S : QT tQT , J : QT tQT , �ΠQT
)

(5.20)
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for Q(p) generated from any choice of the skew symmetric tensor s. Differentiating
(5.20) with respect to p and evaluating at p = 0 implies

0 = −(∂Wψ)ij Wirsrj − (∂Sψ)ijk Sirs
(
srjδsk + δrjssk

)

− (∂Jψ)ijk Jirs
(
srjδsk + δrjssk

) − (∂�Πψ)ijk
�Πijrsrk

where the various partial derivatives of ψ are evaluated at (W, S, J, �Π). This can be
rewritten as

0 = [
(∂Wψ)ij Wir + (∂Sψ)ijk Sirk + (∂Sψ)ikj Sikr (5.21)

+ (∂Jψ)ijk Jirk + (∂Jψ)ikj Jikr + (∂�Πψ)ikj
�Πikr

]
srj,

valid for all skew symmetric s which implies that the term within square brackets has
to be a symmetric second-order tensor. This is a constraint on constitutive structure
imposed by Material Frame Indifference.

5.5.2 The Mechanical Dissipation

Assuming a stored energy density function ψ with arguments as in (5.19), we now
re-examine the mechanical dissipation D in (5.6). We first compute the material time
derivative of ψ to obtain

ψ̇ = (∂Wψ) : Ẇ + (∂Sψ) ·3 Ṡ + (∂Jψ) ·3 J̇ + (∂�Πψ) ·3 ˙�Π
= (∂Wψ) : (− WL + α × Vα )

+ (∂Sψ) ·3 (W−1 {− ẆS2T − WS2T L − Π × VΠ

+ grad ( WS2T V S )}2T )

+ (∂Jψ) ·3 J̇

+ (∂�Πψ) ·3 [− (L : I)�Π + �ΠLT − curl
(
Π × VΠ

)
] .

(5.22)

In the above, ·3 refers to the inner-product of its argument third-order tensors (in
indices, a contraction on all three (rectangular Cartesian) indices of its argument
tensors). Recalling the dissipation (5.6):

D =
∫

B(t)

(
T : D + Λ : M − ρψ̇

)
dv,

we first collect all terms in (5.22) multiplying L = D + Ω and grad L, observing
that the coefficient of Ω has to vanish identically for the dissipation to be objective
(cf. [AD12]). Noting that

J̇ = grad Ẇ − (grad W) L ⇐⇒ ˙Wrw,k = (
Ẇrw

)
,k − Wrw,m Lmk,
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we obtain
∫

B(t)
[−(∂Wψ)ij WirLrj + (∂Sψ)rwk W −1

wl

(
Wlr LrpSrpk − WlpSrpm Lmk

)

+ (∂Jψ)rwk

(−Wrp,k Lpw − Wrw,m Lmk
)

+ (∂�Πψ)ikj

(
�Πikr LT

rj − Lrr
�Πikj

)
] dv

+
∫

B(t)
(∂Jψ)rwk

(−WrpLpw,k
)

dv,

Noting the symmetry of Lpwk in the last two indices, we define

(
Dsym

J ψ
)

rwk
:= 1

2

[
(∂Jψ)rwk + (∂Jψ)rkw

]
,

and substituting the above in the dissipation (5.6) to collect terms ‘linear’ in D, Ω ,
and grad Ω , we obtain

−
∫

B(t)
−ρ [(∂Wψ)ij Wir + (∂Sψ)ijk Sirk + (∂Sψ)ikj Sikr

+ (∂Jψ)ijk Jirk + (∂Jψ)iwj Jiwr

+ (∂�Πψ)ikj
�Πikr] Ωrj dv

+
∫

B(t)
[Trj − ρ {− (∂Wψ)ij Wir

+ (∂Sψ)mrk Smjk − (∂Sψ)mwj Smwr

− (∂Jψ)pjk Jprk − (∂Jψ)mwj Jmwr

+ (∂�Πψ)ikr
�Πikj − (∂�Πψ)ikm

�Πikmδrj

+ (
Dsym

J ψ
)

pjk,k
Wpr + (

Dsym
J ψ

)
pjk

Jprk}] Drj dv

+
∫

∂B(t)
ρ

(
Dsym

J ψ
)

pjk
Wprnk Drj da

+
∫

B(t)
[Λik − eimn ρ (Dsym

J ψ)rnk Wrm ]

(

−1

2
eipwΩpw,k

)

dv.

(5.23)
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The remaining terms in the dissipation D are

−
∫

B(t)
[(∂Wψ)ij ejrsαir + (∂Sψ)rwk

(
−epjsW −1

wl αlj Srpk

)

−(∂Jψ)rwk,k ewjsαrj] V α
s dv

−
∫

B(t)
[(∂Sψ)rwk

(
−ekjsW −1

wl Πrlj

)

+(∂�Πψ)rwk,m (δkpδms − δksδmp)Πrwp] V Π
s dv

+
∫

B(t)
(∂Sψ)rwk,k WwpSrpjV

S
j dv

−
∫

∂B(t)
(∂Sψ)rwk nk WwpSrpjV

S
j da

−
∫

∂B(t)
(∂Jψ)rwk nkαrjewjsV α

s da

+
∫

∂B(t)
(∂�Πψ)rwk nm(δkpδms − δksδmp)ΠrwpV Π

s da.

(5.24)

5.5.3 Reversible Response and Dissipative Driving Forces

We deduce ingredients of general constitutive response from the characterization of
the dissipation in Sect. 5.5.2.

1. It is a physical requirement that the pointwise dissipation density be invariant
under superposed rigid bodymotions (SRBM)of the body.The ‘coefficient’ tensor
of the spin tensorΩ in the first integrand of (5.23) transforms as an objective tensor
under superposed rigid motions (i.e. (·) → Q(·)QT for all proper orthogonal Q),
but the spin tensor itself does not (it transforms as Ω → −ω + QΩQT , where
ω(t) = Q̇(t)QT ). Since an elastic response (i.e. Vα = V S = VΠ = 0) has
to be a special case of our theory and the 2nd, 3rd, and 4th integrals of (5.23)
remain invariant under SRBM, the coefficient tensor of Ω must vanish. This is a
stringent requirement validating the nonlinear time-dependent kinematics of the
model. Using the Ericksen identity (5.21), it is verified that the requirement is
indeed satisfied by our model.

2. We would like to define elastic response as being non-dissipative, i.e. D = 0.
Sufficient conditions ensuring this are given by the following constitutive choices
for Λdev, the deviatoric part of the couple stress tensor, the symmetric part of the
Cauchy stress tensor, and a boundary condition:

Λdev
jk = e jpw ρ W T

pr

(
Dsym

J ψ
)

rwk
, (5.25)
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Trj + Tjr = Arj + Ajr

Arj := ρ {− (∂Wψ)ij Wir

+ (∂Sψ)mrk Smjk − (∂Sψ)mwj Smwr

− (∂Jψ)pjk Jprk − (∂Jψ)mwj Jmwr

+ (∂�Πψ)ikr
�Πikj − (∂�Πψ)ikm

�Πikmδrj

+ (
Dsym

J ψ
)

pjk,k
Wpr + (

Dsym
J ψ

)
pjk

Jprk}

(5.26)

and [Bpwk + Bwpk
]

nk = 0 on boundary of body

Bpwk := ρ W T
pr

(
Dsym

J ψ
)

rwk
.

(5.27)

These constitutive choices are meant to be valid for all processes, whether dissi-
pative or not. The following observations are in order:

• The skew-symmetric part of the Cauchy stress, Tskw, is constitutively unde-
termined (cf. [MT62]). Similarly, the hydrostatic part of the couple stress
tensor is constitutively undetermined (cf. [UCTF13]), since eipwΩpw,k =
− (

eiwpvp,w

)
,k in (5.23) is deviatoric as the vorticity, being the curl of the

velocity field, is necessarily divergence-free. Taking the curl of the balance
of angular momentum (5.153) and substituting the divergence of Tskw in the
balance of the linear momentum (5.152), one derives a higher order equilib-
rium equation between the symmetric part of the Cauchy stress Tsym and the
deviatoric couple-stress Λdev:

ρv̇ = divTsym + 1

2
curl(divΛdev) + ρb + 1

2
curlρK (5.28)

In each specific problem, the fields ρ, x, W, S are obtained by solving
(5.151,4,5,6) and (5.28). This amounts to solving all of (5.15), where balance
of angular momentum is understood as solved simply by evaluating the skew
part of the Cauchy stress from (5.153).

• The boundary condition (5.27) does not constrain the specification of couple
stress related boundary conditions in any way.

• Couple-stresses arise only if the push-forward of the tensor Dsym
J ψ to the

current configuration has a skew-symmetric component. In particular, if(
Dsym

J

)
rwk

= 0, then there are no couple-stresses in the model and, in the
absence of body-couples, the stress tensor is symmetric and balance of linear
momentum (5.152), viewed as the basic equation for solving for the position
field x or velocity field v is of lower-order (in the sense of partial differential
equations) compared to the situation when couple-stresses are present.

• The important physical case of dislocation mechanics is one where(
Dsym

J ψ
)

rwk
= 0. Here, the stored-energy function depends upon J = grad W
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only through α̃ = −J : X and (∂Sψ) = (∂�Πψ) = 0. The theory, including
dissipative effects, then reduces to the one presented in [Ach04, Ach11].

• In the compatible, elastic case, assuming the existence of a stress-free refer-
ence configuration from which the deformation is defined with deformation
gradient field F, we have W = F−1 and the energy function is only a function
of grad F−1, and F−1. In this case, (∂Jψ)pjk = (

Dsym
J ψ

)
pjk

. Defining

ψ
(

F−1, grad F−1
)

:= ψ̃
(

F
(

F−1
)

, Grad F
(

F−1, grad F−1
))

and using the relations

(Grad F)sP,K = (grad F)sP,k FkK

(grad F)aB,c = −FaM

(
grad F−1

)

Mn,c
FnB

along with further manipulation, it can be shown that

Λjk = ejwp Hwpk

Hwpk = ρFwB
∂ψ̃

∂FpB,K
FkK

(5.29)

and

Arj
∣
∣
compatible = ∂ψ̃

∂FrA
FjA + ∂ψ̃

∂FrB,C
FjB,C − Hjrk,k . (5.30)

The couple-stress and symmetric part of Cauchy stress relations that arise
from relations (5.29–5.30) are precisely the ones derived by Toupin [Tou62,
TN04], starting from a different (static and variational) premise and invok-
ing the notion of an hyperstress tensor, a construct we choose not to utilize.
Admittedly, we then need a slightly restricted boundary condition (5.27), but
we do not consider this as a major restriction given the difficulty in physical
identification of hyperstresses and hypertractions.

3. We refer to dissipative ‘driving forces’ in this context as the power-conjugate
objects to the fields VΠ, Vα, and V S in the dissipation D (5.24), since in their
absence there can be no mechanical dissipation in the theory (i.e. all power sup-
plied to the body is converted in entirety to stored energy), with the reversible
response relations (5.25)–(5.27) in effect. Interestingly, the theory suggests sep-
arate driving forces in the bulk and at external boundaries of the body.



5 Continuum Mechanics of the Interaction of Phase Boundaries … 153

• The bulk driving forces are given by

V α
s � − [(∂Wψ)ij ejrsαir + (∂Sψ)rwk

(
−epjsW −1

wl αlj Srpk

)

− (∂Jψ)rwk,k ewjsαrj]
(5.31)

V Π
s � − [(∂Sψ)rwk

(
−ekjsW −1

wl Πrlj

)

+ ( (∂�Πψ)rwp,s − (∂�Πψ)rws,p)Πrwp]
(5.32)

V S
j � (∂Sψ)rwk,k WwpSrpj (5.33)

• The boundary driving forces at an external boundary point with outward unit
normal n are given by

V S
j � − (∂Sψ)rwk nk WwpSrpj (5.34)

V α
s � − (∂Jψ)rwk nkαrjewjs (5.35)

V Π
s �

(
(∂�Πψ)rwp ns − (∂�Πψ)rws n p

)
Πrwp. (5.36)

When the various defect velocities are chosen to be in the directions of their
driving forces, then the mechanical dissipation in the body is guaranteed to satisfy

D ≥ 0,

i.e. the rate of energy supply in the model is never less than the rate of storage of
energy.

5.5.4 A Special Constitutive Dependence

There are many situations when the atoms of the as-received body relieved of applied
loads can be re-arranged to form a collection that is stress-free. An example is that of
the as-received body consisting of a possibly dislocated perfect single crystal. Let us
denote such a stress-free collection of the entire set of atoms in the body as R. When
such an atomic structure is available, it is often true that, up to boundary-effects, there
are non-trivial homogeneous deformations of the structure that leave it unchanged
(modulo rigid body deformations) and this provides an energetic constraint on pos-
sible atomic motions of the body. In our modeling, we would like to encapsulate this
structural symmetry-related fact as a constitutive energetic constraint.

When defects of incompatibility are disallowed (e.g. compatible phase transfor-
mations), then the theory alreadypresented suffices formodeling, employingmultiple
well-energy functions in the deformation gradient from the perfect crystal reference



154 A. Acharya and C. Fressengeas

with second deformation gradient regularization. In the presence of defects, in par-
ticular dislocations, and when the focus is the modeling of individual dislocations, a
constitutive modification may be required. There exists a gradient flow-based mod-
eling technique for small deformation analysis called the phase-field method for
dislocations [RLBF03, WL10, Den04] that amalgamates the Ginzburg-Landau par-
adigmwith Eshelby’s [Esh57] eigenstrain representation of a dislocation loop; for an
approach to coupled phase-transformations and dislocations at finite deformations
within the same paradigm see [LJ12]. An adaptation of those ideas within our frame-
work of unrestrictedmaterial and geometric nonlinearity and conservation-law based
defect dynamics requires, for the representation of physical concepts like the unstable
stacking fault energy density, a dependence of the stored energy on a measure that
reflects deformation of R to the current atomic configuration. Thismeasure cannot be
defined solely in terms of the i-elastic 1-distortion W . The following considerations
of this section provides some physical justification for the adopted definition (5.37)
of this measure.

Let us approximate the spatial region occupied by R by a fixed connected spatial
configuration R. We consider any atom in R, say at position XR, and consider a
neighborhood of atoms of it. As the deformation of the body progresses, we imagine
tracking the positions of the atoms of this neighborhood around XR. By approximat-
ing the initial and the image neighborhoods by connected domains, one can define a
deformation between them. We assume that this deformation is well-approximated
by a homogeneous deformation with gradient Fs(XR, t). We assume that by some
well-defined procedure this discrete collection of deformation gradients at each time
(one for each atomic position) can be extended to a field on the configuration R,9

with generic point referred to as X R . Since R and B(t) are both configurations of
the body, we can as well view the motion of the body, say xR , with R as a reference
configuration and with deformation gradient field

FR = GradX R x,

where the expression on the right hand side refers to the gradient of the position field
x on the configuration R.

Through this one-to-one motion referred to R we associate the field

Ws(x, t) := Fs−1(x, t)

9Note that such a tensor field is notF p of classical elastoplasticity theory; for instance, its invariance
under superposed rigid body motions of the current configuration is entirely different from that of
Fp .
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with the current configuration B(t) in the natural way and constrain the possible
local deformations Fs 10 by requiring

curl Ws = α̃ =⇒ curl (W − Ws) = 0

and choosing the ‘free’ gradient of a vector field through

W = Ws + grad x−1
R =⇒ Ws := W − F−1

R . (5.37)

We note that the knowledge of themotion of the body and the evolution of theW field
completely determine the evolutionof thefieldWs. In themanner defined, in principle
Ws is an unambiguously initializable field whenever the atomic configuration in the
as-received body is known and a ‘perfect’ atomic structure R for the body exists.

When adependence of the energy function on the structural distortion is envisaged,
this implies an additional dependence of the stored energy function (5.19) onFR (and
a dependence on the configuration R). This implies corresponding changes in the
Ericksen identity, reversible response functions, and the driving forces that may be
deduced without difficulty.

We emphasize, however, that it is not clear to us at this point that the constitutive
modeling necessarily requires accounting for the structural variable Ws (or equiv-
alently the pair W and FR), despite the viewpoint of the phase-field methodology.
In particular, whether a suitable dependence of the stored energy function solely on
the element W of the pair suffices for the prediction of observed behavior related to
motion of individual dislocations needs to be explored in detail.

5.6 ‘Small Deformation’ Model

In this section we present a model where many of the geometric nonlinearities that
appear in the theory presented in Sect. 5.5 are ignored. This may be considered
as an extension of the theory of linear elasticity to account for the dynamics of
phase boundaries, g.disclinations, and dislocations. A main assumption is that the
all equations are posed on a fixed, known, configuration that enters ‘parametrically’
in the solution to the equations. Such a model has been described in [AF12]. In what
we present here, there is a difference in the reversible responses from those proposed
in [AF12], even though the latter also ensure that the dissipation vanishes in the
model for elastic processes. The choices made here render our model consistent with
Toupin’s [Tou62] model of higher-order elasticity in the completely compatible case.

10This may also be viewed as a constraint on the atomic re-arrangement leading to the choice of
the particular R.
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Theeigenwallfield in the small deformation case is denotedby Ŝ.All g.disclination
densitymeasures are denoted by Π̂. The elastic 1-distortion is approximated by I−Ue

where Ue is a ‘small’ elastic distortion measure and we further introduce a plastic
distortion field by the definition

Ue := grad u − U p,

where u is the displacement field of the body from the given distinguished refer-
ence configuration. The strain tensor is defined as ε := (grad u)sym. The elastic

2-distortion is defined as Ge := grad Ue + Ŝ, with the g.disclination density as
curl Ge = curl Ŝ = Π̂. The dislocation density is defined as α̂ := −Ge : X =
curl Ue − Ŝ : X.

The governing equations are

ρü = div T + b̂

0 = div Λ − X : T + K̂

U̇
p = α̂ × V̂

α

˙̂S = −Π × V̂
Π + grad

(
ŜV̂

S
)

˙̂
Π = −curl

(
Π̂ × V̂

Π
)

.

(5.38)

Here V̂
S
is the eigenwall velocity, V̂

α
the dislocation velocity, V̂

Π
the disclination

velocity, and b̂ and K̂ are body force and couple densities per unit volume. We also
define Ĵ := grad Ue.

The stored energy density response (per unit volume of the reference) is assumed
to have the following dependencies:

ψ = ψ
(

Ue, Ŝ, Π̂, Ĵ
)

,

and a necessary condition for the invariance of the energy under superposed infini-
tesimal rigid deformations is

(∂Ueψ) : s = 0 for all skew tensors s,

which implies that (∂Ueψ) has to be a symmetric tensor, thus constraining the func-
tional form of ψ.
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On defining
(

Dsym

Ĵ
ψ

)

ijk
:= 1

2

[(
∂Ĵψ

)

ijk
+

(
∂Ĵψ

)

ikj

]

, the dissipation can be

characterized as:

D =
∫

B
Tij ε̇ij dv − 1

2

∫

B
ΛijeirsΩrs, j dv −

∫

B
ψ̇ dv

=
∫

B

[

Tij − (∂Ueψ)ij +
(

Dsym

Ĵ
ψ

)

ijk,k

]

Dij dv

+
∫

B

[

−1

2
eirsΛij −

(
Dsym

Ĵ
ψ

)

rsj

]

Ωrs, j dv

+
∫

B

[

esjr

{

(∂Ueψ)ij −
(
∂Ĵψ

)

ijk,k

}]

α̂irV̂ α
s dv

+
∫

B

(
∂Ŝψ

)
ijk,k ŜijrV̂ S

r dv

+
∫

B

[
esnr

{(
∂Ŝψ

)
ijn + enmk

(
∂

Π̂
ψ

)
ijk,m

}]
Π̂ijr V̂ Π

s dv

−
∫

∂B

(
Dsym

Ĵ
ψ

)

ijk
nk ε̇ij da

+
∫

∂B
esjr

(
∂Ĵψ

)

ijk
nk α̂ir V̂ α

s da

−
∫

∂B

(
∂Ŝψ

)
ijk nk Ŝijr V̂ S

r da

+
∫

∂B

(
∂

Π̂
ψ

)
ijk [δkrδms − δksδmr] nmΠ̂ijr V̂ Π

s da.

(5.39)

5.6.1 Reversible Response and Driving Forces
in the Small Deformation Model

Motivated by the characterization (5.39), we propose the following constitutive
guidelines that ensure non-negative dissipation in general and vanishing dissipation
in the elastic case:

Tij + Tji = Âij + Âji

Âij := (∂Ueψ)ij −
(

Dsym

Ĵ
ψ

)

ijk,k

Λdev
ij = −eirs

(
Dsym

Ĵ
ψ

)

rsj
[(

Dsym

Ĵ
ψ

)

ijk
+

(
Dsym

Ĵ
ψ

)

jik

]

nk

∣
∣
∣
boundary

= 0
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V̂ α
s

∣
∣
bulk � esjr

{

(∂Ueψ)ij −
(
∂Ĵψ

)

ijk,k

}

α̂ir

V̂ S
r

∣
∣
bulk �

(
∂Ŝψ

)
ijk,k Ŝijr

V̂ Π
s

∣
∣
bulk � esnr

{(
∂Ŝψ
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(
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ψ

)
ijk,m

}
Π̂ijr
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∣
boundary � esjr

(
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ijk
nk α̂ir

V̂ S
r
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boundary � − (

∂Ŝψ
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ijk nk Ŝijr

V̂ Π
s
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boundary �

[(
∂

Π̂
ψ

)
ijr ns − (

∂
Π̂

ψ
)

ijs nr
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Π̂ijr .

(5.40)

As before, a dependence of the energy on Fs in the nonlinear case translates to
an extra dependence of the stored energy on

U p = grad u − Ue = I − Ue − (I − grad u) ≈ W − F−1
R = Ws

in the small deformation case, with corresponding changes in the reversible response
and driving forces.

5.7 Contact with the Differential Geometric Point of View

For the purpose of this section it is assumed that we operate on a simply-connected
subset of the current configuration B. Arbitrary (3-d) curvilinear coordinate systems
for the set will be invoked as needed, with the generic point denoted as

(
ξ1, ξ2, ξ3

)
.

Lower-case Greek letters will be used to denote indices for such coordinates. The
natural basis of the coordinate system on the configuration B will be denoted as the
list of vectors

eα = ∂x
∂ξα

α = 1, 2, 3,

with dual basis
(
eβ = grad ξβ,β = 1, 2, 3

)
.Wewill assume all fields to be as smooth

as required; in particular, equality of second partial derivatives will be assumed
throughout.

Beyond the physical motivation provided for it in Sect. 5.4.3 as a line density
carrying a tensorial attribute, the disclination density field Π = curl Y alternatively
characterizes whether a solution W̃ (2nd-order tensor field) exists to the equation

grad W̃ = Y, (5.41)

with existence guaranteed when Π = curl Y = curl S = 0 which, in a rectangular
Cartesian coordinate system, amounts to

Sijk,l − Sijl,k = erlkerqpSijp,q = erlk (curl S)ijr = 0. (5.42)
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This is a physically meaningful question in continuum mechanics with a simple
answer. Moreover, when such a solution exists, the existence of a triad d̃α,α =
1, 2, 3 of vectors corresponding to each choice of a coordinate system for B is also
guaranteed by the definition

d̃α := W̃eα.

This question of the existence of a triad of vectors related to arbitrary coordinate
systems for B and the integrability of Y can also be posed in a differential geometric
context, albeit far more complicated.

We first consider the i-elastic 1-distortion W that is assumed to be an invertible
2nd-order tensor field by definition. Defining

d̄α = Weα

and noting that d̄α,α = 1, 2, 3 is necessarily a basis field, there exists an array Γ̄
μ
αβ

satisfying
d̄α,β = Γ̄

μ
αβ d̄μ. (5.43)

Let the dual basis of
(
d̄α,α = 1, 2, 3

)
be

(
d̄

α = W−T eα,α = 1, 2, 3
)
. Then

Γ̄
ρ
αβ = eρ · W−1 ([{grad W} eβ

]
eα + Weα,β

)
.

Weobserve that even though (5.43) is an overconstrained systemof 9 vector equations
for 3 vector fields, solutions exist due to the invertibility of W , and the following
‘integrability’ condition arising from d̄α,βγ = d̄α,γβ , holds:

Γ̄
μ
αβ,γ − Γ̄

μ
αγ,β + Γ̄

ρ
αβΓ̄ μ

ργ − Γ̄
ρ
αβΓ̄ μ

ργ = 0. (5.44)

Guided by the integrability/existence question suggested by (5.43) we now turn
the argument around and ask for conditions of existence of a vector field triad (dα)

given the connection symbols Γ defined by

Γ
ρ
αβ := Γ̄

ρ
αβ + Sρ

.αβ

Sρ
.αβ := eρ · W−1 ({

Seβ

}
eα

)
.

Thus, we ask the question of existence of smooth solutions to

dα,β = Γ
μ
αβdμ. (5.45)

Based on a theorem of Thomas [Tho34], it can be shown that a 9-parameter family
of (global) solutions on simply-connected domains may be constructed when the
following condition on the array Γ holds:

Rμ
.αβγ(Γ ) := Γ

μ
αβ,γ − Γ

μ
αγ,β + Γ

ρ
αβΓ μ

ργ − Γ
ρ
αβΓ μ

ργ = 0. (5.46)



160 A. Acharya and C. Fressengeas

The condition corresponds to the mixed components of the curvature tensor of the
connection Γ vanishing and results in dα,βγ = dα,γβ for the (dα) triad that can be
constructed. We note that

Rα
.μβγ(Γ ) = Rα

.μβγ(Γ̄ ) + Rα
.μβγ(S) + Γ̄ α

νγ Sν
.μβ + Γ̄ ν

μβ Sα
.νγ − Γ̄ α

νβ Sν
.μγ − Γ̄ ν

μγ Sα
.νβ

with Rα
.μβγ(Γ̄ ) = 0 from (5.44). Furthermore, the typical differential geometric treat-

ment [Kon55, Bil60, KL92, CMB06] imposes the condition of a metric differential
geometry, i.e. the covariant derivative of the metric tensor (here WT W) with respect
to the connection Γ is required to vanish. There is no need in our development to
impose any such requirement.

The difference in complexity of the continuum mechanical and differential geo-
metric integrability conditions (5.42) and (5.46), even when both are expressed in
rectangular Cartesian coordinates, is striking. It arises because of the nature of the
existence questions asked in the two cases. The differential geometric question (5.45)
involves the unknownvector field on the right hand sidewhile the continuummechan-
ical question (5.41), physically self-contained and sufficiently general for the purpose
at hand, is essentially the question from elementary vector analysis of when a poten-
tial exists for a completely prescribed vector field.

Finally, we note that both in the traditional metric differential geometric treatment
of defects [Kon55, Bil60, KL92, CMB06] and our continuum mechanical treat-
ment at finite strains, it is not straightforward, if possible at all, to separate out the
effects of strictly rotation-gradient and strain-gradient related incompatibilities/non-
integrabilities. Fortunately from our point of view, this is not physically required
either (for specifying, e.g., the defect content of a terminating elastic distortion dis-
continuity from observations).

5.8 Concluding Remarks

A new theoretical approach for studying the coupled dynamics of phase transfor-
mations and plasticity in solids has been presented. It extends nonlinear elastic-
ity by considering new continuum fields arising from defects in compatibility of
deformation. The generalized eigendeformation based kinematics allows a natural
framework for posing kinetic balance/conservation laws for defect densities and con-
sequent dissipation, an avenue not available through simply higher-gradient, ‘cap-
illary’/surface energy regularizations of compatible theory. Such a feature is in the
direction of theoretical requirements suggested by results of sharp-interface models
from nonlinear elasticity in the case of phase transformations [AK06]. In addition,
finite-total-energy, non-singular, defect-like fields can be described (that may also be
expected to be possible with higher-gradient regularizations), and their evolution can
be followed without the cumbersome tracking of complicated, evolving, multiply-
connected geometries. This feature has obvious beneficial implications for practical
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numerical implementations where the developed model introduces interesting com-
binations of elliptic and hyperbolic (when material inertia is included) systems with
degenerate parabolic equations for numerical discretization. The elliptic component
includes div − curl systems, novel in the context of their use in solid mechanics.
Significant components of such problems have been dealt with computationally in
our prior work e.g. [RA05, VBAF06, FTC11, TCF13a], and detailed considerations
for the present model will be the subject of future work.

The generalized eigendeformation fields have striking similarities with gauge
fields of high-energy particle physics, but do not arise from considerations of
gauge invariance of an underlying Hamiltonian. Instead, they arise from the phys-
ical requirement of modeling finite total energies in bodies that contain commonly
observed 1 and 2-dimensional defects, and from a desire to be able to model their
observed motion and interactions.

In formulating a continuummechanical model of solid-solid phase transformation
behavior based squarely on the kinematics of deformation incompatibility, our work
differs from that of [FG94] and those of [Kha83, Roi78]. In the context of dislocation
plasticity alone, for the same reason it differs from the strain-gradient plasticity work
of [Aif84, FH01, GHNH99]. There is an extended body of work in strain-gradient
plasticity that accounts for the dislocation density in some form [Ste96, Gur02, FS03,
EBG04, LS06, KT08, Gud04, FW09] but none have been shown to build up from a
treatment of the statics and dynamics of individual dislocations as in our case [Ach01,
Ach03, VBAF06, DAZM, ZCA13, TCF13a].

Finally, we mention a widely used, and quite successful, framework for grain-
boundary network evolution [Mul56, KLT06, EES09]. This involves postulating a
grain boundary energy density based on misorientation and the normal vector to
the boundary and evolving the network based on a gradient flow of this energy
(taking account of the natural boundary condition that arises at triple lines). Given
that a grain boundary is after all a sharp transition layer in lattice orientation and
the latter is a part of the elastic distortion of a lattice that stretches and bends to
transmit stresses and moments, it is reasonable to ask why such modeling succeeds
with the complete neglect of any notions of stress or elastic deformation and what
the model’s relation might be to a theory where stresses and elastic strains are not
constrained to vanish. TheMullins model does not allow asking such questions.With
localized concentrations of the eigenwall field representing the geometry of grain
boundaries (including their normals), g.disclinations representing triple (or higher)
lines, dependence of the energy on the eigenwall field and the i-elastic 1-distortion
representing effects of misorientation, and the eigenwall velocity representing the
grain boundary velocity, our model provides a natural framework, accounting for
compatibility conditions akin to Herring’s relation at triple lines, for the response of
grain boundaries to applied stress [TCF13a, FTUC12]. Moreover, it allows asking
the question of whether stress-free initializations can remain (almost) stress-free on
evolution. Interestingly, it appears that it may be possible to even have an exact analog
of the stress-free/negligible stress model by allowing for general evolution of the
eigenwall field S, and constraining the dislocation density fieldα to ensure that α̃ =
−curl W always belongs to the space of curls of (proper-orthogonal tensor) rotation
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fields. We leave such interesting physical questions for further study along with the
analysis of ‘simple’ ansatz-based, exact reducedmodels of phase boundary evolution
coupled to dislocation plasticity within our setting that have been formulated.

Ericksen [Eri98, Eri08] raises interesting and important questions about the
(in)adequacy of modeling crystal defects with nonlinear elasticity, the interrela-
tionships between the mechanics of twinning and dislocations, and the conceptual
(un)importance of involving a reference configuration in themechanics of crystalline
solids, among others. It is our hope that we have made a first step in answering such
questions with the theory presented in this paper.
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Chapter 6
Manifolds in a Theory of Microstructures

G. Capriz and R.J. Knops

Abstract A synopsis, broadly based on contributions by Capriz and co-workers,
is presented of a model for a body with microstructure that employs the Cartesian
product of a Euclidean space (a fit set part of which is instantaneously occupied
by the gross image of the body) and a Riemannian manifold each of whose mem-
bers specifies a microstructure. Motivation is provided by known special theories.
Macro and micro kinetic energy, kinetic coenergy, and inertia are discussed prepara-
tory to the derivation of the governing nonlinear partial differential equations from
the Lagrangian action principle, Noether’a theorem, and a Hamiltonian formula-
tion. Precise mathematical specification of initial and boundary conditions remains
fragmentary.

6.1 Introduction

Behaviour ofmatter, including gross behaviour as observed in every-day life, depends
upon amaterial’s fine structure caused, for example, by the arrangement of constituent
small granules, or minute molecular particles.

There is increasing awareness of the many different possible types of microstruc-
ture. Better known examples include microfracture or erratically damaged rocks,
porous media or media exhibiting dendritic features, in particular liquids containing
distributed gas bubbles, voids, fibre-reinforced solids, elastomers, metal and liquid
foams, quasi-crystals, alloys, amalgams, granular assemblies, cellular clusters, dust
particle clouds, atmospheric dispersion of volcanic ash and other airbourne par-
ticulates, plasmas, avalanches, liquid crystals, polymeric bodies, spin glasses, and
polarisable liquids.
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Microstructure, ordinarily imperceptible to the naked eye, nevertheless exerts con-
siderable influence on gross performance and its detailed understanding is essential
to meet stringent demands of contemporary industrial design for high performance
devices. Such needs often call for modification of existing properties or the creation
of novel features. New fundamental mathematical theories must be developed that
operate equally successfully from micro to continuum length scales, and accommo-
date, for example, phase transitions, surface roughness, and quantization. Familiar
basic axioms of continuummechanics, such as those proposed byNoll [Nol59], must
be abandoned or severely curtailed, while to include a sufficiently broad class of
microstructural effects, innovative general methods and procedures must be devised.
A geometrical context for such investigations provides elegance and conciseness
while facilitating physical insight unencumbered by analytical technicality. Preferred
here is a multifield theory that involves additional holonomic (independent) para-
meters. It is a semi-classical approach that links classical concepts with those of
differential geometry. To each patch of the body is associated not only its position in
Euclidean space but also a site in afinite dimensional, connected, paracompact, differ-
entiable manifold M, that characterises the microstructure. These bodies, referred
to as complex bodies, possess a variational and Hamiltonian structure. Geometry
combined with symmetry and Noether’s theorem then can be employed to derive
conservation laws.

The appeal to the theory of manifolds to describe microstructure and its evolu-
tion is largely justified, as in any introductory course of Lagrangian mechanics, by
the need to explain the settings and mechanisms of complex phenomena partly sub-
jected to perfect constraints. A mass point system is often insufficient to describe a
set of molecules that locally are in common motion. Molecules in a nematic liquid
crystal are similar to a minute rod, but their common local direction must be speci-
fied. Another example is the gyrocontinuum where each material element contains
a gyroscope [BC01].

There is historical precedence. Duhem and the Cosserats at the turn of the twen-
tieth century introduced the notion that each body element should have attached
a separately rotating orthogonal frame. In 1919, Theodor Kaluza and Oskar Klein
proposed that general relativity should be extended by increasing the dimensions
of ordinary spacetime, the extra dimensions being of separate and distinct charac-
ter. The interpretation of microstructure in which points on a manifold, or fibre, are
assigned to each point of a simple body directly relates to the Kaluza-Klein proposal.
A common analogy is the example of the familiar hosepipe whose surface is two-
dimensional. However, the hosepipe becomes one-dimensional when viewed from
a sufficiently large distance, demonstrating the effect of different length scales. The
extra dimension can be used to possibly describe the thinning or thickening of the
pipe. Penrose [Pen04, pp. 326–327] may be consulted for further information.

The present article, based in part on the earlier account [Cap00], is a unified
description of selected contributions due mainly to Capriz and co-workers. Related
topics are treated in a report by Mariano [Mar02]. Although there is no attempt to
either comprehensively survey the extensive literature that exists on the subject or
to relate its history, relevant references are cited as appropriate. An introductory
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knowledge is assumed of differential geometry that may be found in many texts
including [Eps14], while [MH83, YZL09] have specific reference to elasticity.

A detailed description of quantitative properties, which properly belongs to analy-
sis, is not our purpose. In this respect, the interested reader is referred not only to
[Mül98] and [GMM10] but also to the prolific literature devoted to applications of the
variational calculus to various types of microstructure. Basic assumptions adopted in
the present article are thatmicrostructural elements are known, and that those initially
in the neighbourhood of some point remain in the same neighbourhood throughout
the entire motion of the body.

We begin in Sect. 6.2 with a discussion of several known special theories to help
motivate the later general geometric treatment. The discussion is accompanied by
observations that emphasise aspects significant for our general approach. In Sect. 6.3
certain basic principles are considered which we are convinced should precede any
account of continuummechanics. Section6.4.1 introduces the notion of a fibre bundle
to describe the system of microstructure attached to each point of a simple body. The
subtle concepts of microstructural kinetic energy, kinetic coenergy and inertia are
considered in Sects. 6.4.3–6.4.5. Section6.5.1 presents the Lagrangian formulation
of the problem and derives governing balance laws in the form of partial differential
equations. Various conservation laws are derived by means of Noether’s theorem
in Sect. 6.5.2, while the Hamiltonian formulation of the problem is presented in
Sect. 6.5.3. The initial boundary value problem is completed by specification of ini-
tial and boundary conditions, but unfortunately prescription of boundary conditions
encounters various unresolved difficulties. A critical evaluation of the outstanding
challenges is undertaken in Sect. 6.6. A final section is devoted to retrospective and
prospective comment.

The direct and index notations are used interchangeably as appropriate to the
context, while throughout the conventions are adopted of summation over repeated
indices, and of the comma to denote partial differentiation.

6.2 Special Theories

6.2.1 Introduction

Some well-known specific theories are selected to demonstrate not only how
microstructures can be represented by points on a manifold, but also how physi-
cal properties determine the choice of manifold. It is obviously desirable that any
meaningful abstract theory retains features generic to special theories. Other illus-
trations are discussed in [Cap89], and will be cited only when seeking motivation
for the introduction of additional or contradictory effects to our abstract model.

We commence, however, with a simple example similar to those used to intro-
duce Lagrangian mechanics. Extension of our discussion to include dynamics would
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indicate the possible influence of microstructural kinetics on the gross motion, and
how this can lead to an unsymmetric Cauchy stress.

6.2.2 Constrained Point Mass System

To illustrate ideas underlying the development of the abstract theory, we present a
simple example in which each material element contains a double pendulum freely
swinging within a plane entrained by the gross motion.

Particles of equal mass m concentrated at points A and B are connected by rigid
light rods AC and CB to a third particle also of mass m attached to point C . The rods
are of equal length and are freely hinged at C . The mass centre x of the system lies
at the point of trisection of CD where D is the midpoint of AB. The rods AC and BC
freely rotate about the hinge C , and the system moves in a given plane entrained by
the gross motion of x .

Themacromotion is determined by themotion of x in the ambient Euclidean space
E3. On the other hand, the microstructural variables are the unit vector n along DC
and the angle α at the vertex of the isosceles triangle ACB. These variables lie on the
torus T 2 = S1×S1, which corresponds to themanifoldM. The total motion consists
of the motion of the mass centre x and the motion about the mass centre specified
by that of the microstructural elements n,α, and may be described by the bundle
E3 × T 2. Note that there is interaction between the macro- and micro-contributions
to the total kinetic energy. (See [Cap89, Sect. 6, Remark 3].)

6.2.3 Voids

Less obvious features to be included in the abstract model are suggested by the
standard continuum containingminute, diffused voids taken to be themicrostructure.
At each point x of the continuum body B ⊂ E3 the void fraction is measured by
the scalar variable ν which takes values in the open interval (0, 1). Consequently,
the manifold M is an open interval of the real line IR, while B ⊆ IR3 is the base
manifold (simple body) in the ambient Euclidean space, E3. The system therefore
can bemodelled as the bundle IR3×(0, 1). The actions affecting themicrostructure are
those caused by, and having an influence on, the microstructural interaction between
fields. In a certain, possibly artificial, sense, this endows the notion of voids with
substance. Thus, consider the example of an incompressible liquid occupying the
whole space and containing a single spherical bubble whose radius δ varies with
time. A result due to Lord Rayleigh [RL17] implies that besides the gross kinetic
energy, there is a microstructure kinetic energy density per unit mass of amount

1

2
γδ3δ̇2
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due to the rate of change δ̇ of the bubbles’ radius, where γ is an appropriate constant
for small δ. It cannot be inferred, however, that a physically relevant connexion exists
on the manifold which complicates, or even prevents, the successful introduction of
microstress.

The example of simple voids exhibits a further feature that an abstract model
should possess. The void fraction can assume the extreme values given by ν = 0
in those parts of the region without a void including where a void has collapsed,
or by ν = 1 in those parts completely occupied by a void. Consequently, in this
illustration, the manifoldM = [0, 1] possesses a boundary and is therefore compact
but not open. Shocks are likely to develop as the void fraction tends to zero, while
singularities may occur at those parts of the boundary where the void fraction is
unity.

Allowance must be made also for singular effects such as the pitting of the surface
of a rigid box containing a liquid with gas bubbles, or the spontaneous release of gas
bubbles in a fluid under pressure. These phenomena are of technical relevance and
provide the first indications ofmore complex behaviour inmaterials when boundaries
are taken into account.

The type of voids just discussed can be replaced by more complex arrangements
such as micro-inhomogeneities and cavities, voids of irregular shape (microcracks),
or voids packed closely together as in ametallic foam.Alternatively, wemay consider
a sequence of bodies each member of which has a successively increasing number
of regularly spaced voids whose limit, intended to represent the real body as in the
search for an optimal shape, requires detailed investigation (c.p., [CP81, CM00]).
Difficulties occur when endeavouring to model interaction between adjacent defects
(possibly including extreme effects of collisions or coagulation of cavities). Such
difficulties often are avoided by confining attention to problems in which a char-
acteristic dimension of the inhomogeneity or cavity is considerably less than the
distances between nearest neighbours. When the dimension is of comparable size,
as in models of metallic foams or bone structures, an entirely different approach is
required based, for example, on rows of rods traversing a cavity (trabecular structure).

A complementary system to those just described consists of identical spheres
or molecules suspended in “empty” space, or a space- filling void. The problem is
reminiscent of that encountered in the kinetic theory of monoatomic gases, except
that here we are invoking the axiom of permanent material elements (see Sect. 6.3),
and allowing the family ofmolecules in each loculus, or neighbourhood, at any instant
to exclusively belong to a box imagined artificially entrained by the gross motion.
In general, there can be no migration into or out of the box but when migration does
occur the net outflow must be zero. The average velocity of the contained molecules
is v, so that the box stretches at the rate div v, as required by the axiom.

It is important to note that in gas dynamics, arguments are customarily conducted
using the spatial rather than the material configuration. Capriz [Cap84, Cap89] may
be consulted for further discussion of this aspect.

The assumption, tacit or otherwise, of the axiom of permanent material elements
in the kinetic theory produces unexpected, if somewhat rare, consequences.When the
restriction implied by the axiom is interpreted as a perfect constraint the accompany-
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ing reaction, ignoredwithin the usual balance equations, allows cohesive interactions.
Alternatively, the confinement of molecules within a box may be due to collisions
with molecules belonging to neighbouring boxes leading to the introduction of the
concept of pressure.

Although strictly beyond the scope of the present article, it is worthwhile men-
tioning related issues concerned with temperature. In gas dynamics, the difference
between the velocity of a given molecule and the average velocity over all mole-
cules in the box is called the peculiar velocity c of the molecule. A peculiar extra
kinetic energy may be associated with this peculiar velocity which is then linked with
the notion of temperature, interpreted as a scalar microstructural variable. Again, in
gas dynamics, more can be precisely known about the distribution of energies (the
number density of molecules possessing the same energy in the loculus). The deter-
mination of this field over the body requires the microstructure to be characterised
by a function, and consequently to be studied using the theory of manifolds of maps.

Temperature also occurs when the micro-constituents in the loculus have different
values of the parameter ν. The number of parameters is reduced on taking certain
moments or averages, and for maxwellian distributions is reduced to a single para-
meter analogous to absolute temperature. This may be zero for micro-constituents
having identical dispositions, and, as in simple treatments of nematic liquid crystals,
might even become negative (already observed experimentally).

6.2.4 Nematic Liquid Crystals

Continua where the microstructure is two-dimensional include the well-known and
extensively studied example of nematic liquid crystals. Liquid crystal molecules are
regarded as minute rods of finite length and definite direction but without definite
orientation. Each can be modelled by a unit vector n, but since physical polarity is
absent, n and −n are treated as equivalent. The microstructural elements therefore
can be represented as points ν on the manifold given by the two-dimensional unit
sphere S2 with antipoles identified or, equivalently, by the projective plane. Note
that this manifold possesses neither a boundary nor an origin. When for notational
convenience, we retain n to represent the microstructure, it must be ensured that
the theory is invariant with respect to reversals in the direction of n (i.e., when n is
changed to −n).

Whitney’s theorem secures the existence of an embedding of the manifold S2 into
a five-dimensional linear space. The embedding must preserve physically significant
quantities (for example, the metric) ascribed to M, but may not be unique so that
the resulting theory must be made invariant with respect to choice of embedding.

The discussion in [BC93, CB04] (see also [BC11]) notes also that the direction
of n can be placed in one-to-one correspondence with the tensor

n ⊗ n − 1

3
I, (6.2.1)
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where I is the unit tensor. Of the tensors (6.2.1) that belong to the five-dimensional
linear space of symmetric, traceless tensors, one, say N , will be derived as the
average over the element that contains molecules of varying degrees of orientation.
Consequently, N may be expressed as

N =
∫

S2
γn ⊗ n dS − 1

3
I,

∫

S2
γ dS = 1, (6.2.2)

where dS is the area element ofS2, and the function γ(ν, x)measures the distribution
of ν on the manifold S2; that is, the fraction of rods in the direction of n.

The principal axes of N determine the distribution of possible orientations, while
the eigenvalues λi of the tensor

N + 1

3
I, (6.2.3)

generate two further parameters describing essential features of the distribution.
These are the degree of prolation, s ∈ [−1/2, 1] (called by Erickson [Eri91] the
degree of orientation), given by

s = 3

[
1

2

3∏

i=1

(λi − 1/3)

]1/3

, (6.2.4)

and the degree of triaxiality β ∈ [0, 1] (or optical biaxiality) given by

β = 31/221/3|
3∏

i=1

(λi − λi+1)|1/3, (6.2.5)

where the indices of the eigenvalues are taken modulo 3. The values s = 1 and
β = 0 correspond to perfect ordering, while β = 0 leads to optical uniaxiality.
“Melting” occurs when s = β = 0. As stated in [BC93], the tensor (6.2.3) is
closely related to the dielectric tensor determined by optical observations. These
observations have led to claims that biaxiality may be found in liquid crystals due to
distinct optic axes, despite the tensor (6.2.3) being triaxial. More than terminology
is involved, since optical uniaxiality and geometric triaxility may even coexist in
certain degenerate cases. Some mechanical properties, however, including those for
the elastic potential of orientation, depend only upon the invariants of (6.2.3) and
therefore are symmetric functions of the eigenvalues λi . On the other hand, optic
properties involve the eigenvalues in appropriate order.

Remark 6.2.1 The eigenvalues λi , or the parameters s and β, determine the variance
of the distribution so that we have

∫

S2

γ

(

n ⊗ n − 1

3
I − N

)2

dS = 2

3
− λiλi i = 1, 2, 3. (6.2.6)
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By inspection, the variance achieves its maximum when both s and β vanish, and
vanishes itself when s = 1 (and necessarily β = 0).

The relevant literature contains numerous results and open problems in the study
of nematic liquid crystals. We conclude this subsection, however, by briefly men-
tioning two significant features characteristic of bodies whose microstructure can be
represented by a parameter ν belonging to a finite dimensional manifoldM.

The first concerns Dirichlet type boundary value problems. Counterexamples
indicate that although the boundary and boundary conditions may both be analytic,
the corresponding solution may not be smooth. Classical examples include a nematic
filling a right circular cylinder with n constrained to be normal to the boundary (cf.,
[Daf70, BT07]); and a nematic filling a sphere but with n constrained to be tangent
to the surface. The somewhat strange singularity found in the solution for the sphere,
which earned it the special name of “boojum”, is related to the topological theory of
defects.

The second characteristic feature applies to the same set of problems which may
exhibit solutions, that although regular, are not unique. A possible approach is then to
take suitable statistical averages over all the non-unique solutions, but this operation
assumes the manifold can be embedded into a linear space.

6.2.5 Cosserat Materials

In contrast to nematic liquid crystals, the microstructure considered in this section
is described in terms of directed vectors. The issue was first considered by Duhem,
and later by the Cosserat brothers [Cos09] who treated the more general problem
of three rigid mutually orthogonal directions assigned at each point and belonging
to the manifold SO(3). According to [TN65], this generalisation formed part of an
attempt by the Cosserats to unify theories of mechanics, optics, and electrodynamics,
with other theories of the aether devised byMacCullough, Maxwell and Kelvin. (See
[BC11] for further comment.) The Cosserats’ aether is intended to be an affine space
consisting of ordinary space-time augmented by “invisible” adjuncts at each of its
points.

The theory of Cosserat materials is distinct from the gyrocontinua theory devel-
oped by Brocato and Capriz in [BC01, BC02] and [BC11, Sect. 2.4] whose
microstructural elements consist of small gyroscopes pin-fixed through gimbals to
capsules entrained by the gross motion. Torques generated by changes in orienta-
tion of the gyroscopes’ axes produce the interaction between the gross motion and
gyroscopes.

By assuming the existence of reference clusters and employing Taylor series
expansions, Green and Rivlin [GR64a, GR64b] motivate higher order gradient and
multipolar theories. This corresponds to selecting ν to be a tensor that belongs to the
vector space constructed from the tensor product of IRn and its dual, and leads to the
introduction of tensor bundles.
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The theory of micropolar mechanics developed by Eringen [Eri68] may be simi-
larly interpreted with ν again being an appropriate tensor and the fibre bundle being
a tensor bundle in a linear space.

6.3 Basic Notions in Continuum Mechanics

We recall that the gross image (possibly evolving in time) of a material body at a
given instant τ is a fit (c.p., [NV88]) open set Bτ of the ambient three-dimensional
Euclidean space E3. Our study of complex bodies explores in detail the behaviour
in a small neighbourhood e(x), (the loculus), of each place x ∈ Bτ , supposed to
be at the mass centre of the micro-constituents (e.g., the molecules) spontaneously
occupying e(x) at the instant τ , irrespective of their previous and future positions. It
is further assumed that at any instant τ ∈ [0, τ̄ ], τ̄ > 0, the mass-averaged velocity
v(x, τ ) of the micro-constituents in e(x) is known for each x , and may therefore be
associated with x .

Consequently, the fields v(x, τ ) are known over Bτ for all instants in the interval
[0, τ̄ ]. Streak lines (e.g., wind trajectories in gas dynamics) may be constructed via
retrogression (c.p., [TM80, Chap. III, (iv)]) as the backwards- in-time solution to the
ordinary differential equation

dx

dτ
= v(x, τ ), (6.3.1)

and determine an initial place x0 belonging to a set B0 for any place x in the present
set Bτ . Provided the velocity fields v are sufficiently smooth, we obtain a smooth
bijection between each x0 ∈ B0 and the corresponding place x ∈ Bτ given by

x = x(x0, τ ). (6.3.2)

In terms of the vector (6.3.2), two other fields may be defined each of later impor-
tance:

F(x, τ ) = ∂x

∂x0
, L(x, τ ) = gradx v(x, τ ). (6.3.3)

A basic axiom (which we call the axiom of permanent material elements) adopted
in treatises on classical field theories (usually without comment, though Hellinger
[Hel14] is a notable exception) assumes that the bijection (6.3.2) is actually amaterial
bijection. That is, it is supposed that constituent elements occupying at time τ = 0
the neighbourhood e(x0), say a sphere of radius δ, are transported by the motion of
the “wind” into a neighbourhood at x(x0, τ ) of radius δ(det F)1/3. Each material
element constructed in this manner is a permanent monad, whose constituents are
assumed to remain unaltered throughout all processes treated by the theory. Then a
field of mass density ρ(τ , x) may be determined at each instant τ on Bτ so that the
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mass of the element, given by 4πρ(x, τ )δ3 det F/3, does not change from its initial
value 4πρ(x0, 0)δ3/3. As a consequence, we have

ρ(x, τ ) det F = ρ(x0, 0). (6.3.4)

Although largely applicable to solids, there are circumstances when the axiom is
not satisfied, because constituents initially belonging to e(x0) either disperse beyond
the sphere modified by the wind at x(τ , x0, ) or become compressed into a sphere
of smaller radius. Theories developed for such cases, including that of ephemeral
continua [Cap08], are significantly more complicated due in particular to problems
connected with the definition of the “material” derivative of ρv, necessary for a sat-
isfactory expression of local inertia. The axiom is also contradicted, for example, by
results in the kinetic theory of gases, in granularmedia, and by incompatiblities occur-
ring in (diffusing) mixture theories. Related issues, with implications for observer
independence, have aroused considerable controversy (c.p., Müller [Mül72], Ede-
len and McLennan [EM73] and Woods [Woo83] in the kinetic theory; and Green
[Gre82] and Woods [Woo81, Woo82] in continuum mechanics). Indeed, Truesdell
[Tru66], [Tru77, p. 31] contrived a somewhat artificial device to explain a failure in
the dynamics of mixtures.

Other circumstances exist when it is uncertain whether or not the axiom applies.
At least one non-trivial counter-example is provided by the properties of affine
microstructure exhibited by micromorphic continua since expansion of the set of
molecules may drastically exceed that macroscopically evaluated.

Difficulties of a different kind occur when treating the neighbourhood of a bound-
ary point, x . Suppose that a satisfactory definition of a boundary is available, and
consider a boundary layer of thickness proportional to δ, the radius of e(x). This
implies that e(x) straddles the boundary and in the absence of material external to
the boundary violates the assumption that x is the mass-centre of constituents in
e(x). More generally, material immediately external to the body, and possibly of
different microstructure, must be taken into account when determining properties to
be attributed to x . It is known that surface tension, especially at boundary corners,
along with wettability, coherence, and adherence, are examples of boundary effects
which influence gross behaviour, but which are absent in the bulk of the body.

Microstructure boundary conditions are further discussed in Sect. 6.6.

6.4 The Manifold and Related Properties

6.4.1 The Manifold

As indicated in Sect. 6.3, we suppose that the microstructure within a material ele-
ment can be represented by a finite number of Lagrangian parameters να, α =
1, 2 . . . m assigned at each point x belonging to the placement B of the body.
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We regard the parameters as coordinates of a number ν on the local chart of an atlas
for a differentiable manifoldM of finite dimension m. The manifold must be chosen
in accordance with experimentally verifiable features, eventually corresponding to
exact mathematical properties. While it is intended that the local coordinates να(x)

include and generalise those identified in the examples treated in Sect. 6.2, there is
no broad agreement on a more specific criterion, apart from mathematical conve-
nience, for the selection of properties intrinsic to the manifold M. The coordinates
να should conform to specific structural properties, and should be minimal in the
sense that omission of at least one vitiates the model. Moreover, a given physically
accepted set of coordinates {να} might generate another by means of a diffeomor-
phism, or one-to-one smooth map, which implies that quantities dependent upon
the position and deformation of the body must be invariant (in fact, covariant) with
respect to such transformations. The requirement generalises the familiar notion of
observer independence under translation and rotation of frames of reference.

Linear spaces are special types of manifold that, like Euclidean spaces, enjoy
certain useful properties that do not extend to some types of microstructure envis-
aged here. Concepts such as tangent spaces, connexions, covariant differentiation,
and infinitesimal generators retain intrinsic meaning on more general manifolds, but
then usually an origin cannot be specified nor a displacement defined. Operations in
a linear space become available when the respective dimensions permit an (isomet-
ric) embedding of the manifold. A brief discussion is postponed to Sect. 6.4.2 of the
isometric embedding of M into an Euclidean space EN , which the Nash-Whitney
theorems prove is possible for sufficiently large N . As alreadymentioned, it is conve-
nient to attribute additional properties to the manifoldMwhich necessarily restricts
its potential generality. At the same time, the introduction of extra conditions might
lead to unexpected predictions and the discovery of new phenomena.

Relaxation of some assumptions broadens the admissible class but this aspect is
worth exploring only when it assists new experiments and the designed development
of a specific new material.

The finite dimensional (m < ∞) manifold M is supposed to be intrinsically
connected, differentiable, compact, preferably without boundary, and equipped with
a positive-definite Riemannian metric, the associated Levi-Civita connexion, and
usual Christoffel symbols. When compactness is replaced by paracompactness then
every differentiable manifold may be endowed with a Riemannian metric (see, for
example, [Wes81, Prop. 2.15, p. 373]). However, as Segev [Seg13] and others have
pointed out, certain microstructures might not have a natural metric. This has led
to the construction of theories of continuum mechanics independent of any metric.
This aspect is further studied in [Seg13].

Let one choice of a positive-definite Riemannian metric on M be �αβ(να), so
that in standard notation we have the relations

|�| = det�αβ, �αβ�γβ = δγ
α, (6.4.1)

φα
β = �βμφβα, etc., (6.4.2)
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and the corresponding line element becomes

ds2 = dνα�αβdνβ = dναdνα. (6.4.3)

Later, it is shown that thismetricmay be induced by a suitably definedmicrostructural
kinetic energy motivated by physical evidence.

We further suppose that a Levi-Civita connexion is defined on the manifold, with
corresponding Christoffel symbols

�α
βγ = 1

2
�αμ

(
∂�βγ

∂νμ
− ∂�βμ

∂νγ
− ∂�γμ

∂νβ

)

. (6.4.4)

Then, the covariant derivatives ∇α for scalar, vector, and second order tensors are
given by

∇αφ = ∂αφ, (6.4.5)

∇αφβ = ∂αφβ − �
μ
βαφμ, (6.4.6)

∇αφβγ = ∂αφβγ − �
μ
βαφμγ − �μ

γαφβμ, (6.4.7)

where

∂αφ = ∂φ

∂να
. (6.4.8)

Note, however, that a metric intrinsic toM does not uniquely generate an intrinsic
connexion. In consequence, the covariant derivative (and therefore the intrinsic gra-
dient and divergence operators) cannot be uniquely specified, which in turn implies,
as discussed later, that micro-stress might loose its usually understood meaning.
Examples demonstrating that an intrinsic metric and intrinsic connexion can both
exist, or neither exist, are described in [CG97b].

6.4.2 Isometric Embeddings

The advantages of conducting mathematical operations in a linear space are self-
evident, and physically significant circumstances occur when without linearity
progress becomes severely inhibited. As discussed in [BC11], the axiom of per-
manent material elements for mushy, or dendritic, regions implies that elements
belonging to each loculus (or neighbourhood) e(x) may not be describable by a
unique value of ν. Partial ordering together with the extremes of perfect ordering
and complete disorder may even occur at different times. This suggests adopting
some representative average to measure behaviour, which is straightforward in a
linear space.
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According to theWhitney theorem [Whi37, Whi57], manifolds can be embedded
into a Euclidean, and therefore linear, space of sufficiently high dimension. To be
precise, any manifold of dimension m and of class Ck for some appropriate positive
k can be (isometrically) embedded globally into a Euclidean space of dimension
(2m+1). For Riemannianmanifolds, as considered here, themore precise theorem of
Nash [Nas56] states that for 3 ≤ k ≤ ∞, aCk-RiemannianmanifoldMof dimension
m can be isometrically embedded into theEuclidean space of dimension n = m(3m+
11)/2whenM is compact, and into theEuclidean space of dimensionm(m+1)(3m+
11)/2whenM is non-compact.Conditions for the existenceof isometric embeddings
are established in [Sle14], Remark 2.1 of which is especially relevant. When Nash’s
theoremholds, theRiemannian compactCk -manifoldM becomes anm-dimensional
hypersurface (or submanifold) in the Euclidean space En, n = m(3m +11)/2. Such
embeddings determine the minimal number of coordinates for the point ν ∈ M,
and remove the ambiguity in the local shape of the manifold (see, for example,
[Mai08]). Moreover, the connexion imposed on M by the particular embedding
limits the choice of coordinates; see, [Car96]. As already mentioned in Sect. 6.2.4,
embeddings are not unique. For example, by the Whitney theorem, SO(3) can be
embedded into E7, but an embedding into E5 is also known. It cannot, however, be
embedded into E4. Any consequent theory must be made invariant with respect to
the choice of non-unique embeddings, and physical properties must be preserved by
all embeddings. Let us also remark that points within the convex hull of the image of
the manifold in this space represent partially ordered microstructures, with the point
representing total disorder corresponding to the unique origin in a linear space. As
also previously stated, a linear space allows averaging processes to be performed.
We refer to [BC00, BC11] for further details.

It is important to note that practicalmeasurement, including that ofmicrostructure,
is conducted in the ambient Euclidean space E3, and must be consistent with those
intrinsic to the manifold M. This is further reason to ensure that the manifold can
be isometrically embedded into the ambient Euclidean space.

6.4.3 Microstructural Kinetic Energy

Recall that M is a differentiable manifold that has an associated tangent bundle
T M, i.e., the set M together with the tangent spaces TνM attached to all ν ∈ M.
Although this elemental structure is sufficient, for example, to define Lie derivatives
and differential forms,we further suppose thatM is endowedwith both aRiemannian
metric and a Levi-Civita connexion. As in the general discussion of Sect. 6.4.1, we
suppose that the components of the positive-definite Riemannian metric on M are
�αβ(ν). The metric on the tangent manifold T M is again �αβ , and we define the
corresponding scalar product of vectorsμ onT M to be the positive definite quadratic
form

μ.μ = μα�αβμβ = μαμα, (6.4.9)

by virtue of (6.4.2).
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The evolution of the microstructure within the material neighbourhood or loculus
e(x(x0, τ )) during the time interval [0, τ̄ ] describes a trajectory over the trivial bundle
E3 × M given by ν(τ , x(x0, τ )), with τ ∈ [0, τ̄ ]. The microstructural celerity ν̇ (a
term used in oceanography) can be evaluated along the trajectory as a vector in the
tangent space TνM at ν(τ , x(x0, τ )) by means of the vector ∂ν/∂τ belonging to
Tν(x,τ )M, and of a double vector ∂ν/∂x regarded as a linear operator from vectors
in E3 to those in TνM. We have

ν̇α = ∂να

∂τ
+ vi

(
∂να

∂xi

)

, (6.4.10)

where v(x, τ ) is the previously introduced mass averaged velocity, and indicial nota-
tion is adopted for clarity.

The superposed dot in (6.4.10) signifies the material, or total, time derivative,
(alternatively denoted by D/Dτ ), which implies a common time scale for treating
both the micro- and macro-components. There are, however, certain circumstances
in which the time rates of change describing micro- and macro-behaviour are signifi-
cantly different. It may therefore be appropriate to represent time itself as a fibre bun-
dle analogous to the fibre bundle decomposition of the micro- and macro-kinematic
variables.

We conjecture that for solids with microstructure a change in ν produces a change
in the deformation gradient F , while a change in ν̇ affects the velocity gradient L ,
where F and L are defined in (6.3.3). Conversely, changes in F and L equally can
be expected to influence ν and ν̇ respectively.

An evolution equation for the parameters να, derived from the invariance of virtual
power with respect to (gauge) group transformations, is given by (see [CG97b])

�αβν̇β = −ρ
∂ψ

∂να
, (6.4.11)

where ρ is the density, ψ the free energy per unit mass, and �αβ is proportional to
the symmetric positive-definite viscosity tensor. The gauge group of transformations
includes the group of rotations on M. In the absence, however, of an intrinsic con-
nexion onM, these groups are replaced by invariance with respect to changes of the
connexions on M.

We suppose that microstructural elements can be adequately incorporated into
Lagrangian dynamics.An essential quantity is then themicrostructural kinetic energy
density per unitmassκ(ν, ν̇), pointwise defined as the positive-definite scalar product
ν̇.ν̇:

κ(ν, ν̇) = ν̇α�αβ(ν)ν̇β = ν̇.ν̇ = ν̇αν̇α. (6.4.12)
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The Riemannian metric �αβ may be variously defined. In particular, it can be
determined experimentally or specified from a constitutive hypothesis provided the
choice is consistent with physically motivated properties of the manifold M. Each
choice defines a scalar product of microstructural velocities which in turn yields the
microstructural kinetic energy according to (6.4.12). Conversely, a microstructural
kinetic energy density function may be postulated as a constitutive assumption and
then (6.4.12) induces a Riemannian metric on T M. It is tacitly assumed that the
microstructure kinetic energy remains bounded implying that the microstructural
velocity also remains bounded.As discussed, however, in [Cap89], the boundmaynot
be global in time, since the speed of propagation of the microstructural perturbations
may approach a limit at which shocks or other singularities develop creating infinite
microstructural kinetic energy. In dislocation theory, the limit is the speed of sound.

Further remarks on the microstructural kinetic energy are discussed in the next
section on microstructural kinetic coenergy, and in Sect. 6.4.5 on microstructural
inertia where it is shown (cp., [CG97a]) that microstructural kinetic energy can
vanish independently of microstructural inertia.

6.4.4 Microstructural Kinetic Coenergy

In the application of Lagrange’s principle of Least Action, we suppose that inertia per
unit mass is derived in part from the bulk kinetic energy density and in part from the
microstructural kinetic coenergy density χ(ν, ν̇) assumed differentiable with respect
to ν̇, andwhich is discussed in this section. Indeed, themicrostructural kinetic energy
density κ(ν, ν̇) is related to the microstructural kinetic coenergy density χ by means
of the Legendre transform f ∗(χ) of χ as follows

κ(ν, ν̇) = f ∗(χ) =
(

∂χ

∂ν̇

)

.ν̇ − χ, (6.4.13)

which in coordinate form becomes

κ(ν.ν̇) = f ∗(χ) = ∂χ

∂ν̇α
ν̇α − χ. (6.4.14)

It is known from Legendre-Fenchal theory, (cp [Roc70], [BV10]), that the kinetic
energy κ(ν, ν̇) defined by (6.4.13) is a convex function with respect to ν̇ in the sense
of possessing a supporting plane in T M. The transform is involutive if and only if
χ is additionally convex in the sense of supporting planes, while for strictly convex
functions, we have χ = f ∗(κ). By definition, both functions κ, χ are related to the
Riemannian metric �αβ specified on M. Consequently, the Levi-Civita connexion
deduced from the metric may be employed for covariant differentiation.

However, χ need not be convex. Nevertheless, when χ is homogeneous of second
degree it coincides with κ, and therefore must be convex. More generally, (6.4.13)
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may be solved for χ in terms of κ. Let ν serve as a parameter, and set ν̇α = γασ,
where σ is another parameter, and γα are contravariant components of the vector γ.
The general solution (see [CG97a]) can be represented as

χ(ν, ν̇) = χc(ν̇, ν) + φ(ν̇, ν), (6.4.15)

where χc is the particular solution

χc(ν̇
α, νβ) = |γ|−2γαν̇α

(

�(νβ) +
∫ γαν̇α|γ|−2

1
θ−2κ(γξθ; νβ) dθ

)

, (6.4.16)

and� is an arbitrary function such that χc(γ, ν) = �(ν). The covariant components
of γ are γα. The functionφ(ν̇, ν) is the general solution of the homogeneous equation
corresponding to (6.4.13), and as such is homogeneous of degree one in ν̇. It then
follows that when κ is homogeneous of second degree in ν̇ then so also is χ.

The decomposition (6.4.15) can equivalently be represented as

χ(ν, ν̇) = χ̄(ν, ν̇)) + φ̄(ν, ν̇), (6.4.17)

where

χ̄(να, ν̇β) = |γ|−2γην̇
η
∫ �

1
θ−2κ(να, γβθ) dθ. (6.4.18)

The upper limit is given by � = γζ ν̇
ζ |γ|−2, and

φ̄(ν, ν̇) = φ(ν, ν̇) + |γ|−2(γ · ν̇)�(ν). (6.4.19)

Note that φ̄ is still homogeneous of degree one in ν̇.
In general, κ coincides with χ, but there are circumstances when these functions

are distinct. Recall that the microstructural kinetic energy κ depends upon consti-
tutive hypotheses which therefore also determine the choice of χ and φ̄ defined in
(6.4.19). Although more general forms are possible, expression (6.4.12) indicates
that one choice of the microstructural kinetic energy density κ is quadratic in ν̇
and non-zero. However, conditions can be selected under which φ̄ = 0 and the
microstructural kinetic coenergy, by (6.4.17) and (6.4.18), also vanishes (set σ = 1).
Further comments are provided in the next section.

6.4.5 Microstructural Inertia

We follow the development given in [Cap89, Sect. 7]. Details are presented in
[CG97a]. Let ω belong to the cotangent bundle T ∗

ν M over the point ν ∈ M, and
suppose that the kinetic energy theorem holds in the form that the power per unit
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mass of inertia forces is opposite in sign to the material time-derivative of the kinetic
energy per unit mass. On letting−m and−ω be the densities of the respective macro-
and micro-inertia per unit mass, we have

D

Dτ

(
1

2
ẋ2 + κ(ν, ν̇)

)

= m.ẋ + ω.ν̇, (6.4.20)

where D/Dτ and the superposed dot are used interchangeably to denote the material
time derivative. An immediate consequence of (6.4.20) is m = ẍ . In addition, on
appealing to (6.4.13), we conclude that

κ̇ = ∂κ

∂ν
.ν̇ + ∂κ

∂ν̇
.ν̈

=
(

∂2χ

∂ν∂ν̇
.ν̇ − ∂χ

∂ν

)

.ν̇ +
(

∂2χ

∂ν̇∂ν̇
+ ∂χ

∂ν̇
− ∂χ

∂ν̇

)

.ν̈

=
(

∂2χ

∂ν∂ν̇
.ν̇ + ∂2χ

∂ν̇∂ν̇
.ν̈ − ∂χ

∂ν

)

.ν̇

=
(

D

Dτ

(
∂χ

∂ν̇

)

− ∂χ

∂ν

)

.ν̇,

which implies that

ω = D

Dτ

(
∂χ

∂ν̇

)

− ∂χ

∂ν
. (6.4.21)

Wemay now further elaborate on possible distinctions between the kinetic energy
κ and kinetic coenergy χ. When χ is linear in ν̇ so that

χ(ν, ν̇) = λi (ν)ν̇i , (6.4.22)

it is easy to show that κ = 0 but that the microstructure inertia ω is non-zero and of
Coriolis type expressed by

ω = ρ

(
∂λi

∂ν j
− ∂λ j

∂νi

)

ν̇ j , i, j = 1, . . . n, (6.4.23)

and thus does not contribute to the power. This, and similar examples,may be relevant
to magneto-mechanical effects (see, for example, [DP95]). Conversely, there may be
other circumstances when κ = 0 is insufficient for the microstructural inertia ω to
vanish. For example, let ν be a vector d and set κ = 0, φ̄ = c|ḋ|where c is constant.
Then ω becomes proportional to the component of d̈ in the plane orthogonal to ḋ;
that is, to

ρc|ḋ|−1
(

I − ḋ ⊗ ḋ

|ḋ|2
)

d̈,
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where I is the identity tensor.
Again, observe that the functions κ and χ may differ when they are functions of

|ν̇|2 only and independent of ν. Such an example occurs inmoving dislocation theory
when ν represents the dislocation density and the speed of second sound imposes a
limit on |ν̇|.

6.5 Lagrange’s Principle of Least Action

6.5.1 Balance Laws. Conservative System

A possible derivation of balance laws is from Noether’s theorem. Alternatively, they
may be established from either total energy balance or balance of power subject to
gauge invariance interpreted to mean invariance with respect to spin of the observer
and diffeomorphisms of the microstructural parameters να. In this regard, Gurtin
and Podio-Guidugli [GP92] develop a procedure for mechanical balance laws. We
comment further on this aspect in Remark 6.5.2. Instead, in accordance with Capriz
and Mariano [CM03] and Brocato and Capriz [BC11], who were motivated by the
approach employed by the Cosserats [Cos09], we derive the balance laws from
Lagrange’s Least Action Principle. Let the Lagrange density L, defined over the
body in its reference configuration B∗, be specified by

L(x0, x, ẋ, F, ν, ν̇,∇ν) = 1

2
ρ∗ ẋ2 + ρ∗χ − ρ∗U (x0, x, F, ν,∇ν) − ρ∗ϕ(x, ν),

(6.5.1)

where ρ∗ is the mass density in B∗, ∇ν(x, τ ) is the spatial gradient operator with
respect to x , U is the potential energy per unit mass, and ϕ is the potential per unit
mass of external sources. The kinetic coenergy density function χ is introduced in
Sect. 6.4.4.

For sufficiently smoothL, extrema of the total Lagrangian L of the body defined as

LB∗ =
∫ τ

0

∫

B∗
L dXdτ , (6.5.2)

where dX is the volume element of B∗, are determined in the standard manner (cp
[MH83]) and lead to the following system of Euler-Lagrange field equations which
are the fundamental partial differential equations of the present theory [CM03]:

D

Dτ

(
∂L
∂ ẋ

)

= ∂L
∂x

− Div
∂L
∂F

, (6.5.3)

D

Dτ

(
∂L
∂ν̇

)

= ∂L
∂ν

− Div
∂L
∂∇ν

, (6.5.4)
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where the divergence operator Div is with respect to the material coordinate x0, and
the operator D/Dτ signifies the material time derivative.

These equations can be reduced to forms containing the macro-Cauchy stress
tensor T and themacro-Piola-Kirchhoff stress tensor P , which as usual are related by

P = (det F)T F−1 = −ρ∗
∂U

∂F
. (6.5.5)

Similarly, the corresponding micro-stress tensors S and R are related by

R = (det F)SF−1 = −ρ∗
∂U

∂∇ν
. (6.5.6)

On letting f and β denote the respective macro- and micro-vector body force per
unit mass, we deduce from the variational principle that

f = −∂ϕ

∂x
, β = −∂ϕ

∂ν
. (6.5.7)

Also, the spatial and referential internal microaction vectors ζ and ϑ (or the “self-
force”), whose sum is not necessarily zero, are related by

ϑ = (det F)ζ = ρ∗
∂U

∂ν
. (6.5.8)

Consequently, for a conservative motion of the body, the governing equations
become:

1. Spatial macro- and micro-balance equations

div T + ρ f = ρẍ, (6.5.9)

div S + ρβ − ζ = ρ

{
D

Dτ

(
∂χ

∂ν̇

)

− ∂χ

∂ν

}

, (6.5.10)

where (x, τ ) ∈ Bτ × [0, τ̄ ], and div denotes the spatial divergence operator.
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2. Referential macro- and micro-balance equations.

Div P + ρ∗ f = ρ∗ ẍ, (6.5.11)

Div R + ρ∗β − ϑ = ρ∗
{

D

Dτ

(
∂χ

∂ν̇

)

− ∂χ

∂ν

}

, (6.5.12)

where (x0, τ ) ∈ B∗ × [0, τ̄ ].
Inspection shows these equations respectively form coupled systems, demonstrat-

ing the interaction between the macro- and micro-behaviour. As with most coupled
systems, it is of interest to measure the interaction, and in particular determine the
error that occurs when microstructure components are neglected. Expressed other-
wise, it is important to establish how the solution depends upon ν and other coupling
parameters.

For non-conservative motions, the balance equations remain in the form stated
above, with the significant exception that the quantities P, R, f,β, and ζ are no
longer obtained as derivatives of the respective potential functions.

Remark 6.5.1 Relations (6.5.6) and (6.5.8) confirm the dependence of both S and ζ
on points ν belonging to the manifoldM. In certain problems the choice of ν may be
determined by physical considerations, but in others, there may be greater freedom.
It may then be desirable to transform the elements ν into a new set still belonging
to M. Consequently, in such problems we must seek to employ intrinsic versions
of the various operators which implies that covariant derivatives are defined by an
intrinsic connexion on M whose choice should again be physically motivated.

Remark 6.5.2 The last observation may be amplified and related to the derivation
of balance laws from the invariance of balance of power (c.p., [Car96, CG97b]).
For weak non-local interactions and virtual parameters ν̃α, the corresponding virtual
power may be approximated to first order by

∫

Bτ

(
ζ̃α

˙̃να + S̃i
α
˙̃να
,i

)
dx, (6.5.13)

with no physical meaning ascribed to either ζ̃α or S̃i
α. Nor can these entities be

localised in the sense that (6.5.13) holds on each subbody. Suppose now that an
intrinsic connexion exists on M and introduce microstress S over Bτ as a linear
operator from the translation space V in the Euclidean space E3 onto the cotangent
space T ∗

ν M. The interactions are now local and the micro-traction σα can be mean-
ingfully defined. For each subbody O ⊂ Bτ , the virtual power of micro-inertia is
given by

∫

O
ρ

((
∂χ

∂ν̇α
− ∂χ

∂να

))
˙̃να dx −

∫

O
fα ˙̃να dx −

∫

∂O
σα

˙̃να dS, (6.5.14)
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where previous notation is used. In consequence, we have σα = Si
αni , where n is the

unit outward normal on ∂O. Expression (6.5.13) is now valid but ζα and Si
α are no

longer dependent on Bτ . The dual of Si
α becomes the covariant gradient ν̇α

;i defined
in terms of the intrinsic connexion by

ν̇α
;i = ν̇α

,i + �α
βγν

β
,i ν̇

γ . (6.5.15)

Similarly, the divergence operator in (6.5.10) is given by

div S = Si
α;α = Si

α,α − �
γ
βαν

β
,i Si

γ, (6.5.16)

where

φ,α = ∂φ

∂xα
= ∂αφ. (6.5.17)

6.5.2 Total Energy. Noether Theorems

From the Euler-Lagrange equations (6.5.3) and (6.5.4), we derive appropriate ver-
sions of the familiar Noether theorem. Define the total energy by

U = ẋ · ∂L
∂ ẋ

+ ν̇ · ∂L
∂ν̇

− L, (6.5.18)

and use the relations
∂L
∂ν̇

= ρ∗
∂χ

∂ν̇
, (6.5.19)

together with (6.4.13) to alternatively express U in terms of the microstructural
kinetic energy κ(ν, ν̇) (see (6.4.12)) as

U = 1

2
ρ∗ ẋ2 + ρ∗κ(ν, ν̇) + ρ∗U (x0, x, F, ν,∇ν) + ρ∗ϕ(x, ν), (6.5.20)

and ∇ν is the gradient with respect to x0.
The balance of energy then becomes

U̇ − Div (ẋ P + ν̇R) = 0. (6.5.21)

Noether’s theorem is now used, as described in [CM03], to derive conservation
laws from the Euler-Lagrange equations (6.5.3) and (6.5.4). We sketch the argument.
It is supposed that the Lagrange densityL is invariant under the action of two suitable
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diffeomorphisms defined respectively on B∗ and Bτ , together with a Lie group of
transformations of M. Let

Q = ∂L
∂ ẋ

· (v − Fw) + ∂L
∂ν̇

· (ξM(ν) − (∇ν)w) , (6.5.22)

F = Lw +
(

∂L
∂F

)T

(v − Fw) +
(

∂L
∂∇ν

)T

(ξM(ν) − (∇ν)w) , (6.5.23)

where the vectors v and w are related to the diffeomorphisms, and ξM is the infin-
itesimal generator of the action of the Lie group on ν ∈ M. It may then be proved
that

Q̇ + Div F = 0. (6.5.24)

A special choice of diffeomorphism implies that (6.5.24) leads to the previously
derived referential, or material, macro-balance equation (6.5.11). An arbitrary Lie
group leads to the referential micro balance equation (6.5.12). For other diffeomor-
phisms, it is established in [CM03] that (6.5.24) also implies the generalisation of
results obtained in elasticity by Knowles and Sternberg [KS72], Green [Gre73],
and Fletcher [Fle76]. Specifically, Capriz and Mariano [CM03] derive the following
conservation law from (6.5.24):

˙(

FT ∂L
∂ ẋ

+ (∇ν)T ∂L
∂ν̇

)

− Div

(

IP−
[
1

2
ρ∗ ẋ2 + ρ∗χ(ν, ν̇)

]

I

)

− ∂L
∂x0

= 0,

(6.5.25)
where the stress-energy momentum tensor IP, a generalisation of the Eshelby tensor,
is given by

IP= ρ∗U I − FT P − (∇ν)T � R, (6.5.26)

and the product � is defined by

(
(∇ν)T � R

)
v · u = Rv · (∇ν) u (6.5.27)

for all vectors v, u.
The conservation law (6.5.25), related to configurational forces which for

microstructure are studied byMariano [Mar00], generalises that previously employed
to investigate crack propagation and the J -integral introduced by Rice [Ric68]; see
also [MT92].

When the material is homogeneous and in static equilibrium under zero source
terms, we have

U = ρ∗U (F,∇ν), (6.5.28)

and the conservation law (6.5.25) reduces to

Div IP= 0, (6.5.29)
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where IP is given by (6.5.26), while the balance equations (6.5.11) and (6.5.12)
become

Div P = 0, (x0, ν) ∈ B∗ × M, (6.5.30)

Div R = 0, (x0, ν) ∈ B∗ × M. (6.5.31)

The constitutive relations (6.5.5) and (6.5.6) are unaltered in form.
Multiplication of (6.5.29) by x0 then gives the conservation law

0 = x0 · Div IP
= Div (x0 · IP) − tr IP

= Div (x0 · IP) − 3ρ∗U + Div (x · P) + Div (x · R).

An alternative derivation may be based on arguments presented by Olver [Olv86].
When integrated over B∗, the last equation leads to an integral conservation law

analogous to that used in [KS84] to prove uniqueness of the solution to the affine
displacement boundary value problem on a star-shaped region for a homogeneous
nonlinear elastic body.

6.5.3 Hamiltonian Treatment

We define the macro-momentum p and micro-momentum π according to

p = ∂L
∂ ẋ

, (6.5.32)

π = ∂L
∂ν̇

, (6.5.33)

and let the Hamiltonian density H be given by

H(x0, x, p, F, ν,π,∇ν) = p · ẋ + π · ν̇ − L(x0, x, ẋ, F, ν, ν̇,∇ν). (6.5.34)

Then the Euler-Lagrange system (6.5.3) and (6.5.4) may be written as

ṗ = − ∂H
∂x0

+ Div
∂H
∂F

, (6.5.35)

ẋ = ∂H
∂ p

, (6.5.36)

π̇ = −∂H
∂ν

+ Div
∂H
∂∇ν

, (6.5.37)

ν̇ = ∂H
∂π

. (6.5.38)
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To adjoin boundary conditions to the corresponding boundary value problem,
Capriz and Mariano [CM03] assume there are non-empty subsets ∂B(1)∗ , ∂B(2)∗ of
the reference boundary ∂B∗ on which there respectively holds

∂H
∂F

n = ρ∗
∂V (1)

∂x
,

∂H
∂∇ν

n = ρ∗
∂V (2)

∂ν
, (6.5.39)

where n is the unit outward normal on ∂B∗, and V (1)(x) and V (2)(ν) are prescribed
surface potentials. On the complementary parts ∂B∗\∂B(1)∗ and ∂B∗\∂B(2)∗ the func-
tions x(x0), ν(x0) are supposed given.

The Hamiltonian H of the whole body is taken as

H(x, p, F, ν,π,∇ν) =
∫

B∗
H(x0, x, p, F, ν,π,∇ν) dx0 −

∫

∂B(1)∗
V (1)(x) dS

−
∫

∂B(2)∗
V (2)(ν) dS, (6.5.40)

where dS denotes the surface area element.
The variational, or functional, derivative δJ/δg of the functional

J [g] =
∫

B∗
L(x0, g(x0),∇g(x0)) dx0 (6.5.41)

is explicitly given by
δJ

δg
= ∂L

∂g
− Div

∂L
∂∇g

, (6.5.42)

the right side of which corresponds to the expression occurring in the Euler-Lagrange
equation.

The variational derivative is used to define the Poisson bracket, given as

{W, H} =
∫

B∗

(
δW
δx

· δH
δ p

− δH
δx

· δW
δ p

)

dx0

+
∫

∂B(1)∗

(
δW
δx

· δH
δ p

|
∂B(1)∗

− δH
δx

· δW
δ p

|
∂B(1)∗

)

dS

+
∫

B∗

(
δW
δν

· δH
δπ

− δH
δν

· δW
δπ

)

dx0

+
∫

∂B(2)∗

(
δW
δν

· δH
δπ

|
∂B(2)∗

− δH
δν

· δW
δπ

|
∂B(2)∗

)

dS, (6.5.43)

where for a sufficiently smooth scalar function W we have set

W =
∫

B∗
W(x0, x, F, p, ν,π) dx0. (6.5.44)
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The relation between the Lagrangian and Hamiltonian formulations is established
by Capriz and Mariano [CM03] who prove that the canonical Hamiltonian equation

Ẇ = {W, H} , (6.5.45)

is equivalent to the system (6.5.35)–(6.5.38), and consequently to (6.5.3) and (6.5.4).
The introduction of the Hamilton-Jacobi equation enables the derivation of results

analogous to those in the classical theory. For example, it is proved in [CM03]) that
there exists a generating function S = S(τ , x0, x, F, P, ν,π) given by

S =
∫

L dτ + constant, (6.5.46)

that satisfies
∂S

∂τ
+ H = 0,

p = ∂S

∂x0
, π = ∂S

∂ν
, ν = ∂S

∂π
.

The spatial form of the theory just outlined is discussed in [CM03].

6.6 Boundary Conditions

Boundary conditions represent in some suitable manner the effect of external phe-
nomena on the internal behaviour of the body, and complete the specification of
the time-independent problem. Subject to appropriate smoothness of data, existence,
uniqueness and regularity can be established from standard results in the theory of
nonlinear partial differential equations.

Complications occur, however, when considering microstructure. The subject is
extensively reviewed in [CP04], and there is an ample literature devoted to spe-
cial studies including that of martensite/austensite phase transitions in solids, and
nematic liquid crystals. The critical summary presented here mainly concerns out-
standing issues that must be resolved before any precise specification is possible in
the microstructure problem. The list is not in any special rank order.

6.6.1 Definition and Nature of the Boundary

At the macro-scale we suppose that the boundary encloses a fit region in the sense
of Noll and Virga [NV88], but from the micro-perspective the enclosed region may
no longer satisfy this condition, but merely be open. Indeed, at the microstructural
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scale the boundary may become severely irregular although remaining continuous.
Granular materials, for example, do not have a smooth boundary. The precise pre-
scription of irregular but continuous boundaries becomes important not only when
specifying meaningful boundary conditions, but also when modifying the notion of
flux to allow the normal on the boundary to rapidly oscillate or even to be undefined.
Such issues are discussed notably by Segev [Seg00, Seg13].

Difficulties especially occur when boundary conditions are considered for gases
at small density. The fine detail of the boundary must then be taken into account.
Equally, the boundary is important when dealing with solid bodies immersed in a
condensing fluid, while surface interfaces between components in fluid mixtures can
be prohibitively complicated. An obvious example is the finely distributed surrounds
of cirrus clouds in contrast to the more exactly defined surfaces of cumulus clouds.

Similar care is required when an Euler cut is used to describe an internal boundary
separating subregions of different microstructure. Due to irregularity of the actual
physical boundary, a point on the cut may not correspond to the mass centre of its
loculus or neighbourhood e(x) therefore contradicting one of our main assumptions.
Considerations of this type have already been encountered in Sect. 6.3 for a boundary,
either internal or external, that separates regions of different phases such asmartensite
and austenite. This leads to the related concept of interactions across a surface. Some
models are discussed in [CP04, CV90] and [FM05].

6.6.2 Axiom of Permanent Material Elements

Difficulties have been noted in Sect. 6.3 regarding the reconciliation of the mate-
rial bijection (6.3.2) with a physically plausible model of the bodies’ boundary.
Another question concerns the prescription of suitable balance laws at a boundary.
Little progress has apparently been achieved with any of these issues, and it seems
unlikely that any single mathematical model will suffice to account for all the dis-
parate physical circumstances that possibly might occur.

6.6.3 Limit Processes

A complex or irregular boundary may be investigated by means of a limit process
using “reasonable” sets (fit regions, for example) as members of a sequence that ever
more closely approximates rapid variations of an actual boundary. This is equivalent
to postulating that the boundary may be replaced by a shell whose thickness is of
order δ. Assume that the sequence under consideration is monotonic (i.e., when parts
are added or subtracted at the shell’s boundary) and all members of the sequence
are fit regions within the same compact set. As δ → 0, the shell contracts into
a two-dimensional surface, and on using the volume measure as norm, it may be
expected that a limit set exists. The process may be valid when considering internal
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boundaries between subbodies, but is less certain when applied to the problem of
an external boundary regarded as the interface with an external region of different
micro-composition. Information is then required on the behaviour of the external
environment and how this is affected by the presence of the body.

Significantly greater complexity occurs when successive terms of the sequence
are obtained by subtracting regions that formed part of the bulk of the body whether
or not monotonicity is preserved. Holes may accumulate against walls which ulti-
matelymust be regarded as portions of the topological boundarywhile not necessarily
belonging to the reduced boundary. Elegant examples of Noll [Nol73, pp. 91–92]
illustrate that the limit region may be fit, but still allow a vast range of non-standard
effects.

When the sequence is not monotonic, the limit set may not exist and the investi-
gation must be expanded to include Young measures and such other mathematical
concepts as “presence” and “texture”, alongwith a newalgebra of bodies that involves
probabilistic concepts. Unfortunately, a precise definition of boundary becomes elu-
sive or, rather, confused with that of the body itself. The notion of flux seems to
merge with that of volume density, and a boundary condition may become indistin-
guishable from equilibrated internal action. These important questions, considered in
[CM00], are not exclusively theoretical, but, on the contrary, possess definite prac-
tical significance related, for example, to optimal shapes, granular materials, and
suspensions.

The boundary may be so severely irregular that the perimeter becomes infinite
in length. Nevertheless, it should be possible to evaluate the total limit flux through
the irregular boundary using the gradient theorem and the (assumed) limit of bulk
totals of divergence measures. In this respect, it must be confirmed whether there
are flux representation theorems expressible in terms of totals over the boundary
of Hausdorff measures with fractional dimension. These questions are discussed in
[RS03] and [Sil97] and elsewhere.

An entirely different approach to a highly irregular boundary consists of two
stages. First, a “vicinal” smooth surface is introduced as a gross approximation.
Secondly, “crenellations” are generated by assuming a law depending upon a finite
number of parameters. For simplicity, suppose the body is composed of a classical
material (say linearly elastic). The tractions at the boundary are then averaged over the
vicinal surface and consequentlymean stresses and strains canbe evaluated in thebulk
of the body. Finally, the corresponding variances, especially near the boundary, are
considered as microstrains and microstresses associated with microstructure defined
by parameters that characterise the crenellations.
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6.6.4 Dirichlet and Neumann Boundary Conditions. Cauchy
Initial Data

Dirichlet boundary data and Cauchy initial data. In Sect. 6.2.4, wemention an imme-
diate difficulty that accompanies prescribed Dirichlet boundary micro-data. Suppose
continuous values of ν assigned on the boundary can be mapped onto the manifold
M to form a compact sphere which might not reduce to a single point on M by
continuous collapse. When this sphere does not belong to the identity of the sec-
ond homotopy group on M, a singularity must occur within Bτ . The topological
theory of defects [Mer79] classifies the type of irregularities as a sheet of phase
transitions, or line and point defects. Certain singularities that possess extreme prop-
erties are termed “boojum”, and were first recognised in bodies composed of nematic
liquid crystals. They now play an intriguing role in the theory of superfluidity. Yet
again, experimental evidence, particularly in liquids and semisolids, indicates that
full regions of quasicrystallisation or a glassy state may occur for random values of
ν, demanding development of a markedly different mathematical model.

Neumann boundary data. Macro- and micro-boundary tractions specify compo-
nents of P and S on ∂B∗ or ∂Bτ , and are only rarely, if at all, realisable in the
laboratory. Even for the strictly mechanical version of the Cosserat theory, it is not
easy to invent practical devices that can reproduce boundary torques that are not
moments of forces. Indeed, effective modelling of microstructure boundary “trac-
tions” is best achieved by modifying the Lagrangian density L to include a surface
energy density dependent upon ν and the unit normal vector n. This results in the
macro-Piola-Kirchhoff stress P having an extra term representing surface tension,
and the material microstructural stress vector Sn becoming the derivative of a surface
density with respect to n. See also Sect. 6.6.8.

6.6.5 Bifurcation

Under certain circumstances, the static problem subject to boundary conditions of
place may admit several different solutions each of which is an energy minimiser.
Experimental evidence demonstrates that these solutions may fractionally coexist;
that is, different solutions may occur in different parts of the body, rather than occu-
pying regions inwhich they are pointwise superposed. Theremay be a family, or even
a continuous set, of such solutions with a characteristic distribution within the body.
A broader theory involving an appropriate form of Boltzmann’s equation might be
required to adequately explain such phenomena. This task may not be straightfor-
ward since the dimension of M may become infinite perhaps necessitating appeal
to the theory of manifolds of mappings.
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6.6.6 Gross Shape of Bτ

Under Neumann boundary conditions, the body normally assumes a shape deter-
mined by the surface data and specified source terms. But as the body deforms, any
change in shape may be impeded by self-contact or by contact with neighbouring
bodies, as, for example, in the growth of large solid crystals. The boundary conditions
then become of unilateral type studied notably by Lions [Lio69], Lions and Stam-
pacchia [LS67]; and by Ciarlet and Nečas [CN87] and Fichera [Fic72] in elasticity.
On the other hand, the shape assumed by drops either of semisolids or of liquids
due to microstructure may be decided by the appropriate Wulff set; see, for example,
[Cap89, Sect. 33] and [CP04].

6.6.7 Rigid Container

Complications noted in the previous section can easily be avoided by supposing
that the external environment offers no response, effectively corresponding to null
“Neumann” boundary conditions. Conversely, it may be supposed that the body is
encased in a perfectly rigid (and inert) container. These idealisations, however, are
nor always physical; for example, a freely floating body subject to null boundary
conditions may lose mass due to evaporation or other causes.

With regard to a rigid container, it must be decided whether its surface can be
assumed smooth or whether it should be endowed with a particular microstructure.
Very fine polishing of the container’s surface might enable the tangent plane at each
boundary point to be exactly defined. It also might clarify the type of constraint
that can be imposed on surface microstructure, without limiting the effects of local
curvature. For simple bodies, the interaction between body and container may be
influenced not only by adherence properties, but also by suitably adjusted wettability
properties thatmay reduce abodies’ coherence (for example,mercury is an ineffective
lubricant).

It must be emphasised that properties of adherence and coherence can be dra-
matically influenced by very small changes in the bodies’ composition. The mixing
of minute percentages of appropriate additives drastically alters boundary proper-
ties without necessarily influencing properties in the bulk of the body. For example,
biological tissues may be provided with a skin equipped with a microstructure that
enables the skin to respond to specific needs. Recent medical research suggests that
adverse effects of a heart attack may be mitigated by addition of microparticles to
the blood stream. Obviously, investigation of such responses must incorporate the
molecular, or even atomic, structure.

Accordingly, when effects of the boundaries’ minute features become signifi-
cant, the microstructure model must adequately recognise surface roughness, crys-
tallinity, and surface rulings. Frequently, however, characteristics of the boundary’s
microstructure constrain the choice of ν which must assume a specific value at each
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point of the boundary. The classical analysis of standard boundary conditions of
place may no longer be relevant and consequently it does not always follow that
smoothness of the independent data variables implies existence of smooth solu-
tions to the equilibrium problem. On the contrary, inclusion in the model of surface
microstructure possibly raises fundamental objections of principle as already stated
in Sect. 6.6.4. In order to deal with this question, Biscari and Turzi [BT07] model
boundary roughness by strong oscillations in a fixed boundary condition. (Consider
the example of a nematic liquid crystal in which the director is held parallel to a vio-
lently oscillating outer normal due to boundary roughness.) These authors establish
that at an interior point the microstructure boundary conditions may be effectively
replaced by a Robin type (weak anchoring) boundary condition associated with a
boundary potential dependent upon boundary roughness.

6.6.8 Surface Potentials

A frequently employed and straightforward assumption that overcomes difficulties
mentioned in previous sections requires the field ν to minimise the total energy now
defined to be the energy of the body plus a surface energy. Relevant constitutive
laws must be postulated that are valid for surface effects, and appropriate objectivity
conditions satisfied.

6.6.9 Free Boundary

Other difficulties, so far unresolved, occur when the surface or boundary is unknown,
that is when we are dealing with a free boundary value problem. The boundary,
for example, could be determined by a phase transition, with parts of the body
consisting of material in one of several possible phases. The body itself could be
immersed in an environment composed of the same material but in a different phase.
The complete description of the body and its microscopic features then additionally
requires constitutive laws to be postulated.

6.7 Conclusion

These introductory notes are intended to facilitate and encourage wider access to
the literature of the geometric treatment of microstructure. Although there has been
little or no attempt to include new material, it is hoped that sufficient indication is
provided of the rich diversity of challenging problems awaiting full investigation.
Exclusion from present consideration definitely does not imply a topic is unworthy
of study.
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Accordingly, we list in no particular order some important topics purposely omit-
ted.

1. Explicit development of new microstructure theories capable of practical testing,
or leading to the creation by chemists, physicists, and other similar experimen-
talists, of new particles and materials. New theories could also assist biologists
to discover corresponding naturally occurring materials. Quasi-crystals, although
strictly a mixture and not a continuumwith microstructure, has followed a similar
development.

2. Application of the general equations to recover the special theories outlined in
Sect. 6.2. Such particularisation is discussed in the tract [Cap89].

3. Discussion of linearisation, its implications, and indeed its precise meaning in
the present context.
Linearisationmight be possible formanifoldswith small curvature as in the exam-
ple of a linear elastic shallow shell. For plates, the theory can become completely
linear. In general, however, embedding into a linear space is required.

4. Exploration of ephemeral materials (see [Cap08]), Navier-Stokes-αβ continua
(see, for example, [CF11, CFS12]), hypocontinua [Cap10], and other theories for
which the axiom of permanent material elements is contravened (see Sect. 6.3).
Indeed, in such theories themicro-constituents in a given neighbourhood (loculus)
and at a given instant may later disperse to several different locations violating
the notion of a material element. Also omitted is an examination of gyrocontinua
(see [Cap03, CM04]), and of the double pendulum and its generalisations, along
with other simple examples.
Amongother theories not considered are the important class of continua that forms
a category intermediate to those envisaged in Sect. 6.3. Although each neighbour-
hood at a given instant has a permanent number of microstructural elements, each
such population contains subsets requiring separate identification as points on the
manifold. When the subsets become too large, and the microstructural behaviour
too complex, rigorous averaging procedures are required to reduce the number of
variables.

5. Defects and similar singularities including dislocations, while only having been
briefly mentioned, are extensively studied in the literature. See, for example,
[ES14] and [YG14] where other contributions are quoted. Other pertinent con-
tributions include [Eps14] and [AF14], but especially for static distributions of
dislocations the literature is too vast for meaningful citation in the present chapter.

6. A comprehensive account of constitutive relations for microstructure is lack-
ing, including the extension of the general representation of the micro-stress
derived in Sect. 6.5.1. Of relevance in this respect is the contribution by Gotay and
Marsden [GM92] that obtains a gauge-invariant, physically meaningful, stress
energy momentum tensor using fluxes of a multidimensional momentum map
across hypersurfaces in spacetime.
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Chapter 7
On the Geometry and Kinematics
of Smoothly Distributed and Singular Defects

Marcelo Epstein and Reuven Segev

Abstract A continuum mechanical framework for the description of the geometry
and kinematics of defects in material structure is proposed. The setting applies to a
body manifold of any dimension which is devoid of a Riemannian or a parallelism
structure. In addition, both continuous distributions of defects as well as singular
distributions are encompassed by the theory. In the general case, thematerial structure
is specified by a de Rham current T and the associated defects are given by its
boundary ∂T . For a motion of defects associated with a family of diffeomorphisms
of a material body, it is shown that the rate of change of the distribution of defects is
given by the dual of the Lie derivative operator.

7.1 Introduction

We present below a mathematical framework for the description of the geometry and
kinematics of material defects from the continuummechanics, macroscopic, point of
view. In particular, the proposed framework applies to both continuously distributed
as well as singular defects and is formulated on general manifolds devoid of any
metric or a parallelism structure.

Material defects, are frequently described by relative translations of neighboring
points in thematerial (e.g., [KA75, LK06, Sah84]). Sometimes a global point of view
is adopted (e.g., [Cer99]) and defects are viewed as obstructions to the construction
of a global inverse deformation. Another frequent approach (e.g., [Kon55, Nol67,
Wan67, EE07]), views the existence of defects, or inhomogeneities, as an inherent
consequence of the constitutive relation for a body. Following [ES12], the present
framework differs from the first point of view above in the sense that the analysis
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involves no kinematics of the body in space. No deformations are considered and
only the material structure of the body manifold is studied. The present approach
differs from the theory of inhomogeneities in the sense that rather than associating
the defects with a particular constitutive relation, e.g., the relation between the stress
and the deformation, the material structure is given explicitly. (See somewhat similar
approaches by Toupin [Tou68] and Eringen and Claus [EC70] who use oriented, or
micromorphicmedia.) For example, it is assumed that a family ofBravais hyperplanes
is given by explicitly prescribing, at each point in a body, a hyperplane as well as the
density of these hyperplanes. In other words, one specifies a distributed analog of the
Miller indices for a family of hyperplanes. Mathematically speaking, if the body is
a manifoldM of dimension n, we consider in the continuous case a distribution, an
(n − 1)-subbundle of the tangent bundle, which is induced by a differential 1-form
ϕ. Material structure of dimension r �= n − 1, will be prescribed by a p-form for
p = n − r . Singular material structure of dimension r is given in terms of a de
Rham r -current T , a generalized (n − r)-form. Thus, for a 3-dimensional manifold,
the interesting cases are r = 2 that gives the Bravais planes at the various points
and r = 1 that gives the inclination field of directors for the theory of disclinations.
It is observed that other descriptions of the geometry of defects based on explicit
geometric specification of material structures are available in the literature, e.g.,
[DP91].

In the deformation theory of dislocations, the Burgers vector is defined using the
gap that opens up between the positions of neighboring points. Here, one considers
the total amount of hyperplanes that are penetrated, in one particular orientation,
when a closed loop is followed. This motivates the definition of the distribution of
defects as the exterior derivative dϕ of the structure form ϕ in the continuous case
and as the boundary ∂T of the structure current T in the singular case.

An attempt wasmade here to introduce some of the relevant background on differ-
ential forms and de Rham currents. In Sect. 7.2 we briefly review the subject of dis-
tributions, subbundles of the tangent bundle, induced by a decomposable differential
form and the results pertaining to the submanifolds they may induce. In Sect. 7.3 we
use these results to introduce structure p-forms and the corresponding exterior deriv-
atives that represent the associated smoothly distributed defects. Section7.4 presents
the basic notions concerning de Rham currents and Sect. 7.5 uses these notions to
introduce the singular counterparts of structure forms and continuously distributed
defects. The simple cases of 0-dimensional material structures and n-dimensional
material structures are considered in Sect. 7.6. Sections7.7 and 7.8 present the phys-
ically relevant cases of dislocations and disclinations, and some examples are given.
Thus, all the cases relevant to the 3-dimensional space are covered. Section7.9 con-
siders the motion of material structure and the associated defects, and the rate of
change of the motion. Both the continuous and singular cases are discussed for the
case where the material structure is carried with a family of diffeomorphisms of the
bodymanifold. Finally, we give an example in which a smooth distribution of defects
evolves into a singular defect.
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7.2 Forms and Hypersurfaces

Defects are considered in this article to be obstacles to integrability. Consider a family
F of (n −r)-dimensional oriented hypersurfaces in the body manifoldM . We view
the family F as a given material structure in the body. For example, a family of
2-dimensional surfaces in a 3-dimensional body may be thought of as a family of
lattice layers. Let S be an (r + 1)-dimensional submanifold with boundary (see
[p. 127][Mic08]) in the body manifold. The “amount” of hypersurfaces belonging
toF that cross the boundary ∂S , if different from zero, indicates the generation or
annihilation of such hypersurfaces in S . We view such creation or annihilation of
material hypersurfaces as an indication for the presence of defects in S .

In this section, we describe the notions from exterior calculus used for the descrip-
tion of what is referred to above as a “family of hypersurfaces” in the body mani-
foldM .

We recall [Ste83, pp. 16–17] that an r -dimensional subspace W of a vector space
V is associated with a decomposable r -vector v which is unique up to a scalar factor
such that u ∈ W if and only if v ∧ u = 0. In the sequel we will use this property
for subspaces D∗

x of the various cotangent spaces T ∗
x M , x ∈ M of dimension

p = n − r . It is observed that each D∗
x determines a unique r -dimensional subspace

Dx = (D∗
x )⊥ = {v ∈ TxM | ω(v) = 0, for all ω ∈ D∗

x }. Thus, a p-dimensional
subspace D∗

x ⊂ T ∗
x M is determined by a decomposable p-covector (alternating

tensor) ϕ.
We will use the notation v� ω for the contraction of a p-covector ω with a vector

v, a (p − 1)-covector satisfying

v� ω(w1, . . . , wp−1) = ω(v, w1, . . . , wp−1) = ω(v ∧ w1 ∧ · · · ∧ wp−1). (7.1)

Let ω be a q-covector, q < p, such that ϕ ∧ ω = 0. Then, recalling the identity

v� (ϕ ∧ ω) = (v� ϕ) ∧ ω + (−1)rϕ ∧ (v� ω), (7.2)

for any tangent vector v, one has,

ϕ ∧ (v� ω) = 0 (7.3)

for every vector v that annihilates ϕ in the sense that v� ϕ = 0. In the particular case
q = 1, and assuming ϕ �= 0, one has ω(v) = 0.

Conversely, if ω(v) = 0 for every v ∈ Dx ,

(v� ϕ) ∧ ω = 0 (7.4)
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for every covector ω such that ϕ ∧ ω = 0. Since ϕ is decomposable, there is a basis
{ϕ1, . . . , ϕn} of TxM such that ϕ can be expressed as ϕ = ϕ1 ∧ · · · ∧ ϕ p. Hence,

v� ϕ =
p∑

i=1

(−1)i−1viϕ1 ∧ · · · ∧ ϕ̂i ∧ · · · ∧ ϕ p. (7.5)

For any j = 1, . . . , p, ϕ ∧ ϕ j = 0; hence,

0 = (v� ϕ) ∧ ϕ j = (−1)p− j−1v jϕ1 ∧ · · · ∧ ϕ p. (7.6)

It follows that v j = 0, for all j = 1, . . . , p, so that v� ϕ = 0. We conclude that
v ∈ Dx if and only if

v� ϕ = 0 (7.7)

and dim Dx = r = n − p.

Remark 7.1 Clearly, in a dual procedure and as given in [Ste83, pp. 16–17], one
could start with a simple r -vector v at a point x ∈ M and define the subspace
Dx = {v ∈ TxM | v ∧ v = 0}. Then, the orthogonal subspace is given by D∗

x =
{α ∈ T ∗

x M | α(v) = 0, v ∈ Dx }. For an r -vector v and a k-covector ω, with r � k,
we use the inner product notation v� ω, an (r − k)-vector defined by,

ϕ(v� ω) = (ϕ ∧ ω)(v), (7.8)

for every (r − k)-covector ϕ. The condition that α ∈ D∗
x may then be written as

v� α = 0. (7.9)

A smooth decomposable differential p-form ϕ will induce therefore a distribution
D on M of dimension r = n − p. Here, by a “distribution” we mean a subbundle
of the tangent bundle rather than a Schwartz distribution. Conversely, a distribution
D of dimension r = n − p will induce a collection of forms such that if ϕ induces
D, so would the form aϕ for any positive, real valued function a on M .

Let v1, . . . , vp ∈ TxM . We interpret ϕ(x)(v1, . . . , vp) as the amount of hyper-
planes belonging to the distribution that cross the infinitesimal p-dimensional ori-
ented element (a p-dimensional parallelepiped or a simplex) generated by the vectors
v1, . . . , vp. In particular, if for some i = 1, . . . , p, vi ∈ Dx , so that v� ϕ(x) = 0, this
quantity will vanish as the hyperplanes and the subspace generated by v1, . . . , vp

intersect on a subspace of dimension greater than zero. Multiplying the form ϕ by
a positive function a, the resulting form aϕ is interpreted as describing a family of
hyperplanes which are parallel to those represented by ϕ, and whose density is a
times larger.
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A distribution does not represent necessarily tangent spaces to a family of hyper-
surfaces, as we wish to consider. It is recalled that an r -dimensional submanifoldS
is an integral manifold of the distribution if TxS = Dx for all x ∈ S . A distrib-
ution D is referred to as involutive if at each x ∈ M , Dx is the tangent space of
an r -dimensional integral manifold. The Frobenius theorem implies (e.g., [AMR88,
pp. 441–442]) that the distribution D is involutive if and only if there is a 1-form β

onM such that
dϕ = β ∧ ϕ. (7.10)

Consider the form ϕa = aϕ for a function a. Recalling the identity

d(μ ∧ ν) = dμ ∧ ν + (−1)qμ ∧ dν, (7.11)

for the q-form μ and a form ν over M , one has

dϕa = da ∧ ϕ + adϕ. (7.12)

Assume that condition (7.10) holds. Then, if the function a is a solution of the
equation da = −aβ, (7.12) implies that dϕa = 0. Conversely, assume that dϕa = 0
for somepositive functiona. Then, the one formβ = −da/a satisfies the integrability
condition (7.10). We conclude therefore that the distribution induced by a form ϕ

is involutive if and only if it has an integrating factor, a function a on M such that
d(aϕ) = 0. Thus, for a form that induces an involutive distribution, the density of
the hyperplanes at each point may be readjusted so that the exterior derivative of the
resulting form vanishes. In particular, if dϕ = 0, the distribution induced by ϕ is
involutive.

Remark 7.2 Let D be a distribution induced by a simple r -vector field v represented
locally by v1 ∧ · · · ∧ vr for smooth vector fields v1, . . . , vr . Then, using the Lie
bracket notation, the condition that the distribution is involutive is that [vi , v j ] is also
a section of D for all i, j = 1, . . . , r . It is noted, however, that we did not write a
condition yet on v that will be equivalent to the condition dϕ = 0. The theory of de
Rham currents provides the required tools for writing such a condition.

7.3 Structure Forms, Defect Forms and the Corresponding
Frank’s Rule

From the point of view of the material structure of bodies, any decomposable p-form
represents a distribution of hyperplanes, Bravais hyperplanes, at the various points
in the body while an involutive distribution represents a collection of submanifolds
at the various material points, i.e., hyperplanes at various points may be assembled
to form tangent spaces of n − p = r -dimensional submanifolds—the material or
Bravais hypersurfaces. We will refer to such decomposable forms as structure forms.
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The material structure described by an involutive structure p-form may still con-
tain defects. Such defects are due to the creation or loss of material hypersurfaces in
some regions in the body. LetS be an (r + 1)-dimensional manifold with a bound-
ary. The creation or loss of material hypersurfaces insideS will be reflected by the
integral of the structure form over the boundary, ∂S . Note that the integrals of a
form over S and its boundary make sense even if the form is not involutive. In this
case, the integral over the boundary may naturally be interpreted as the creation of
hyperplanes rather than hypersurfaces.

Stokes’s theorem asserts that
∫

∂S
ϕ =

∫

S
dϕ. (7.13)

Thus, if the exterior derivative dϕ of the structure form vanishes, the total creation or
annihilation ofmaterial hypersurfaceswithin any (r+1)-submanifoldS , as reflected
in the total amount of hypersurfaces that cross the boundary ∂S , will vanish. In
other words, for a decomposable form ϕ satisfying (7.10), which, by the Frobenius
theorem, induces a family of hypersurfaces, the stronger condition, dϕ = 0, i.e., ϕ
is closed, implies that the family of hypersurfaces have no sources or sinks. This
suggests that dϕ is the measure of the sources of material, or Bravais, hypersurfaces
inside the body M—the measure of the distribution of defects. We will refer to dϕ
as the defect form corresponding to ϕ.

It is recalled that the skew symmetry of the exterior derivative combined with the
symmetry of second derivatives of functions implies that for any form α,

d2α := d(dα) = 0. (7.14)

Let ψ = dϕ be the defect form associated with the structure form ϕ. It follows,
therefore, that ψ must satisfy the condition

dψ = 0. (7.15)

This compatibility condition is the analog of Frank’s rules for defects of any dimen-
sion on manifolds, as long they are smoothly distributed.

7.4 De Rham Currents

Letϕ be a decomposable p-covector at a point x ∈ M . It follows that onemay choose
a basis {ei }, i = 1, . . . , n, of TxM with dual basis {ϕi } such that ϕ = ϕ1 ∧ · · ·∧ϕ p.
Let ω be an (n − p)-covector such that ϕ ∧ ω �= 0. Then, ω must be of the form
ω = aϕ p+1 ∧ · · · ∧ ϕn + α, with ϕ ∧ α = 0, for some nonvanishing number a. The
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subspaces induced by ϕ are spanned by {ep+1, . . . , en}. Let {v1, . . . , vn} be n vectors
in TxM and consider ϕ ∧ω(v1, . . . , vn) = ϕ ∧ω(v1 ∧ · · · ∧ vn). Then, v1 ∧ · · · ∧ vn

must be of the form
v1 ∧ · · · ∧ vn = be1 ∧ · · · ∧ en, (7.16)

for some real number b. The fact that the two forms annihilate vectors in the respective
subspaces implies that

ϕ ∧ ω(v1 ∧ · · · ∧ vn) = ϕ(e1, . . . , ep)ω(bep+1 ∧ · · · ∧ en) = ab. (7.17)

This quantity, as well as the identical ((v1 ∧ · · · ∧ vn)�ϕ)(ω), is interpreted as the
amount of cells formed by the hyperplanes induced by the forms ϕ and ω contained
in the n-parallelepiped determined by v1, . . . , vn .

Accordingly, for a p-form ϕ and an (n− p)-formω, one may interpret the integral

∫

M
ϕ ∧ ω, (7.18)

as the total amount of cells inM .
Therefore, one may consider the linear operator Tϕ acting on (n − p)-forms by

Tϕ(ω) =
∫

M
ϕ ∧ ω. (7.19)

whose action on an (n − p)-form ω gives the total amount of cells corresponding to
ϕ ∧ ω inM .

A linear functional Tϕ acting on differential forms as in (7.19) is a typical simple
example of a de Rham current.

A de Rham r -current is a linear operator acting on the space of smooth r -forms
with compact supports. A de Rham current T is required to be continuous in the
following sense. Let (ωk) is a sequence of r -forms whose supports are all contained
in a compact subset of a coordinate neighborhood and whose local representatives as
well as all the partial derivatives of all orders of the local representatives tend to zero
uniformly as k → ∞. Then, T (ωk) → 0. Thus, for the case r = 0, T is a Schwartz
distribution on the manifold M . For r > 0, currents contain additional geometric
properties in comparison with Schwartz distributions.

In contrast with the example above where the r -current Tϕ was induced by a
smooth (n − r)-form ϕ, currents may exhibit singular behavior. As a typical simple
example, an r -dimensional submanifold S ⊂ M induces a current TS defined by

TS (ω) =
∫

S
ω (7.20)
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for every r -form ω with compact support. In comparison with (7.19), the current TS
may be viewed as the limit of currents of the form Tϕ where the support of ϕ shrinks
to a small neighborhood ofS and the value of its components tend to infinity in that
neighborhood. This process may be made rigorous by the process of regularization
(e.g., [Der84, pp. 61–70]) which is a generalization of the analogous process for
Schwartz distributions.

A current may be restricted to the domain of a chart onM by restricting its action
to forms supported in the domain of that chart. An r -form ω which is supported in
the domain of a chart, may be expressed using real valued functions ωμ as

ω =
∑

(μ)

ωμdxμ, (7.21)

whereμ is an increasing (indicated by the parenthesis around it) r -multi-index taking
values in the range 1, . . . , n. By linearity,

T (ω) =
∑

(μ)

T (ωμdxμ) =
∑

(μ)

T μ(ωμ), (7.22)

where T μ are the Schwartz distributions, 0-currents, so that T μ(ωμ) = T (ωμdxμ).
For an m-vector field v and an r -current T , consider the (r + m)-current T ∧ v
defined by

(T ∧ v)(ω) = T (v� ω). (7.23)

Here, in analogy with (7.1) v�ω is the r -form such that for any r -vector field w,

v� ω(w) = ω(v ∧ w). (7.24)

Then, the restriction of a current T to a chartwith domainU ⊂ M maybe represented
locally by distributions T λ in the form

T |U =
∑

(λ)

T λ ∧ ∂

∂xλ
. (7.25)

This representation views a current as a generalized multivector field which is the
approach of [Whi57, p. 199]. Using a partition of unity, a current may be represented
by its restrictions to the domains of charts.

For a smooth m-form α and an r -current T with r > m, the (r − m)-current T � α

is defined by
T � α(ω) = T (α ∧ ω). (7.26)
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Using this notation, de Rham’s representation of currents may be expressed as
follows. Let {Tμ}, where μ is an increasing multi-index with μi = 1, . . . , n,
i = 1, . . . , n−r , be a collection of n-currents in a coordinate neighborhood.Consider
the r -current

T =
∑

(μ)

Tμ� dxμ, (7.27)

so that
T (ω) =

∑

(μ)

Tμ(dxμ ∧ ω). (7.28)

Using the linearity of the currents, it may be shown that the restriction of a current
to a coordinate neighborhood may be represented in the form (7.27). It is noted that
in (7.27), currents are viewed as generalized forms.

Let T be a current which is given in a coordinate neighborhood inM by the single
Schwartz distribution T 0 and an r -vector field v in the form

T = T 0 ∧ v. (7.29)

Then, T � α = 0 for every 1-form α that takes values in the distribution D∗ which is
orthogonal to that induced by v. Conversely, let D∗ be a p-dimensional subbundle of
T ∗M and assume that for a current T , T � α = 0 for every 1-form α valued in D∗.
Then, T is of the form (7.29) where v is a multivector that induces the distribution
D which is orthogonal to D∗.

The boundary of an r -current T is the (r −1)-current ∂T defined by the condition

∂T (ω) = T (dω). (7.30)

Consider the r -current Tϕ defined in terms of a smooth (n − r)-form ϕ as in (7.19).
Then, using (7.11), Stokes’s theorem and the fact that ω has a compact support in
M , one has

∂Tϕ(ω) =
∫

M
ϕ ∧ dω

= (−1)n−r
[∫

M
d(ϕ ∧ ω) −

∫

M
dϕ ∧ ω

]

= (−1)n−r
[∫

∂M
ϕ ∧ ω −

∫

M
dϕ ∧ ω

]

= (−1)n−r+1
∫

M
dϕ ∧ ω.

(7.31)
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It follows that,
∂Tϕ = (−1)n−r+1Tdϕ. (7.32)

For an r -dimensional submanifold with boundary S , the boundary of the current
TS defined in (7.20) satisfies

∂TS (ω) = TS (dω)

=
∫

S
dω

=
∫

∂S
ω.

(7.33)

Hence,
∂TS = T∂S (7.34)

which motivates the terminology used.
Finally, since for every form ω, d2ω = 0, one has ∂2T (ω) = ∂(∂T (ω)) =

T (d2ω), and we conclude that
∂2T = 0, (7.35)

identically.

7.5 Structure Currents, Defect Currents and Frank’s Rules

It is concluded from the previous section that de Rham currents may be thought of
as generalizations of smooth differential forms to the singular, non-smooth, case,
or alternatively, as generalization of smooth multivector fields to the singular case.
In addition, the boundary of a current generalizes the exterior derivative of a form.
Thus, an r -current will be the singular counterpart of a p = n − r structure form
and will be referred to as a structure current. Accordingly, for a structure current T ,
the boundary ∂T will represent the geometry of the defects and will be referred to as
the defect current. The material structure represented by the current T will be defect
free if ∂T = 0.

We recall that the constancy theorem for currents asserts that on a connected
manifold M , a closed n-current T , i.e., T satisfies ∂T = 0, is represented by a
constant c in the form

T (ω) = c
∫

M
ω. (7.36)



7 On the Geometry and Kinematics of Smoothly Distributed and Singular Defects 213

One may apply this to the de Rham representation of currents (7.27) as follows. We
observe first that by (7.27), one has

∂T (ω) = T (dω) =
∑

(μ)

Tμ(dxμ ∧ dω)

= (−1)n−r
∑

(μ)

Tμ(d(dxμ ∧ ω))

= (−1)n−r
∑

(μ)

∂Tμ(dxμ ∧ ω)

= (−1)n−r
∑

(μ)

∂Tμ� dxμ(ω),

(7.37)

where (7.11) was used in the second line. It follows that the boundary of the current
T can always be represented by the (n − 1)-currents ∂Tμ in the form

∂T = (−1)n−r
∑

(μ)

∂Tμ� dxμ. (7.38)

Assume that the current T is given the form

T = T0� ϕ = T0� (ϕ1 ∧ · · · ∧ ϕn−r ) (7.39)

for an n-current T0 and a collection of n − r linearly independent1-forms ϕi , i =
1, . . . , n−r , spanning a subbundle D∗ of T ∗M . The current T can thus be associated
with the distribution D∗. In particular, let ψ be any 1-form valued in D∗, then, for
each (r − 1)-form ω,

(T � ψ)(ω) = (T0� ϕ)(ψ ∧ ω)

= T0(ϕ ∧ ψ ∧ ω)

= 0.

(7.40)

Thus, T � ψ = 0.
Conversely, assume that for a general current T , we are given that T � ψ = 0 for

every section ψ of a subbundle D∗. We consider the restriction of T to a coordinate
neighborhood in which D∗ is induced by the form ϕ = ϕ1 ∧ · · · ∧ ϕn−r in which
ϕ1, . . . , ϕn span T ∗M .Writing T = ∑

(λ) Tλ� ϕλ, it follows that for any (r−1)-form
ω and all sections ψ of D∗,

0 = (T � ψ)(ω)

=
∑

(λ)

((Tλ� ϕλ)� ψ)(ω)

=
∑

(λ)

Tλ(ϕ
λ ∧ ψ ∧ ω).

(7.41)
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Since ϕ1...n−r ∧ ψ = 0, it follows that Tλ = 0 for all λ �= 1, . . . , r . Hence, T =
T1...n−r� (ϕ1 ∧ · · · ∧ ϕn−r ). We conclude that T � ψ = 0 for every section of a
subbundle D∗ ⊂ T ∗M , if an only if

T = T0� ϕ (7.42)

for an n-current T0 and an (n − r)-form ϕ associated with D∗. We will refer to such
a current as a decomposable current. It is observed that the condition T � ψ = 0
for every section ψ of D∗, induces an ideal on the collection of forms in the sense
that for each q-form α, with q � n − r − 1, T � ψ = 0 for all ψ implies that
T � (ψ ∧ α) = (T � ψ) ∧ α = 0 also.

Finally, if S is a current representing the structure of defects, the identity ∂2T = 0
implies that ∂S = 0, necessarily. This is the generalization of Frank’s rules for a
possibly singular defect structure.

7.6 The Simple Cases

In this section we consider the simple, possibly trivial, cases of n-currents and 0-
currents, where it is recalled that 0-currents are Schwartz distributions on the mani-
foldM .

7.6.1 0-Forms, n-Currents and Nonuniformity

A 0-form ϕ onM is a real valued differentiable function. Onemay interpret the form
ϕ as a field describing a certain intensive property inM such as the temperature field,
a certain potential field, etc. A 0-form does not induce nontrivial hyperplanes and
so no real material structure is represented by ϕ. In addition, the condition dϕ = 0
is not really a condition of integrability as ϕ cannot be the exterior derivative of a
form. However, the nonuniformity of ϕ, implied by dϕ �= 0 may still be regarded
as a representation of a field of defects. This is manifested more clearly in the case
where we consider currents. The currents under consideration will be of order n.

Consider for example an n-dimensional submanifold with boundary B ⊂ M .
Let TB be the n-current in M given by

TB(ω) =
∫

B
ω. (7.43)

It follows from (7.34) that ∂TB(α) = T∂B(α). This identity suggests that the bound-
aries of bodies be interpreted as defects. The condition ∂2TB = 0 simply implies in
this case that the boundary of ∂B vanishes.
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7.6.2 Schwartz Distributions: The Case of 0-Currents

Differential forms of degree n may be integrated over bounded subsets of thematerial
manifold M . As such, from the physical point of view, they represent densities of
extensive properties such as the mass density or electric charge density. Such forms
may be paired with smooth 0-forms of compact support, that is, with test functions
over M . Thus, if ρ is an n-form, one may consider the 0-current Tρ given by,

Tρ(ϕ) =
∫

M
ρϕ (7.44)

for every test function ϕ. Evidently, the product with the test function ϕ cuts off the
integrand so that if ρ is measurable, the integral is well defined. The test function ϕ

may be interpreted as a potential so that ϕρ may be interpreted as the corresponding
energy density.

An (n − 1)-form σ induces another construction of a 0-current ∂Tσ by

∂Tσ (ϕ) = Tσ (dϕ) =
∫

M
σ ∧ dϕ. (7.45)

It is noted that Tσ is a 1-current induced by the form σ . If we interpret the test form ϕ

as a potential, dϕ may be interpreted as (minus) the corresponding force field and σ

may be interpreted as the flux field for some extensive property under consideration,
so that σ ∧ dϕ is the density of power.

For any n-form ρ, one has dρ = 0. In analogy, 0-currents have no boundary.
Hence, no defects may be associated with such densities. Nevertheless, we may
interpret the n-form ρ as the void fraction or density of vacancies in the body.

Singular 0-currents are singular distributions defined on themanifoldM . Thus, in
addition to currents induced by n-forms as in (7.44), one may consider distributions
such as the Dirac measure δx at a point x ∈ M , i.e., the current defined by

δx (ϕ) = ϕ(x) (7.46)

for any test function ϕ. In addition, for a 0-current T and a vector field w, one may
consider the 0-current ∂(w ∧ T ) which acts on test functions by

∂(w ∧ T )(ϕ) = (w ∧ T )(dϕ) = T (dϕ(w)). (7.47)

For example,
∂(w ∧ δx )(ϕ) = δx (dϕ(w)) = (dϕ(x))(w(x)) (7.48)

which is the directional derivative of ϕ at x in the direction of w(x).
Singular 0-currents may be interpreted as concentrated vacancies or inclusions.

For example, (dϕ(x))(w(x)) may be interpreted as the power expended by the force
dϕ(x) for the velocity w(x) of the concentrated inclusion.
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7.7 Dislocations

The description of smooth distributions of dislocations in terms of differential forms
on general manifolds and the generalization to singular dislocations using de Rham
currents are discussed in our previous paper [ES12]. Here, following the general
introduction below and reviewing the example of an edge dislocation, we will con-
sider the example of a screw dislocationwhichwe did not consider in [ES12]. Finally,
we will demonstrate how the Frank rules follow from the condition ∂2T = 0.

7.7.1 The Geometry of Dislocations

Continuous distributions of dislocations in the body M are associated with the
integrability issue of a 1-formϕ. Each 1-form is trivially decomposable and as such, it
induces at each x ∈ M a hyperplane Dx whichwe interpret as theBravais hyperplane
at that point. Multiplying ϕ be a positive function a will have the effect of changing
the density of the Bravais hyperplanes. In fact, the covector ϕ(x) is intimately related
to the Miller indices for the Bravais planes at x . It is natural therefore to refer to the
1-form ϕ as the layering form.

Rather than considering the Burgers vector obtained by tracing a loop in the non
dislocated body and evaluating the vector needed to close the loop in the dislocated
state, we envisage an integration over a closed loop of the form ϕ which is interpreted
as the total amount of hyperplanes that penetrate the loop in one particular orientation.
It is noted that, being a 1-form, the distribution induced by ϕ is not necessarily
involutive. For a smooth layering 1-formϕ, the distribution of dislocations ismodeled
by dϕ. In case dϕ = 0, locally, by the Poincaré lemma there is a function u such
that w = du. We view u as a labeling function for the Bravais hypersurfaces. For
additional examples to those given below, see [ES12].

For the singular case, the layering is modeled by an (n − 1)-structure current T
and the dislocations are described by its boundary ∂T .

7.7.2 Edge Dislocations

Assume that M is an n-dimensional manifold without boundary and let S be an
(n −1)-submanifold with boundary ofM . We consider the (n −1)-structure current
TS given by (7.20). Then, as shown in (7.34), the dislocation (n−2)-current is given
by T∂S .

As a concrete example, consider the casewhereM is an orientedmanifoldwithout
boundary that may be covered by a single chart. Let xi be coordinates on M such
that their order agrees with the orientation ofM .Without a loss of generality wemay
assume that for some point x0 ∈ M , the coordinates xi

0 = 0, for all i = 1, . . . , n.
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Let
S = {x ∈ M | x1 = 0, x2 � 0} (7.49)

equipped with the orientation induced by the form dx2 ∧ dx3 ∧ · · · ∧ dxn . The
current TS represents an added or a removed “half hyper-surface”. Then, ∂TS =
T∂S , where ∂S = {x ∈ M | x1 = 0, x2 = 0}, oriented naturally by the form
dx3 ∧ · · · ∧ dxn , is the singular dislocation submanifold. As expected, for the case
n = 3 the dislocation submanifold is the x3-curve.

7.7.3 Screw Dislocations

We present here an additional example, that of a screw dislocation.
Let L ⊂ R

3 be given by L = {(0, 0} × R} = {(0, 0, z) | z ∈ R} and let D ⊂ R
3

be given by D = R
3\L = {(x, y, z) ∈ R

3 | (x, y) �= (0, 0)}. It is noted that on
D we may use a cylindrical coordinate system (r, θ, z), where we take the domain
[0, 2π) for θ without using a proper atlas on the unit circle.

Consider the layering 1-form ϕ on D defined by

ϕ = − b

2π
dθ + dz. (7.50)

Evidently, as its components are constants, ϕ is a closed form. It thus follows from
Poincare’s lemma that locally ϕ is exact. Since D is not contractible to a point, ϕ is
not exact globally. In fact, in the open set D\{(r, θ, z) | θ = 0}, ϕ = dF for the real
valued

F(r, θ, z) = − bθ

2π
+ z (7.51)

whose level sets

z = bθ

2π
+ C, C ∈ R (7.52)

describe spiraling screw threads of pitch b.
For any r > 0, let Sr,l = {(x, y, z) ∈ R

3 | x2 + y2 = r2, z = l} be the circle of
radius r situated at z = l and let ι : Sr,l → D be the inclusion. Then, for example,

∫

Sr,l

ϕ =
∫

Sr,l

ι∗(ϕ)

=
∫

Sr,l

− b

2π
dθ

= −b.

(7.53)

(It is observed that ι∗(ϕ)(∂/∂θ) = ϕ(ι∗(∂/∂θ)) = ϕ(∂/∂θ) = −b/2π .)
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We now consider the structure 2-current Tϕ in R3, given by

Tϕ(ω) =
∫

D
ϕ ∧ ω (7.54)

for any 2-form ω on R
3 with compact support. In order to determine the associated

geometry of the dislocation, we examine the defect current, the boundary ∂Tϕ . For
any 1-form α, we have,

∂Tϕ(α) = Tϕ(dα)

=
∫

D
ϕ ∧ dα

= −
∫

D
d(ϕ ∧ α) +

∫

D
dϕ ∧ α.

(7.55)

Since dϕ = 0 in D, we conclude that

∂Tϕ(α) = −
∫

D
d(ϕ ∧ α). (7.56)

Let Cε = {(x, y, z, ) ∈ R
3 | x2 + y2 < ε2} and let Dε = R

3\Cε. We may write

∂Tϕ(α) = −
∫

D
d(ϕ ∧ α) = − lim

ε→0

∫

Dε

d(ϕ ∧ α). (7.57)

Now it is noted that Dε is a manifold with a boundary. In fact, setting Sε = {(x, y) ∈
R
2 | x2 + y2 = ε2}, ∂ Dε = Sε × R. We may therefore use Stokes’s theorem in

(7.57) and obtain

∂Tϕ(α) = − lim
ε→0

∫

∂ Dε

ι∗(ϕ ∧ α), (7.58)

where ι∗(ϕ ∧ α) is the pullback under the inclusion ι : ∂ Dε → Dε which is simply
the restriction of ϕ ∧ α to vectors tangent to ∂ Dε.

A 1-form α is represented by α = αxdx + αydy + αzdz for the smooth functions
αx , αy , and αz defined on R

3. In D, the form α may also be represented using
cylindrical coordinates as α = αrdr + αθdθ + αzdz. Since αxdx + αydy = αrdr +
αθdθ , using x = r cos θ , y = r sin θ and

dx = ∂x

∂r
dr + ∂x

∂θ
dθ, dy = ∂y

∂r
dr + ∂y

∂θ
dθ, (7.59)

one has
αθ = r(−αx sin θ + αy cos θ). (7.60)
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The restriction to ∂ Dε satisfies

ι∗(ϕ ∧ α) = (ϕθαz − ϕzαθ )dθ ∧ dz =
(

− b

2π
αz − αθ

)

dθ ∧ dz, (7.61)

and it follows that

∂Tϕ(α) = lim
ε→0

∫ ∞

−∞
dz

[∫

Sε

(
b

2π
αz + αθ

)

dθ

]

,

=
∫ ∞

−∞
dz

{

lim
ε→0

[∫

Sε

(
b

2π
αz + αθ

)

dθ

]}

.

(7.62)

Examining the limit in the second line of (7.62), we first note that

lim
ε→0

∫

Sε

αθdθ = lim
ε→0

∫

Sε

ε(−αx sin θ + αy cos θ)dθ,

= 0,
(7.63)

since αx → αx (x = 0, y = 0, z), αy → αy(x = 0, y = 0, z), as ε → 0 (and thus
are independent of θ ). Moreover, the integrals of the trigonometric functions over
the circle vanish. In addition,

lim
ε→0

∫

Sε

b

2π
αzdθ = bαz(0, 0, z), (7.64)

and one concludes that

∂Tϕ(α) = b
∫ ∞

−∞
αz(0, 0, z)dz. (7.65)

If we assign the natural orientation to L = {(0, 0)} × R ⊂ R
3, we may use TL to

denote the 1-current given by

TL(α) =
∫

L
ι∗L(α). (7.66)

Here ι∗L : L → R
3 is the natural inclusion so that for any 1-form α = αxdx +αydy+

αzdz, ι∗L(α) = αzdz. Thus, we may write the current as

∂Tϕ = bTL . (7.67)
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Remark 7.3 Using the same notation as above, consider the case where instead of ϕ

given in (7.50) one has the 1-form ϕ′ given by

ϕ′ = − b

2π
dθ. (7.68)

Since ϕ′ is annihilated by the vector space spanned by the base vectors ∂/∂r and
∂/∂z, the layers induced by ϕ′ look like the pages of a book spread evenly in all
directions. If we follow the same steps as above we obtain

ϕ′ ∧ α = − b

2π
(αrdθ ∧ dr + αzdθ ∧ dz), (7.69)

so that

ι∗(ϕ′ ∧ α) = − b

2π
αzdθ ∧ dz. (7.70)

If follows that ∂Tϕ′ = ∂Tϕ . This observation may be viewed as follows. Let Tdz be
the current induced by the form dz. Then, since d2z = 0, ∂Tdz = 0. As Tϕ = Tϕ′ −
(b/2π)Tdz , it follows that ∂Tϕ = ∂Tϕ′ . Alternatively, one may envisage a smooth
twist ofR3 about the z-axis under which the pages of the book are deformed into the
screw threads. Since our objects are invariant under diffeomorphisms, both layering
structures have the same dislocations. Thus for example, a similar observation will
hold if the pages of the book are not plane but are bent perpendicularly to the z-axis
forming the shape of a whirlpool.

7.7.4 The Frank Rules for Dislocations

If the 2-form ψ describes the continuous distribution of dislocations, the Frank rules
are induced by the compatibility condition dψ = 0. For the singular case, if an
(n − 2)-current R represents the geometry of the dislocations, the compatibility
condition that induces Frank’s rules is ∂ R = 0.

For example, letS be an (n − 1)-dimensional submanifold with boundary ofM
and consider the (n − 2)-current R so that

R(ψ) =
∫

∂S
uψ (7.71)
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for some given differentiable function u defined on ∂S . Then, the boundary ∂ R is
given by

∂ R(α) =
∫

∂S
udα,

=
∫

∂S
d(uα) −

∫

∂S
du ∧ α,

=
∫

∂2S
uα −

∫

∂S
du ∧ α,

= −
∫

∂S
du ∧ α.

(7.72)

Here,α is any (n−3)-form so for the three dimensional caseα is any smooth function
of compact support. Since compatibility imposes the condition ∂ R = 0, it follows
that for R to be a dislocation current, the function u must be constant on ∂S which
is Frank’s first rule.

7.8 Inclinations and Disclinations

Disclinations are viewed here as defects in the arrangements of 1-dimensional sub-
spaces, or directors.As in [Fra58] and [Cha77], this fieldmay indicate the inclinations
of the optical axes of liquid crystals. The interpretation of disclinations as defects in
the orientations of the Bravais planes (e.g., [KA75]) may be viewed in some cases as
defects in the arrangements of the normal vectors to the respective Bravais planes.
Such cases can be described using the framework outlined below.

Thus, disclinations are represented as boundaries of currents of order 1. In the
smooth case such a current is represented by an (n −1)-form ϕ, the inclination form,
and the structure of the disclinations is given by the n-form dϕ. It is noted that any
(n − 1)-form is decomposable. (See [Ste83, Sect. 1.V], and [SR03] for a continuum
mechanical application.) The induced distribution is necessarily involutive and the
1-dimensional integral submanifolds to which the directors are tangent may be easily
constructed as follows.

At each point x ∈ M where ϕ(x) �= 0, ϕ(x) determines a unique 1-dimensional
subspace Wx of the tangent space TxM by v� ϕ(x) = 0 for each v ∈ Wx . The
collection of subspaces Wx forms a 1-dimensional distribution. The 1-dimensional
subspace Wx may be determined as follows. Let θ be a volume element on M .
Locally, θ may be represented in the form

θ = θ0dx1 ∧ · · · ∧ dxn (7.73)

for a positive real valued function θ0 and ϕ may be represented locally in the form

ϕ =
n∑

i=1

ϕ1...ı̂ ...ndx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn
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where a “hat” indicates the omission of an element. Then, there is a unique tangent
vector u such that u� θ = ϕ. If a vector u is represented by u = ∑

i ui∂/∂xi , then,
u� θ is represented by

u� θ =
n∑

i=1

(−1)i−1θ0uidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn . (7.74)

Thus, as θ0 �= 0, there is always a vector field u satisfying u� θ = ϕ and its compo-
nents are given locally by

ui = (−1)i−1 ϕ1...ı̂ ...n

θ0
. (7.75)

If we select a different volume element, the only parameter that will change in the
equation above will be the positive number θ0 and so the resulting vector will be in
the same one dimensional subspace. Thus, the form ϕ determines a unique oriented
1-dimensional subspace Ux at each x such that ϕ(x) �= 0. If no particular orientation
is chosen on M no orientation will be induced on Ux . The space Wx and Ux are
isomorphic. Let θ be a volume element and u the vector such that ϕ = u� θ . Then,
any nonzero v ∈ Ux is of the form v = au, a �= 0. Thus, v� (u� θ) = au� (u� θ) = 0,
because θ(u, u, v3, . . . , vn) = 0 for any collection of vectors v3, . . . , vn .

For an (n − 1)-form ϕ we interpret the distribution W of 1-dimensional sub-
spaces of the tangent space as indicating the inclinations of the directors in the body.
Multiplying the form ϕ by a positive number will affect the “density” of the directors.

Unlike the case of Bravais hyperplanes, inclination fields are always involutive,
i.e., at each point x ∈ M there is a curve cx : (−ε, ε) → M , ε > 0, such that
cx (0) = x and the tangent vector to the curve satisfies

dcx

dt

∣
∣
∣
∣
t=0

∈ Wx . (7.76)

Sincewe have assumed that the form ϕ is differentiable, it follows that for a choice
of a smooth volume element θ , the representing vector field u is differentiable. Hence,
the theorems on the existence and uniqueness of the solutions of ordinary differential
equations imply the existence of the integral lines to the vector field u, i.e., at each
point x ∈ M there is a curve cx : (−ε, ε) → M , ε > 0, such that cx (0) = x and
the tangent vector to the curve satisfies

dcx

dt

∣
∣
∣
∣
t=0

= u(x). (7.77)

An inclination form may be integrated over (n − 1)-dimensional submanifolds of
M . Let S be an oriented (n − 1)-dimensional submanifold ofM . Then,

ΦS =
∫

S
ϕ (7.78)
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is interpreted as the total amount of directors penetrating the surface S . It should
be noted that ΦS depends on the orientation of S and that the restriction of ϕ to a
point inS may be of the same orientation asS or the inverse orientation. Thus, for
a nonvanishing inclination form, the total ΦS may vanish which implies that each
of the integral lines penetrates S in one orientation the same number of times that
it penetrates S in the opposite orientation.

For the inclination (n−1)-formϕ, the distribution of smooth disclinations induced
is the exterior derivative, the n-form dϕ. Thus, for a n-dimensional submanifold with
boundaryB ⊂ M , lettingS = B in (7.78), Φ∂B is interpreted as the total amount
of directors that penetrate ∂B.

Stokes’s theorem implies immediately that

Φ∂B =
∫

B
dϕ, (7.79)

so that Φ∂B is the integral of the disclination field over B. Figuratively speaking,
the disclination field represents the source term for the directors.

It is observed that for any given vector field one can label the integral lines by a
submanifold of dimension n − 1 of initial conditions (see [AMR88, pp. 246–247]).
However, the vector fields induced by ϕ depend on the choice of volume element θ .
Thus, such labeling is not unique and the presence of disclinations will be reflected
by dϕ.

An inclination (n − 1)-form ϕ induces a de Rham 1-current Tϕ as in (7.19). In
the non-smooth case, we replace the inclination 1-form ϕ and the current it induces
by a general inclination 1-current T . Inclination currents that are not given in terms
of smooth (n − 1)-forms represent singular, or concentrated, director fields as the
examples below illustrate.

Example 7.1 A non-coherent interface 1. Consider the locally integrable (n − 1)-
form ϕ in Rn given by

ϕ(x) =
{
dx1 ∧ · · · ∧ dxn−1, for x ∈ R

n+
,

adx1 ∧ · · · ∧ dxn−1, for x ∈ R
n−,

(7.80)

where a ∈ R, Rn− = {x ∈ R
n | xn < 0}, and R

n+ = {x ∈ R
n | xn � 0}. The

inclination form ϕ induces a 1-current Tϕ by

Tϕ(ω) =
∫

Rn
ϕ ∧ ω. (7.81)

Clearly, the 1-dimensional subspace spanned by ∂/∂xn annihilates ϕ(x) for all x for
which xn �= 0. Thus, the directors are aligned in the xn direction.
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For any smooth compactly supported 0-form α in Rn ,

∂Tϕ(α) =
∫

Rn
ϕ ∧ dα

=
∫

Rn−
ϕ ∧ dα +

∫

R
n+ ϕ ∧ dα (7.82)

= (−1)n−1
[∫

Rn−
d(αϕ) −

∫

Rn−
αdϕ +

∫

Rn+
d(αϕ) −

∫

Rn+
αdϕ

]

= (−1)n−1
[∫

∂Rn−
αϕ +

∫

∂Rn+
αϕ

]

,

where in the third line we used (7.11). Let P be the hyperplane in R
n defined by

xn = 0 oriented such that P = ∂Rn− = −∂Rn+ so that θP = dx1 ∧ · · · ∧ dxn−1 is
the natural volume element on P . Let TP be the 0-current given by

TP (α) =
∫

P
αθP . (7.83)

We conclude that
∂Tϕ = (−1)n−1(a − 1)TP , (7.84)

which is interpreted as a concentrated source of directors of magnitude a − 1 which
is distributed over the x1, . . . , xn−1 hyperplane.

Example 7.2 A non-coherent interface 2. Consider the locally integrable 1-form
ϕ in Rn given by

ϕ(x) =
{

ϕ2, for x ∈ R
n+

,

ϕ1, for x ∈ R
n−,

(7.85)

where ϕ1 and ϕ2 are uniform (n − 1)-forms in R
n− and R

n+
, respectively. Letting

Tϕ be the 1-current defined by

Tϕ(ω) =
∫

Rn
ϕ ∧ ω, (7.86)

it follows from (7.82) that

∂Tϕ(α) =
∫

P
α(ϕ1 − ϕ2). (7.87)
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We conclude that the disclination current vanishes if ϕ1 and ϕ2 have the same restric-
tion to P , i.e., both forms have the same component relative to dx1 ∧ · · · ∧ dxn−1.
In particular, let v be a vector parallel to the x1, . . . , xn−1-plane. Then, ϕ2 =
v� dx1 ∧ · · · ∧ dxn is annihilated by the 1-dimensional space spanned by v and
all the components of ϕ2 that do not vanish correspond to basis elements of the form

dx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxn, k = 1, . . . , n − 1.

In this case, the directors corresponding toϕ2 do not intersect the x1, . . . , xn−1-plane,
the component of ϕ2 relative to dx1 ∧ · · · ∧ dxn−1 vanishes, and

∂Tϕ(α) =
∫

P
αϕ1. (7.88)

Example 7.3 An edge disclination. Let L be a connected andoriented1-dimensional
submanifold with a boundary ofM . Then, L induces a 1-current TL by

TL(ω) =
∫

L
ω, (7.89)

for all compactly supported smooth 1-forms ω in M . Using Stokes’s theorem, one
has

∂TL(α) =
∫

L
dα =

∫

∂L
α. (7.90)

Evidently, as ∂L is a 0-dimensional submanifold, and assuming it is not empty, it
may contain one or two points, each having either a positive or a negative orientation
while the other point, if exists, has the opposite orientation.

In the casewhere ∂L contains one point x1 and assuming its orientation is positive,
one has ∂L(α) = α(x0), representing an edge disclination originating at x0. This
will be the situation if M = (−1, 1)3 ⊂ R

3 and L = {(0, 0, z) | −1 < z � 0} so
that x1 = (0, 0, 0). In this case the disclination does not terminate inside the body. In
the case where ∂L contains also the additional point x2 having a negative orientation,
∂L(α) = α(x1) − α(x2) and the disclination terminates at x2.

Example 7.4 Directors emanating from a singular line. Using the notation intro-
duced in Sect. 7.7.3 on screw dislocations, consider the inclination n − 1 = 2-form
ϕ defined on D ⊂ R

3 by
ϕ = dθ ∧ dz. (7.91)

The inclination form induces an inclination 1-current T onR3 by the right hand side
of (7.54). It is noted that in its domain of definition, dϕ = 0.
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To compute the disclination 0-current ∂T , one observes that for any smooth func-
tion α, compactly supported in R

3, (7.11) implies that

∂T (α) =
∫

D
d(αϕ) −

∫

D
αdϕ

= lim
ε→0

∫

Dε

d(αϕ)

= lim
ε→0

∫

∂ Dε

ι∗(αϕ)

= lim
ε→0

∫

∂ Dε

αdθ ∧ dz.

(7.92)

In analogy with the computations of Sect. 7.7.3, one obtains

∂T (α) = 2π
∫ ∞

z=−∞
α(0, 0, z)dz, (7.93)

which we may write as
∂T = 2πTL� dz. (7.94)

Thus, we have a uniform distribution of directors’ source along the z-axis.

7.9 Kinematics of Defect Distributions

In this sectionwe consider the kinematics of thematerial structure and the distribution
of defects. Noting that material structure and the associated defects are viewed here
as intrinsic to a body and unrelated to the kinematics of the body in space, in the
following two subsections we consider the motion of material structure and defects
resulting from a family of diffeomorphisms of the body. (See [FS13] for another
application of the samemathematical notions.) In other words, the material structure,
as representedby a smooth formand its exterior derivative or a deRhamcurrent and its
boundary, are carried with material diffeomorphisms. In contrast, the last subsection
proposes an example for an evolution of a continuously distributed material structure
to a singular one using a process which is the opposite of smoothing.

7.9.1 Smooth Evolutions of Structure Forms
and Continuously Distributed Defects

In order to study the deformation of structure forms and currents, we consider the
following setting. It is assumed that we are given a time dependent flow, or a smooth
evolution operator, Φ : I 2 × M → M in the interval I = [a, b] ⊂ R. That
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is, for each time instances t and τ , with t � τ , t, τ ∈ I , Φτ,t : M → M
is a diffeomorphism and Φτ,t ◦ Φt,s = Φτ,s . For t � τ , Φτ,t = Φ−1

t,τ , which
implies that Φt,t = IM , the identity diffeomorphism. Evidently, the flow induces
a smooth homotopy h : [a, b] × M → M by h(t, x) = ht (x) = Φt,a(x) so that
Φτ,t = hτ ◦ h−1

t . The time dependent flow induces a time dependent vector field
w : I × M → TM by setting

w(t, x) = ∂

∂τ

∣
∣
∣
∣
τ=t

Φτ,t (x) = ∂

∂τ

∣
∣
∣
∣
τ=t

hτ (h
−1
t (x)), (7.95)

that is, w(t, x) is the tangent at the time τ = t to the curve

ct,x (τ ) = Φτ,t (x) = hτ (h
−1
t (x)), (7.96)

starting at x at time t (see for example [AMR88, p. 283]). Conversely, the flow is the
solution of the differential equation

w(s, Φs,t (x)) = ∂

∂τ

∣
∣
∣
∣
τ=s

ct,x (τ ) = ∂

∂τ

∣
∣
∣
∣
τ=s

Φτ,t (x) = ∂

∂τ

∣
∣
∣
∣
τ=s

hτ (h
−1
t (x)).

(7.97)

Alternatively, setting t = a, the differential equation may be expressed as

w(s, hs(x)) = ∂

∂τ

∣
∣
∣
∣
τ=s

hτ (x). (7.98)

Each diffeomorphismΦτ,t induces the pullback of formsΦ∗
τ,t from Image hτ onto

Image ht . In particular, if ω is an r -form with compact support inM , the same holds
for its pullback Φ∗

τ,tω.
Let ϕ be a (time independent) differentiable, material structure (n − r)-form.

Then, for each t ∈ I , the flow induces a time dependent (n − r)-form Φ∗
τ,tϕ

and in particular the form h∗
t ϕ. It is also recalled that for any (n − r )-dimensional

submanifold S ⊂ M , and a form ϕ having a compact support, one has [AMR88,
p. 466] ∫

S
h∗

t ϕ =
∫

ht {S }
ϕ. (7.99)

This will hold in the particular case where the submanifoldS is compact so that the
restriction of h∗

t ϕ to S has a compact support. It is evident from the observations
above that rather than h∗

t ϕ, it is the pushforward h−∗
t ϕ := h∗−1

t ϕ = h−1∗
t ϕ that

represents the evolution of the structure form. Specifically, replacing ht by h−1
t and

S by ht {S } above, one has
∫

ht {S }
h−∗

t ϕ =
∫

S
ϕ, (7.100)
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which indicates how the evolution of the structure form follows the evolution ht {S }
of the submanifold. It is emphasized that we regard the flow Φ to be associated with
the structure of matter only and has nothing to do with the motion in space of the
material points belonging to the body.

It is recalled that for each differentiable mapping f : M → N between a
manifoldM and amanifoldN , and a differential formϕ, one has f ∗(dϕ) = d( f ∗ϕ).
Thus, in our setting, h−∗

t (dϕ) = d(h−∗
t ϕ), that is, the smooth field of defects induced

by h−∗
t ϕ is obtained by the pushforward of the field of defects induced by ϕ.

We also note that f ∗(α ∧ β) = f ∗α ∧ f ∗β [AMR88, p. 420]. Thus, if Tϕ is the
r -current on M induced by ϕ, then for any r -form ω having a compact support on
M ,

Tϕ(ω) =
∫

M
ϕ ∧ ω

=
∫

M
h−∗

t (ϕ ∧ ω)

=
∫

M
h−∗

t ϕ ∧ h−∗
t ω.

(7.101)

It is concluded therefore that

Tϕ(h∗
t ω) = Th−∗

t ϕ(ω). (7.102)

Next, we would like to compute the rate at which the structure form evolves under
the flow. In general, using the Lie derivativeLwτ ω of a form ω relative to the vector
field wτ associated with the flow Φτ,t , one has [AMR88, p. 372]

∂

∂τ

∣
∣
∣
∣
τ=s

Φ∗
τ,tω = Φ∗

s,t (Lws ω). (7.103)

In particular, for s = t and for t = a, the relation above specializes to

∂

∂τ

∣
∣
∣
∣
τ=t

Φ∗
τ,tω = Lwt ω,

∂

∂τ

∣
∣
∣
∣
τ=s

h∗
τω = h∗

s (Lws ω). (7.104)

It is noted that the last two equations hold pointwise. It follows that for each x ∈ M ,

Φ∗
τ2,tω(x) − Φ∗

τ1,tω(x) =
∫ τ2

τ1

Φ∗
τ,t (Lwτ ω)(x)dτ. (7.105)

For the rate of change of the pushforward of the structure form, one has to use
in the equations above the time dependent vector field w−1 associated with the flow
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Φ−1
τ,t . According to (7.97), it is given by

w−1(s, Φ−1
s,t (x)) = ∂

∂τ

∣
∣
∣
∣
τ=s

Φ−1
τ,t (x) = ∂

∂τ

∣
∣
∣
∣
τ=s

ht (h
−1
τ (x)). (7.106)

Since Φ−1
τ,t ◦ Φτ,t is the identity on M ,

0 = ∂

∂τ

∣
∣
∣
∣
τ=s

Φ−1
τ,t (Φτ,t (x))

= ∂

∂τ

∣
∣
∣
∣
τ=s

Φ−1
τ,t (Φs,t (x)) + T Φ−1

s,t

(
∂

∂τ

∣
∣
∣
∣
τ=s

Φτ,t (x)

)

= w−1(s, Φ−1
s,t (Φs,t (x))) + T Φ−1

s,t (w(s, Φs,t (x))).

(7.107)

It is implied that
w−1(s, x) = −T Φ−1

s,t (w(s, Φs,t (x))), (7.108)

or,
w−1

s = −T Φ−1
s,t ◦ (ws ◦ Φs,t ), (7.109)

and in particular,
w−1(t, x) = −w(t, x). (7.110)

The rate at which the structure form ϕ evolves is therefore

∂

∂τ

∣
∣
∣
∣
τ=s

Φ−∗
τ,t (ϕ) = Φ−∗

s,t (Lw−1
s

ϕ)

= −Φ−∗
s,t (LT Φ−1

s,t ◦(ws◦Φs,t )
ϕ).

(7.111)

We also recall [AMR88, p. 361] that in general, for a diffeomorphism f : M → N ,
a vector field w and a form ω,

f ∗(LT f (w)ω) = Lw f ∗ω. (7.112)

Substituting Φ−1
τ,t for f , one has

∂

∂τ

∣
∣
∣
∣
τ=s

Φ−∗
τ,t (ϕ) = −Lws (Φ

−∗
s,t ϕ). (7.113)

In particular,
∂

∂τ

∣
∣
∣
∣
τ=t

Φ−∗
τ,t (ϕ) = −Lwt ϕ (7.114)

is the rate in which the structure form evolves.
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Since the Lie derivative commutes with exterior differentiation [AMR88, p. 428],
the rate of change of the distribution of defects is the exterior derivative of the rate
of change of the structure form, i.e.,

∂

∂τ

∣
∣
∣
∣
τ=t

Φ−∗
τ,t (dϕ) = −Lwt dϕ = −dLwt ϕ = d

(
∂

∂τ

∣
∣
∣
∣
τ=t

Φ−∗
τ,t (ϕ)

)

. (7.115)

7.9.2 Evolutions of General Structure Currents and Defects

Wewish to extend the kinematic analysis for smooth deformations of structure forms
and continuously distributed defects to general, possibly singular currents. The way
this is done is suggested by (7.102)whereweobserved that for a current Tϕ inducedby
a smooth formϕ, the current induced by the evolving form h−∗

t ϕ satisfies Th−∗
t ϕ(ω) =

Tϕ(h∗
t ω).

Since for each time t , ht is a diffeomorphism of M , given any smooth form ω

having a compact support inM , the pullback h∗
t ω has a compact support inM , also.

In fact, h∗
t is a continuous, linear operator on the space of smooth formswith compact

supports inM . Thus, for a diffeomorphism f , the dual operator, the pushforward of
currents (or images of currents [Der84, p. 47]), f∗, is defined by

( f∗T )(ω) = T ( f ∗ω). (7.116)

Thus, the evolution of a structure current T under the flow is described by the evo-
lution ht∗T for which the analysis above is a special case.

It is observed that
∂(ht∗T )(ψ) = ht∗T (dψ)

= T (h∗
t (dψ))

= T (d(h∗
t ψ))

= ∂T (h∗
t ψ)

= (ht∗(∂T ))(ψ),

(7.117)

and so,
∂(ht∗T ) = ht∗(∂T ). (7.118)

We conclude that the evolution of the defects follows the evolution of the structure
current, consistently.

To present a typical example for the evolution of a current which is not induced
by a smooth structure form, consider the r -current TS induced by an r -dimensional
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submanifold with boundary S ofM as in (7.20). Then,

ht∗TS (ω) = TS (h∗
t ω)

=
∫

S
h∗

t ω

=
∫

ht {S }
ω,

(7.119)

and we conclude that
ht∗TS = Tht {S }, (7.120)

i.e., the image of the structure current induced byS is the structure current induced
by ht {S }. As expected, the defect current satisfies

∂(ht∗TS ) = ht∗(∂TS ) = ht∗(T∂S ). (7.121)

Next, we consider the rate of change of the pushforward of the structure current
and the associated defect current. One has,

∂

∂τ

∣
∣
∣
∣
τ=s

(
Φτ,t∗T (ω)

) = ∂

∂τ

∣
∣
∣
∣
τ=s

(
T (Φ∗

τ,tω)
)

= lim
Δτ→0

T (Φ∗
τ+Δτ,tω) − T (Φ∗

τ,tω)

Δτ

= lim
Δτ→0

T

(
Φ∗

τ+Δτ,tω − Φ∗
τ,tω

Δτ

)

.

(7.122)

If

lim
Δτ→0

Φ∗
τ+Δτ,tω − Φ∗

τ,tω

Δτ
, (7.123)

exists in the sense of test forms (not merely pointwise), then, one may switch the
order of the limit and the action of T in the last line of (7.122) above. This is indeed
the case (see [Der84, pp. 57–61], and also [GMS98, pp. 132–135], [Fed69, p. 363]).
Hence, using (7.103) and (7.104),

∂

∂τ

∣
∣
∣
∣
τ=s

(
Φτ,t∗T (ω)

) = T

(
∂

∂τ

∣
∣
∣
∣
τ=s

(Φ∗
τ,tω)

)

= T (Φ∗
s,t (Lws ω))

= (Φs,t∗T )(Lws ω).

(7.124)

It is noted that the Lie derivative operator on smooth forms with compact supports
is linear and continuous, so that one may define its dual transformation L ∗

w on the
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space of currents as
(L ∗

w T )(ω) = T (Lwω). (7.125)

It is also recalled that Cartan’s magic formula for the Lie derivative asserts that (e.g.,
[AMR88, p. 429])

Lwω = d(w� ω) + w� dω, (7.126)

so that

(Φs,t∗T )(Lws ω) = (Φs,t∗T )(d(ws� ω)) + (Φs,t∗T )(ws� dω)

= (∂Φs,t∗T )(ws� ω) + (ws ∧ Φs,t∗T )(dω)

= (
ws ∧ (∂Φs,t∗T ) + ∂(ws ∧ Φs,t∗T )

)
(ω).

(7.127)

Thus, the rate of change of the structure current may be expressed as

∂

∂τ

∣
∣
∣
∣
τ=s

Φτ,t∗T = L ∗
ws

◦ Φs,t∗(T ) = ws ∧ (∂Φs,t∗T ) + ∂(ws ∧ Φs,t∗T ). (7.128)

In particular,

∂

∂τ

∣
∣
∣
∣
τ=s

hτ∗T = L ∗
ws

◦ hs∗(T ) = ws ∧ (∂hs∗T ) + ∂(ws ∧ hs∗T ), (7.129)

and
∂

∂τ

∣
∣
∣
∣
τ=t

Φτ,t∗T = L ∗
wt

(T ) = wt ∧ ∂T + ∂(ws ∧ T ). (7.130)

7.9.3 Evolution of Smooth Distributions of Defects
to Singular Ones

The theory of currents provides a mathematical construction that may be used to
model the process at which a smooth distribution of defects evolves and they coalesce
into a “macroscopic” singular defect.

Similarly to Schwartz distributions, the action of general currents can be approxi-
mated using currents induced by smooth forms through the process of regularization
or smoothing (see [Der84, pp. 61–70], [Fed69, pp. 346–348], [GMS98, pp. 505–
511]). Specifically, given an r -current T , one can construct a family of smooth
(n − r)-forms ϕε, ε ∈ (0, 1] and corresponding Tε defined by

Tε(ω) =
∫

M
ϕε ∧ ω, (7.131)
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so that
lim
ε→0

Tε(ω) = T (ω). (7.132)

In other words, Tε converge to T weakly. Furthermore, recalling that ∂Tε is the
current induced by dϕε, i.e.,

∂Tε(ψ) = (−1)n−r+1Tdϕ(ψ) = (−1)n−r+1
∫

M
dϕε ∧ ψ, (7.133)

for each (r − 1)-form ψ , the regularization process commutes with the boundary
operator so that

lim
ε→0

∂Tε(ψ) = (−1)n−r+1 lim
ε→0

∫

M
dϕε ∧ ψ = ∂T (ψ). (7.134)

Thus, setting T0 = T , and t = 1 − ε, rather than a formal mathematical approx-
imation process, one could view the family Tt , t ∈ [0, 1], as an evolution process
of structure currents in the time interval [0, 1] in which the smooth structure forms
evolve into a discrete structure current. Finally, the fact that smoothing commutes
with the boundary operator, implies that the smooth defect forms evolve into the
defect current.
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Chapter 8
Non-metricity and the Nonlinear Mechanics
of Distributed Point Defects

Arash Yavari and Alain Goriely

Abstract We discuss the relevance of non-metricity in a metric-affine manifold
(a manifold equipped with a connection and a metric) and the nonlinear mechanics
of distributed point defects. We describe a geometric framework in which one can
calculate analytically the residual stress field of nonlinear elastic solids with distrib-
uted point defects. In particular, we use Cartan’s machinery of moving frames and
construct the material manifold of a finite ball with a spherically-symmetric distribu-
tion of point defects. We then calculate the residual stress field when the ball is made
of an arbitrary incompressible isotropic solid. We will show that an isotropic distri-
bution of point defects cannot be represented by a distribution of purely dilatational
eigenstrains. However, it can be represented by a distribution of radial eigenstrains.
We also discuss an analogy between the residual stress field and the gravitational
field of a spherical mass.

8.1 Introduction

The first mathematical study of line defects in solids goes back to thework of Volterra
[Vol07] more than a century ago. The close connection between the mechanics of
solids with distributed defects and non-Riemannian geometries was independently
discovered in the 1950s by Kondo [Kon55a, Kon55b], Bilby et al. [BBS55], and
Bilby and Smith [BS56]. Defects influence many of the mechanical properties of
solids and have been the focus of intense research in the last few decades. Moti-
vated by applications of metals in industry and the need to take into account plastic
deformations, the micro mechanism of plasticity, i.e., dislocations have been stud-
ied by many researchers but mostly in the framework of linearized elasticity. Other
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line defects, e.g., disclinations have also been the subject of many investigations.
However, point defects have not received much attention even in the linearized set-
ting after the original works of Love [Lov27], and Eshelby [Esh54]. In particular,
Love [Lov27] calculated the stress field of a single point defect in an infinite linear
elastic solid and observed a 1/r3 singularity. Recently, we [YG12b] showed how
one can calculate the residual stress field of a nonlinear elastic solid with distributed
point defects. Non-metricity proved to be an essential geometric entity in describing
the zero-stress configuration (material manifold) of solids with point defects. Here,
material manifold (B, G,∇) is a flat, torsion-free 3-manifold with non-metricity in
which the body is stress free. We should mention that many researches have known
the relevance of non-metricity to the mechanics of point defects [Fal81, deW81,
Gra89, Kro90, MR02]. However, there has not been a concrete use of non-metricity
in the literature for calculating residual stresses. The geometric framework discussed
here has been recently used by the authors in the analysis of distributed dislocations
and disclinations as well [YG12a, YG13b].

In this book chapter we review the results of [YG12b], extend the residual stress
calculation to arbitrary incompressible isotropic solids, and make some new obser-
vations. In particular, we discuss an analogy with relativity and the gravitational field
of a spherical ball of mass m in an infinite empty space-time.

Another problem that can benefit from geometric ideas is the stress analysis of
inclusions in nonlinear elastic solids [YG13a]. In [YG13a] we showed that collaps-
ing a small spherical inclusion with pure dilatational eigenstrain while keeping the
strength of the inclusion fixed one recovers the stress field of a single point defect
in a linear elastic solid. Earlier in [YG12b] we had shown that using the nonlinear
solution one can recover the classical linear solution for small strength point defect
distributions supported in a small ball. Now one may be tempted to think that any
isotropic distribution of point defects can be represented by pure dilatational eigen-
strains. We will show that this is not the case and that material metric calculated in
[YG12b] is equivalent to a distribution of radial eigenstrains with no circumferential
eigenstrains.

8.2 Non-Riemannian Geometries and Anelasticity

To make this book chapter self contained, in the following we tersely review the
necessary geometric background.

Riemann-Cartan manifolds. On a manifold B a linear (affine) connection is an
operation∇ : X (B)×X (B) → X (B), whereX (B) denotes the set of vector fields on
B. In a local coordinate chart {X A},∇∂A∂B = �C

AB∂C , where�C
AB are Christoffel

symbols of the connection and ∂A = ∂
∂x A are the natural bases for the tangent space.

∇ is compatible with a metric G of the manifold if ∇G = 0. The torsion of ∇ is
defined by T (X, Y) = ∇XY − ∇YX − [X, Y], where [., .] is the commutator of
vector fields. ∇ is symmetric if it is torsion-free, i.e., ∇XY − ∇YX = [X, Y]. In
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(B,∇, G) the curvature is a map R : X (B) × X (B) × X (B) → X (B) defined by
R(X, Y)Z = ∇X∇YZ−∇Y∇XZ−∇[X,Y]Z. A Riemann-Cartanmanifold (B,∇, G)

is a metric-affine manifold in which the metric and the connection are compatible.

Cartan’s moving frames. Let us consider a frame field {eα}N
α=1 that forms a basis

for the tangent space of B everywhere. We assume that this frame is orthonormal,
i.e.,

〈〈
eα, eβ

〉〉
G = δαβ . {eα}N

α=1 is, in general, a non-coordinate basis for the tangent
space, i.e., it is not necessarily induced from a coordinate chart. The frame field {eα}
naturally defines the co-frame field {ϑα}N

α=1 such that ϑ
α(eβ) = δα

β . The connection
1-forms are defined by ∇eα = eγ ⊗ωγ

α. The corresponding connection coefficients
are defined as ∇eβ eα = 〈

ωγ
α, eβ

〉
eγ = ωγ

βαeγ , i.e., ωγ
α = ωγ

βαϑβ . Similarly,
∇ϑα = −ωα

γϑγ , and ∇eβϑα = −ωα
βγϑγ . In an orthonormal frame, the metric has

the simple representation G = δαβϑα ⊗ ϑβ .

Non-metricity. Given a metric-affine manifold (B,∇, G)1, the non-metricity is a
map Q : X (B) × X (B) × X (B) → R defined as Q(U, V, W) = 〈∇UV, W〉G +
〈V,∇UW〉G − U[〈V, W〉G]. In other words,Q = −∇G. In the frame {eα},Qγαβ =
Q(eγ, eα, eβ). Non-metricity 1-forms are defined byQαβ = Qγαβϑγ . One can show
that Qγαβ = ωβγα + ωαγβ − 〈dGαβ, eγ〉, where d is the exterior derivative. Thus,
Qαβ = ωαβ +ωβα−dGαβ =: −DGαβ , where D is the covariant exterior derivative.
This is Cartan’s zeroth structural equation. For an orthonormal frame Gαβ = δαβ

and hence Qαβ = ωαβ + ωβα. In a metric-affine manifold with non-metricity, the
Weyl 1-form is defined as Q = 1

nQαβGαβ . Therefore, Qαβ = Q̃αβ + QGαβ ,

where Q̃ is the traceless part of the non-metricity. If Q̃ = 0 and if ∇ is torsion-
free, (B,∇, G) is called a Weyl manifold. The torsion and curvature 2-forms are
defined by

T α = dϑα + ωα
β ∧ ϑβ, (8.2.1)

Rα
β = dωα

β + ωα
γ ∧ ωγ

β . (8.2.2)

These are, respectively, Cartan’s first and second structural equations.

The compatible volume element on a Weyl manifold. A volume element on B is
any non-vanishing n-form. In the orthonormal coframe field {ϑα} the volume form
is written as μ = hϑ1 ∧ ... ∧ ϑn , for some positive function h. In a coordinate chart
{X A} we have μ = h

√
det G d X1 ∧ ... ∧ d Xn . Divergence of an arbitrary vector

field W on B is defined as (DivW)μ = LWμ, where L is the Lie derivative. Having
a connection divergence can also be defined as the trace of the covariant derivative,
i.e., Div∇ W = W A |A = W A

,A + �A
AB W B . The volume element μ is compatible

with ∇ if LWμ = (W A|A)μ, which is equivalent to D
(

h
√
det G

)
= 0 [Saa95].

Thus, dh
h = d ln h = n

2 Q. Note that this implies that d Q = 0. Therefore, to be able
to define a compatible volume element the Weyl one-form must be closed.

1In ametric-affinemanifold the torsion, curvature, and non-metricity, are, in general, non-vanishing.
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Geometric anelasticity. Let us briefly review geometric nonlinear elasticity. We
identify a body B with a Riemannian manifold B and a configuration of B is a
mappingϕ : B → S, where S is another Riemannian manifold (B, G). It is assumed
that the body is stress free in the material manifold. The deformation gradient is the
tangent map of ϕ and is denoted by F = T ϕ. At every point X ∈ B, F is a linear
map F(X) : TXB → Tϕ(X)S. Choosing local coordinate charts {xa} and {X A} on S
and B, respectively, the components of F read

Fa
A(X) = ∂ϕa

∂X A
(X). (8.2.3)

The transpose of F is defined by FT : TxS → TXB, 〈〈FV, v〉〉g = 〈〈
V, FTv

〉〉
G,

for all V ∈ TXB, v ∈ TxS. In components (FT(X))A
a = gab(x)Fb

B(X)G AB(X),
where g and G are metric tensors on S and B, respectively. The right Cauchy-Green
deformation tensorC(X) : TXB → TXB is defined byC(X) = F(X)TF(X) = (gab ◦
ϕ)Fa

A Fb
B . The relation between the Riemannian volume element dV at X ∈ B

and its corresponding deformed volume element at x = ϕ(X) ∈ S is dv = JdV ,
where J = √

det g/ det G det F is the Jacobian.
The left Cauchy-Green deformation tensor is defined as B� = ϕ∗(g�) with com-

ponents B AB = (F−1)A
a(F−1)B

b gab. The spatial analogues of C� and B� are

c� = ϕ∗(G), cab =
(

F−1
)A

a

(
F−1

)B
b G AB, (8.2.4)

b� = ϕ∗(G�), bab = Fa
A Fb

B G AB, (8.2.5)

where ϕ∗ and ϕ∗ are the pull-back and push-forward by ϕ, respectively. b� is called
the Finger deformation tensor. Note that C and b have the same principal invariants
denoted by I1, I2, and I3 [Ogd84]. For an isotropicmaterial the strain energy function
W depends only on the principal invariants ofb. One can show that for a compressible
and isotropic material the Cauchy stress has the following representation [DE56,
SM83]

σ = 2

(
I2
I3

∂W

∂ I2
+ ∂W

∂ I3

)

g� + 2
∂W

∂ I1
b� − 2

∂W

∂ I2
b−1. (8.2.6)

Similarly, for an incompressible and isotropic material the Cauchy stress has the
following representation [DE56, SM83]

σ =
(

−p + 2I2
∂W

∂ I2

)

g� + 2
∂W

∂ I1
b� − 2

∂W

∂ I2
b−1. (8.2.7)

Material manifold. We assume that the defect-free body is stress-free in Euclid-
ean space in the absence of external loads. This body may be made of a material
with multiple stress-free configurations (corresponding to multiple wells of a strain-
energy density) but we assume that all the material points are in the same energy well
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(that is we are not considering phase transformations). Next, we assume that some
distribution of defects appears in this body and induces residual stresses (we are
not considering nucleation or the work associated with the creation of defects). The
stress-free configuration with defects (referred to as the material manifold) explicitly
depends on the distribution of defects and their types but not on the constitutive equa-
tions. Of course, residual stresses explicitly depend on the choice of the constitutive
equations.

Point defects. The classical continuum picture of a single vacancy is the following.
Remove a small spherical ball from thebody and identify all the points on its boundary
sphere. A single interstitial or “extra matter” can be visualized by inserting a larger
elastic ball inside the spherical cavity and letting the system relax.Consider a distribu-
tion of point defects or “extramatter” in a solid. If one imagines partitioning this body
into a large number of small cubes of the same size and let them relax the resulting
stress-free cubes will have different sizes (and hence volumes) depending on the dis-
tribution of point defects. The relaxed volumes are the local embedding of the under-
lying Riemannian material manifold into the ambient (Euclidean) space. In other
words, in the stress-free configuration of the defective-solid volume elements vary
depending on the distribution of point defects. It is known that in ametric-affineman-
ifold (B,∇, G)with non-metricity theRiemannian volume element is not covariantly
constant. More specifically, D

√
det G = d

√
det G − ωα

α

√
det G = − n

2 Q
√
det G.

This shows that the Weyl one-form Q is somehow related to the volume density of
point defects.

In the following example, we will use a semi-inverse method and start with a
coframe field with some unknown function(s). This then implies that the material
metric is known up to the unknown function(s). To relate this unknown function(s)
to the volume density of point defects we will find a compatible volume element on
the material manifold B, i.e., a volume element that is covariantly constant.

8.3 Point Defects in an Incompressible Isotropic Ball

In [YG12b] we considered a ball of radius Ro with a spherically-symmetric isotropic
distribution of point defects.We constructed thematerial manifold and calculated the
residual stress field for an incompressible neo-Hookean solid. Here we first construct
the material manifold and then calculate the residual stress field when the defective
ball is made of an arbitrary incompressible isotropic solid.We also consider a special
class of compressible solids for a particular example of distributed point defects.

8.3.1 Construction of the Flat Weyl Material Manifold

In a body with only point defects the material manifold is a flat Weyl manifold,
i.e., the torsion and the curvature of the material connection both vanish. In order to
find a solution, we start by an ansatz for the material coframe field. In the spherical
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coordinates (R,�,�), R ≥ 0, 0 ≤ � ≤ π, 0 ≤ � < 2π, we assume the following
coframe field

ϑ1 = f (R)d R, ϑ2 = Rd�, ϑ3 = R sin� d�, (8.3.1)

for some unknown function f (R) > 0 to be determined. Assuming that the non-
metricity is traceless and isotropic, i.e.,Qαβ = 2δαβ q(R)ϑ1, the matrix of connec-
tion 1-forms has the following form

ω = [ωα
β] =

⎛

⎝
ω1

1 ω1
2 −ω3

1

−ω1
2 ω2

2 ω2
3

ω3
1 −ω2

3 ω3
3

⎞

⎠ , (8.3.2)

where ω1
1 = ω2

2 = ω3
3 = q(R)ϑ1, for a function q(R) to be determined. We now

need to enforce T α = 0. Note that

dϑ1 = 0, dϑ2 = 1

R f (R)
ϑ1 ∧ ϑ2, dϑ3 = − 1

R f (R)
ϑ3 ∧ ϑ1 + cot�

R
ϑ2 ∧ ϑ3.

(8.3.3)
Cartan’s first structural equations read

T 1 = ω1
2 ∧ ϑ2 − ω3

1 ∧ ϑ3 = 0, (8.3.4)

T 2 =
[

1

R f (R)
+ q(R)

]

ϑ1 ∧ ϑ2 − ω1
2 ∧ ϑ1 + ω2

3 ∧ ϑ3 = 0, (8.3.5)

T 3 = cot�

R
ϑ2 ∧ ϑ3 −

[
1

R f (R)
− 1

R
+ q(R)

]

ϑ3 ∧ ϑ1

+ ω3
1 ∧ ϑ1 − ω2

3 ∧ ϑ2 = 0. (8.3.6)

This implies that

ω1
2 = −

[
1

R f (R)
+ q(R)

]

ϑ2, ω2
3 = −cot�

R
ϑ3, ω3

1 =
[

1

R f (R)
+ q(R)

]

ϑ3.

(8.3.7)

It can be shown that R1
1 = R2

2 = R3
3 = 0 are trivially satisfied. The remaining

Cartan’s second structural equations read

R1
2 = −R2

1 = dω1
2 + ω3

1 ∧ ω2
3 = 0, (8.3.8)

R2
3 = −R3

2 = dω2
3 + ω1

2 ∧ ω3
1 = 0, (8.3.9)

R3
1 = −R1

3 = dω3
1 + ω2

3 ∧ ω1
2 = 0. (8.3.10)
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The first equation gives us the following ODE

1

f (R)

d

d R

[
1

R f (R)
+ q(R)

]

+ 1

R f (R)

[
1

R f (R)
+ q(R)

]

= 0. (8.3.11)

The solution is
1

R f (R)
+ q(R) = C

R
. (8.3.12)

Note that when q(R) = 0, we have f (R) = 1 and hence C = 1. Therefore

q(R) = 1

R

[

1 − 1

f (R)

]

. (8.3.13)

In this example the Weyl 1-form is written as

Q = 2q(R)ϑ1 = 2

R

[

1 − 1

f (R)

]

ϑ1 = 2( f (R) − 1)

R
d R. (8.3.14)

The function f (R) is determined using the volume density of point defects n(X) and
using the equation μ0 −μ = nμ0 [YG12b]. In the particular example of a defective
ball μ0 = R2 sin�d R ∧ d� ∧ d� and μ = f (R)h(R)μ0, and hence

f (R) = 1 − n(R)

1 − 1
R3

∫ R
0 3y2n(y)dy

. (8.3.15)

8.3.2 Calculation of the Residual Stress Field

In this section we extend our previous calculation in [YG12b] to arbitrary incom-
pressible isotropic solids and a certain class of compressible isotropic solids. We
consider a ball of radius Ro and assume that a point defect density n(R) is given.

Incompressible Isotropic Solids

The material metric has the following form

G =
⎛

⎝
f 2(R) 0 0
0 R2 0
0 0 R2 sin2 �

⎞

⎠ , G� =
⎛

⎜
⎝

1
f 2(R)

0 0

0 1
R2 0

0 0 1
R2 sin2 �

⎞

⎟
⎠ . (8.3.16)

Having the underlying Riemannian material manifold, we obtain the residual stress
field by embedding it into the Euclidean ambient space, which is the Euclidean
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3-space. We look for solutions of the form (r,φ, z) = (r(R),�, Z), and hence
det F = r ′(R). Assuming an incompressible solid we have

J =
√

det g
det G

det F = r2

f (R)R2 r ′(R) = 1. (8.3.17)

Assuming that r(0) = 0, we obtain

r(R) =
(∫ R

0
3x2 f (x)dx

) 1
3

. (8.3.18)

The Finger tensor b� (bab = Fa
A Fb

B G AB) is found to be

b� =
⎛

⎜
⎝

R4

r4(R)
0 0

0 1
R2 0

0 0 1
R2 sin2 �

⎞

⎟
⎠ . (8.3.19)

The principal invariants of b read

I1 = 2
r2(R)

R2 + R4

r4(R)
, I2 = 2

R2

r2(R)
+ r4(R)

R4 . (8.3.20)

Now (b−1)ab = cab = gamgbmcmn has the following representation

b−1 =

⎛

⎜
⎜
⎝

r4(R)

R4 0 0

0 R2

r4(R)
0

0 0 R2

r4(R) sin2 �

⎞

⎟
⎟
⎠ . (8.3.21)

Therefore, the Cauchy stress can be written as

σ =

⎛

⎜
⎜
⎜
⎝

−p + α R4

r4
+ 2β R2

r2
0 0

0 −p
r2

+ α
R2 + β

(
R2

r4
+ r2

R4

)
0

0 0 1
sin2 �

[−p
r2

+ α
R2 + β

(
R2

r4
+ r2

R4

)]

⎞

⎟
⎟
⎟
⎠

,

(8.3.22)

where α = 2 ∂W
∂ I1

and β = 2 ∂W
∂ I2

.

The only non-trivial equilibrium equation reads

σrr
,r + 2

r
σrr − rσθθ − r sin2 θ σφφ = 0. (8.3.23)
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Or

σrr
,R + 2 f R2

r2

(
1

r
σrr − rσθθ

)

= 0. (8.3.24)

This gives us the differential equation p′(R) = k(R), where

k(R) = α′(R)
R4

r4(R)
+ 2β′(R)

R2

r2(R)
+ 2

(

β(R) + α(R)
R2

r2(R)

)

[
2R

r2(R)
− f (R)

R4

r5(R)
− f (R)

r(R)

R2

]

. (8.3.25)

Suppose that at the boundary σrr (Ro) = −p∞. Thus

p(R) = p∞ + α(Ro)
R4

o

r4(Ro)
+ 2β(Ro)

R2
o

r2(Ro)
−

∫ Ro

R
k(ξ)dξ. (8.3.26)

Once p(R) is known all the stress components are easily calculated from (8.3.22).

Example 8.3.1 In [YG12b] we considered the following point defect distribution

n(R) =
{

n0 0 ≤ R ≤ Ri ,

0 Ri < R ≤ R0,
(8.3.27)

where Ri < Ro. Thus, one can see that

0 ≤ R ≤ Ri : f (R) = 1, (8.3.28)

R > Ri : f (R) = 1

1 − n0

(
Ri
R

)3 . (8.3.29)

This yields

0 ≤ R ≤ Ri : r(R) = R, (8.3.30)

R > Ri : r(R) =
[

R3 + n0R3
i ln

(
(R/Ri )

3 − n0

1 − n0

)] 1
3

. (8.3.31)

Note that for R < Ri , λ1 = λ2 = λ3 = 1 and hence I1 = I2 = 3. Therefore,
α = α0 and β = β0 are constants and consequently for R < Ri , k(R) = 0. Thus

0 ≤ R ≤ Ri : p(R) = p∞ + α(Ro)R4
o

r4(Ro)
+ 2

β(Ro)R2
o

r2(Ro)
−

∫ Ro

Ri

k(ξ)dξ = pi , (8.3.32)

Ri ≤ R ≤ Ro : p(R) = p∞ + α(Ro)R4
o

r4(Ro)
+ 2

β(Ro)R2
o

r2(Ro)
−

∫ Ro

R
k(ξ)dξ. (8.3.33)
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It is seen that pressure is uniform for R < Ri . Now the radial stress has the following
distribution

0 ≤ R ≤ Ri : σrr (R) = α0 + 2β0 − pi = σi , (8.3.34)

Ri ≤ R ≤ Ro : σrr (R) = α(R)R4

r4(R)
+ 2

β(R)R2

r2(R)
− p∞ − α(Ro)R4

o

r4(Ro)

− 2
β(Ro)R2

o

r2(Ro)
+

∫ Ro

R
k(ξ)dξ. (8.3.35)

It is seen that the radial stress is uniform and equal to σi for R < Ri . Note that the
other two physical components of stress are also equal to σi for R < Ri .

Remark 8.3.2 Note that the defective ball does not have to be homogenous. One
can have different energy functions for R < Ri and R > Ri . In this case W =
W (R, I1, I2) and hence α and β will have jumps at R = Ri . This will not affect the
pressure for R < Ri . However, for R > Ri , one should add the term [[α + 2β]]Ri to
the pressure field.

Compressible Isotropic Solids

Next we consider a spherically-symmetric point defect distribution in a ball made
of a compressible isotropic solid. For an isotropic solid instead of considering the
strain energy density as a function of the principal invariants of C one can assume
that W explicitly depends on the principal invariants of U, i.e. W = Ŵ (i1, i2, i3),
where

i1 = λ1 + λ2 + λ3, i2 = λ1λ2 + λ2λ3 + λ3λ1, i3 = λ1λ2λ3. (8.3.36)

Carroll [Car88] rewrote the representation of the Cauchy stress for isotropic elas-
tic solids in terms of the left stretch tensor. In our geometric framework [Car88]’s
Eq. (2.15) is rewritten as [YG13a]

σ =
(

i2
i3

∂Ŵ

∂i2
+ ∂Ŵ

∂i3

)

g� + 1

i3

∂Ŵ

∂i1
V� − ∂Ŵ

∂i2
V−1. (8.3.37)

In components this reads

σab =
(

i2
i3

∂Ŵ

∂i2
+ ∂Ŵ

∂i3

)

gab + 1

i3

∂Ŵ

∂i1
V ab − ∂Ŵ

∂i2

(
V −1

)ab
, (8.3.38)

where bab = V am V bngmn and cab = (
V −1

)am (
V −1

)bn
gmn . Carroll [Car88]

considered a special class of compressible materials for which Ŵ (i1, i2, i3) =
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u(i1) + v(i2) + w(i3), where u, v, and w are arbitrary C2 functions. For this class
of materials we have

σ =
(

i2
i3

v′(i2) + w′(i3)
)

g� + u′(i1)
i3

V� − v′(i2)V−1. (8.3.39)

In the case of a ball with a spherically-symmetric point defect distribution, we have

λ1 = r ′(R)

f (R)
, λ2 = λ3 = r(R)

R
. (8.3.40)

Thus

i1 = r ′(R)

f (R)
+ 2r(R)

R
, i2 = 2r(R)r ′(R)

R f (R)
+ r2(R)

R2 , i3 = r ′(R)r2(R)

R2 f (R)
. (8.3.41)

A simple calculation gives us

V� =
⎛

⎜
⎝

r ′(R)
f (R)

0 0

0 1
Rr(R)

0
0 0 1

Rr(R) sin2 �

⎞

⎟
⎠ , V−1 =

⎛

⎜
⎝

f (R)
r ′(R)

0 0

0 R
r3(R)

0

0 0 R
r3(R) sin2 �

⎞

⎟
⎠ .

(8.3.42)

Hence, the non-zero stress components read

σrr (R) = u′(i1)
R2

r2(R)
+ v′(i2)

2R

r(R)
+ w′(i3), (8.3.43)

σθθ(R) = u′(i1)
R f (R)

r3(R)r ′(R)
+ v′(i2)

(
R

r3(R)
+ f (R)

r2(R)r ′(R)

)

+ w′(i3)
r2(R)

,

(8.3.44)

σφφ(R) = 1

sin2 �
σθθ(R). (8.3.45)

The equilibrium equation (8.3.23) is simplified to read

R2

r2
du′

dr
+ 2R

r

dv′

dr
+ dw′

dr
+ 2(1 − f )

(
Ru′

r2r ′ + v′

rr ′

)

= 0. (8.3.46)

We first consider a harmonic material [Joh60] for which v(i2) = c2(i2 − 3) and
w(i3) = c3(i3 − 1), where c2 and c3 are constants (Class I materials according to
Carroll [Car88]). In this case the above ODE is reduced to

du′

dr
+ 2(1 − f )

(
u′

Rr ′ + c2r

R2r ′

)

= 0. (8.3.47)
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Let us now consider the point defect distribution (8.3.27). For R < Ri , f (R) = 1
and hence du′

dr = 0. This implies that i1 must be a constant and therefore

r(R) = C1R + C2

R2 . (8.3.48)

For r(R) to be bounded at the origin we must have C2 = 0. Now for R < Ri ,
i1 = 3C1 and hence the physical components of Cauchy stress read

σ̄rr (R) = σrr (R) = u′(3C1)

C2
1

+ 2c2
C1

+ c3 = σ1, (8.3.49)

σ̄θθ(R) = r2(R)σθθ(R) = u′(3C1)

C2
1

+ 2c2
C1

+ c3 = σ1, (8.3.50)

σ̄φφ(R) = σ̄θθ(R), (8.3.51)

i.e., the Cauchy stress inside the point defect sphere is uniform and hydrostatic.
For Classes II and III materials according to Carroll [Car88], u(i1) = c1(i1 − 3),

w(i3) = c3(i3 − 1) and u(i1) = c1(i1 − 3), v(i2) = c2(i2 − 3), respectively. For
R < Ri , for Class II materials, we have r2(R) = C1R2 + C2

R . Similarly, for Class III
materialswe have r3(R) = C1R3+C2. Assuming that r(0) = 0 in both casesC2 = 0
and hence for R < Ri , we have r(R) = αR, where α is a constant. This is identical
to what we observed for harmonic materials. Therefore, the above result holds for
materials of Types II and III as well. The unknown constant C1 is determined after
one solves a nonlinear second-order ODE for r in the interval Ri < R ≤ Ro and
imposes the continuity conditions r(R−

i ) = r(R+
i ), σrr (R−

i ) = σrr (R−
i ), and the

boundary condition σrr (Ro) = −p∞.

8.3.3 An Analogy Between the Point Defect Metric
and the Schwarzschild Metric

Einstein’s vacuum field equations can be solved exactly for a spherically-symmetric
distribution of matter with gravitational mass m. The solution is called the Schwarz-
schild (exterior) solution. In the coordinates (t, R,�,�) for space-time, theSchwarz-
schild metric reads [HE73]

d S2 = −
(

1 − 2m

R

)

dt2+
(

1 − 2m

R

)−1

d R2+R2d�2+R2 sin2 �d�2. (8.3.52)

This metric represents the gravitational field outside of a ball of mass m. Note that
this solution is valid only for R > 2m. The interior solution can be determined
using the energy-momentum tensor of the matter inside the ball. When restricted to
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(R,�,�) this metric looks very similar to our point defect metric if one replaces
(
1 − 2m

R

)−1
by f (R). Next we consider a single point defect and observe another

interesting similarity between our metric and that of Schwarzschild.

8.3.4 Singularity in the Material Metric in the Case
of a Single Point Defect

We consider a single point defect with strength δv at the center of the ball. In this
case

n(R) = δv

4πR2 δ(R), (8.3.53)

where δ(R) is the one-dimensional Dirac delta distribution. Therefore

h(R) = 1 − 3δv

4πR3 . (8.3.54)

Hence

f (R) = 1 − δv
4πR2 δ(R)

1 − 3δv
4πR3

= R3 − δv
4π Rδ(R)

R3 − 3δv
4π

= 1

1 − 3δv
4πR3

. (8.3.55)

Note that f (R) > 0 and hence this expression is meaningful only when

R >

(
3δv

4π

) 1
3

. (8.3.56)

8.3.5 Exterior Residual Stress Field of a Ball of Point Defects

InYavari andGoriely [YG12b]we considered a finite ball of radius Ro with a uniform
defect distribution n0 in a small ball of radius Ri and showed that the stress inside the
defective ball is uniform for R < Ri . Let us now assume that n(R) = 0 for R > Ri

but is elsewhere arbitrary. The total volume of the point defects is

δv =
∫ Ri

0
4πR2n(R)d R. (8.3.57)

Note that for R > Ri , we have

f (R) = 1

1 − 3δv
4πR3

. (8.3.58)
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It is seen that for R > Ri , f (R)depends only on δv and not on the specific distribution
of n(R) for R < Ri . Therefore, r(R) and consequently all the stress components for
R > Ri depend only on δv. Thus, we have proved the following proposition.

Proposition 8.3.3 Consider a ball of radius Ro made of an isotropic elastic material
or a material with anisotropy respecting the spherical symmetry. Assume that the
ball is defect free outside a ball of radius Ri < Ro. Then, the residual stress field
for R > Ri depends only on the total volume of the point defects in R < Ri and is
independent of the specific form of n(R) for R < Ri .

Remark 8.3.4 Note that this result is similar to the effect of a spherical ball of matter
with mass m on the gravitational field. The gravitational field of the space-time
outside the ball depends only on m and not on the specific distribution of density
inside the ball (as long as it is spherically symmetric).

8.3.6 Isotropic Distribution of Point Defects and Pure
Dilatational Eigenstrains

We know that in the limit of a vanishing inclusion with pure dilatational eigenstrain
the linearized solution for a single point defect in an isotropic linear elastic solid
is recovered as shown in [YG12b] by fixing δv = 4πR3

i n0/3 and in the limit of
small Ri . Note that our point defect metric is equivalent to that of a distributed radial
eigenstrain. A natural question is: can we represent an isotropic distribution of point
defects by a pure dilatational eigenstrain distribution? We will see in the following
that the answer is negative.

Consider a coframe field of the following form

ϑ1 = K (R)d R, ϑ2 = K (R)Rd�, ϑ3 = K (R)R sin� d�, (8.3.59)

for some unknown function K (R) to be determined. Assuming that the non-metricity
is traceless and isotropicQαβ = 2δαβ q(R)ϑ1, the matrix of connection 1-forms has
the following form

ω = [ωα
β] =

⎛

⎝
ω1

1 ω1
2 −ω3

1

−ω1
2 ω2

2 ω2
3

ω3
1 −ω2

3 ω3
3

⎞

⎠ , (8.3.60)

where ω1
1 = ω2

2 = ω3
3 = q(R)ϑ1, for a function q(R) to be calculated. Note that

dϑ1 = 0, dϑ2 = 1

K (R)

[
1

R
+ K ′(R)

K (R)

]

ϑ1 ∧ ϑ2,

dϑ3 = − 1

K (R)

[
1

R
+ K ′(R)

K (R)

]

ϑ3 ∧ ϑ1 + cot�

RK (R)
ϑ2 ∧ ϑ3. (8.3.61)
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Cartan’s first structural equations read

T 1 = ω1
2 ∧ ϑ2 − ω3

1 ∧ ϑ3 = 0, (8.3.62)

T 2 =
{

1

K (R)

[
1

R
+ K ′(R)

K (R)

]

+ q(R)

}

ϑ1 ∧ ϑ2 − ω1
2 ∧ ϑ1

+ ω2
3 ∧ ϑ3 = 0, (8.3.63)

T 3 = cot�

RK (R)
ϑ2 ∧ ϑ3 −

{
1

K (R)

[
1

R
+ K ′(R)

K (R)

]

+ q(R)

}

ϑ3 ∧ ϑ1

+ ω3
1 ∧ ϑ1 − ω2

3 ∧ ϑ2 = 0. (8.3.64)

This gives us

ω1
2 = −

{
1

K (R)

[
1

R
+ K ′(R)

K (R)

]

+ q(R)

}

ϑ2, ω2
3 = − cot�

RK (R)
ϑ3,

ω3
1 =

{
1

K (R)

[
1

R
+ K ′(R)

K (R)

]

+ q(R)

}

ϑ3. (8.3.65)

It can be shown that R1
1 = R2

2 = R3
3 = 0 are trivially satisfied. The remaining

Cartan’s second structural equations read

R1
2 = −R2

1 = dω1
2 + ω3

1 ∧ ω2
3 = 0, (8.3.66)

R2
3 = −R3

2 = dω2
3 + ω1

2 ∧ ω3
1 = 0, (8.3.67)

R3
1 = −R1

3 = dω3
1 + ω2

3 ∧ ω1
2 = 0. (8.3.68)

The first equation gives us the following ODE

d

d R

{
1

K (R)

[
1

R
+ K ′(R)

K (R)

]

+ q(R)

}

+
(
1

R
+ K ′(R)

K (R)

) {
1

K (R)

[
1

R
+ K ′(R)

K (R)

]

+ q(R)

}

= 0, (8.3.69)

with solution
1

K (R)

[
1

R
+ K ′(R)

K (R)

]

+ q(R) = C

RK (R)
. (8.3.70)

Note that when q(R) = 0, we have K (R) = 1 and hence C = 1. Therefore

q(R) = 1

RK (R)
− 1

K (R)

[
1

R
+ K ′(R)

K (R)

]

= − K ′(R)

K 2(R)
=

(
1

K (R)

)′
. (8.3.71)
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Interestingly, the other two curvature 2-forms trivially vanish. The Weyl 1-form is
written as

Q = 2q(R)ϑ1 = −2K ′(R)

K (R)
d R = −2d ln K (R). (8.3.72)

The governing differential equation for the function h(R) reads

d ln h(R) = 3

2
Q = −3d ln K (R). (8.3.73)

Therefore, h(R) = C K −3(R). Because for K (R) = 1, h(R) = 1, C = 1, and
hence h(R) = K −3(R). Note that μ = hϑ1 ∧ ϑ2 ∧ ϑ3 = h(R)K 3(R)μ0 = μ0, and
hence n(R) = 0. This means that the metric (8.3.59) cannot represent a spherically-
symmetric distribution of point defects.

8.4 Conclusions

Wediscussed the relevance of non-metricity in the nonlinearmechanics of distributed
point defects.Ananelasticity problem is transformed to a classical nonlinear elasticity
problem if one can construct the material manifold, i.e., a 3-manifold in which the
defective body is stress-free by construction. The material manifold of a solid with
distributed point defects is a flatWeylmanifold, i.e., amanifoldwith a connection and
metric such that the non-metricity is traceless and both the torsion and the curvature
tensors vanish. We revisited the problem of a finite ball with a spherically-symmetric
and isotropic distribution of point defects. We constructed the material manifold and
calculated the residual stress fieldwhen the ball ismadeof an arbitrary incompressible
isotropic solid. We observed an interesting analogy between the residual stress field
and the gravitational field of space-time with a ball made of matter. We also showed
that an isotropic distribution of point defects cannot be represented by a distribution
of pure dilatational eigenstrains.
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Chapter 9
Are Microcontinuum Field Theories
of Elasticity Amenable to Experiments?
A Review of Some Recent Results

Christian Liebold and Wolfgang H. Müller

Abstract It is well known that the material behavior at the micro- and even more
at the nano-scale is size dependent, which is, for example, reflected in a stiffer elas-
tic response. Thus modeling of micro- and nanoelectromechanical systems should
be ready to incorporate size dependency as well. However, the classical Boltzmann
continuum fails to reproduce the size effect. In this work special attention is paid to
higher gradient theories such as the strain gradient theory (of Mindlin’s form-II), the
modified strain gradient theory and the couple stress theory for linear elasticity. In
particular, the latter will also be investigated in terms of finite elements. A confronta-
tion to the Cosserat- or micropolar theory, the non-local continuum, the fractional
calculus and the surface elasticity is carried out.

9.1 Introduction

The so called size effect of materials science refers to a different deformation behav-
ior on the micro- and nano-scale when compared to that of a macroscopic system.
In particular, the modeling of the size effect related to elastic deformation is of
great importance for micro- and nanoelectromechanical systems in their early design
phase. The present contribution aims at giving an overview of higher order theories
and their applicability in modeling the size effect in elastostatics. In Sect. 9.2, higher
gradient theories will be motivated from the viewpoint of analytical mechanics,
leading to Mindlin’s postulated forms of strain gradient theory and to the so-called
modified strain gradient theory. In Sect. 9.3, a motivation of the concept of micro-
morphic continua, leading to micropolar and couple stress theory will be given. In
Sect. 9.4, the calculation of higher order parameters from experimental data will be
presented, in context with simple elastostatic experiments and analytical, as well
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as numerical parameter identification strategies. Section 9.5 will give a brief intro-
duction to some other theoretical approaches, which are potential candidates for the
successful modeling of the size effect. The first observations of a material behav-
ior deviating during quasi-static deformations from the traditional macroscopic one
have been made in metals and polymers deforming plastically (cf., [PAF96, GFL05]).
Concerning a size effect in elasticity, Lam et al. [LYCWT03] reported an increase in
bending rigidities of micro-beams made of epoxy. As the beam thicknesses decreased
from 120 to 20µm, the values for the bending rigidities were about 2.4 times larger
than predicted by the conventional theory. McFarland et al. [MC05] have observed
similar variations in bending rigidities of polypropylene micro cantilevers during
reversible bending. Other authors report an apparent increase in Young’s modu-
lus by decreasing the sample size without referring to higher order theories (cf.,
[CFDN04, LWL10]). On the other hand, it was also reported by Yao et al. [YYBL12]
that Young’s modulus decreases in particular crystal orientations for single crystal
materials if the sample thickness decreases. This observation could be attributed
to surface elasticity. In addition, Lam et al. [LYCWT03] have shown, that in uni-
axial tensile tests the elastic behavior of epoxy is independent of the thickness of
the sample. This observation is attributed to the absence of strain gradients in pure
tension. Other than this type of experiments, the phonon dispersion relation also
allows analysis of higher order continuum theories. This technique is essentially
dynamic and based on measuring lattice vibrations. The measured frequency-curves
are not predictable by using the concept of a Cauchy continuum but by higher order
continua approaches, such as the micromorphic or the strain gradient continuum
(cf., [CLE04]). In addition to phonon dispersion, the velocity dispersion of waves
can be modeled well by using strain gradient theory (cf., Vavva et al. [VPGCFP09]).

9.2 Strain Gradient Theory

The first strain gradient theories were initially presented by Toupin [Tou62] in a non-
linear manner. Linearized forms were developed by Mindlin and Tiersten [MT62],
Mindlin and Eshel [ME68] and Koiter [Koi64] in the early 60s of the 20th century. A
short introduction to accounting higher order gradients is given below, based on the
principles of analytical mechanics: The starting point is to extend the list of conven-
tional kinematic variables by defining second order derivatives of the displacement
vector. This definition leads directly to a second order strain tensor of rank three.
In higher gradient theories, the balance laws of continuum mechanics need to be
modified with respect to the additional kinematics. The following notation will be
used:

ḟ,i = ∂( ḟ )

∂ Xi
, (9.1)

where Xi stands for the position vector in the reference frame. All small Latin indices,
e.g., i , j , k, etc., run from 1 to 3. A dot refers to the material time derivative. Following
the summation convention for repeated indices, the local form of the balances of mass
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and linear momentum in a strain gradient theory read [ME68]:

ρ̇ + ρυi,i = 0,

ρυ̇i = σ j i, j − μi jk,kj + ρ fi ,
(9.2)

respectively, where ρ denotes the density of the material, fi the body-force, ui the
velocity of the material point, σi j the Cauchy stresses and μi jk the higher order
stresses (or so-called double stresses). Spatial partial derivatives are denoted by
commas in the subscript. In order to connect the known variables (such as the field
of body-forces or boundary conditions) to the unknowns (namely the density ρ, the
motion χl , and the temperature θ ), constitutive equations need to be developed. The
most generalized constitutive equations for the stresses σi j and the double stresses
μi jk at the point xn in the actual frame and at the time t read:

σi j (xn, t) = Fσ

pl∈B

∣
∣
∣
∞
s=0

[ρ(pl , t − s), χl(pl , t − s), θ(pl , t − s); xn],

μi jk(xn, t) = Fμ

pl∈B

∣
∣
∣
∞
s=0

[ρ(pl , t − s), χl(pl , t − s), θ(pl , t − s); xn],
(9.3)

in which the dependencies on all points pl of the body B and on all times s in the
past manifest themselves in the corresponding functional Fσ,μ. A Taylor series in
space decomposes the dependence on all points of the body into a dependence on
the gradients on the variables, respectively:

σij(xn,t) Fσ̂
∣
∣
∣
∞
s 0

{ρ(xn,t s), ρ,m, ρ,mr ,..., χi(xn,t s), χi,n, χi,no,..., θ(xn,t s), θ,k,...},
μijk(xn,t) Fμ̂

∣
∣
∣
∞
s 0

{ρ(xn,t s), ρ,m, ρ,mr ,..., χi(xn,t s), χi,n, χi,no,..., θ(xn,t s), θ,k,...}.
(9.4)

By definition, the deformation gradient reads: Fi j := ∂χi/∂ X j . The dependencies
of the density and the gradients of the density are expressed by the relationship:
ρ = ρ0/ det |Fi j |, taking advantage of the conservation of mass (Eq. 9.21). Thus, in
what follows, the density and its gradients are excluded from Eq. 9.4. Moreover, the
influence of the temperature is neglected in Eq. 9.4. Referring to “non-simple bodies
of gradient type” (cf., Eringen [Eri10]), the Taylor expansion of the variables will be
limited to the incorporation of second order derivatives. By doing so, the principle of
local action is affected. For materials without memory, the stress and double stress
expansions read (cf., Bertram [Ber13]):

σi j (xn, t) = F σ̂ {χi (xn, t), Fi j (xn, t), Fi j,k(xn, t)},
μi jk(xn, t) = F μ̂{χi (xn, t), Fi j (xn, t), Fi j,k(xn, t)}.

(9.5)

The Principle of Euclidean Invariances (cf., Bertram [Ber05], [Ber13]), which is
not a general natural law but widely accepted in the field of technical applications,
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Fig. 9.1 Deformation mapping of a line element in higher gradient theories

leads to the reduced functions:

σi j (xn, t) = F σ̂ (Fi j , Fi j,k),

μi jk(xn, t) = F μ̂(Fi j , Fi j,k).
(9.6)

One benefit of this principle is that the motion itself can be neglected in the consti-
tutive equations, Eq. 9.5.

A visualization of the transformation of a line element in the present type of
theory is given in Fig. 9.1. It shows how an infinitesimal line element in the reference
configuration will be transformed into the current one. This scheme is also observed
in the microcontinuum theories that will follow later on in this work (see Fig. 9.2
in Sect. 9.3). For reasons of consistency it is pointed out that in higher gradient
theories no directors are used. Suitable reduced forms of the elastic laws in Eq. 9.6
are developed by using deformation measures that are invariant under superimposed
rigid body motions, such as the right stretch tensor Ui j , the right Cauchy-Green
tensor Ci j or Green’s strain tensor EG

i j . In the following, the linearized form of
Green’s strain tensor εi j is used:

εi j = 1
2 (Fi j + Fji ) − δi j = 1

2 (ui, j + u j,i ), (9.7)

where δi j denotes the Kronecker symbol (identity tensor) and ui the displacement
field.

9.2.1 MINDLIN’s Strain Gradient Theory

The potential energy density in these theories now includes the components of the
first gradient of strain in different groupings. For example, the postulated potential
energy densities W of Mindlin’s 1st, 2nd and 3rd strain gradient theory (SG) are
equal (cf., [ME68]):

W SG = W 1st(εi j , η̃i jk) = W 2nd(εi j , ηi jk) = W 3rd(εi j , ηi j , ηi jk), (9.8)
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where η̃i jk=uk,i j denotes the second gradient of displacement, ηi jk= 1
2 (uk,i j + u j,ki )

= εkj,i the gradient of strain, ηi j = 1
2 εjklul,ki the gradient of rotation and ηi jk =

1
3 (uk,i j + ui, jk + u j,ki ) the symmetric part of the second gradient of displacement,
and εi jk stands for the alternating tensor (or Levi-Civita symbol). For linear isotropic
materials, Mindlin’s postulated 2nd form of potential energy density is [ME68]:

2W 2nd = σi jεi j + μi jkηi jk

= 2α1εi jεi j + α2εi iε j j + β1ηi jkηi jk + β2ηi ikη j jk

+ β3ηi ikηk j j + β4ηi j jηikk + β5ηi jkηki j ,

(9.9)

including five additional material parameters β1, . . . , β5 (α1 and α2 can be adapted
into Lamé’s constants).

9.2.2 Modified Strain Gradient Theory

In the modified strain gradient theory (MSG), as described in Lam et al. [LYCWT03],
the linear elastic potential energy density and proposed constitutive relations for non-
simple isotropic materials of gradient type read explicitly:

W MSG = 1
2σi jεi j + 1

2 piεkk,i + 1
2μ

′
i jkη

′
i jk + 1

2μS
i jη

S
i j

= 1
2λεi iε j j + με′

i jε
′
i j + μ�2

0εmm,iεnn,i + μ�2
1η

′
i jkη

′
i jk + μ�2

2η
S
i jη

S
i j

(9.10)

where ε′
i j is the deviatoric part of the strain tensor, εkk,i the dilatation gradient vector,

η
′
i jk the deviatoric part of the symmetric part of the second gradient of displacement

and ηS
i j the symmetric part of the gradient of rotation. σi j , pi , μS

i j and μ
′
i jk are the

corresponding stress and hyperstress measures. λ and μ are Lamé’s constants. �0,
�1 and �2 are corresponding material constants carrying the dimension of a length,
often considered as equal (�0 = �1 = �2 = �) for practical reasons but without
further rational reasoning. Application of the principal of virtual displacements on
an assumed displacement field gives a differential equation to be solved analytically.
By doing so, Chong [Cho02] found the bending rigidity DMSG of Euler-Bernoulli
beams to be size-dependent under the modified strain gradient theory:

DMSG

D0
= 1 + b2

h

t2 , with b2
h = 6(1 − 2ν)�2

0 + 2
5 (4 − ν)�2

1 + 3(1 − ν)�2
2, (9.11)

where t denotes the thickness of the beam structure, ν the Poisson’s ratio and D0
the classical bending rigidity. The derivation of the bending rigidity from the couple
stress theory is presented in Sect. 9.3.2, with a similar result.
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9.3 Micromorphic Continua

A quite different formulation of a higher order continuum has been developed in the
field of the so-called micromorphic continuum. Here, the starting point is to attribute
additional degrees of freedom to the material points instead of adding higher order
derivatives to their kinematic variables (as it was done in higher gradient theory). In
this case, material points are interpreted as “elastic particles.” As a result, the strain
energy density does not only depend on the deformation gradient of the material
point but in addition on the gradient of the particle’s deformation. A visualization of
the transformation of a particle from reference to actual configuration is presented
in Fig. 9.2. This figure shows how a material point is equipped with Di and di in its
reference and in its current configuration, respectively, each with three directors. The
directors account for the orientation and the deformation of the elastic particle. Most
frequently, the directors are considered deformable, which leads to the micromorphic
continuum formulation. A so-called microstretch continuum is obtained if the direc-
tors are only stretchable, i.e., their angles do not change with respect to each other
(no shear deformation). If, in addition to that, the directors do not change their length
and angles with respect to each other, one refers to it as a micropolar continuum.
In this case, only rotational degrees of freedom are assigned to the particle, which
makes it “rigid.”

Qi j is a tensor that transforms the directors between the two configurations. In the
case of a micromorphic continuum, Qi j is arbitrary. In a micropolar continuum, Qi j

can be any (proper) orthogonal tensor. In all continua that rise from the micromorphic

Fig. 9.2 Structure of micromorphic continua (according to Eringen 1999 [Eri99])
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one, the additional rotational degrees of freedom lead to the independence of the
principle of the linear momentum from the principle of angular momentum. Rumor
has it, that even in the very early days of mechanics, namely in the middle of the 18th
century, Euler, Bernoulli and Lagrange (cf., [Tru64]) discussed the independence of
the angular momentum. To quote the words of Truesdell [Tru68], “[we] do not regard
the principle of moment of momentum as a consequence of the principle of linear
momentum.”

9.3.1 Micropolar Continuum

Based on the ideas of E. and F. Cosserat [CC09], who introduced the concept of
“point couples,” so-called micropolar continuum theories (MP) have been detailed
for example in [Eri66, Eri99, Eri10]. Analogously to the higher gradient theories
discussed before, the elastic laws of the micropolar theory will be derived in what
follows. Again, the starting point is the conservation laws. The balance of mass
(Eq. 9.21) is not affected. The local form of the balance of linear momentum reads:

ρυ̇k = σ lk,l + ρ fk, (9.12)

where σ i j is a non-symmetric force stress tensor (σ lk �= σ kl ). In the following,
the time derivation of the angular momentum (or the moment of momentum, cf.,
[Eri10]), is provided as a conserved quantity and consists of x × υ and s (where x ,
υ and s are the vectors of position, velocity and spin of the particle, respectively),
cf. [Eri76], pp. 13:

d

dt

∫

M

(εijk xjυk +si )dm
∮

∂V

nl(εijk xjσlk +μli )dA +
∫

V

ρ(εijk xj fk + li )dV 0. (9.13)

Next, Gauss’ theorem is applied and the rules of tensor calculus are followed to
derive the local relation:

εi jk x j

[
ρυ̇k − σ lk,l − ρ fk
︸ ︷︷ ︸

balance of momentum

]
=

[
−ρ ṡi + μli,l + ρli + εiklσ kl
︸ ︷︷ ︸

balance of spin

]
. (9.14)

The vector of spin is given by: sk = φ̇lθlk , where θlk denotes the (constant) moment
of inertia of the (rigid) particle and φl stands for its rotation vector (axial vector). μlk
refers to the so-called couple stress tensor (μlk �= μkl ). The angular velocity of a par-
ticle is connected to its orientation tensor Qi j (cf., Fig. 9.2) by: φ̇n = − 1

2 εi jn Qki Q̇kj
(cf., Eremeyev et al. [ELA13]). Constitutive equations have been developed to con-
nect the known variables to the unknowns, namely the density ρ, the motion χl ,
the orientation tensor Qi j , and the temperature θ . The most generalized constitutive
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equations for the stresses σ i j and the couple stresses μlk read:

σ i j (xn, t) = Fσ

pl∈B

∣
∣
∣
∞
s=0

[ρ(pl , t − s), χl(pl , t − s), Qi j (pl , t − s), θ(pl , t − s); xn],

μi j (xn, t) = Fμ

pl∈B

∣
∣
∣
∞
s=0

[ρ(pl , t − s), χl(pl , t − s), Qi j (pl , t − s), θ(pl , t − s); xn],
(9.15)

in which the dependencies on all points pl of the body B and on all times s in the
past manifest themselves in the corresponding functional Fσ,μ. A Taylor series in
space decomposes the dependence on all points of the body into a dependence on
the gradients of the variables, respectively:

σ ij(xn,t) Fσ̂
∣
∣
∣
∞
s 0

{ρ(xn, t̃), ρ,m,..., χi(xn, t̃), χi,n,..., Qij (xn, t̃), Qij,k,..., θ(xn, t̃), θ,k,...},
μij(xn,t) Fμ̂

∣
∣
∣
∞
s 0

{ρ(xn, t̃), ρ,m,..., χi(xn, t̃), χi,n,..., Qij (xn, t̃), Qij,k,..., θ(xn, t̃), θ,k,...}.
(9.16)

where t̃ represents the term ‘t − s.’ The dependencies on the density and on the
gradients of the density can be eliminated by the relationship ρ = ρ0/det|Fi j |, i.e.,
by taking advantage of the conservation of mass (Eq. 9.21). Thus, in what follows,
the density and its gradients are dropped in Eq. 9.16. Further on, the influence of
the temperature is neglected in Eq. 9.16. By referring to simple bodies (or simple
materials), the Taylor expansion of the variables will be limited up to the incorporation
of first order derivatives. For materials without memory, the stress and couple stress
expansions read:

σ i j (xn, t) = F σ̂ {χi (xn, t), Fi j (xn, t), Qi j (xn, t), Qi j,k(xn, t)},
μi j (xn, t) = F μ̂{χi (xn, t), Fi j (xn, t), Qi j (xn, t), Qi j,k(xn, t)}.

(9.17)

Again, the Principle of Euclidean Invariances (cf., Bertram [Ber05], [Ber13]) leads
to the reduced functions:

σ i j (xn, t) = F σ̂ (Fi j , Qi j , Qi j,k),

μi j (xn, t) = F μ̂(Fi j , Qi j , Qi j,k).
(9.18)

Suitable reduced forms of the elastic laws shown in Eq. 9.18 are developed by using
deformation measures that are invariant under superimposed rigid body motions,
like:

E Q
i j = Qik Fkj − δi j ,

Γi j = − 1
2 εirm(Qmk Qrj,k),

(9.19)
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where E Q
i j is the relative stretch tensor and Γi j the relative wryness tensor (cf.,

Eremeyev et al. [ELA13]). The reduced forms read:

σ i j (xn, t) = k(E Q
i j , Γi j ),

μi j (xn, t) = K (E Q
i j , Γi j ).

(9.20)

A physically1 linear potential energy density for isotropic micropolar elastic solids
is given as (cf., [ELA13]):

2W = α1 E Q
ii E Q

kk + α2 E Q
i j E Q

ji + α3 E Q
i j E Q

i j + β1Γi iΓkk + β2Γi jΓ j i + β3Γi jΓi j .

(9.21)

With the assumption of small deformations the constitutive equations for the force
stress tensor σ i j and the couple stress tensor μi j read (cf., [Lak95]):

σ i j = λεkkδi j + (2μ + κ)εi j + κεi jk(rk − φk),

μi j = γ1φr,rδi j + γ2φi, j + γ3φ j,i ,
(9.22)

respectively. γ1, γ2, γ3, and κ denote the additional material coefficients, called
Cosserat elastic constants. The micro-rotation vector φk is kinematically distinct
from the macro-rotation rk . Remézani et al. [REJB12] have described the multi-
scale behavior of trabecular human bone, involving size effect explicitly. To some
extent, their work has been enabled by the knowledge of all Cosserat elastic constants
of the material human bone, measured before and listed by Lakes [Lak95].

9.3.2 Couple Stress Theory

The simplest case of a micropolar continuum is given by the couple stress theory
(CS) in which the particle’s rotation is directly related to the macroscopic rotation
vector: φi = 1

2 εi jkuk, j for small displacements. By considering the total kinetic and
internal energy of a body, it can be shown that the force stress tensor turns out to
be symmetric (cf., Liebold and Müller [LM13]). By using this fact, the products of
the relative stretch tensors E Q

i j E Q
ji and E Q

i j E Q
i j in Eq. 9.21, are equal to each other.

As a consequence, the force stresses can still be represented in terms of classical
linear isotropic elastic materials by utilizing the two Lamé’s constants. in couple
stress theory the wryness tensor turns out to be traceless and symmetric. The product
of the wryness tensors Γi iΓkk in Eq. 9.21 vanishes and the products of the wryness
tensors Γi jΓ j i and Γi jΓi j in Eq. 9.21 are equal to each other. Consequently, there
is just one additional material parameter in couple stress theory (also termed the

1Physical linearity denotes a linear dependency of the stress measures on the strain measures.
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Table 9.1 Experimental data for length scale parameters in higher order theories for different
materials

�exp (µm) Material Higher order
theory

Experimental
design

Reference

11.0 Ni (nickel) Couple stress
elasto-plasticity

Beam bending Ji and Chen
[JC06]

6.0 LiGA Ni (nickel) Couple stress
elasto-plasticity

Beam bending Ji and Chen
[JC06]

0.057 CNT (carbon
nanotubes)

Modified strain
gradient elasticity

Beam bendinga Li et al. [LWL10]

0.007 ZnO (zinc oxide) Modified strain
gradient elasticity

Nanowiresb Li et al. [LWL10]

17.6 Epoxy Modified strain
gradient elasticity

Beam bending Lam et al.
[LYCWT03]

3.0 Cu (copper) Modified strain
gradient elasticity

Torsion Yang et al.
[YCLT02]

aPerformed by Cuenot et al. [CCN00, CFDN04]
bPerformed by Stan et al. [SCPC07]

pseudo-Cosserat model). The potential energy density of couple stress theory, the
symmetric part of the gradient of rotation (of Eq. 9.10), the force stress tensor and
the couple stress tensor read:

W CS = 1
2λεi iε j j + με′

i jε
′
i j + μ�2ηS

i jη
S
i j ,

ηS
i j = 1

2 (φi, j + φ j,i ) = 1
4 (εilkuk,l j + εjklul,ki ),

σi j = λεkkδi j + 2μεi j ,

μi j = 2μ�2ηS
i j .

(9.23)

The fact that Eq. 9.232 handles a second gradient of displacement, shows its close
relation to the higher gradient formalism, although it was derived from micropolar
theory. From an experimental perspective, theories with a smaller number of addi-
tional parameters are preferred. Following the so-called methods of size effect (cf.,
Lakes [Lak95]), a few authors report some quantitative values for the additional pa-
rameter � (see Table 9.1) for couple stress theory and modified strain gradient theory
(the latter with equated length scale parameters �0 =�1 =�2 =�).
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9.4 Methods of Experimental Analysis of Higher Order
Parameters

9.4.1 Beam Bending

Experimental procedures have been defined, which allow for the determination of
material length scale parameters. One of these size effect methods described in the
literature (cf., [Lak95]) is bending tests, using different outer dimensions for the
specimen samples. As pointed out in this work, there is an experimental indication for
a different material behavior at the micron scale which manifests itself, in particular,
in micro beam bending tests (see Table 9.1). The resistance to bending, which is
quantifiable in terms of bending rigidities, is influenced by the choice of the material,
its outer dimensions, and the clamping conditions. In the experiments mentioned
above, all of these variables have been controlled, and the bending rigidities have
been calculated from the experimental data in order to fit to a certain theory. In this
section the possibility to extract bending rigidities analytically and experimentally in
order to find the best correlation will be demonstrated. For this purpose, in Sect. 9.3:
the potential energy density of the couple stress theory (CS) is chosen. The Euler-
Bernoulli beam assumptions, the (closed form) Kirchhoff plate model as well as a
finite element approach will be used. The displacement field of an Euler-Bernoulli
beam reads:

ux = −z
∂w(x)

∂x
, uy = 0 , uz = w(x). (9.24)

Henceforward, strains and stresses are derived according to Eqs. 9.232–9.234 in a
straightforward manner. By using the variational principle on the equivalence of the
potential energy and the work done by the external forces, the following ordinary
differential equation (ODE) for the beam bending problem arises:

(E I + μA�2)wIV(x) = q(x) , ∀x ∈ [0, L]. (9.25)

This derivation has been done in more detail by the authors in Liebold and Müller
[LM13]. E denotes Young’s modulus, A the cross-sectional area, L the length of
the beam, I the second moment of inertia, q(x) the distributed load, μ the shear
modulus (to be formed by Poisson’s ratio ν and E), and � denotes the material’s
intrinsic length scale parameter of the couple stress model. The solution of the ODE
for the case of a clamped beam reads:

wCS(x) = F

(E I + μA�2)

[ x3

6
− Lx2

2

]
. (9.26)

The bending rigidity D is obtained from the relationship between the acting force F
and the deflection of the point at where the force acts: D = F

w . By normalization to
the bending rigidity D0 of the conventional continuum theory, an inverse quadratic
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function that depends on the thickness t of the beam will form:

DCS

D0
= 1 + b2

h

t2 , with b2
h = 6(1 + ν)−1�2. (9.27)

With this equation in mind it is straightforward to exploit the bending rigidities of
beams with known thicknesses experimentally and find a best fit for the only left
unknown, �. This procedure has been used by various experimentalists. The same
approach could of course be applied to other displacement fields, entering Eq. 9.24.

9.4.2 Plate Bending

In this context, the displacement field for a Kirchhoff plate is given as:

ux = −z
∂w(x, y)

∂x
, uy = −z

∂w(x, y)

∂ y
, uz = w(x). (9.28)

Again, by using the variational principle on the equivalence of the potential energy
and the work done by the external forces over the whole plateB, the following partial
differential equation for the plate bending problem will arise, cf. [Tsi09]:

K CS��w = p(x ,y) , ∀x ,y ∈ B, with K CS = Et3

12(1 − ν2)
+ Et�2

2(1 + ν)
, (9.29)

where p is the function for the load distribution and K CS the plate stiffness in the
couple stress theory. For a plate clamped on all sides, the general solution w of
Eq. 9.29 can be represented in a double Fourier sine series:

w(x, y) =
∞∑

m

∞∑

n

wmn sin
(mπx

a

)
sin

(nπy

b

)
,

p(x, y) =
∞∑

m

∞∑

n

pmn sin
(mπx

a

)
sin

(nπy

b

)
.

(9.30)

By entering Eq. 9.30 into the partial differential Eq. 9.29, a relationship of the coeffi-
cients wmn and pmn is derived. A numerical evaluation of the Taylor expansion of the
deflection field w has been performed by the authors using the commercial software
Mathematica©. If one hundred sum terms are taken into account, the discrepancy
between solutions has reached a value of below 0.001 % per increase of number of
sum terms. By setting the material length scale parameter equal to zero, the bend-
ing rigidity for the conventional continuum theory has been calculated. Following
the corresponding method of size effect, the results of the plate bending problem
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Fig. 9.3 Normalized bending rigidities of Kirchhoff plates of different thicknesses at a constant
length scale parameter of � = 0µm (straight line) and � = 3.5µm (curved line)

using the couple stress model and plates of different thicknesses have been plotted
in Fig. 9.3 (assuming a length scale parameter of � = 3.5µm).

9.4.3 Finite Element Approach

The exemplary results for Euler-Bernoulli beams and Kirchhoff plates necessitate
strong assumptions with regards to the displacement fields. In contrast to these closed-
form approaches a finite element solution is not restricted in terms of displacements.
Due to that property a solution strategy is presented for the couple stress theory in
the context of an open-source finite element project, called FEniCS©. It provides
a collection of open-source packages for automated, efficient solutions of various
differential equations (cf., Logg et al. [LMW12]). The finite element mesh consists
of equidistantly distributed tetrahedral continuous Lagrange elements with a poly-
nomial degree of two. In order to arrive at a suitable finite element formulation, the
starting point is the balance of linear momentum, including the rotation of micro-
particles in the balance of angular momentum, Eqs. 9.12 and 9.14. For simplicity
body-forces and body-couples are neglected. Next, static conditions are assumed and
the conservation of linear momentum and the conservation of angular momentum
(cf., Lam et al. [LYCWT03]) of the couple stress theory are written down (compare
Eqs. 9.12 and 9.14):

σ j i, j = 0 and μ j i, j = 0. (9.31)

By multiplying the balance of linear momentum with arbitrary test functions of
translation δuk and the balance of angular momentum with test functions of rotation
δϕi , which so far were independent of each other, both balances read:
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(9.32)

Due to the arbitrariness and independence of both sets of test functions, the informa-
tion contained in the original two equations is not affected by the summation. The
expression denoted by (1) in Eq. 9.32 is transformed into a surface integral by means
of Gauss’ theorem. Hence, force boundary conditions in terms of the applied loads
will result. The expression (2) in Eq. 9.32 is also transformed with Gauss’ theorem.
Hence, the derivative of the third order of the displacement field in the couple stress
tensor is eliminated. Note that in anticipation of the finite element formulation the
Gauss’ theorem is used in its more general form including jump terms:

0 = −
∫

V

σliδui,ldV +
∮

∂V

nl(σliδui )dA −
∫

As

[[
σliδui

]]
nldAs

−
∫

V

μliδϕi,ldV +
∮

∂V

nl(μliδϕi )dA −
∫

As

[[
μliδϕi

]]
nldAs. (9.33)

nl denotes the surface normal of the volume surface and, in what follows, of the finite
elements. As stands for the surface of singularity. Since the force stress tensor and
the couple stress tensor are related to displacements and to rotations by a constitutive
law, they will also be approximated polynomially. However, the continuity of the
displacement fields between the elements is not guaranteed yet, and needs to be
accounted for by jumps of the form shown in Eq. 9.33. A jump is denoted by double
parenthesis, and it is assumed that the material parameters in all finite elements are
the same. From this point on, the rotation vector is denoted by the macroscopic
rotation vector of the isotropic elasticity ϕi = 1

2 εimnun,m and its variation by δϕi =
εimnδun,m . The nodes of neighboring finite elements and their test functions for the
displacements δuk are identified by “+” and “−.” Regarding the force stresses, the
jump condition at the element’s faces reads:

[[
σrkδuk

]]
nr = (σ+

rkδu+
k − σ−

rkδu−
k )nr . (9.34)

As far as couple stresses at the element’s faces are concerned, the jump condition
reads: [[

μli εirkδuk,r

]]
nl = (μ+

li εirkδu+
k,r − μ−

li εirkδu−
k,r )nl . (9.35)

Note that the corresponding stress measure inside the jump conditions (containing a
certain order of derivation of displacements) is multiplied with a derivation of a test
function of a lower order. Eventually, reasonable results have only been achieved
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by demanding the jump term of the couple stresses to equal zero. The stress and
couple stress vectors, which act on the boundary of the body, are denoted by ti and
mi respectively, as becomes evident by the extension of Eq. 9.33:

0 =
∫

V

[
σliδui,l − 1

2μli εimnδum,nl

]
dV −

∮

∂V

[
nlσli
︸ ︷︷ ︸

ti

δui + nlμli
︸ ︷︷ ︸
mi =0

1
2 εimnδum,n

]
dA

+
∫

As

1
2

[[
μli εirkδuk,r

]]
nldAs. (9.36)

The couple stress vector, in representation of an external load, is set equal to zero
since it is difficult to apply in practice. As shown in Lam et al. [LYCWT03], the
couple stress tensor μlk in the couple stress theory is naturally symmetric (compare
Eq. 9.234). Next, the strain tensor for small displacements εkl = 1

2 (uk,l +ul,k) is used
for representing ui,l and the rotation gradient tensor ηS

i j for representing 1
2 εimnδum,nl .

In conclusion, the following final variational form is acquired:

∫

V

(
σliδεil + μliδη

S
il

)
dV −

∮

∂V

tkδukdA +
∫

As

1
2

[[
μliδum,n

]]
εimnnldAs = 0.

(9.37)

The local form of Eq. 9.37 describes an elliptic partial differential equation of
rank two.

For spatial discretization the Galerkin method is applied. The routine of solving
the system matrix has been based on the method of Gaussian elimination (LU, for a
lower/upper decomposition) with low effort in time. The selected material data was
taken in agreement with the values for epoxy (cf., [LYCWT03]). These properties
are reported to be: E = 3.8 GPa, ν = 0.38 and � = 17.6µm. The results for a beam
model and a plate model, which were loaded with a localized force at the end of the
beam and at the center of the plate, are shown in Figs. 9.4 and 9.5. The results show,
that bending rigidities increase while the outer dimension decreases. Qualitatively
the usability of the couple stress theory in closed form as well as numerical and the
successful modeling of a size effect in linear elasticity is demonstrated.

9.5 Other Theoretical Approaches

In the literature there exist further theories that are able to predict the size effect.
Without claiming completeness, the non-local elasticity, fractional calculus, and
surface elasticity will be discussed in this section.
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9.5.1 Non-local Theory

In non-local theory, there are neither higher gradients of kinematical variables nor
additional degrees of freedom for material points. In the mechanics of a non-local
continuum, as introduced by Eringen [Eri66], it is assumed that the stress at a point
xk is a function of the stresses at all points of a well defined sub volume in the
neighborhood of xk :

σi j (xk) =
∫∫∫

V

K (|x ′
k − xk |, τ )ti j (x ′

k)dx ′
i , ti j = Ci jklεkl(x ′

k). (9.38)

ti j stands for the macroscopic stress tensor, for which a generalized Hooke’s law is
assumed. Ci jkl denotes the tensor of elastic constants, and K represents a non-local
modulus, which depends on the Euclidean distance |x ′

k −xk | and the material constant
τ . This construction of a stress tensor is referred to as the “attenuating neighborhood
hypothesis” (cf., [Eri66]). Reddy [Red07] applied this kind of non-local theory to
bending, buckling, and vibration of beams and successfully demonstrated an influ-
ence of the outer dimensions to various deformation quantities.
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9.5.2 Fractional Calculus

A very similar approach to the non-local continuum theory is encountered in frac-
tional calculus. The conventional spatial derivatives of kinematic variables are
replaced by fractional derivatives. Referring to Sumelka [Sum13], a Riesz-Caputo
(RC) fractional derivative consists of left and right-sided Caputo derivatives and is
represented as follows:

RC
a D α

b f (t) = 1

2

Γ (2 − α)

Γ (2)

[
C
a D α

t f (t) + (−1)n C
t D α

b f (t)
]
, (9.39)

where α denotes the order of the derivative D(·), and t an element of the interval
[a, b] of the function f . Γ stands for the factorial function. The left-sided Caputo’s
fractional derivative reads:

C
a D α

t f (t) = 1

Γ (n − α)

t∫

a

f (n)(τ )

(t − τ)α−n+1 dτ, (9.40)

with n = [α] + 1 ([α] represents the largest integer which is smaller than α). The
right-sided Caputo’s fractional derivative reads:
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C
t D α

b f (t) = (−1)n

Γ (n − α)

b∫

t

f (n)(τ )

(t − τ)α−n+1 dτ. (9.41)

If α equals one, the classical first derivative of a function will be obtained. In general,
the effect of the fractional calculus can be controlled by changing α (the fractional
order of the derivative) and by the definition of the size of the spatial interval [a, b].
Carpinteri et al. [CCK04] have presented computational results of the tensile and
flexural strength of beams calculated by fractional derivatives and pointed out that
size effects can be observed.

9.5.3 Surface Elasticity

Core-Surface Model

In contrast to the considerations above, there exists another explanation for repro-
ducing size dependent material behavior. In some cases it is apparent that the surface
of the body shows a different material structure and a different mechanical behavior
than the bulk material (e.g., by a different chemical composition, like oxidation). Sev-
eral continuum concepts will be used here. First, the core-surface model as described
in Gurtin & Murdoch [GM75] and Javili et al. [JMS13] will be presented, and in
the following section, the core-shell model will be discussed. Referring to Yao et al.
[YYBL12], there can be a material surface (with a theoretical thickness equal to zero)
or a shell like surface layer (with a certain thickness). In general, surface elasticity
is based on a surface energy density σ related to the free Gibbs surface energy. By
using the notation α, β, γ = 1, 2 the surface stress tensor ταβ is defined within a
conventional continuum framework (cf., Vermaak et al. [VMK68]) as:

ταβ = σδαβ + ∂σ(εS
αβ)

∂εS
αβ

, (9.42)

where εS
αβ denotes the surface strain tensor depending on the symmetric part of

the surface displacement gradient. According to [GM75, JMS13] the constitutive
equation for linear isotropic surface elastic materials, neglecting surface tension (or
residual surface stresses τ0), is written as:

ταβ = λS
0 εSγ

γ δS
αβ + 2μS

0εS
αβ, (9.43)

where λS
0 and μS

0 are the two isotropic surface elastic constants, εSγ
γ denotes the

trace of the surface strain tensor and δS
αβ represents the unit tensor of the surface.

In the case of arbitrary shaped but smooth surfaces, a curvilinear-coordinate-based
continuum description is needed (see Fig. 9.6). Co- and contravariant coordinates
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Fig. 9.6 Representation of
the initial framework ei and
the curvilinear coordinate
system sα in core-surface
elasticity

are indicated using sub- and superscripts of α, β, γ with the addition that complete
derivations of vector and tensor valued quantities are represented by a semicolon.
Then the surface stress tensor satisfies the equilibrium equations:

τ
αβ

;β + tα = 0 , ταβκαβ = σi j ni n j , καβ = xi,αβ ni , (9.44)

with tα being the component of the traction σi j n j along the α direction of the sur-
face, and καβ denotes the curvature tensor. The tangential vectors sα of the surface
coordinate system are defined as:

sα = ∂xi

∂zα
ei . (9.45)

Taking into account that the curvature tensor vanishes if the surface is (piecewise)
flat, Miller & Shenoy [MS00] derived appropriate formulae for simple beam bending
under small deflections. The normalized bending rigidity of this approach (in contrast
to Eq. 9.27) reads:

DS

D0
= E I + SK

E I
, K =

∫

∂ A

y2dl ,
S

E
= �, (9.46)

incorporating the bulk modulus E and a surface modulus S. K is the so-called
“perimeter moment of inertia,” in analogy to the moment of inertia I in the bulk.
The ratio of bulk modulus and surface modulus is named � and can be thought as a
characteristic length, similar to � in higher order theories. When considering a simple
rectangular beam, I and K are well defined quantities, and the normalized bending
rigidity will form a simple inverse function with respect to the thickness t of the beam:

DS

D0
= 1 + 8

(
�

t

)
. (9.47)

Such kind of dependence on an outer dimension is widely used in the literature to
describe size effects of nanowires. In addition, the tensor of surface elastic constants
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is supposed to handle negative components as well, which leads to negative charac-
teristic lengths and finally to a softer elastic response in the small scale. Sadeghian
et al. [SYGDBFK09] have demonstrated this experimentally for cubic silicon (cf.,
Table 9.2). According to Miller and Shenoy [MS00] the normalized tensile stiffness of
a rectangular bar in an axial loading configuration is given by: T S

T0
= 1+ 4�

t . This char-
acteristic is unique to surface elasticity: Neither micropolar nor strain gradient theo-
ries predict a size effect in simple tension. A constant influence like surface tension
can only be imitated by applying additional double stresses as a boundary condition
in a strain gradient theory. In summary, there are different types of functions for the
particular mechanical rigidities: in couple stress and strain gradient models, the bend-
ing rigidity decreases by an inverse quadratic function of the thickness, whereas in
the surface model they decrease, or even increase, by a simple inverse function. These
are important qualities, which allow for a separation (or even a combination) between
surface and higher gradient elasticity, and between surface and micropolar elasticity.

Core-Shell Model

In contrast to the core-surface model, the surface layer in a core-shell model has a
certain thickness. In classical core-shell models, this layer is treated like a laminate-
like structure with a jump of mechanical properties at the interface to the bulk. In
the modified core-shell model (cf., Fig. 9.7), which will be briefly introduced in what
follows, the mechanical properties vary inside the surface layer and are equal to the
bulk values at the interface.

Young’s modulus of the bulk material, Eb, is constant, while Young’s modulus of
the surface layer fades exponentially:

ES(r) = Eb exp[α(r − Rb)] , R ≥ r ≥ Rb. (9.48)

Yao et al. [YYBL12] calculated normalized tensile stiffnesses as well as normal-
ized bending rigidities of nanowires and demonstrated a mixed simple inverse and
quadratic inverse relationship to the diameter of the wire. This calculation shows

R
Rb

Eb

ES(r)

Fig. 9.7 Illustration of the quantities of the core-shell model
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Table 9.2 Experimental data for particular parameters of the surface effect

Values Material Surface theory
type

Experimental
design

Reference

τ0 =
1.41 ± 0.33 N

m

Ag (silver) τ0…surface
tension

AFM Cuenot et al.
[CFDN04]

τ0 =
0.98 ± 0.21 N

m

Pb (lead) τ0…surface
tension

AFM Cuenot et al.
[CFDN04]

τ0 =
0.33 ± 0.01 N

m

PPy (polypyrrole) τ0…surface
tension

AFM Cuenot et al.
[CFDN04]

τ0 = 8.7 N
m

S = 5.8 N
m

Ag (silver) τ0…surface
tension
S…surface
modulus

AFM bending of
silver nanowires

Jing et al.
[JDSZXLWY06]

rS = 2.0 nm
α = 1.26 nm−1

ZnO (zinc oxide) Modified
core-shell theory

Tension and
bending

Yao et al.
[YYBL12]

τ0 = 0.0 N
m

S = −340 N
m

� = −2.0 nm

cSi (cubic silicon) τ0…surface
tension
S…surface
modulus
�…char. length
(S/E)

Electrostatic
bending

Sadeghian et al.
[SYGDBFK09]

the feasibility of the core-shell model to predict a size effect also. The influence of
the surface effect on the deformation behavior is controlled by the parameters α and
rS = (R − Rb). The latter denotes the thickness of the surface layer and the exponent
α determines the increasing or decreasing behavior of the surface modulus. Table 9.2
includes corresponding values for zinc oxide.

9.6 Conclusions

In the present work the higher order continuum theories were presented and their
potential to quantify and describe the size effect was illustrated. The motivation
for the potential energy density of the strain gradient theories (of Mindlin’s forms
I-II-III), the modified strain gradient theory, the micropolar continuum, and the
pseudo-Cosserat continuum (a.k.a. couple stress theory) from the point of view of
analytical mechanics was presented. In the field of elastostatics, elaboration on the
influence of higher order coefficients on bending rigidities, which are dominantly
dependent on the outer dimensions was provided. Size effects have been presented
for Euler-Bernoulli beams and Kirchhoff plates in a closed-form as well as in a
numerical solution strategy. The latter was implemented within an open source finite
element environment. Other theories, the non-local theory, fractional calculus, and
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surface elasticity have been introduced briefly in order to illustrate their feasibility
to model the size effect. Close to the continuum mechanical viewpoint, there exist
also other approaches, such as the quasi-continuum approach of Ortiz, Miller and
Tadmor [MT02], that were not dealt with in this paper.

In summary, bending experiments with different sizes of the samples can be used
to measure corresponding material length scale parameters of certain higher order
continuum theories in linear elastostatics. In addition to that, the presented continuum
theories predict different characteristics in order to describe the size effect in bending.
For example, the size effect in the couple stress model develops with t−2, whereas the
size effect in the core-surface elasticity develops with t−1. Now, if the resolution of
experiments is sensitive enough to measure this difference, it could help to verify the
physical nature of the problem. Another important point is that a softening material
behavior in the small scale can be modeled due to negative surface moduli. However,
attention has to be drawn to the fact that an independent quantification of material
parameters also requires other modes of deformation. Especially in the small scale,
there arise difficulties in experimental techniques. This limitation could serve as an
explanation for the rare experimental data for different deformation modes in the
literature and remains a future challenge.
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Chapter 10
On the Variational Limits of Lattice
Energies on Prestrained Elastic Bodies

Marta Lewicka and Pablo Ochoa

Abstract We study the asymptotic behavior of the discrete elastic energies in the
presence of the prestrainmetricG, assigned on the continuum reference configuration
�. When the mesh size of the discrete lattice in � goes to zero, we obtain the
variational bounds on the limiting (in the sense of �-limit) energy. In the case of the
nearest-neighbour and next-to-nearest-neighbour interactions, we derive a precise
asymptotic formula, and compare it with the non-Euclidean model energy relative
to G.

10.1 Introduction

Recently, there has been a growing interest in the study of prestrained materials,
i.e., materials which assume non-trivial rest configurations in the absence of exterior
forces or boundary conditions. This phenomenon has been observed in contexts such
as naturally growing tissues, torn plastic sheets, specifically engineered polymer gels,
and many others. The basic mathematical model, called “incompatible elasticity”
has been put forward in [RHM94, ESK09b, KES07] and further studied in [LP11,
LMP11, LMP14, BLS14, LM09, LM11, DCB09, ESK09a, KS12, KM14]. In this
chapter, we pose the following question: is it possible to derive an equivalent contin-
uummechanics model starting from an appropriate discrete description, by means of
a homogenization procedure when the mesh size goes to 0? Discrete-to-continuum
limits of this type have been investigated by means of �-convergence in a number of
areas of application, including nonlinear elasticity [AC04, MPR12, DR13, ACG11,
Sch08, Sch09] and others (see for example [ACS12, Ort12, EKCO13, SS09]).
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Discrete lattices may model both the atomic structures and mechanical trusses.
The latter case is not restricted to classical material mechanics but also encompasses
biological tissues. For instance, in the cell-to-muscle homogenization problem
[CMR03, JMMMRCU07, Mou03], the muscle tissue of the heart, which forms a
thick middle (myocardial) layer between the outer epicardium and the inner endo-
cardium layers, is regarded as a set of basic nodes and fibers suitably arranged. The
myocardial fibers consist of myocytes; these are elongated structures which can
undergo further elongation/traction aswell as angle interaction. It is possible to recon-
struct an elastic law for the myocardium from the known behavior of the myocytes
[CMR03, JMMMRCU07], and the obtained results are consistent with the experi-
mental measurements in the physiological literature. Further observations [JR]
confirm that there should be a spatial heterogeneity in themyocardium cells, as a con-
sequence of the temporal heterogeneity. Nevertheless, so far measurements are not
precise enough (due to the noise in the diffraction techniques) to give distinct values,
and therefore most of the time heterogeneity has been left aside in prior works.

The analysis in the present paper investigates the relation of the continuum limit of
the atomistic models taking into account the weighted pairwise interactions of nodes
in the lattice, with the continuum elastic energy where all possible interactions are
taken into account.We show that, although the limitmodel inherits the same structure
of the continuum energy, the two models differ by (i) the relaxation in the density
potential which, as one naturally expects, is the quasiconvexification of the original
density, and (ii) the new “incompatibility” metric represented by the superposition
of traces of the original incompatibility metric, along the admissible directions of
interaction.

10.1.1 The Continuum Model E

We now introduce and explain the models involved. The “incompatible elasticity”
postulates that the three-dimensional body seeks to realize a configuration with a
prescribed Riemannian metric G, and that the resulting deformation minimizes the
energy E which in turn measures the deviation of a given deformation from an
orientation-preserving isometric immersion of G. More precisely, let G be a smooth
Riemannian metric on an open, bounded, connected domain � ⊂ R

n , i.e., G ∈
C∞(�̄,Rn×n) and G(x) is symmetric positive definite for every x ∈ �̄. The shape
change that occurs during the growth of � is due to changes in the local stress-free
state (for instance, material may be added or removed), and to the accommodation
of these changes. Consequently, the gradient of the deformation u : � → R

n that
maps the original stress-free state to the observed state, can be decomposed as

∇u = F A,

into the growth deformation tensor A : � → R
n×n , describing the growth from the

reference zero-stress state to a new locally stress-free state, and the elastic deforma-
tion tensor F . The elastic energy E is then given in terms of F , by
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E(u) =
∫

�

W (F) dx =
∫

�

W (∇u A−1) dx . (10.1.1)

Here, the density potential W : Rn×n → R+ satisfies the following assumptions of
frame invariance with respect to the group of proper rotations SO(n), normalization,
and non-degeneracy:

∀F ∈ R
n×n, R ∈ SO(n) W (RF) = W (F), W (R) = 0, W (F) ≥ c dist2(F, SO(n)),

(10.1.2)

for some uniform constant c > 0.
Observe that E(u) = 0 is equivalent to ∇u(x) ∈ SO(n)A(x) for almost every

x ∈ �. Further, in view of the polar decomposition theorem, the same condition is
equivalent to (∇u)T ∇u = AT A and det∇u > 0 in �, i.e., E(u) = 0 if and only if
u is an isometric immersion of the imposed Riemannian metric G = AT A. Hence,
when G is not realizable (i.e., when its Riemann curvature tensor does not vanish
identically in �), there is no u with E(u) = 0. It has further been proven in [LP11]
that in this case that inf{E(u); u ∈ W 1,2(�,Rn} > 0 as well, which points to the
existence of residual non-zero strain at free equilibria of E .

Given G, we will call A = √
G, and without loss of generality we always assume

that A is symmetric and strictly positive definite in �.

10.1.2 The Discrete Model Eε

We now describe the discrete model whose asymptotic behavior we intend to study.
The total stored discrete energy of a given deformation acting on the atoms of the
lattice in �, is defined to be the superposition of the energies weighting the pairwise
interactions between the atoms, with respect to G. More precisely, given ε > 0 and
a discrete map uε : εZn ∩ � → R

n , let

Eε(uε) =
∑

ξ∈Zn

∑

α∈Rξ
ε (�)

εnψ(|ξ|)
∣
∣
∣
|uε(α + εξ) − uε(α)|

ε|A(α)ξ| − 1
∣
∣
∣
2
, (10.1.3)

where Rξ
ε (�) = {α ∈ εZn : [α,α + εξ] ⊂ �} denotes the set of lattice points

interacting with the node α, and where a smooth cut-off function ψ : R+ → R

allows only for interactions with finite range

ψ(0) = 0 and ∃M > 0 ∀n ≥ M ψ(n) = 0.

The energy in (10.1.3) measures the discrepancy between lengths of the actual dis-
placements between the nodes x = α + εξ and y = α due to the deformation uε,
and the ideal displacement length 〈G(α)(x − y), (x − y)〉1/2 = ε|A(α)ξ|. Note
that the measure of this discrepancy in terms of the ratio l

l0
of the actual length

l = |uε(α + εξ) − uε(α)| and the ideal length l0 = ε|A(α)ξ| is present in the
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reconstruction of an elastic law for the myocardium from the known behavior of the
myocytes in [CMR03] (formula (11)).

When ε → 0 and when sampling on sufficiently many interaction directions ξ,
one might expect that (10.1.3) will effectively measure the discrepancy between all
lengths |u(x)−u(y)| and the ideal lengths |A(x)(x − y)| determined by the imposed
metric, as in (10.1.1). For G = Id, it has been proven in [AC04] that this is indeed
the case, as well as that the �-limit F of Eε has the form: F(u) = ∫

�
f (∇u) dx

with the limiting density f frame invariant and quasiconvex.

10.1.3 The Main Results and the Organization of the Paper

To study the energies (10.1.3), we first derive an integral representation for Eε by
introducing a family of lattices determined by each length of the admissible interac-
tions (when ψ �= 0); this is done in Sects. 10.2 and 10.3. Since the general formula
for the integral representation uses quite involved notation, we first present its sim-
pler versions, valid in cases of the nearest-neighbour and next-to-nearest-neighbour
interactions. For each lattice, we define its n-dimensional triangulation and, as usual
in lattice analysis, we associate with it the piecewise affine maps matching with the
original discrete deformations at each node.

In Sect. 10.4 we derive the lower and upper bounds IQ and I of the �-limit F of
Eε, as ε → 0, in terms of the superposition of integral energies defined effectively
on the W 1,2 deformations of �. The disparity between the upper and lower bounds
reflects the fact that each lattice in the discrete description gives rise, in general, to a
distinct recovery sequence of the associated �-limit. This is hardly surprising, since
the operation of taking the lsc envelope of an integral energy is not additive (nor is
the operation of quasiconvexification of its density).

On the other hand, each term in IQ and I has the same structure as (10.1.1), but
with G replaced by other effective metrics induced by the distinct lattices. In the case
of only nearest-neighbour or next-to-nearest-neighbour interactions all the effective
metrics coincide with one residual metric Ḡ. This further allows the formula forF to
be obtained, which is accomplished in Sect. 10.5. In Sect. 10.6 we compareF with E
through a series of examples. We note, in particular, that the realisability of G does
not imply the realisability of Ḡ, neither is the converse of this statement true.

Finally, in the Appendix we gather some classical facts on � convergence and
convexity, which we use in the proofs of this chapter.

Let us conclude by remarking that a continuum finite range interaction model,
in the spirit of (10.1.3), can be posed similarly to the models considered recently in
[BN06, BN11, Men12], by setting

Ẽε(u) =
∫

�

∫

�

ψ

( |x − y|
ε

) ∣
∣
∣
∣
|u(x) − u(y)|
|A(x)(x − y)| − 1

∣
∣
∣
∣

2

dxdy.

It would be interesting to find the �-limit of Ẽε, as ε → 0 and compare it with both
E and F .
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10.1.4 Notation

Throughout the paper, � is an open bounded subset of Rn . For s > 0, we denote

�s = {x ∈ �; dist(x, ∂�) > s}.

The standard triangulation of the n-dimensional cube Cn = [0, 1]n is defined as
follows. For all permutations π ∈ Sn of n elements, let T π be the n-simplex obtained
by:

T π = {(x1, . . . , xn) ∈ Cn; xπ(1) ≥ · · · ≥ xπ(n)}.

Note that T π is the convexification of its vertices:

T π = conv
{
0, eπ(1), eπ(1) + eπ(2), . . . , eπ(1) + · · · + eπ(n) = e1 + · · · + en

}
,

and that all simplices T π have 0 and (1, . . . , 1) = e1 +· · ·+ en as common vertices.
The collection of n! simplices {T π}π∈Sn constitutes the standard triangulation of Cn ,
which can also be naturally extended to each cell α + εCn where α ∈ εZn to give

T π
α = conv

⎧
⎨

⎩
α,

⎧
⎨

⎩
α + ε

j∑

i=1

eπ(i)

⎫
⎬

⎭

n

j=1

⎫
⎬

⎭
.

When π = (i1, . . . , in) we shall also write T (i1,...,in)
α = T π

α = conv
{
α,
{
α +

ε
∑ j

k=1 eik

}n
j=1

}
. Moreover, we call

Tε,n = {T π
α ; α ∈ εZn, π ∈ Sn}. (10.1.4)

Finally, by C we denote any universal constant, depending on � and W , but
independent of other involved quantities at hand.

10.2 Integral Representation of Discrete Energies
(10.1.3)—Special Cases

Since the general formula for the integral representation of Eε, given in Sect. 10.3,
uses a somewhat involved notation which may obscure the construction, we first
present its simpler versions, valid in cases of the near and next-to-nearest-neighbour
interactions, which we further discuss in Sects. 10.5 and 10.6.
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10.2.1 Case 1: Nearest-Neighbour Interactions in R
2

Let � ⊂ R
2 and assume that ψ(1) = 1 and ψ(|ξ|) = 0 for |ξ| ≥ √

2. The energy
(10.1.3) of a deformation uε : εZ2 ∩ � → R

2, takes then the form

Eε(uε) =
2∑

i, j=1

∑

α∈R
(−1) j ei
ε (�)

ε2
∣
∣
∣
|uε(α + (−1) j εei ) − uε(α)|

ε|A(α)ei | − 1
∣
∣
∣
2
.

LetUε ⊂ � be the union of those (open) cells in the lattice εZ2, which have nonempty
intersection with the set �√

2ε. We consider the standard triangulation Tε,2 of the
lattice εZ2, as in (10.1.4), and we identify the discrete map uε with the unique
continuous function on Uε, affine on all the triangles in Tε,2 ∩Uε, and matching with
uε at each node.

Define the function W : R2×2 → R to be

W ([Mi j ]i, j=1..2) =
2∑

j=1

⎛

⎝

(
2∑

i=1

|Mi j |2
)1/2

− 1

⎞

⎠

2

, ∀M ∈ R
2×2.

We easily see for every α ∈ εZ2 ∩ Uε that

ε2
(∣
∣
∣
|uε(α + εe1) − uε(α)|

ε|A(α)e1| − 1
∣
∣
∣
2 +

∣
∣
∣
|uε(α + ε(e1 + e2)) − uε(α + εe1)|

ε|A(α + εe1)e2| − 1
∣
∣
∣
2
)

= 2
∫

T (1,2)
α

W (∇uε(x)λε(x)) dx,

where λε : Uε → R
2×2 is a piecewise constant matrix field, given by

∀x ∈ T (1,2)
α ∩ Uε, λε(x) = diag

{
|A(α)e1|−1, |A(α + εe1)e2|−1

}
,

∀x ∈ T (2,1)
α ∩ Uε, λε(x) = diag

{
|A(α + εe2)e1|−1, |A(α)e2|−1

}
,

while we recall that T (1,2)
α = conv{α,α + εe1,α + ε(e1 + e2)} and T (2,1)

α =
conv{α,α + εe2,α + ε(e1 + e2)}. Similarly, we get

ε2
(∣
∣
∣
|uε(α + εe2) − uε(α)|

ε|A(α)e2| − 1
∣
∣
∣
2 +

∣
∣
∣
|uε(α + ε(e1 + e2)) − uε(α + εe2)|

ε|A(α + εe2)e1| − 1
∣
∣
∣
2
)

= 2
∫

T (2,1)
α

W (∇uε(x)λε(x)) dx .
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For the interactions in the opposite directions −e1 and −e2, we obtain

ε2
(∣
∣
∣
|uε(α + εe1) − uε(α + ε(e1 + e2))|

ε|A(α + ε(e1 + e2))e2| − 1
∣
∣
∣
2 +

∣
∣
∣
|uε(α) − uε(α + εe1)|

ε|A(α + εe1)e1| − 1
∣
∣
∣
2
)

= 2
∫

T (1,2)
α

W (∇uε(x)λ̄ε(x)) dx,

and

ε2
(∣
∣
∣
|uε(α + εe2) − uε(α + ε(e1 + e2))|

ε|A(α + ε(e1 + e2))e1| − 1
∣
∣
∣
2 +

∣
∣
∣
|uε(α) − uε(α + εe2)|

ε|A(α + εe2)e2| − 1
∣
∣
∣
2
)

= 2
∫

T (2,1)
α

W (∇uε(x)λ̄ε(x)) dx,

where λ̄ε : Uε → R
2×2 is given by

∀x ∈ T (1,2)
α ∩ Uε, λ̄ε(x) = diag

{
|A(α + εe1)e1|−1, |A(α + ε(e1 + e2))e2|−1

}
,

∀x ∈ T (2,1)
α ∩ Uε, λ̄ε(x) = diag

{
|A(α + ε(e1 + e2))e1|−1, |A(α + εe2)e2|−1

}
.

Summing over all 2-simplices and noting that each interaction was counted twice,
we obtain:

0 ≤ Eε(uε) − Iε,1(uε) ≤
2∑

i, j=1

∑

α∈R
(−1) j ei
ε (�\Uε)

ε2
∣
∣
∣
|uε(α + ε(−1) j εei ) − uε(α)|

ε|A(α)ei | − 1
∣
∣
∣
2
.

(10.2.1)
where

Iε,1(uε) =
∫

Uε

(
W (∇uε(x)λε(x)) + W (∇uε(x)λε(x))

)
dx . (10.2.2)

10.2.2 Case 2: Nearest-Neighbour Interactions in R
n

Let now � ⊂ R
n , and assume that ψ(1) = 1 and ψ(|ξ|) = 0 for |ξ| ≥ √

n. For small
ε > 0, define Uε ⊂ � as the union of all cells in εZn , with the standard triangulation
Tε,n , that have nonempty intersection with �ε

√
n . As in Case 1, we identify the given

discrete deformation uε : εZn ∩� → R
n with its unique extension to the continuous

function on Uε, affine on all of the n-dimensional simplices in Tε,n ∩ Uε.
We also have W : Rn×n → R, and

W ([Mi j ]i, j :1..n) =
n∑

i=1

⎛

⎝

(
n∑

i=1

|Mi j |2
)1/2

− 1

⎞

⎠

2

, ∀M ∈ R
n×n . (10.2.3)
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Note that for any permutation π ∈ Sn one has

εn
n−1∑

j=0

∣
∣
∣
|uε

(
α + ε

∑ j+1
i=1 eπ(i)

)
− uε

(
α + ε

∑ j
i=1 eπ(i)

)
|

ε|A
(
α + ε

∑ j
i=1 eπ(i)

)
eπ( j+1)|

− 1
∣
∣
∣
2

= n!
∫

T π
α

W (∇uε(x)λε(x)) dx,

where the piecewise constant matrix field λε is given by

∀x ∈ T π
α ∩Uε, λε(x) = diag

⎧
⎨

⎩
|A
⎛

⎝α + ε

π−1( j)−1∑

i=1

eπ(i)

⎞

⎠ e j |−1

⎫
⎬

⎭

n

j=1

. (10.2.4)

To include the interactions in {−ei } directions, as before, we write

εn
n−1∑

j=0

∣
∣
∣
∣
∣
∣

|uε

(
α + ε

∑ j
i=1 eπ(i)

)
− uε

(
α + ε

∑ j+1
i=1 eπ(i)

)
|

ε|A
(
α + ε

∑ j+1
i=1 eπ(i)

)
eπ( j+1)|

− 1

∣
∣
∣
∣
∣
∣

2

= n!
∫

T π
α

W (∇uε(x)λ̄ε(x)) dx,

where

∀x ∈ T π
α ∩ Uε, λ̄ε(x) = diag

⎧
⎨

⎩
|A
⎛

⎝α + ε

π−1( j)∑

i=1

eπ(i)

⎞

⎠ e j |−1

⎫
⎬

⎭

n

j=1

. (10.2.5)

Summing over all of the n-simplices, and noting that each one-length interaction
is counted n! times, we obtain

0 ≤ Eε(uε) − Iε,1(uε) ≤
∑

|ξ|=1

∑

α∈Rξ
ε (�\Uε)

εn
∣
∣
∣
|uε(α + εξ) − uε(α)|

ε|A(α)ξ| − 1
∣
∣
∣
2
,

(10.2.6)

where Iε,1 is given by the same formula as in (10.2.2), with λε and λ̄ε defined as in
(10.2.4) and (10.2.5).
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10.2.3 Case 3: Next-to-Nearest-Neighbour Interactions in R
2

Let us assume again that � ⊂ R
2, and that ψ(

√
2) = 1 and ψ(|ξ|) = 0 for |ξ| ≥ √

3
and |ξ| ≤ 1. Our goal now is to obtain a similar representation and bound to (10.2.1)
and (10.2.2) for the discrete energy corresponding to the next-to-nearest-neighbour
interactions of length

√
2. The canonical lattice εZ2 is mapped onto the lattice εBZ2,

where

B =
[
1 −1
1 1

]

.

We will also need to work with the translated lattice ε(e1 + BZ2). Let U 0
ε,

√
2

⊂ �

be the union of all open cells in the lattice εBZ2 which have nonempty intersection
with �2ε. Define u0

ε,
√
2
to be the unique continuous function on U 0

ε,
√
2
, affine on

the triangles of the induced triangulation BTε,2 ∩ U 0
ε,

√
2
, matching with the original

deformation uε at each node of the lattice εBZ2 ∩ U 0
ε,

√
2
. Likewise, let U 1

ε,
√
2

⊂ �

be the union of cells in the lattice ε(e1 + BZ2) which have nonempty intersection
with �2ε, while u1

ε,
√
2
is the matching continuous piecewise affine (on triangles in

εe1 + BTε,2) extension of uε.
Denoting ξ1 = Be1 and ξ2 = Be2 we obtain, as before

ε2
(∣
∣
∣
|uε(B(α + εe1)) − uε(Bα)|

ε|A(Bα)ξ1| − 1
∣
∣
∣
2 +

∣
∣
∣
|uε(B(α + ε(e1 + e2))) − uε(B(α + εe1))|

ε|A(B(α + εe1))ξ2| − 1
∣
∣
∣
2
)

= 2

| det B|
∫

BT (1,2)
α

W (∇u0
ε,

√
2
(x)λ0

ε,
√
2
(x)) dx,

where λ0
ε,

√
2

: U 0
ε,

√
2

→ R
2×2 is given by

∀x ∈ BT (1,2)
α ∩ U 1

ε,
√
2
,

λ0
ε,

√
2
(x) = √

2Bdiag
{
|A(Bα)ξ1|−1, |A(B(α + εe1))ξ2|−1

}
,

∀x ∈ BT (2,1)
α ∩ U 1

ε,
√
2
,

λ0
ε,

√
2
(x) = √

2Bdiag
{
|A(B(α + εe2))ξ1|−1, |A(Bα)ξ2|−1

}
.

Interactions in the opposite directions −ξi , yield the integrals

2

| det B|
∫

BT 1,2
α

W (∇u0
ε,

√
2
(x)λ̄0

ε,
√
2
(x)) dx,
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where now λ̄0
ε,

√
2

: U 1
ε,

√
2

→ R
2×2 satisfies

∀x ∈ BT (1,2)
α ∩ U 1

ε,
√
2
,

λ̄0
ε,

√
2
(x) = √

2B diag
{
|A(B(α + εe1))ξ1|−1, |A(B(α + ε(e1 + e2)))ξ2|−1

}
,

∀x ∈ BT (2,1)
α ∩ U 1

ε,
√
2
,

λ̄0
ε,

√
2
(x) = √

2B diag
{
|A(B(α + ε(e1 + e2)))ξ1|−1, |A(B(α + εe2))ξ2|−1

}
.

Similarly, we obtain the integral representations on the triangulation εe1 + BTε,2 of
the set U 1

ε,
√
2
is given by

∫

W (∇u1
ε,

√
2
(x)λ1

ε,
√
2
(x)) dx and

∫

W (∇u1
ε,

√
2
(x)λ1

ε,
√
2
(x)) dx,

with the piecewise affine functions

∀x ∈ (εe1 + BT (1,2)
α ) ∩ U 1

ε,
√
2
,

λ1
ε,

√
2
(x) = √

2B diag
{
vert A(εe1 + Bα)ξ1|−1, |A(εe1 + B(α + εe1))ξ2|−1

}
,

∀x ∈ (εe1 + BT (2,1)
α ) ∩ U 1

ε,
√
2
,

λ1
ε,

√
2
(x) = √

2B diag
{
|A(εe1 + B(α + εe2))ξ1|−1, |A(εe1 + Bα)ξ2|−1

}
,

∀x ∈ (εe1 + BT (1,2)
α ) ∩ U1

ε,
√
2
,

λ̄1
ε,

√
2
(x) = √

2B diag
{
|A(εe1 + B(α + εe1))ξ1|−1, |A(εe1 + B(α + ε(e1 + e2)))ξ2|−1

}
,

∀x ∈ (εe1 + BT (2,1)
α ) ∩ U2

ε,
√
2
,

λ̄1
ε,

√
2
(x) = √

2B diag
{
|A(εe1 + B(α + ε(e1 + e2)))ξ1|−1, |A(εe1 + B(α + εe2))ξ2|−1

}
.

Consequently,

0 ≤ Eε(uε) − Iε,
√
2(uε)

≤
2∑

i, j=1

∑

α∈R
(−1) j ξi
ε (�\�2ε)

ε2
∣
∣
∣
|uε(α + ε(−1) jξi ) − uε(α)|

ε|A(α)ξi | − 1
∣
∣
∣
2
,

(10.2.7)

where

Iε,
√
2(uε) = 1

2

∫

U0
ε,

√
2

(
W (∇u0

ε,
√
2
(x)λ0

ε,
√
2
(x)) + W (∇u1

ε,
√
2
(x)λ̄1

ε,
√
2
(x))

)
dx

+ 1

2

∫

U1
ε,

√
2

(
W (∇u1

ε,
√
2
(x)λ1

ε,
√
2
(x)) + W (∇u1

ε,
√
2
(x)λ̄1

ε,
√
2
(x))

)
dx .
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10.3 Integral Representation of Discrete Energies
(10.1.3)—The General Case

Lemma 10.3.1 Let ξ = (ξ1, . . . , ξn) ∈ Z
n\{0}. Let k denote the number of non-

zero coordinates in ξ, and denote: ξi1 , . . . , ξik �= 0 with i1 < i2 . . . < ik , while
ξ j1 = · · · = ξ jn−k = 0 with j1 < j2 · · · < jn−k . Fix s̄ ∈ {1 . . . k} and define n
vectors ξ1, . . . , ξn ∈ Z

n by the following algorithm

ξ1 = ξ,

∀p = 2, . . . , k − s̄ + 1, ξ
is̄−1+p
p = −ξis̄−1+p , and ξi

p = ξi for all other indices i,

∀p = k − s̄ + 2, . . . , k, ξ
is̄−1+p−k
p = −ξis̄−1+p−k , and ξi

p = ξi for all other indices i,

∀p = k + 1, . . . , n, ξ
is̄
p = 0, ξ

jp−k
p = ξis̄ , and ξi

p = ξi for all other indices i.

(In other words, given ξ and fixing one of its non-zero coordinates is̄ , we first change
the sign of all its non-zero coordinates but ξis̄ , in the cyclic order, starting from
ξis̄ . This gives k vectors ξp. Then we permute the ξis̄ coordinate with all the zero
coordinates to give the remaining n − k coordinates).

Then the n-tuple of vectors ξ1, . . . , ξn is linearly independent.

Proof Without loss of generality, we may assume that i p = p for all p = 1, . . . , k
and s̄ = 1.

Consider first the case when k = n, i.e. when all coordinates of the vector ξ are
non-zero. Then the matrix B = [ξ1, . . . , ξn] is similar to the following matrix

B̃ =

⎡

⎢
⎢
⎢
⎢
⎣

1 1 1 · · · 1
1 −1 1 · · · 1
1 1 −1 · · · 1

· · · · · · · · · · · · · · ·
1 1 1 · · · −1

⎤

⎥
⎥
⎥
⎥
⎦

,

by the basic operations of dividing each row by |ξi |. Thematrix B̃ above has non-zero
determinant, which proves the claim.

Assume now that k �= n, i.e., the last n − k > 0 coordinates of ξ are zero. Then,
the k × k principal minor of the matrix B = [ξ1, . . . , ξn] is invertible, as in the
first case above. The minor consisting of n − k last rows and k first columns of B
equals zero, hence B is invertible if and only if its minor B0 consisting of n − k
last rows and n − k last columns is invertible. But B0 = ξis̄ Idn−k and hence the
lemma is proved. �
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10.3.1 Case 4: Interactions of a Given Length |ξ0| �= 0 in R
n

Assume now that � ⊂ R
n and let ψ(|ξ0|) = 1 and ψ(|ξ|) = 0 for ||ξ| − |ξ0|| > s,

and that s > 0 is small. Consider the following set of unordered n-tuples, which we
assume to be nonempty

S|ξ0| =
{
ζ = {ζ1, . . . , ζn} ⊂ Z, |ζ|2 = |ξ0|2

}
. (10.3.1)

Fix ζ ∈ S|ξ0| and let Nζ be the set of all distinct signed permutations without repeti-
tions of the coordinates of ζ, so that

Nζ =
{
(±ζπ(1),±ζπ(2), . . . ,±ζπ(n)); π ∈ Sn

}
. (10.3.2)

Clearly: |Nζ | = 2k n!
k1!...kn ! , where k1, . . . , kn denote the numbers of repetitions of

distinct coordinates in ζ, and k is the number of non-zero coordinates in ζ.
For each ξ ∈ Nζ and each of its k non-zero entries ξis̄ we define the set of lin-

early independent vectors ξ1, . . . ξn using the algorithm described in Lemma 10.3.1.
We call Kζ the set of all matrices B = [ξ1, . . . ξn] obtained by this procedure; it
corresponds to the set of lattices εBZn whose edges have lengths ε|ξ0|. Note that

|Kζ | = k|Nζ | = 2kk
n!

k1! . . . kn ! .

Lemma 10.3.2 Let ζ ∈ S|ξ0| have k non-zero entries. Then every vector ξ ∈ Nζ is
included in exactly nk lattices B, as described above.

Proof Firstly, the number of lattices where ξ is one of the first k columns of B, equals
k2 (k possible columns and k choices of a non-zero entry ξis̄ ). Secondly, the number
of lattices where ξ is one of the last n − k columns, equals (n − k)k (given by n − k
possible columns and k choices of a non-zero entry which defines the first vector in
B). We hence obtain nk total number of lattices, as claimed. �

Remark 10.3.3 The total number of vectors (with repetitions) which are columns of
lattices in the set Kζ , equals |Kζ |n = nk|Nζ |. This is consistent with Lemma 10.3.2,
as each vector in Nζ is repeated nk times.

We now construct the integral representation of the discrete energy. Fix B ∈ Kζ

as above, and define U 0,B
ε,|ξ0| ⊂ � to be the union of all open cells in εBZn that have

nonempty intersection with �ε
√

n|ξ0|. We identify the discrete deformation uε with

its unique continuous extension u0,B
ε,|ξ0| on U 0,B

ε,|ξ0|, affine on all the simplices of the
induced triangulation εBTε,n . Following the same observations as in the particular
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cases before, we obtain, for any π ∈ S(n)

εn
n−1∑

j=0

∣
∣
∣
|uε

(
B
(
α + ε

∑ j+1
i=1 eπ(i)

))
− uε

(
B
(
α + ε

∑ j
i=1 eπ(i)

))
|

ε|A(B(α + ε
∑ j

i=1 eπ(i)))eπ( j+1)|
− 1

∣
∣
∣
2

= n!
| det B|

∫

BT π
α

W (∇u0,B
ε,|ξ0|(x)λ0,B

ε,|ξ0|(x)) dx,

where W is as in (10.2.3), and

∀x ∈ BT π
α ∩ U 0,B

ε,|ξ0|,

λ0,B
ε,|ξ0|(x) = |ξ0|B diag

⎧
⎨

⎩
|A(B(α + ε

π−1( j)−1∑

i=1

eπ(i)))Be j |−1

⎫
⎬

⎭

n

j=1

.

In order to take into account all of the interactions of length |ξ0|, we need to consider
traslations of the lattice εBZn . Define

VB = εZn ∩
(
(
Int(εBCn) ∪

n⋃

i=1

εB{(x1 . . . xn) ∈ Cn; xi = 1}
)
\εBVn

)

,

(10.3.3)

where Vn is the set of vertices of the unit cube Cn . For every τ ∈ VB , defineU τ ,B
ε,|ξ0| ⊂

� to be the union of all cells in τ + εBZn that have nonempty intersection with
�ε

√
n|ξ0|. We extend the discrete deformation uε to the continuous function uτ ,B

ε,|ξ0| on
U τ ,B

ε,|ξ0|, affine on all the simplices of the induced triangulation τ + BTε,n . We then
have

εn
n−1∑

j=0

∣
∣
∣

∣
∣
∣uε

(
τ + B

(
α + ε

∑ j+1
i=1 eπ(i)

))
− uε

(
τ + B

(
α + ε

∑ j
i=1 eπ(i)

)) ∣
∣
∣

ε
∣
∣
∣A
(
τ + B

(
α + ε

∑ j
i=1 eπ(i)

))
eπ( j+1)

∣
∣
∣

− 1
∣
∣
∣
2

= n!
| det B|

∫

τ+BT π
α

W (∇uτ ,B
ε,|ξ0|(x)λτ ,B

ε,|ξ0|(x)) dx,

where

∀x ∈ (τ + BT π
α ) ∩ U τ ,B

ε,|ξ0|

λτ ,B
ε,|ξ0|(x) = |ξ0|B diag

⎧
⎨

⎩
|A
⎛

⎝τ + B

⎛

⎝α + ε

π−1( j)−1∑

i=1

eπ(i)

⎞

⎠

⎞

⎠ Be j |−1

⎫
⎬

⎭

n

j=1

.
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Summing now over all simplices in the triangulations, we obtain the functional

Iε,|ξ0|(uε) =
∑

ζ∈S|ξ0 |

1

n!(nk)

∑

B∈Kζ

n!
| det B|

∑

τ∈{0}∪VB

∫

U τ ,B
ε,|ξ0 |

W (∇uτ ,B
ε,|ξ0|(x)λτ ,B

ε,|ξ0|(x)) dx,

(10.3.4)

and the bound

0 ≤ Eε(uε) − Iε,|ξ0|(uε)

≤
∑

ξ∈Zn ,|ξ|=|ξ0|

∑

α∈Rξ
ε (�\�ε

√
n|ξ0 |)

εn
∣
∣
∣
|uε(α + εξ) − uε(α)|

ε|A(α)ξ| − 1
∣
∣
∣
2
. (10.3.5)

In (10.3.4), k is the number of non-zero entries in the vector ζ, while the factor n! in
the first denominator is due to the fact that every edge in a given lattice is shared by
n! simplices in Tε,n .

10.3.2 Case 5: The General Case of Finite Range. Interactions
in R

n

Reasoning as in the previously considered specific cases, we get

0 ≤ Eε(uε) − Iε(uε)

≤
∑

ξ∈Zn ,1≤|ξ|≤M

∑

α∈Rξ
ε (�\�ε

√
nM )

εnψ(|ξ|)
∣
∣
∣
|uε(α + εξ) − uε(α)|

ε|A(α)ξ| − 1
∣
∣
∣
2
,

(10.3.6)

where
Iε =

∑

1≤|ξ0|≤M

ψ(|ξ0|)Iε,|ξ0|. (10.3.7)

10.4 Bounds on the Variational Limits of the Lattice
Energies

Consider the following family of energies

Fε : L2(�,Rn) → R, Fε(u) =
{

Eε(u|εZn∩�) if u ∈ C(�) is affine on Tε,n ∩ �,

+∞ otherwise.
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By Theorem 10.A.3, the sequence Fε has a subsequence (which we do not relabel)
�-converging to some lsc functionalF : L2(�,Rn) → R. Our goal is to identify the
limiting energy F in its exact form, whenever possible, or find its lower and upper
bounds. This will be accomplished in Theorem 10.4.4, and in the next section.

We first state some easy preliminary results regarding the quasiconvexification
QW and the piecewise affine extensions uτ ,B

ε,|ξ0| of the discrete deformations uε.

Lemma 10.4.1 The quasiconvexification QW : Rn×n → R of W in (10.2.3), is a
convex function, and

QW(M) =
∑

i=1..n;|Mei |>1

(|Mei | − 1)2 ∀M ∈ R
n×n . (10.4.1)

Proof By Theorems 6.12 and 5.3 in [Dac08] (see Theorem 10.A.4) we note that

QW(M) =
n∑

i=1

Q
(|Mei | − 1

)2
.

and that the convexification and the quasiconvexification Q f of the function
f : R

n → R given by f (ξ) = (|ξ| − 1)2 coincide with each other. The claim
follows by checking directly that:

C f (ξ) =
{
0 if |ξ| ≤ 1,
(|ξ| − 1)2 if |ξ| > 1.

�

Lemma 10.4.2 For every u ∈ W 1,2(�,Rn), and every mesh-size sequence
ε → 0, there exists a subsequence ε (which we do not relabel) and a sequence
uε ∈ W 1,2

0 (Rn,Rn) of continuous piecewise affine on the triangulation in Tε,n func-
tions, such that

∀1 ≤ |ξ0| ≤ M, ∀ζ ∈ S|ξ0|, ∀B ∈ Kζ , ∀τ ∈ {0} ∪ VB,

u = lim
ε→0

uτ ,B
ε,|ξ0| in W 1,2(�,Rn).

Proof Approximate u by uk ∈ C∞
0 (Rn,Rn), so that uk → u in W 1,2(�,Rn). Fix

|ξ0| ≤ M , ζ ∈ S|ξ0|, B ∈ Kζ and τ ∈ VB . Then, by the fundamental estimate of
finite elements [Cia02], the P1-interpolation uε,k of uk on Tε,n , i.e., the continuous
function affine on the simplices in Tε,n which coincides with uk on εZn , satisfies

‖uε,k − uk‖W 1,2(�) ≤ 1

k
, ∀ε ≤ εk .

Likewise, because the set of all involved quantities |ξ0|, ζ, B, τ is finite, it follows
that
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‖(uε,k)
τ ,B
ε,|ξ0| − uk‖W 1,2(�) ≤ 1

k
,

if only ε (≤ εk) is sufficiently small. We set uε := uεk ,k which satisfies the claim of
the Lemma. �

Wenownote a compactness property of Eε,which togetherwith the�-convergence
of Fε to F , implies convergence of the minimizers of Eε to the minimizers of F (see
Theorem 10.A.2).

Lemma 10.4.3 Assume that Eε(uε) ≤ C, for some sequence of discrete deforma-
tions uε : εZn ∩ � → R

n, which we identify with uε ∈ C(�) that are piecewise
affine on Tε,n ∩ � and agree with the discrete uε at each node of the lattice. Then
there exist constants cε ∈ R

n such that uε − cε converges (up to a subsequence) in
L2(�,Rn) to some u ∈ W 1,2(�,Rn).

Proof Observe that for every |ξ0|, τ , B as in (10.3.7) and (10.3.4), and for every
ε ≤ ε0 ∫

U τ ,B
ε,|ξ0 |

W (∇uτ ,B
ε,|ξ0|(x)λτ ,B

ε,|ξ0|(x)) dx ≤ C. (10.4.2)

Thus in particular, for some ξ0 ∈ Z
n such that ψ(|ξ0|) �= 0, and for every η > 0

‖∇u0,B
ε,|ξ0|‖L2(�η) ≤ C,

if only ε (≤ ε0) is small enough. Fix η > 0. The above bound implies that ∇u0,B
ε,|ξ0|

converges weakly (up to a subsequence) in L2(�η), which by means of the Poincaré
inequality yields weak convergence of u0,B

ε,|ξ0| − cε in W 1,2(�η). We now observe
that:

‖u0,B
ε,|ξ0| − uε‖L2(�η) ≤ Cε|ξ0|‖uε‖W 1,2(�η),

because uτ ,B
ε,|ξ0| is a P1 interpolation of uε on the lattice εBZn ∩ �η , allowing use of

the classical finite element error estimate in [Cia02, Theorem 3.1.6]. This ends the
proof. �
Theorem 10.4.4 We have

∀u ∈ W 1,2(�,Rn), IQ(u) ≤ F(u) ≤ I (u), (10.4.3)

where

IQ(u) =
∑

1≤|ξ0|≤M

∑

ζ∈S|ξ0 |,B∈Kζ

ψ(|ξ0|) (1 + |VB |)
(nk)| det B|

∫

�

QW (∇u(x)λB
|ξ0|(x)) dx,

I (u) =
∑

1≤|ξ0|≤M

∑

ζ∈S|ξ0 |,B∈Kζ

ψ(|ξ0|) (1 + |VB |)
(nk)| det B|

∫

�

W (∇u(x)λB
|ξ0|(x)) dx,

(10.4.4)
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and where λB
|ξ0|(x) is given by

λB
|ξ0|(x) = |ξ0|B diag

{
|A(x)Be j |−1

}n

j=1
. (10.4.5)

Proof 1. Let u ∈ W 1,2(�,Rn) and consider the approximating sequence uε as in
Lemma10.4.2.Directly from thedefinitionof�-convergence (seeDefinition10.A.1),
we obtain

F(u) ≤ lim inf
ε→0

Fε(uε) = lim inf
ε→0

Eε(uε). (10.4.6)

Further, in view of the boundedness of ψ, and of the sequence ‖∇uε‖L2(�), (10.3.2)
implies

0 ≤ Eε(uε) − Iε(uε)

≤ C
∑

ξ∈Zn ,1≤|ξ|≤M

∑

α∈Rξ
ε (�\�ε

√
nM )

εn
(∣
∣
∣
uε(α + εξ) − uε(α)

ε|ξ|
∣
∣
∣
2 + 1

)

≤ C
(
‖∇uε‖2L2(�\�ε

√
nM )

+ |� \ �ε
√

nM |
)

→ 0 as ε → 0.

(10.4.7)

Indeed, the third inequality in (10.4.7) can be proven by the same argument as in
the proof of Lemma 10.4.2. Alternatively, a direct proof can be obtained as follows.
Since uε is piecewise affine, we have

∣
∣
∣
∣
uε(α + εξ) − uε(α)

ε|ξ|
∣
∣
∣
∣

2

=
∣
∣
∣
∣

∫ 1

0
〈∇uε(α + tεξ),

ξ

|ξ| 〉 dt

∣
∣
∣
∣

2

≤
∫ 1

0
qε(α + tεξ)2 dt,

where qε(p) = supi 〈∇uε(p), vi 〉 when p is an interior point of a face of the trian-
gulation Tε,n spanned by unit vectors v1, . . . vk (here 0 ≤ k ≤ n). On noting that

qε(p)2 ≤ n!
εn

∫

T
|∇uε|2, ∀p ∈ T ∈ Tε,n

we obtain

∀1 ≤ |ξ| ≤ M,

∑

α∈Rξ
ε (�\�ε

√
nM )

εn
∣
∣
∣
∣
uε(α + εξ) − uε(α)

ε|ξ|
∣
∣
∣
∣

2

≤
∫ 1

0

∑

α∈Rξ
ε (�\�ε

√
nM )

εnqε(α + εξ)2 dt

≤ C
∫ 1

0

(
∑

α

∫

T
|∇uε|2

)

dt

≤ C
∫ 1

0
‖∇uε‖2L2(�\�ε

√
nM )

dt

= ‖∇uε‖2L2(�\�ε
√

nM )
,
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which establishes (10.4.7).
Consequently, by (10.4.6) and (10.4.7), we see that

F(u) ≤ lim inf
ε→0

Iε(uε),

so that by Lemma 10.4.2 and using the dominated convergence theorem, we obtain

F(u) ≤ lim inf
ε→0

∑

1≤|ξ0|≤M

∑

ζ∈S|ξ0 |,B∈Kζ

ψ(|ξ0|) (1 + |VB |)
(nk)| det B|

∫

�
W (∇uτ ,B

ε,|ξ0|(x)λτ ,B
ε,|ξ0|(x)) dx

= I (u),

(10.4.8)

in view of the uniform convergence of λτ ,B
ε,|ξ0| to λB

|ξ0| in �. The proof of the upper

bound for F in (10.4.3) is hence accomplished.
2. We now derive the lower bound in (10.4.3). Let u ∈ W 1,2(�,Rn); note that the

upper bound proved above yields F(u) < ∞. Therefore, u has a recovery sequence
uε ∈ C(�) affine on Tε,n ∩ �, such that: uε → u in L2(�,Rn) and Eε(uε) → F(u)

as ε → 0.

As in the proof of Lemma 10.4.3, we see that (10.4.2) holds for every |ξ0|, τ , B

as in (10.3.7), (10.3.4). Thus, for every η > 0 we have

‖∇uτ ,B
ε,|ξ0|‖L2(�η)

≤ C, (10.4.9)

for every small enough ε ≤ ε0. Fix η > 0. The bound (10.4.9) implies that every
∇uτ ,B

ε,|ξ0| converges weakly (up to a subsequence) in L2(�η). Next, we note that uτ ,B
ε,|ξ0|

converges to u in L2(�η), which yields that the same convergence is also validweakly
in W 1,2(�η).

Indeed, by [Cia02, Theorem 3.1.6], we have

‖uτ ,B
ε,|ξ0| − uε‖L2(�η)

≤ Cε|ξ0|‖uε‖W 1,2(�η)
,

because uτ ,B
ε,|ξ0| is a P1 interpolation of uε on the lattice εBZn ∩ �η . Consequently, in

view of (10.4.9) we have

‖uτ ,B
ε,|ξ0| − u‖L2(�η)

≤ ‖uτ ,B
ε,|ξ0| − uε‖L2(�η)

+ ‖uε − u‖W 1,2(�η)

≤ Cε + ‖uε − u‖W 1,2(�η)
→ 0, as ε → 0.
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Since QW ≥ W , we further obtain

F(u) = lim
ε→0

Fε(uε) ≥ lim sup
ε→0

Iε(uε|�η
)

≥
∑

1≤|ξ0|≤M

∑

ζ∈S|ξ0 |

ψ(|ξ0|)
nk

∑

B∈Kζ

1

| det B|
∑

τ∈{0}∪Vl,B

lim inf
ε→0

∫

�η

QW (∇uτ ,B
ε,|ξ0|(x)λτ ,B

ε,|ξ0 |(x)) dx

≥
∑

1≤|ξ0|≤M

∑

ζ∈S|ξ0 |,B∈Kζ

ψ(|ξ0|)
nk

1 + |Vl,B |
| det B|

∫

�η

QW (∇u(x)λB
|ξ0|(x)) dx

= IQ(u|�η ),

where the last inequality above follows by the lower semicontinuity of the func-
tional

∫
�

QW(v(x)) dx with respect to the weak topology of L2(�η,R
n×n) (see

Theorem 10.A.5), and by the weak convergence of ∇uτ ,B
ε,|ξ0|λ

τ ,B
ε,|ξ0| to ∇uλB

|ξ0| in L2.
Since η > 0 was arbitrary, the proof is complete. �

Corollary 10.4.5 We have F(u) < +∞ if and only if u ∈ W 1,2(�,Rn).

Proof By Theorem 10.4.4, F is finite on all W 1,2 deformations. Conversely, let
u ∈ L2(�,Rn) and letF(u) < ∞. Then there exists a recovery sequence uε ∈ C(�)

affine onTε,n∩�, so that uε → u in L2 and Fε(uε) is uniformly bounded. This implies
(10.4.2) so in particular ‖∇uε‖2L2(�)

is bounded and hence (up to a subsequence) uε

converges weakly in W 1,2(�). Consequently, u ∈ W 1,2(�). �

Corollary 10.4.6 Let G0(I ) denote the sequentially weak lsc envelope of I in
W 1,2(�,Rn). Then

F(u) ≤ G0(I )(u) ∀u ∈ W 1,2(�,Rn).

Proof The proof is immediate since the �-limit F is sequentially weak lsc in
W 1,2(�,Rn). �

10.5 The Case of Near and Nearest-Neighbour Interactions

In this section we improve the result in (10.4.3) to the exact form of the limiting
energy F , in the special cases of near and next-to-nearest-neighbour interactions.

Theorem 10.5.1 (Case 1: nearest-neighbour interactions in R
2) Let � ⊂ R

2 and
let ψ(1) = 1 and ψ(|ξ|) = 0 for all |ξ| ≥ √

2. Denote λ(x) = diag
{|A(x)e1|−1,

|A(x)e2|−1
}
. Then

F(u) =
⎧
⎨

⎩

2
∫

�

QW (∇u(x)λ(x))dx for u ∈ W 1,2(�,R2),

+∞ for u ∈ L2\W 1,2.

(10.5.1)
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Proof FromTheorem10.4.4 and (10.2.2), we see that IQ(u)=2
∫
�

QW (∇uλ(x)) dx
and I (u) = 2

∫
�

W (∇uλ(x)) dx . By Corollary 10.4.6 it follows that

F(u) ≤ G0

(
2
∫

�

W (∇u(x)λ(x)) dx
)

= 2
∫

�

QW (∇uλ(x)) dx .

The last equality is a consequence of Theorem 10.A.6 because the function f (x, M)

= W (Mλ(x)) clearly satisfies the bounds (10.A.1) and also its quasiconvexification
with respect to M equals

Q f (x, M) = QW(Mλ(x)).

The proof is now complete in view of Corollary 10.4.5. �

Theorem 10.5.2 (Case 2: nearest-neighbour interactions in R
n) Let � ⊂ R

n and
let ψ(1) = 1 and ψ(|ξ|) = 0 for |ξ| ≥ √

n. Also let λ(x) = diag
{|A(x)e j |−1

}n
j=1.

Then, the �-limit F has the form as in (10.5.1)

F(u) =
⎧
⎨

⎩

2
∫

�

QW (∇u(x)λ(x)) dx for u ∈ W 1,2(�,Rn),

+∞ for u ∈ L2\W 1,2.

(10.5.2)

Proof The proof follows exactly as in Theorem 10.5.1, using the representation
developed in Sect. 10.2.2. Alternatively, using the notation and setting of Sect. 10.3,
we see that S1 = {ei }n

i=1 and

∀ζ ∈ S1, Nζ = N = {ei ,−ei }n
i=1,

K =
⋃

ζ∈S1

Kζ = {B = ±[ei , ei+1, . . . , ei−1]}n
i=1,

so that |K | = 2n. Also, for every B ∈ K as above we have VB = ∅, | det B| = 1 and
λB
1 (x) = Bdiag{|A(x)Be j |−1}n

i=1, i.e., λB
1 (x) differs from λ(x) only by the order

and sign of its columns. Hence

∀B ∈ K , QW (∇u(x)λB
1 (x)) = QW (∇u(x)λ(x)),

W (∇u(x)λB
1 (x)) = W (∇u(x)λ(x)),

and so

IQ(u) =
∑

ζ∈S1,B∈Kζ

1

n

∫

�

QW(∇u(x)λB
1 (x)) dx = 2

∫

�

QW(∇u(x)λ(x)) dx .
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Likewise, I (u) = 2
∫
�

W (∇u(x)λ(x)) dx . The proof follows now by Corollary
10.4.6 and Theorem 10.A.6, as before. �

Using the integral representation of Sect. 10.2.3, we also have

Theorem 10.5.3 (Case 3: next-to-nearest-neighbour interactions inR2)Let � ⊂ R
2

and assume that ψ(
√
2) = 1 and ψ(|ξ|) = 0 for all |ξ| ≥ √

3 and |ξ| ≤ 1. Let

λ√
2(x) = √

2B diag
{
|A(x)Be1|−1, |A(x)Be2|−1

}
, B =

[
1 −1
1 1

]

.

Then

F(u) =
⎧
⎨

⎩

2
∫

�

QW (∇u(x)λ√
2(x))dx, for u ∈ W 1,2(�,R2),

+∞, for u ∈ L2 \ W 1,2.

The functionals F obtained in Theorems 10.5.1, 10.5.2 and 10.5.3, measure the
deficit of a deformation u from being an orientation preserving (modulo compressive
maps, due to the quasiconvexification of the energy density W ) realisation of the
metric Ḡ = (λ−1)T (λ−1). In the next section we compare these functionals with the
non-Euclidean energy E .

10.6 Comparison of the Variational Limits and the Energy E

In this section we assume that � is an open bounded subset of R2. Our aim is to
compare the following integral functionals:

F1(u) =
∫

�

QW (∇uλ(x)) dx, F√
2(u) =

∫

�

QW (∇uλ√
2(x)) dx,

E(u) =
∫

�

W (∇u A(x)−1) dx,

where the stored energy density W : R2×2 → R+ satisfies (10.1.2).

Lemma 10.6.1 Assume that min E(u) = 0, so that the prestrain metric G is realis-
able by a smooth u : � → R

2 with (∇u)T ∇u = G. Then F1(u) = 0.

Proof Since A = √
G = √

(∇u)T ∇u, it follows that A = R∇u, for some rotation
field R : � → SO(2). Hence, |A(x)ei | = |∇u(x)ei |, and so both columns of the
matrix

∇u(x)λ(x) =
[ ∇u(x)e1
|∇u(x)e1| ,

∇u(x)e2
|∇u(x)e2|

]

have length 1. The claim follows now by Lemma 10.4.1. �
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The following example shows that G may be realisable, as in Lemma 10.6.1, but
the metric Ḡ = λ−1,T λ−1 is still not realisable. The vanishing of the infimum of
the derived energy F1 is hence due to the quasiconvexification effect in the energy
density.

Example 10.6.2 Let g : R → (0,+∞) be a smooth function. Consider:

G(x1, x2) =
[
1/2 1
1 g(x1)

]

,

Ḡ(x1, x2) = diag{|A(x1)e1|2, |A(x1)e2|2}
=
[
1/2 0
0 g(x1)

]

,

where the formula for Ḡ follows from the fact that |A(x)ei |2 = 〈ei , A(x)2ei 〉 =
〈ei , G(x)ei 〉. We now want to assign g so that the Gaussian curvatures κ and κ1 of
G and Ḡ, satisfy:

κ = 0, κ1 �= 0. (10.6.1)

By a direct calculation, we see that

κ1 = 1√
g

(
g′
√

g

)′
= −2gg′′ + (g′)2

2g2
,

(
g

2
− 1)2κ = −1

2
g′′(g

2
− 1) + 1

8
(g′)2 = 1

2
g′′ + g2

4
κ1.

Hence, (10.6.1) is equivalent to

g > 2, g′′ �= 0, g′′ = (g′)2

2(g − 2)
. (10.6.2)

Clearly, the second order ODE above has a solution on a sufficiently small interval
(−ε, ε), for any assigned initial data g(0) = g0 > 2 and g′(0) = g1 > 0. Also, this
local solution satisfies all three conditions in (10.6.2) by continuity, if ε > 0 is small
enough.

This completes the example. By rescaling g̃(x1) = g(εx1), we may obtain the
metric G on � = (0, 1)2, with the desired properties.

The next example shows that the induced metric Ḡ can be realisable even when
G is not. In this case, one trivially has that inf E(u) > 0 while minF1(u) = 0.
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Example 10.6.3 Let w : (0, 1)2 → (0, π
2 ) be a smooth function such that wx1,x2 �=

0, and define

G(x) =
[

1 cosw(x)

cosw(x) 1

]

,

Ḡ(x) = diag{|A(x)e1|2, |A(x)e2|2} = Id2.

Clearly, κ1 �= 0. We now compute the Gaussian curvature of G to be

κ = 1

sin4 w

(
(−(cosw)wx1wx2 − (sinw)wx1,x2) sin

2 w + (sin2 w)wx2(cosw)wx1

)

= −wx1,x2

sinw
�= 0.

The following simple observation establishes the relation between F1 and F√
2.

Lemma 10.6.4 Let � = B(0, 1). Then, we have

∀u ∈ W 1,2(�,R2), F√
2(u) = F1(

√
2u ◦ R),

where F1 is defined with respect to the metric G1 given by

G1(x) = RT G(Rx)R, R = 1√
2

B.

Proof Note first that G1 is the pull-back of the metric G under the rotation x �→ Rx .
Thus

F√
2(u) =

∫

�

QW (∇u(x)λ√
2(x)) dx

=
∫

�

QW
(√

2∇u(Ry)
√
2R diag{|A(Ry)Be1|−1, |A(Ry)Be2|−1}

)
dy

=
∫

�

QW
(
∇(

√
2u ◦ R)(y) diag{|A(Ry)Re1|−1, |A(Ry)Re2|−1}

)
dy

=
∫

�

QW
(
∇(

√
2u ◦ R)(y)λ̄(y)

)
dy

= F1(
√
2u ◦ R),

because |√G1(x)ei | = |A(Rx)Rei |, which implies: λ̄(x) = diag{|A(Rx)Re1|−1,

|A(Rx)Re2|−1}. �

Finally, observe also that ifF(u) = F1(u) = 0, then the length of columns in the
matrix ∇u(x)λ√

2(x) equals
√
2. Hence F√

2(u) �= 0.
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Appendix

�-convergence
We now recall the definition and some basic properties of �-convergence, that will
be needed in the sequel.

Definition 10.A.1 Let {Iε}, I : X → R = R∪{−∞,∞} be functionals on a metric
space X . We say that Iε �-converge to I (as ε → 0), if and only if

(i) For every {uε}, u ∈ X with uε → u, we have: I (u) ≤ lim infε→0 Iε(uε).

(ii) For every u ∈ X , there exists a sequence uε → u such that I (u) =
limε→0 Iε(uε).

Theorem 10.A.2 ([BD98], Chap.7) Let Iε, I be as in Definition 10.A.1 and assume
that there exists a compact set K ⊂ X satisfying:

inf
X

Iε = inf
K

Iε, ∀ε.

Then limε→0(infX Iε) = minX I , and moreover if {uε} is a converging sequence
such that

lim
ε→0

Iε(uε) = lim
ε→0

(inf
X

Iε),

then u = lim uε is a minimum of I , i.e., I (u) = minX I .

Theorem 10.A.3 ([BD98], Chap.7) Let � be an open subset of Rn. Any sequence
of functionals Iε : L2(�,Rn) → R has a subsequence which �-converges to some
lower semicontinuous functional I : L2(�,Rn) → R. Moreover, if every subse-
quence of {Iε} has a further subsequence that �-converges to (the same limit) I , then
the whole sequence Iε �-converges to I .

Convexity and Quasiconvexity
In this section f : Rm×n → R is a function assumed to be Borel measurable, locally
bounded and bounded from below. Recall that the convex and quasiconvex envelopes
of f , i.e., C f, Q f : Rm×n → R are defined by

C f (M) = sup
{
g(M); g : Rm×n → R, g convex, g ≤ f

}
,

Q f (M) = sup
{
g(M); g : Rm×n → R, g quasiconvex, g ≤ f

}
.

We say that f is quasiconvex, if

f (M) ≤
∫

−
D

f (M + ∇φ(x)) dx, ∀M ∈ R
m×n, ∀φ ∈ W 1,∞

0 (D,Rm),

on every open bounded set D ⊂ R
n .
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Theorem 10.A.4 ([Dac08], Chap.6)

(i) When m = 1 or n = 1 then f is quasiconvex if and only if f is convex.
(ii) For any open bounded D ⊂ R

n there holds

Q f (M) = inf

{∫

−
D

f (M + ∇φ(x)) dx; φ ∈ W 1,∞
0 (D,Rm)

}

.

(iii) Assume that, for some n1 + n2 = n we have

f (M) = f1(Mn1) + f2(Mn2), ∀M ∈ R
m×n,

where Mn1 stands for the principal minor of M consisting of its first n1 columns,
while Mn2 is the minor of M consisting of its n2 last columns. Assume that f1, f2
are Borel measurable and bounded from below. Then

C f = C f1 + C f2, Q f = Q f1 + Q f2.

The following classical results explain the role of convexity and quasiconvexity
in the integrands of the typical integral functionals.

Theorem 10.A.5 ([Dac08]) Let � be a bounded open set inRn and let f : Rm×1 →
R be lower semicontinuous (lsc). Then the functional

I (u) =
∫

�

f (u(x)) dx, ∀u ∈ L2(�,Rm),

is sequentially lower semi-continuous with respect to the weak convergence in
L2(�,Rm) if and only if f is convex.

Theorem 10.A.6 ([Dac08], Chap.9) Let � be a bounded open set in R
n and let

f : � × R
m×n → R be Caratheodory, and satisfy the uniform growth condition

∃C1, C2 > 0, ∀x ∈ �, ∀M ∈ R
m×n, (10.A.1)

C1|M |2 − C2 ≤ f (x, M) ≤ C2(1 + |M |2).

Assume that the quasiconvexification Q f of f with respect to the variable M, is also
a Caratheodory function. Then for every u ∈ W 1,2(�,Rm) there exists a sequence

{uε} ∈ u + W 1,2
0 (�,Rm) such that, as ε → 0

uε ⇀ u weakly in W 1,2 and
∫

�

f (x,∇uε(x)) dx →
∫

�

Q f (x,∇u(x)) dx .
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Chapter 11
Static Elasticity in a Riemannian Manifold

Cristinel Mardare

Abstract Wediscuss the equations of elastostatics in a Riemannianmanifold, which
generalize those of classical elastostatics in the three-dimensional Euclidean space.
Assuming that the deformation of an elastic body arising in response to given loads
should minimize over a specific set of admissible deformations the total energy of
the elastic body, we derive the equations of elastostatics in a Riemannian manifold
first as variational equations, then as a boundary value problem. We then show that
this boundary value problem possesses a solution if the loads are sufficiently small
in a specific sense. The proof is constructive and provides an estimation for the size
of the loads.

11.1 Introduction

This chapter is adapted fromGrubic,LeFloch, andMardare [GLM14].Thedefinitions
and notations used, but not defined in this Introduction, can be found in Sect. 11.2.

Wediscuss the deformation of an elastic body immersed in aRiemannianmanifold
in response to applied body and surface forces independent of time. We show how
the equations of elastostatics can be derived from the principle of least energy, then
prove that these equations possess a solution under explicit assumptions on the data.
This result (Theorem 11.8) contains its counterparts in classical elasticity and holds
under weaker assumptions. The proof relies on linearization around a natural state
of the body and on Newton’s method for finding zeroes of a mapping.

Our approach to the modeling of elastic bodies in a Riemannian manifold is a
natural generalization of the classical theory of elasticity in the three-dimensional
Euclidean space. Letting (N , ĝ) be the three-dimensional Euclidean space and ϕ0 :
M → M̂ ⊂ N be a global chart (under the assumption that it exists) of the reference
configuration M̂ := ϕ0(M) of an elastic body immersed in N reduces our approach
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to the three-dimensional elasticity in curvilinear coordinates (see [Cia05]), while
letting M = M̂ ⊂ N and ϕ0 = idM̂ reduces our approach to the classical three-
dimensional elasticity in Cartesian coordinates (see [Cia88]).

Alternative approaches to the modeling of elastic bodies in a Riemannian mani-
fold could be found elsewhere in the literature. A reference textbook is [MH83]; a
relativistic approach to elasticity was initiated in [CQ72], then developed in [ABS08,
BS03a, BS03b, BS05, BW07, ESK09, Wer06]; a very general approach tomodeling
elastic bodies in manifolds without a metric was developed in [ES80, Seg86, SR99,
Seg00, Seg01].

A brief explanation of our notation is in order. It is important to keep in mind that
the physical space containing the elastic body under consideration is a differential
manifold N endowed with a single Riemannian metric ĝ, while the abstract config-
uration of the elastic body (by definition, a manifold whose points label the material
points of the elastic body) is a differential manifold M endowed with two metric
tensors, one g = g[ϕ] := ϕ∗ĝ induced by an unknown deformation ϕ : M → N ,
and one g0 = g[ϕ0] := ϕ∗

0 ĝ induced by a reference deformation ϕ0 : M → N .
The connection and volume form induced on N by ĝ are denoted ∇̂ and ω̂,

respectively. The connection and volume form induced on M by g = g[ϕ] are
denoted ∇ = ∇[ϕ] and ω = ω[ϕ], while those induced on M by g0 = g[ϕ0] are
denoted ∇0 and ω0. Note that ∇ω = 0 and ∇0ω0 = 0.

Here and in the sequel, boldface letters denote n-forms with scalar or tensor
coefficients; the corresponding plain letters denote components of such n-forms
over a fixed volume form. For instance, if W : M → R is a scalar function and
T : M → T 1

1 M and T̂ : N → T 1
1 N are tensor fields, then

W = Wω = W0ω0 and T = T ⊗ ω = T0 ⊗ ω0 and T̂ = T̂ ⊗ ω̂.

This notation, which is not used in classical elasticity, does not involve the Piola
transform and uses instead the more geometric pullback operator to define the stress
tensor fields (Sect. 11.4). Besides, it allows to write the boundary value problem of
both nonlinear and linearized elasticity in divergence form (Eqs. (11.2) and (11.3)),
by using appropriate volume forms: ω in nonlinear elasticity and ω0 in linearized
elasticity.

Tensor fields on M will be denoted by plain letters, such as ξ, and their components
in a local chart will be denoted with Latin indices, such as ξi . Tensor fields on N
will be denoted by letters with a hat, such as ξ̂, and their components in a local chart
will be denoted with Greek indices, such as ξ̂α.

Functionals defined over an infinite-dimensional manifold, such as C 1(M, N )

or C 1(TM) := {ξ : M → TM; ξ(x) ∈ Tx M}, will be denoted by letters with a
bracket, such as f [·]. Functions defined over a finite-dimensional manifold, such as
M or T p

q M , will be denoted by letters with a paranthesis, such as ḟ ( ). Using the
same letter in f [ ] and ḟ ( ) means that the two functions are related, typically (but
not always) by

f [ϕ](x) = ḟ (x,ϕ(x), Dϕ(x)) for all x ∈ M,
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where Dϕ(x) denotes the differential ofϕ at x . In this case, the function ḟ ( ) is called
the constitutive lawof the function f [ ] and the above relation is called the constitutive
equation of f . Letters with several dots denote constitutive laws of different kinds,
e.g., at each x ∈ M ,

Σ[ϕ](x) = Σ̇(x,ϕ(x), Dϕ(x))

= Σ̈(x, g[ϕ](x)), where g[ϕ] := ϕ∗ĝ,

= ...
Σ(x, E[ϕ0,ϕ](x)), where E[ϕ0,ϕ] := 1

2
(g[ϕ] − g[ϕ0]),

= ....
Σ(x, ξ(x),∇0ξ(x)), where ξ := exp−1

ϕ0
ϕ,

(the mapping expϕ0
is defined below). The derivative of a function f [ ] at a point ϕ

in the direction of a tangent vector η at ϕ will be denoted f ′[ϕ]η.
This paper is organized as follows. Section11.2 specifies the mathematical frame-

work and notation used throughout this paper.
Section11.3 gathers the kinematic notions used to describe the deformation of an

elastic body. The main novelty is the relation

ϕ = expϕ0
ξ := (êxp(ϕ0∗ξ)) ◦ ϕ0 (11.1)

between a displacement field ξ ∈ C 1(TM) of a reference configurationϕ0(M) of the
body and the corresponding deformation ϕ : M → N of the same body. Of course,
this relation only holds if the vector field ξ is small enough, so that the exponential
maps of N be well defined at each point ϕ0(x) ∈ N , x ∈ M . Relation (11.1) plays
a key role in the proof of Theorem11.8 and replaces, to some extent, the missing
vector space structure on the Riemann manifold N .

The metric tensor field associated with a deformation ϕ : M → N , the strain
tensor field associated with a reference deformation ϕ : M → N and a generic
deformation ψ : M → N , and the linearized strain tensor field associated with a
reference deformation ϕ : M → N and a displacement field ξ : M → TM , are
respectively defined by

g[ϕ] := ϕ∗ĝ, E[ϕ,ψ] := 1

2
(g[ψ] − g[ϕ]), and e[ϕ, ξ] := 1

2
Lξ(g[ϕ]).

Section11.4 translates into mathematical terms the assumptions on the nature of
the material constituting the body and of the applied body and surface forces. The
assumption underlying our model is that the strain energy density associated with a
deformation ϕ of the body is of the form

W[ϕ](x) := ...
W(x, E[ϕ0,ϕ](x)) ∈ Λn

x M, x ∈ M,

where ϕ0 : M → N denotes a reference deformation for which ϕ0(M) ⊂ N is a
natural state (i.e., an unconstrained configuration) of the body. The stress tensor field
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associated with a deformation ϕ, and the elasticity tensor field, are then defined in
terms of this density respectively by

Σ[ϕ] := ∂
...
W

∂E
(·, E[ϕ0,ϕ]) and A := ∂2 ...W

∂E2 (·, 0).

Other equivalent stress tensor fields, denoted T [ϕ], T̃ [ϕ], Σ̂[ϕ], and T̂ [ϕ], are de-
fined in terms of Σ[ϕ] by lowering and/or pushing forward some of its indices.

Section11.4 is also concerned with the modeling of applied body and surface
forces. The main assumption is that the densities of these forces are of the form

f [ϕ](x) := ḟ (x,ϕ(x), Dϕ(x)) ∈ T ∗
x M ⊗ Λn

x M, x ∈ M,

h[ϕ](x) := ḣ(x,ϕ(x), Dϕ(x)) ∈ T ∗
x M ⊗ Λn−1

x Γ2, x ∈ Γ2 ⊂ ∂M,

where the functions ḟ and ḣ are sufficiently regular.
In Sect. 11.5, we state the equations of nonlinear elasticity in a Riemannian man-

ifold first as a minimization problem (see (11.23)), then as variational equations
(Theorem11.2), and finally as a boundary value problem (Theorem11.3). The latter
asserts that the deformation ϕ of the body must satisfy the system

⎧
⎪⎨

⎪⎩

−div T [ϕ] = f [ϕ] in intM,

T [ϕ]ν = h[ϕ] onΓ2,

ϕ = ϕ0 onΓ1,

⇔

⎧
⎪⎨

⎪⎩

−div T [ϕ] = f [ϕ] in intM,

T [ϕ] · (ν[ϕ] · g[ϕ]) = h[ϕ] onΓ2,

ϕ = ϕ0 onΓ1,

(11.2)

where div = div[ϕ] and ν[ϕ] respectively denote the divergence operator and the
unit outer normal vector field to the boundary of M induced by the metric g = g[ϕ],
and where Γ1 ∪ Γ2 = ∂M denotes a partition of the boundary of M . Note that the
divergence operators appearing in these boundary value problems depend themselves
on the unknown ϕ.

In Sect. 11.6, we define the equations of linearized elasticity in a Riemannian
manifold as the affine part of the equations of nonlinear elasticity with respect to the
displacement field of a natural state of the body. Accordingly, the unknown displace-
ment field ξ ∈ C 1(TM) satisfies the boundary value problem (see Theorem11.5)

⎧
⎪⎨

⎪⎩

−div0 T lin[ξ] = f aff[ξ] in intM,

T lin[ξ]ν0 = haff[ξ] onΓ2,

ξ = 0 onΓ1.

⇔

⎧
⎪⎨

⎪⎩

−div0 T lin
0 [ξ] = f aff0 [ξ] in intM,

T lin
0 [ξ] · (ν0 · g0) = haff

0 [ξ] onΓ2,

ξ = 0 onΓ1,

(11.3)

or equivalently, the variational equations

∫

M
(A : e[ϕ0, ξ]) : e[ϕ0, η] =

∫

M
f aff[ξ] · η +

∫

Γ2

haff[ξ] · η, (11.4)
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for all sufficiently regular vector fields η that vanish on Γ1. Note that the diver-
gence operator div0 appearing in (11.3) is independent of the unknown ξ, since it
corresponds to the reference metric g0 = g[ϕ0].

In Sect. 11.7, we establish an existence and regularity theorem for the equations of
linearized elasticity in aRiemannianmanifold.We show that the variational equations
(11.4) have a unique solution in the Sobolev space {ξ ∈ H1(TM); ξ = 0 on Γ1}
provided the elasticity tensor field A is uniformly positive-definite and f ′[ϕ0] and
h′[ϕ0] are sufficiently small in an appropriate norm. The key to this existence result
is a Riemannian version of Korn’s inequality, due to [CJ02], asserting that, ifΓ1 �= ∅,
there exists a constant CK < ∞ such that

‖ξ‖H1(TM) ≤ CK ‖Lξg0‖L2(S2M),

for all ξ ∈ H1(TM) that vanish on Γ1. The smallness assumption mentioned above
depends on this constant: the smaller CK is, the larger f ′[ϕ0] and h′[ϕ0] are in the
existence result for linearized elasticity.

When Γ1 = ∂M , we show in addition that the solution to the equations of lin-
earized elasticity belongs to the Sobolev space W m+2,p(TM), m ∈ N, 1 < p < ∞,
and satisfies the boundary value problem (11.3) if the data (∂M , ϕ0, f [ϕ0], and
f ′[ϕ0]) satisfies specific regularity assumptions.
In Sect. 11.8, we study the existence of solutions to the equations of nonlinear

elasticity (11.2) in the particular case where Γ1 = ∂M and the constitutive laws
of the elastic material and of the applied body forces are sufficiently regular. Under
these assumptions, the equations of linearized elasticity define a bijective continuous
linear operator A lin[ξ] := div0 T lin[ξ] + f ′[ϕ0]ξ : X → Y , where

X := W m+2,p(TM) ∩ W 1,p
0 (TM) and Y := W m,p(T ∗M ⊗ Λn M),

for some exponents m ∈ N and 1 < p < ∞ that satisfy the constraint (m +1)p > n,
where n denotes the dimension of the manifold M .

Using the substitutionϕ = expϕ0
ξ, we recast the equations of nonlinear elasticity

(11.2) into an equivalent (when ξ is small enough so that the mapping expϕ0
:

C 1(TM) → C 1(M, N ) is well-defined) boundary value problem, viz.,

−div T [expϕ0
ξ] = f [expϕ0

ξ] in intM,

ξ = 0 on ∂M,

whose unknown is the displacement field ξ. Then we show that the mapping A :
X → Y defined by

A [ξ] := div T [expϕ0
ξ] + f [expϕ0

ξ] for all ξ ∈ X,

satisfies A ′[0] = A lin. Thus proving an existence theorem for the equations of
nonlinear elasticity amounts to proving the existence of a zero of the mapping A .
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This is done by using a variant of Newton’s method, where a zero of A is found as
the limit of the sequence

ξ1 := 0 and ξk+1 := ξk − A ′[0]−1A [ξk], k ≥ 1.

Note that the constraint (m + 1)p > n ensures that the Sobolev space W m+1,p

(T 1
1 M), to which ∇0ξ belongs, is an algebra. This assumption is crucial in proving

that the mapping A : X → Y is differentiable, since

A [ξ](x) = ....
A (x, ξ(x),∇0ξ(x)), x ∈ M,

for some regular enough mapping
....
A , defined in terms of the constitutive laws of the

elastic material and of the applied forces under consideration; cf. relations (11.47)
and (11.48). Thus, A is a nonlinear Nemytskii (or substitution) operator, which is
known to be non differentiable if ξ belongs to a space with little regularity.

In addition to the regularity assumptions, we must assume that f ′[ϕ0] is suf-
ficiently small in an appropriate norm, so that the operator A ′[0] ∈ L (X, Y) is
invertible; cf. Theorem11.7 establishing the existence and regularity for linearized
elasticity.

Finally, we point out that the assumptions of the existence theorem of Sect. 11.8
are slightly weaker than those usuallymade in classical elasticity, where either p > n
is imposed instead of (m + 1)p > n (cf. [Cia88]), or

....
f is assumed to belong to the

smaller space C m+1(M × TM × T 1
1 M) (cf. [Val88]).

11.2 Preliminaries

For more details about the definitions below, see, e.g., [AMR88] and [Aub10].
Throughout this paper, (N , ĝ) denotes a smooth, oriented, Riemannian manifold

of dimension n. M denotes either a smooth, oriented, compact, differentiable mani-
fold of dimension n, or M = Ω ⊂ M̃ , where M̃ is a smooth, oriented, differentiable
manifold of dimension n and Ω is a bounded, connected, open subset of M̃ , whose
boundary Γ := ∂M is Lipschitz-continuous.

Generic points in M and N are denoted by x and y, respectively, or (xi )n
i=1 and

(yα)n
α=1 in local coordinates. To ease notation, the n-tuples (xi ) and (yα) are also

denoted x and y, respectively.
The tangent and cotangent bundles of M are denoted TM := ⊔

x∈M Tx M and
T ∗M := ⊔

x∈M T ∗
x M , respectively. The bundle of all (p, q)-tensors (p-contravariant

and q-covariant) is denoted T p
q M := (⊗pTM) ⊗ (⊗q T ∗M). Partial contractions of

one or two indices between two tensors will be denoted · or : , respectively.
The bundle of all symmetric (0, 2)-tensors and the bundle of all symmetric (2, 0)-

tensors are respectively denoted

S2M :=
⊔

x∈M

S2,x M ⊂ T 0
2 M and S2M :=

⊔

x∈M

S2
x M ⊂ T 2

0 M.
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The bundle of all positive-definite symmetric (0, 2)-tensors is denoted S+
2 M :=⊔

x∈M S+
2,x M ⊂ S2M .

The bundle of all k-forms (that is, totally antisymmetric (0, k)-tensors fields) is
denoted Λk M := ⊔

x∈M Λk
x M ; volume forms (that is, n-forms on M and (n − 1)-

forms on the boundary of M) will be denoted by boldface letters, such as ω and
iνω.

Fiber bundles on M × N will also be used with self-explanatory notation. For
instance,

T ∗M ⊗ TN :=
⊔

(x,y)∈M×N

T ∗
x M ⊗ Ty N ,

where T ∗
x M ⊗ Ty N is canonically identified with the space L (Tx M, Ty N ) of all

linear mappings from Tx M to Ty N .
The set of all mappings ϕ : M → N of class C k is denoted C k(M, N ). Given

any mapping ϕ ∈ C 0(M, N ), the pullback bundle of T p
q N by ϕ is denoted and

defined by
ϕ∗T p

q N :=
⊔

x∈M

T p
q,ϕ(x)N .

The pushforward and pullback mappings are denoted ϕ∗ : T p
0 M → T p

0 N and
ϕ∗ : T 0

q N → T 0
q M , respectively. For instance, if p = 1 and q = 2, then, at each

x ∈ M ,

(ϕ∗ξ)α(ϕ(x)) := ∂ϕα

∂xi
(x)ξi (x) and (ϕ∗ĝ)ij(x) := ∂ϕα

∂xi
(x)

∂ϕβ

∂x j
(x)ĝαβ(ϕ(x)),

where the functions yα = ϕα(xi ) describe the mapping ϕ in local coordinates (xi )

on M and (yα) on N .
The Lie derivative operators on M and N are respectively denotedL and L̂ . For

instance, the Lie derivative of ĝ along a vector field ξ̂ ∈ C 1(TN) is defined by

L̂ ξ̂ ĝ := lim
t→0

1

t
(γξ̂(·, t)∗ĝ − ĝ),

where γξ̂ denotes the flow of ξ̂. This flow is defined by (y, t) ∈ N × (−ε, ε) →
γξ̂(y, t) ∈ N , where γξ̂(y, ·) is the unique solution to the Cauchy problem

γξ̂(y, 0) = y and
d

dt
γξ̂(y, t) = ξ̂(γξ̂(y, t)) for all t ∈ (−ε, ε),
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where ε > 0 denotes a small enough parameter (whose existence follows from the
compactness of M).

The notation ξ|Γ designates the restriction to the set Γ of a function or a tensor
field ξ defined over a set that contains Γ . Given any smooth fiber bundle X over M
and any submanifold Γ ⊂ M , we denote by C k(X) the space of all sections of class
C k of the fiber bundle X , and we let

C k(X |Γ ) := {S|Γ ; S ∈ C k(X)}.

If S ∈ C k(X) is a section of a fiber bundle X over M , then S(x) denotes the value
of S at x ∈ M .

The tangent at x ∈ M of a mapping ϕ ∈ C k(M, N ) is a linear mapping Txϕ ∈
L (Tx M, Tϕ(x)N ). The section Dϕ ∈ C k−1(T ∗M ⊗ ϕ∗TN), defined at each x ∈ M
by

Dϕ(x) · ξ(x) := (Txϕ)(ξ(x)) for all ξ ∈ TM,

is the differential of ϕ at x . In local charts,

Dϕ(x) = ∂ϕα

∂xi
(x) dxi (x) ⊗ ∂

∂yα
(ϕ(x)), x ∈ M.

Let ∇̂ : C k(TN) → C k−1(T ∗N ⊗ TN) denote the Levi-Civita connection on the
Riemannian manifold N induced by the metric ĝ, defined in local coordinates by

∇̂αξ̂β = ∂ξ̂β

∂yα
+ Γ̂ β

αγ ξ̂γ,

where Γ̂
β
αγ denote the Christoffel symbols associated with the metric ĝ. The connec-

tion ∇̂ is extended to arbitrary tensor fields on N in the usual manner, by using the
Leibnitz rule.

Any immersion ϕ ∈ C k+1(M, N ) induces on M the metric tensor field

g = g[ϕ] := ϕ∗ĝ ∈ C k(S+
2 M),

and the Levi-Civita connection associated with g = g[ϕ]

∇ = ∇[ϕ] : C k(TM) → C k−1(T ∗M ⊗ TM).

In local coordinates, we have

gij = ∂ϕα

∂xi

∂ϕβ

∂x j
(ĝαβ ◦ ϕ) and ∇iξ

j = ∂ξ j

∂xi
+ Γ

j
ikξ

k,
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where Γ
j

ik denote the Christoffel symbols associated with the metric g. Note that the
metric g = g[ϕ] and the connection ∇ = ∇[ϕ] depend on the immersion ϕ.

The divergence operators induced by the connections ∇ = ∇[ϕ] and ∇̂ are re-
spectively denoted div = div[ϕ] and d̂iv. If T = T ⊗ ω with T ∈ C 1(TM ⊗ T ∗M)

and ω ∈ Λn M , then

div T := (∇i T
i
k )dxk,

div T := (∇i T i
j1... jn k)dx j1 ⊗ . . . ⊗ dx jn ⊗ dxk .

Note that if the volume form satisfies ∇ω = 0, then

div T = (div T ) ⊗ ω and ∇ηT = (∇ηT ) ⊗ ω for all η ∈ C 0(TM).

The interior product iη : T ∈ C 0(Λn M ⊗ TM ⊗ T ∗M) → iηT ∈ C 0(Λn−1M ⊗
TM ⊗ T ∗M) is defined by

(iηT )(ζ1, . . . , ζn−1; θ, ξ) := T (η, ζ1, . . . , ζn−1; θ, ξ)

for all η, ζ1, . . . , ζn−1 ∈ C 0(TM), θ ∈ C 0(T ∗M), and ξ ∈ C 0(TM), or equivalently
by

iηT = T ⊗ iηω if T = T ⊗ ω.

The normal trace of a tensor field T ∈ C 0(Λn M ⊗ TM ⊗ T ∗M) on the boundary
∂M is defined by

T ν := (iν T ) · (ν · g) ∈ C 0(Λn−1(∂M) ⊗ T ∗M),

or equivalently, by

T ν = (T · (ν · g)) ⊗ iνω if T = T ⊗ ω, (11.5)

where ν denotes the unit outer normal vector field to ∂M defined by the metric g.
Note that the definition of T ν is independent of the choice of the Riemannian metric
g, since

(iν1T ) · (ν1 · g1) = (iν2T ) · (ν2 · g2)

for all Riemannian metrics g1 and g2 on M (νi denotes the unit outer normal vector
field to ∂M defined by the metric gi , i = 1, 2). Indeed,

(iν1T ) · (ν1 · g1) = g2(ν1, ν2)[(iν2T ) · (ν1 · g1)]

and
g2(ν1, ν2)(ν1 · g1) = ν2 · g2.
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The above definition of the normal trace is justified by the following integration
by parts formula, the proof of which is classical. Recall that · , respectively : , denotes
the contraction of one, respectively two, indices.

Lemma 11.1 Let ξ ∈ C 1(TM) and T = T ⊗ ω ∈ C 1(T 1
1 M ⊗ Λn M), where

ω ∈ Λn M satisfies ∇ω = 0. Then

∫

M
T : ∇ξ = −

∫

M
(div T ) · ξ +

∫

∂M
T ν · ξ,

where T : ∇ξ
def= (T : ∇ξ)ω, (div T ) · ξ = ((div T ) · ξ)ω, and T ν · ξ = ((T · (ν ·

g)) · ξ)iνω.

All functions and tensor fields appearing in Sects. 11.3–11.6 are of class C k over
their domain of definition, with k sufficiently large so that all differential operators
are defined in the classical sense (as opposed to the distributional sense). Functions
and tensor fields belonging to Sobolev spaces on the Riemannian manifold (M, g0)
will be used in Sects. 11.7 and 11.8 in order to prove existence theorems for the
models introduced in Sects. 11.5 and 11.6. Following [Aub10], the Sobolev space
W k,p(TM) is defined for each k ∈ N and 1 ≤ p < ∞ as the completion in the
Lebesgue space L p(TM) of the space C k(TM) with respect to the norm

‖ξ‖k,p = ‖ξ‖W k,p(TM) :=
{ ∫

M

(
|ξ|p +

k∑

�=1

|∇0
�ξ|p

)
ω0

}1/p
,

where

|∇0
�ξ| := {g0(∇0

�ξ,∇0
�ξ)}1/2

=
{
(g0)ij(g0)

i1 j1 . . . (g0)
i� j� (∇0)i1...i�ξ

i (∇0) j1... j�ξ
j
}1/2

.

The Sobolev space W k,p
0 (TM) is defined as the closure in W k,p(TM) of the space

C k
C (TM) := {ξ ∈ C k(TM); {x ∈ M; ξ(x) �= 0} ⊂ intM}.

We will also use the notation Hk(TM) := W k,2(TM) and Hk
0 (TM) := W k,2

0 (TM).

11.3 Kinematics

The kinematic notions introduced below are natural extensions of their counterparts
in classical elasticity.More specifically, if theRiemannianmanifold (N , ĝ) appearing
below is the three-dimensional Euclidean space and if the reference configuration of



11 Static Elasticity in a Riemannian Manifold 317

the elastic body is described by a single local chart with M as its domain of definition,
then our definitions coincide with the classical ones in curvilinear coordinates (see,
e.g., [Cia05]).

Consider an elastic body with abstract configuration M undergoing a deformation
in a Riemannian manifold (N , ĝ) in response to applied body and surface forces.

A deformation of the body is an immersion ϕ ∈ C 1(M, N ) that preserves orien-
tation and satisfies the axiom of impenetrability of matter. This means that

det Dϕ(x) > 0 for all x ∈ M,

ϕ|intM : intM → N is injective,

where intM denotes the interior of M . Note that ϕ need not be injective on the whole
M since self-contact of the deformed boundarymay occur. The set of all deformations
is denoted

Def(M, N ) := {ϕ ∈ C 1(M, N ); ϕ|intM injective, det Dϕ > 0 in M}. (11.6)

An admissible deformation of the body is a deformation that satisfies the Dirichlet
boundary condition

ϕ = ϕ0 on Γ1

on a (possibly empty) portion Γ1 ⊂ Γ := ∂M of the boundary of M . The immersion
ϕ0 ∈ C 1(M, N ) specifies the position of the points of the elastic body that are kept
fixed.

A displacement field of the body associated with a given deformation ϕ ∈
C 1(M, N ) is a section ξ̃ ∈ C 1(ϕ∗TN). If the deformation ϕ is of class C 2, then
each displacement field ξ̃ ∈ C 1(ϕ∗TN) is induced by a vector field ξ ∈ C 1(TM) by
means of the bijective mapping

ξ → ξ̃ := (ϕ∗ξ) ◦ ϕ.

Let δ̂(y) denote the injectivity radius of N at y ∈ N , let

δ̂(ϕ(M)) := min
y∈ϕ(M)

δ̂(y)

denote the injectivity radius of the compact subset ϕ(M) of N , let

C 0
ϕ(TM) := {ξ ∈ C 0(TM); ‖ϕ∗ξ‖C 0(TN|ϕ(M))

< δ̂(ϕ(M))}, (11.7)

and let êxp denote the exponential maps on N . It is clear that the mapping

expϕ := êxp ◦ Dϕ : C 0
ϕ(TM) → C 0(M, N )
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is a C 1-diffeomorphism onto its image. Therefore any deformation ψ ∈ C 0(M, N )

that is close in the C 0-norm to a given deformation ϕ ∈ C 1(M, N ) can be written
in an unique manner as

ψ = expϕ ξ := (êxpϕ∗ξ) ◦ ϕ. (11.8)

This observation will be used in Sects. 11.6–11.8 to transform the equations of elas-
ticity inwhich the unknown is the deformationϕ, assumed to be close in theC 0-norm
to a reference deformation ϕ0, into equivalent equations in which the unknown is
the displacement field ξ := exp−1

ϕ0
ϕ, where exp−1

ϕ0
denotes the inverse of the diffeo-

morphism expϕ0
.

Remark 11.1 (a) The relation ψ = expϕ ξ means that, for each x ∈ M , ψ(x) is the
end-point of the geodesic arc in N with length |ξ(x)| starting at the point ϕ(x) in the
direction of (ϕ∗ξ)(ϕ(x)).

(b) The relation ξ = exp−1
ϕ ψ means that, for each x ∈ M , ξ(x) is the pullback

by ϕ of the vector that is tangent at ϕ(x) to the geodesic arc joining ϕ(x) to ψ(x) in
N and whose norm equals the length of this geodesic arc. �

Themetric tensor field, also called the right Cauchy-Green tensor field, associated
with a deformation ϕ ∈ C 1(M, N ) is the pullback by ϕ of the metric ĝ of N , i.e.,

g[ϕ] := ϕ∗ĝ.

Note that the notation C := g[ϕ] is often used in classical elasticity.
The strain tensor field, also called Green-Saint-Venant tensor field, associated

with two deformations ϕ,ψ ∈ C 1(M, N ) is defined by

E[ϕ,ψ] := 1

2
(g[ψ] − g[ϕ]).

The first argument ϕ is considered as a deformation of reference, while the second
argument ψ is an arbitrary deformation.

The linearized, or infinitesimal, strain tensor field associated with a deformation
ϕ ∈ C 1(M, N ) and a displacement field ξ ∈ C 1(TM) of the set ϕ(M) is the linear
part with respect to ξ of the mapping ξ �→ E[ϕ, expϕ ξ], i.e.,

e[ϕ, ξ] :=
[

d

dt
E[ϕ, expϕ(tξ)]

]

t=0
.

Explicit expressions of e[ϕ, ξ] are given in Theorem11.1, first in terms of the Lie
derivative and connection on M , then in terms of the Lie derivative and connection
on N . Recall that · denotes the partial contraction of one single index of two tensors.
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Theorem 11.1 Let ϕ ∈ C 1(M, N ) be an immersion and let ξ ∈ C 1(TM) be a vector
field on M. Then
(a)

2e[ϕ, ξ] = Lξg = ∇ξ� + (∇ξ�)T = g · ∇ξ + (g · ∇ξ)T , (11.9)

where L denotes the Lie derivative operator on M, g := ϕ∗ĝ, ∇ denotes the
connection on M induced by the metric g, and ξ� := g · ξ. In local charts, these
equations read

2eij[ϕ, ξ] = ∇iξ j + ∇ jξi = gjk∇iξ
k + gik∇ jξ

k, (11.10)

where ξ�(x) = ξi (x)dxi (x) and e[ϕ, ξ] = eij[ϕ, ξ]dxi (x) ⊗ dx j (x), x ∈ M.
(b)

e[ϕ, ξ] = ϕ∗(ê[ξ̂]), ξ̂ := ϕ∗ξ, (11.11)

where
2ê[ξ̂] := L̂ξ̂ ĝ = ∇̂ ξ̂� + (∇̂ ξ̂�)T = ĝ · ∇̂ ξ̂ + (ĝ · ∇̂ ξ̂)T , (11.12)

L̂ denotes the Lie derivative operator on N, ĝ is the metric on N, ∇̂ denotes the
connection induced by ĝ, and ξ̂� := ĝ · ξ̂. In local charts,

2eij[ϕ, ξ] = ∂ϕα

∂xi

∂ϕβ

∂x j
(∇̂βξ̂α +∇̂αξ̂β) ◦ϕ, where ξ̂�(y) = ξ̂α(y)dyα(y). (11.13)

Proof For each t in a neighborhood of zero, define the deformations

ϕ(·, t) := expϕ(tξ) and ψ(·, t) := γξ̂(·, t) ◦ ϕ,

where ξ̂ ∈ C 1(TN) denotes any extension of the section ϕ∗ξ ∈ C 1(T ϕ(M)) and γξ̂

denotes the flow of ξ̂ (see Sect. 11.2). By definition,

e[ϕ, ξ] =
[

d

dt
E[ϕ,ϕ(·, t)]

]

t=0
= lim

t→0

ϕ(·, t)∗ĝ − ϕ∗ĝ

2t
.

Since
∂ϕ

∂t
(x, 0) = ∂ψ

∂t
(x, 0) = ξ(x) for all x ∈ M,

it follows from the above expression of e[ϕ, ξ] that

2e[ϕ, ξ] = lim
t→0

ψ(·, t)∗ĝ − ϕ∗ĝ

t
.
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Then the definition of the Lie derivative yields

2e[ϕ, ξ] = ϕ∗( lim
t→0

γξ̂(·, t)∗ĝ − ĝ

t

)
= ϕ∗(L̂ξ̂ ĝ)

= ϕ∗(L̂ϕ∗ξ ĝ) = Lξ(ϕ
∗ĝ) = Lξg.

Expressing the Lie derivative L̂ξ̂ ĝ in terms of the connection ∇̂ gives

2eij[ϕ, ξ] = ∂ϕα

∂xi

∂ϕβ

∂x j

(
ĝαγ∇̂βξ̂γ + ĝβγ∇̂αξ̂γ

) ◦ ϕ

= ∂ϕα

∂xi

∂ϕβ

∂x j

(∇̂βξ̂α + ∇̂αξ̂β

) ◦ ϕ,

which implies in turn that

eij[ϕ, ξ] = 1

2
(gik∇ jξ

k + g jk∇iξ
k) = 1

2
(∇ jξi + ∇iξ j ).

11.4 Elastic Materials and Applied Forces

More details about the definitions below can be found in [GLM14].
Consider an elastic body with abstract configuration M subjected to applied body

and surface forces in a Riemannian manifold (N , ĝ).
Let a reference deformation ϕ0 ∈ C 3(M, N ) be given in such a way that the

configuration ϕ0(M) ⊂ N of the elastic body be a natural state (i.e., unconstrained).
Let g0 := ϕ∗

0 ĝ and ω0 := ϕ∗
0ω̂ respectively denote the metric tensor field and the

volume form on M induced by ϕ0.
In all that follows, the stored energy function of the elastic material constituting

the body is defined, at each x ∈ M , by the mappings

...
W(x, ·) = ...

W0(x, ·)ω0(x) : S2,x M → Λn
x M.

We assume without loss of generality that
...
W(x, 0) = 0.

Remark 11.2 Anexampleof stored energy function is that of Saint-Venant-Kirchhoff,
viz.,

...
Wsvk(x, E) :=

(λ

2
(tr E)2 + μ |E |2

)
ω0(x)

for all x ∈ M and all E ∈ S2,x M , where tr E := g0ij Eij and |E |2 := g0ikg0jl Ekl Eij.
The two scalar parameters λ ≥ 0 and μ > 0 are called the Lamé constants of the
elastic material. �
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Let the Gateaux derivative of the mapping
...
W(x, ·) : S2,x M → Λn

x M at E ∈
S2,x M in the direction H ∈ S2,x M be defined by

∂
...
W

∂E
(x, E) : H = lim

t→0

1

t

{...
W(x, E + t H) − ...

W(x, E)
}
.

The constitutive law of an elastic material whose stored energy function is
...
W ∈

C 1(S2M,Λn M) is the mapping associating to each x ∈ M and each E ∈ S2,x M the
tensor

...
Σ(x, E) = ...

Σ0(x, E) ⊗ ω0(x) := ∂
...
W

∂E
(x, E) = ∂

...
W0

∂E
(x, E) ⊗ ω0(x) (11.14)

in S2
x M ⊗ Λn

x M . The assumption that the reference configuration ϕ0(M) ⊂ N is a
natural state means that

...
Σ(x, 0) = 0.

The elasticity tensor field of an elastic material whose stored energy function is...
W ∈ C 2(S2M ⊗ Λn M) is the section A = A0 ⊗ ω0, A0 ∈ C 1(S2M ⊗sym S2M),
defined at each x ∈ M by

A(x) := ∂2 ...W
∂E2 (x, 0) ⇔ A0(x) := ∂2 ...W0

∂E2 (x, 0). (11.15)

Note that the components of A0 in a local chart satisfy the symmetries

A0
ijkl = A0

klij = A0
jikl = A0

ijlk.

The strain energy corresponding to a deformation ϕ ∈ Def(M, N ) of the elastic
body under consideration is defined by

I [ϕ] :=
∫

M
W[ϕ], (11.16)

where, at each x ∈ M ,

W[ϕ](x) = ...
W(x, E[ϕ0,ϕ](x)). (11.17)

Recall that E[ϕ0,ϕ] := 1
2 (ϕ

∗ĝ − ϕ0
∗ĝ) denotes the strain tensor field associated

with the deformations ϕ0 and ϕ.
The stress tensor field associated with a deformation ϕ is the section

Σ[ϕ] := ...
Σ(·, E[ϕ0,ϕ]) ∈ C 0(S2M ⊗ Λn M). (11.18)

Its components Σ[ϕ] ∈ C 0(S2M) and Σ0[ϕ] ∈ C 0(S2M) over the volume forms
ω[ϕ] and ω0, which are defined by

Σ[ϕ] = Σ[ϕ] ⊗ ω[ϕ] = Σ0[ϕ] ⊗ ω0,
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are also called stress tensor fields. Note that the tensor fields Σ[ϕ] and Σ0[ϕ] are
symmetric.

Other equivalent stress tensor fields are defined in terms of Σ[ϕ] by lowering
and/or pushing forward some of its indices, viz.,

T [ϕ] := g[ϕ] · Σ[ϕ] T̃ [ϕ] := (ĝ ◦ ϕ) · Dϕ · Σ[ϕ],
Σ̂[ϕ] := ϕ∗(Σ[ϕ]) ⊗ ω̂, T̂ [ϕ] := ĝ · Σ̂[ϕ], (11.19)

where · denotes the contraction of one index (no ambiguity should arise). The tensor
fields T [ϕ], T0[ϕ] ∈ C 0(T 1

1 M) and T̃ [ϕ], T̃0[ϕ] ∈ C 0(TM ⊗ ϕ∗T ∗N ) and Σ̂[ϕ] ∈
C 0(S2N |ϕ(M)) and T̂ [ϕ] ∈ C 0(T 1

1 N |ϕ(M)), defined by the decompositions

T [ϕ] = T [ϕ] ⊗ ω[ϕ] = T0[ϕ] ⊗ ω0, T̃ [ϕ] = T̃ [ϕ] ⊗ ω[ϕ] = T̃0[ϕ] ⊗ ω0,

Σ̂[ϕ] = Σ̂[ϕ] ⊗ ω̂, T̂ [ϕ] = T̂ [ϕ] ⊗ ω̂,

are also called stress tensor fields.

Remark 11.3 When (N , ĝ) is the three-dimensional Euclidean space, the tensor
fields T̃0[ϕ], Σ0[ϕ], and T̂ [ϕ], are respectively called the first Piola-Kirchhoff , the
second Piola-Kirchhoff , and the Cauchy, stress tensor fields associated with the
deformation ϕ.

The body and surface forces acting on the elastic body under consideration are
assumed to be conservative.

The potential of these forces associated with a deformation ϕ ∈ Def(M, N ) of
the body is defined by

P[ϕ] :=
∫

ϕ(M)

F̂[ϕ] +
∫

ϕ(Γ2)

Ĥ[ϕ] =
∫

M
ϕ∗(F̂[ϕ]) +

∫

Γ2

(ϕ|Γ2)
∗(Ĥ[ϕ]),

(11.20)

where F̂[ϕ] ∈ C 0(Λnϕ(M)) and Ĥ[ϕ] ∈ C 0(Λn−1ϕ(Γ2)), Γ2 ⊂ Γ := ∂M .
The work of the applied body and surface forces associated with a displacement

field ξ̃ := ξ̂ ◦ϕ, where ϕ ∈ Def(M, N ) and ξ̂ := ϕ∗ξ, ξ ∈ C 0(TM), is the derivative
P ′[ϕ]ξ̃. In what follows, we assume that the applied body and surface forces are
local, i.e., that

P ′[ϕ]ξ̃ =
∫

ϕ(M)

f̂ [ϕ] · ξ̂ +
∫

ϕ(Γ2)

ĥ[ϕ] · ξ̂ =
∫

M
f [ϕ] · ξ +

∫

Γ2

h[ϕ] · ξ, (11.21)

where

f [ϕ](x) := ḟ (x,ϕ(x), Dϕ(x)), x ∈ M,

h[ϕ](x) := ḣ(x,ϕ(x), Dϕ(x)), x ∈ Γ2. (11.22)
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The (given) mappings ḟ (x, y, ·) = ḟ0(x, y, ·) ⊗ ω0(x) : T ∗
x M ⊗ Ty N → T ∗

x M ⊗
Λn

x M , (x, y) ∈ M × N , and ḣ(x, y, ·) = ḣ0(x, y, ·) ⊗ iν0ω0(x) : T ∗
x M ⊗ Ty N →

T ∗
x M ⊗ Λn−1

x Γ2, (x, y) ∈ Γ2 × N , are called the constitutive laws of the applied
body and surface forces.

Remark 11.4 An example of such body and surface forces is obtained by assuming
that the volume forms F̂[ϕ] = F̂ and Ĥ[ϕ] = Ĥ are independent of the deformation
ϕ. In this case,

f [ϕ] · ξ = ϕ∗(L̂ϕ∗ξ F̂) and h[ϕ] · ξ = ϕ∗(L̂ϕ∗ξ Ĥ) for all ξ ∈ C 1(TM).

�

The densities of the applied body and surface forces are the sections

f [ϕ] = f [ϕ] ⊗ ω[ϕ] = f0[ϕ] ⊗ ω0, f̂ [ϕ] = f̂ [ϕ] ⊗ ω̂,

and

h[ϕ] = h[ϕ] ⊗ iν[ϕ]ω[ϕ] = h0[ϕ] ⊗ iν0ω0, ĥ[ϕ] = ĥ[ϕ] ⊗ i ν̂[ϕ]ω̂,

where ν[ϕ], ν0, and ν̂[ϕ], denote the unit outer normal vector fields to the boundary
of (M, g[ϕ]), (M, g0), and (ϕ(M), ĝ), respectively. Note that f [ϕ], f0[ϕ], f̂ [ϕ],
h[ϕ], h0[ϕ], and ĥ[ϕ], are 1-form fields.

11.5 The Equations of Nonlinear Elasticity in a Riemannian
Manifold

Let a reference deformation ϕ0 ∈ C 3(M, N ) satisfy the assumptions of Sect. 11.4.
Assume in addition that the body is kept fixed on a (possibly empty) portion ϕ0(Γ1)

of its boundary, where Γ1 ⊂ Γ := ∂M is a relatively open set, and is subjected to
applied body and surface forces. Let Γ2 := Γ \Γ1.

The principle of least energy asserts that the deformation ϕ : M → N of such a
body should satisfy the following minimization problem:

ϕ ∈ Φ and J [ϕ] ≤ J [ψ] for all ψ ∈ Φ, (11.23)

where (see Sect. 11.3)

Φ := {ϕ ∈ C 1(M, N ); ϕ|intM injective, det Dϕ > 0 in M, ϕ = ϕ0 on Γ1}
(11.24)
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denotes the set of admissible deformations, and where (see Sect. 11.4)

J [ϕ] := I [ϕ] − P[ϕ] =
∫

M
W[ϕ] −

( ∫

M
F[ϕ] +

∫

Γ2

H[ϕ]
)
, (11.25)

denotes the total energy associated with the deformation ϕ ∈ Φ. The mappings
W, F, H : Φ → Λn M are defined explicitly by the constitutive laws of the elastic
materials and of the applied forces (see Sect. 11.4).

The next theorem identifies the variational equations, also called the principle of
virtual work, that any solution to the minimization (11.23) should satisfy.

Theorem 11.2 A solution ϕ ∈ Φ to the minimization problem (11.23) satisfies the
variational equations:

∫

M
Σ[ϕ] : e[ϕ, ξ] =

∫

M
f [ϕ] · ξ +

∫

Γ2

h[ϕ] · ξ

for all ξ ∈ 	 := {ξ ∈ C 1(TM); ξ = 0 on Γ1}.
Proof Let ϕ ∈ C 1(M, N ) be a solution to the minimization problem (11.23). Given
any vector field ξ ∈ 	, let ξ̂ ∈ C 1(TN) denote any extension to N of the vector
field ϕ∗ξ ∈ C 1(TN|ϕ(M)). Let γξ̂ denote the flow of ξ̂ (see Sect. 11.2) and define the
time-dependent family of deformations

ψ(·, t) := γξ̂(·, t) ◦ ϕ, t ∈ (−ε, ε).

Note that there exists ε > 0 such that ψ(·, t) ∈ Φ for all t ∈ (−ε, ε).

Since J [ϕ]≤J [ψ(·, t)] for all t ∈ (−ε, ε), we deduce that
[

d
dt J [ψ(·, t)]

]

t=0
= 0,

which implies in turn that

[ d

dt
I [ψ(·, t])

]

t=0
=

[ d

dt
P[ψ(·, t)]

]

t=0
=

∫

M
f [ϕ] · ξ +

∫

Γ2

h[ϕ] · ξ.

It remains to compute the first term of this relation.
Using the Lebesgue dominated convergence theorem, the chain rule, and the

relations W[ϕ] = ...
W(·, E[ϕ0,ϕ]), ∂

...
W

∂E (x, E) = ...
Σ(x, E), Σ[ϕ] = ...

Σ(·, E[ϕ0,ϕ]),
and e[ϕ, ξ] = [ d

dt E(ϕ,ψ(·, t))]t=0 = [ d
dt E(ϕ0,ψ(·, t))]t=0, we deduce that

[ d

dt
I [ψ(·, t])

]

t=0
=

∫

M

[ d

dt

...
W(·, E[ϕ0,ψ(·, t)])

]

t=0

=
∫

M

...
Σ(·, E[ϕ0,ϕ]) :

[ d

dt
E(ϕ0,ψ(·, t))

]

t=0

=
∫

M
Σ[ϕ] : e[ϕ, ξ].

�
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The next theorem identifies the boundary value problem that any sufficiently
regular solution ϕ of the variational equations of Theorem11.2 should satisfy. The
divergence operator appearing below corresponds to the connection ∇ = ∇[ϕ]; as
such it depends on the unknown deformation ϕ (see Sect. 11.2). The stress tensor
field T [ϕ] = T [ϕ] ⊗ ω[ϕ] is defined in Sect. 11.4.

Theorem 11.3 A deformation ϕ ∈ C 2(M, N ) satisfies the variational equations of
Theorem11.2 if and only if

⎧
⎪⎨

⎪⎩

−div T [ϕ] = f [ϕ] in intM,

T [ϕ]ν = h[ϕ] on Γ2,

ϕ = ϕ0 on Γ1,

⇔

⎧
⎪⎨

⎪⎩

−div T [ϕ] = f [ϕ] in intM,

T [ϕ] · (ν[ϕ] · g[ϕ]) = h[ϕ] on Γ2,

ϕ = ϕ0 on Γ1,

where ν := ν[ϕ] denotes the unit outward normal vector field to the boundary of M
with respect to the metric tensor field g[ϕ] := ϕ∗ĝ.

Proof Let a deformation ϕ ∈ C 2(M, N ) satisfy the variational equations of
Theorem11.2. Since Σ[ϕ] = Σ[ϕ] ⊗ ω[ϕ] and Σ[ϕ] is symmetric, we have, for
each vector field ξ ∈ 	,

Σ[ϕ] : e[ϕ, ξ] = Σ[ϕ] : (g[ϕ] · ∇ξ) = (Σ[ϕ] · g[ϕ]) : ∇ξ = T [ϕ] : ∇ξ.

Therefore the variational equations of Theorem11.2 are equivalent to

∫

M
T [ϕ] : ∇ξ =

∫

M
f [ϕ] · ξ +

∫

Γ2

h[ϕ] · ξ for all ξ ∈ 	.

The conclusion follows by applying the integration by parts formula of Lemma11.1
to the integral appearing in the left-hand side. �

We conclude this section by recasting the equations of nonlinear elasticity as
variational equations, or as a boundary value problem, defined on the unknown
deformed configuration ϕ(M) ⊂ N . By contrast to Theorems11.2 and 11.3, the
connection ∇̂ and the corresponding divergence operator d̂iv are fixed (independent
of the unknown deformation ϕ). The stress tensor fields Σ̂[ϕ] = Σ̂[ϕ] ⊗ ω̂ and
T̂ [ϕ] = T̂ [ϕ] ⊗ ω̂ are defined in Sect. 11.4.

Theorem 11.4 (a) A deformation ϕ ∈ C 1(M, N ) satisfies the variational equations
of Theorem11.2 if and only if

∫

ϕ(M)

Σ̂[ϕ] : ê[ξ] =
∫

ϕ(M)

f̂ [ϕ] · ξ̂ +
∫

ϕ(Γ2)

ĥ[ϕ] · ξ̂, (11.26)

for all ξ̂ = ϕ∗ξ, ξ ∈ 	.
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(b) A deformation ϕ ∈ C 2(M, N ) satisfies the variational equations (11.26) if
and only if

⎧
⎪⎨

⎪⎩

−d̂iv T̂ [ϕ] = f̂ [ϕ] in int(ϕ(M)),

T̂ [ϕ]ν̂ = ĥ[ϕ] on ϕ(Γ2),

ϕ = ϕ0 on Γ1,

⇔

⎧
⎪⎨

⎪⎩

−d̂iv T̂ [ϕ] = f̂ [ϕ] in int(ϕ(M)),

T̂ [ϕ] · (ν̂[ϕ] · ĝ) = ĥ[ϕ] on ϕ(Γ2),

ϕ = ϕ0 on Γ1,

where ν̂ := ν̂[ϕ] denotes the unit outward normal vector fields to the boundary of
ϕ(M) with respect to the metric tensor fields ĝ.

Proof For each ξ ∈ 	 and ξ̂ := ϕ∗ξ, we have

Σ[ϕ] : e[ϕ, ξ] = Σ[ϕ] : ϕ∗(ê[ξ]) = (ϕ∗(Σ[ϕ]) : ê[ξ]) ◦ ϕ = (Σ̂[ϕ] : ê[ξ]) ◦ ϕ;

hence
Σ[ϕ] : e[ϕ, ξ] = ϕ∗(Σ̂[ϕ] : ê[ξ̂]).

Besides (see (11.21)),

f [ϕ] · ξ = ϕ∗( f̂ [ϕ] · ξ̂) and h[ϕ] · ξ = ϕ∗(ĥ[ϕ] · ξ̂).

The last three relations and the change of variables formula show that the variational
equations (11.26) are equivalent to those of Theorem11.2.

Since T̂ [ϕ] : ∇̂ ξ̂ = Σ̂[ϕ] : ê[ξ̂], the variational equations (11.26) can be recast
as ∫

ϕ(M)

T̂ [ϕ] : ∇̂ ξ̂ =
∫

ϕ(M)

f̂ [ϕ] · ξ̂ +
∫

ϕ(Γ2)

ĥ[ϕ] · ξ̂.

Applying the integration by parts formula of Lemma11.1 to the integral appearing
in the left-hand side yields the announced boundary value problem. �

11.6 The Equations of Linearized Elasticity
in a Riemannian Manifold

The equations of linearized elasticity approach well the equations of nonlinear elas-
ticity if the reference configuration ϕ0(M) ⊂ N , ϕ0 ∈ C 2(M, N ), of the elastic
body under consideration is a natural state (that is, unconstrained) and if the applied
forces are small enough.

The equations of linearized elasticity are deduced from the equations of nonlinear
elasticity (see Theorems11.2 and 11.3) by replacing the latter equations by their
affine part with respect to the displacement field ξ = exp−1

ϕ0
ϕ. Thus the unknown
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in linearized elasticity is the vector field ξ : M → TM, instead of the deformation
ϕ := expϕ0

ξ : M → N .
Let ω0, iν0ω0, and ν0, respectively denote the volume form on M , the volume

form on Γ = ∂M , and the unit outward normal vector field to the boundary of M ,
corresponding to the metric g0 = g[ϕ0] := ϕ0

∗ĝ; see Sect. 11.2.
Let A and ( f [ϕ], h[ϕ]) respectively denote the elasticity tensor field and the

densities of the applied forces appearing in the equations of nonlinear elasticity (see
Theorems11.2 and 11.3). For each vector field ξ ∈ C 1(TM), define

Σ lin[ξ] := A : e[ϕ0, ξ], f aff[ξ] := f [ϕ0] + f ′[ϕ0]ξ,
T lin[ξ] := g0 · Σ lin[ξ], haff[ξ] := h[ϕ0] + h′[ϕ0]ξ,

(11.27)

where

f ′[ϕ0]ξ := lim
t→0

1

t

(
f [expϕ0

(tξ)] − f [ϕ0]
) = f 1 · ξ + f 2 : ∇0ξ,

h′[ϕ0]ξ := lim
t→0

1

t

(
h[expϕ0

(tξ)] − h[ϕ0]
) = h1 · ξ + h2 : ∇0ξ,

(11.28)

for some sections f 1 ∈ C 0(Λn M ⊗ T 0
2 M), f 2 ∈ C 0(Λn M ⊗ T 1

2 M), h1 ∈
C 0(Λn−1Γ2 ⊗ T 0

2 M |Γ2), and h2 ∈ C 0(Λn−1Γ2 ⊗ T 1
2 M |Γ2). Then define the ten-

sor fields T lin
0 [ξ] ∈ C 1(T 1

1 M), f aff0 [ξ] ∈ C 0(T ∗M) and haff
0 [ξ] ∈ C 0(T ∗M |Γ2), by

letting

T lin[ξ] = T lin
0 [ξ] ⊗ ω0,

f aff[ξ] = f aff0 [ξ] ⊗ ω0, (11.29)

haff[ξ] = haff
0 [ξ] ⊗ iν0ω0.

We are now in a position to state the equations on linearized elasticity in a Rie-
mannian manifold:

Theorem 11.5 (a) The vector field ξ ∈ C 2(TM) satisfies in linearized elasticity the
following boundary value problem:

⎧
⎪⎨

⎪⎩

−div0 T lin[ξ] = f aff [ξ] in intM,

T lin[ξ]ν0 = haff [ξ] on Γ2,

ξ = 0 on Γ1.

⇔

⎧
⎪⎨

⎪⎩

−div0 T lin
0 [ξ] = f aff0 [ξ] in intM,

T lin
0 [ξ] · (ν0 · g0) = haff

0 [ξ] on Γ2,

ξ = 0 on Γ1.

(11.30)
(b) The vector field ξ ∈ C 1(TM) satisfies in linearized elasticity the following

variational equations:
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ξ ∈ 	 := {η ∈ C 1(TM); η = 0 on Γ1},
∫

M
(A : e[ϕ0, ξ]) : e[ϕ0, η] =

∫

M
( f aff [ξ]) · η +

∫

Γ2

(haff [ξ]) · η for all η ∈ 	.

(11.31)

Proof (a) The boundary value problem of linearized elasticity is the affine (with
respect to ξ) approximation of the following boundary value problem of nonlinear
elasticity (see Theorem11.3)

−div T [ϕ] = f [ϕ] in intM,

T [ϕ]ν = h[ϕ] on Γ2, (11.32)

ϕ = ϕ0 on Γ1,

satisfied by the deformation ϕ := expϕ0
ξ. It remains to compute this affine approx-

imation explicitly.
The dependence of the stress tensor field T [ϕ] on the vector field ξ = exp−1

ϕ0
ϕ has

been specified in Sect. 11.4 by means of the constitutive law of the elastic material,
namely,

T [ϕ](x) = g[ϕ](x) · Σ[ϕ](x)

= (ϕ∗ĝ)(x) · ...Σ(x, E[ϕ0,ϕ](x)), x ∈ M.

Since the reference configuration ϕ0(M) is a natural state, we have
...
Σ(x, 0) = 0

for all x ∈ M . The definition of the elasticity tensor field A next implies that

∂
...
Σ

∂E
(x, 0)H = A(x) : H for all x ∈ M and all H ∈ S2,x M.

Besides,

[
d

dt
E[ϕ0, expϕ0

(tξ)]
]

t=0
= e[ϕ0, ξ] and

[
d

dt
g[expϕ0

(tξ)]
]

t=0
= g0.

The last three relations imply that

T [ϕ] = g[ϕ] · Σ[ϕ] = g0 · (A : e[ϕ0, ξ]) + o(‖ξ‖C 1(TM)).

Since T lin[ξ] := g0 · (A : e[ϕ0, ξ]) is linear with respect to ξ, the previous relation
implies that

div T [ϕ] = div0 T lin[ξ] + o(‖ξ‖C 1(TM)), (11.33)

where div and div0 denote the divergence operators induced by the connections
∇ := ∇[ϕ] and ∇0 := ∇[ϕ0], respectively.
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The dependence of the applied force densities f [ϕ] and h[ϕ] on the vector field
ξ = exp−1

ϕ0
ϕ has been specified in Sect. 11.4 by means of the relations

f [ϕ](x) = ḟ (x,ϕ(x), Dϕ(x)), x ∈ M, and h[ϕ](x) = ḣ(x,ϕ(x), Dϕ(x)), x ∈ Γ2.

Thus, using the notation (11.27) above, we have

f [ϕ] = f aff[ξ] + o(‖ξ‖C 1(TM)) and h[ϕ] = haff[ξ] + o(‖ξ‖C 1(TM)). (11.34)

The boundary value problem (11.30) of linearized elasticity is then deduced from
the boundary value problem (11.32) of nonlinear elasticity by using the estimates
(11.33) and (11.34).

(b) The variational equations of linearized elasticity are the affine part with respect
to ξ of the variational equations of nonlinear elasticity (see Theorem11.2)

S [expϕ0
ξ]η = 0 for all η ∈ 	,

where

S [ϕ]η :=
∫

M
Σ[ϕ] : e[ϕ, η] −

( ∫

M
f [ϕ] · η +

∫

Γ2

h[ϕ] · η
)

and Σ[ϕ] := ...
Σ(·, E[ϕ0,ϕ]). Thus the variational equations of linearized elasticity

satisfied by ξ ∈ 	 read:

S lin[ξ]η := S [ϕ0]η +
[

d

dt
S [expϕ0

(tξ)]η
]

t=0
= 0 for all η ∈ 	.

It remains to compute S lin[ξ]η explicitly. As in the proof of part (a),

Σ[expϕ0
ξ] = Σ lin[ξ] + o(‖ξ‖C 1(T M)).

Besides, Σ lin[ξ] is linear, e[expϕ0
ξ, η] = e[ϕ0, η] + o(‖ξ‖C 1(TM)), and f [ϕ] and

h[ϕ] satisfy relations (11.34). We then infer from the definition of S [ϕ]η that

S lin[ξ]η =
∫

M
(A : e[ϕ0, ξ]) : e[ϕ0, η] −

( ∫

M
( f aff[ξ]) · η +

∫

Γ2

(haff[ξ]) · η
)
.

Remark 11.5 The variational equations (11.31) of linearized elasticity in a Rie-
mannian manifold are extended by density to displacement fields ξ ∈ H1(TM)

in order to prove that they possess solutions; cf. Theorem11.7. �
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11.7 Existence and Regularity Theorem
in Linearized Elasticity

Throughout this section, the manifold M is endowed with the Riemannian metric
g0 = g[ϕ0] := ϕ∗

0 ĝ, where ϕ0 is a reference deformation of class C 3(M, N ). As
in the previous sections, ∇0, div0, and ω0 denote the connection, the divergence
operator, and the volume form on M induced by g0. The Sobolev spaces appearing
below are defined in Sect. 11.2.

The existence of solutions to the equations of linearized elasticity in a Riemannian
manifold relies on the following Riemannian version of Korn’s inequality, due to
Chen & Jost [CJ02]:

Theorem 11.6 Assume that the differentiable manifold M satisfies the following
property: there exists a differentiable manifold M̃ of classC 2 such that M = Ω ⊂ M̃,
Ω is a bounded, connected, and open subset of M̃, and the boundary Γ := ∂M is
non-empty and Lipschitz-continuous.

(a) There exists a constant C1 depending on (M, g0) such that

‖ξ‖H1(TM) ≤ C1(‖ξ‖L2(TM) + ‖Lξg0‖L2(S2M)) (11.35)

for all ξ ∈ H1(TM).
(b) Let Γ1 ⊂ Γ be a non-empty relatively open subset of the boundary of M.

There exists a constant CK depending on (M, g0) and on Γ1 such that

‖ξ‖H1(TM) ≤ CK ‖Lξg0‖L2(S2M) (11.36)

for all ξ ∈ H1(TM) satisfying ξ = 0 on Γ1.

Proof We briefly sketch here for completeness the argument of Chen & Jost [CJ02],
itself a generalization of the proof by Duvaut & Lions [DL78] of the classical Korn
inequality (classical means that (M, g0) is an Euclidean space).

Define the space

X := {ξ ∈ L2(TM); Lξg0 ∈ L2(S2M)}

and endow it with the norm

‖ξ‖X := ‖ξ‖L2(TM) + ‖Lξg0‖L2(S2M).

Clearly, H1(TM) ⊂ X . Let id : H1(TM) → X denote the identity mapping. It
suffices to prove that this mapping satisfies the assumptions of the open mapping
theorem, since the continuity of the inverse mapping implies inequality (11.35).

The mapping id : H1(TM) → X is injective and continuous, and the normed
vector spaces X and H1(TM) are both complete. It remains to prove that the mapping
id : H1(TM) → X is also surjective.
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Let ξ ∈ X . M being a compact subset of M̃ , there exists a finite number of local
charts θ̃� : Ṽ� ⊂ M̃ → Ũ� ⊂ R

n , � ∈ {1, 2, . . . , L}, of M̃ such that M ⊂ ⋃L
�=1 Ṽ�.

Given any � ∈ {1, 2, . . . , L}, let V := Ṽ� ∩ M , let U := θ̃�(V ), and let θ := θ̃�|V :
V ⊂ M → U ⊂ R

n .
Let the functions ξi : U → R and eij : U → R denote the components in the local

chart θ of ξ� := g0 · ξ and e := 1
2Lξg0 = 1

2 (∇0ξ
� + (∇0ξ

�)T ), respectively. Using
Ricci’s and Bianchi’s identities (the notation below should be self-explanatory)

∇0i (∇0 jξk) − ∇0 j (∇0iξk) = −R�
kij(g0)ξ�,

R�
kij(g0) + R�

ijk(g0) + R�
jki(g0) = 0,

and the anti-symmetry R�
kij(g0) = −R�

kji(g0) of the components

R�
kij(g0) := ∂Γ �

jk(g0)

∂xi
− ∂Γ �

ik(g0)

∂x j
+ Γ �

im(g0)Γ
m

jk (g0) − Γ �
jm(g0)Γ

m
ik (g0)

of the Riemann curvature tensor field associated with the metric tensor field g0, it is
easy to see that

∇0i (∇0 jξk) = ∇0i ejk + ∇0 j eki − ∇0keij + R�
ijk(g0)ξ�.

Therefore, ∂2ξk
∂xi ∂x j ∈ H−1(U ), which next implies that ξk ∈ H1(U ) by a lemma

due to J.L. Lions; see, e.g., [AG94] for domains U with a Lipschitz-continuous
boundary (as is the case here), or [DL78] for domainsU with smoothboundary.Hence
ξ ∈ H1(TM), which proves that themapping id : H1(TM) → X is indeed surjective.

Inequality (11.36) is deduced from inequality (11.35) by a contradiction argument.
So assume that inequality (11.36) were false for any constant CK . Then, for each
� ∈ N, there exists ξ� ∈ H1(TM) satisfying ξ� = 0 on Γ1 such that ‖ξ�‖H1(TM) >

�‖Lξ�
g0‖L2(S2M). Let η� := ξ�/‖ξ�‖H1(TM). Then, for each � ∈ N,

η� ∈ H1(TM), η�|Γ1 = 0, ‖η�‖H1(TM) = 1, and lim
�→∞ ‖Lη�

g0‖L2(S2M) = 0.

Since the space H1(TM) is reflexive, since the trace operator η� ∈ H1(TM) →
η�|Γ1 ∈ L2(TM|Γ1) is linear and continuous, and since the embedding H1(TM) ⊂
L2(TM) is compact, there exists a subsequence, still indexed by �, of the sequence
(η�) and an element η ∈ H1(TM), η|Γ1 = 0, such that

η� ⇀ η in H1(TM) and η� → η in L2(TM), Lη�
g0 → 0 in L2(S2M).

(⇀ and → respectively denote weak and strong convergences). But

η� ⇀ η in H1(TM) ⇒ Lη�
g0 ⇀ Lηg0 in L2(S2M).
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Therefore, Lηg0 = 0 in L2(S2M), which means that η is a Killing vector field on
(M, g0). Since in addition η|Γ1 = 0, a property of Killing vector fields implies that
η = 0 in M ; see, e.g., [CJ02] or [Nom60].

We have just proved that

η� → 0 in L2(TM) and Lη�
g0 → 0 in L2(S2M).

By inequality (11.35), this implies that

η� → 0 in H1(TM).

This contradicts ‖η�‖H1(TM) = 1 for all � ∈ N. �

The smallest possible constant CK for which Korn’s inequality (11.36) holds
is called the Korn constant of (M, g0) and Γ1 ⊂ ∂M . It plays an important role
in both linearized elasticity and nonlinear elasticity (see assumptions (11.38) and
(11.55) of Theorems11.7 and 11.8, respectively) since the smaller the Korn constant
is, the larger the applied forces are in both existence theorems. To our knowledge,
the dependence of the Korn constant on the metric g0 of M and on Γ1 is currently
unknown, save in a few particular cases; see, e.g., [KO89].

One such particular case, relevant to Theorem11.8, is when Γ1 = ∂M and the
metric g0 is close to a flat metric, in the sense that its Ricci tensor field Ric0 :=
Ricci(g0) satisfies the inequality ‖Ric0‖L∞(S2M) < 1

CP
, where CP is a Poincaré

constant of (M, g0), i.e., a constant that satisfies

‖ξ‖2L2(TM)
≤ CP‖∇0ξ‖2L2(T 1

1 M)
for all ξ ∈ H1

0 (TM).

To see this, it suffices to combine the inequality

‖∇0ξ‖2L2(T 1
1 M)

+ ‖div0 ξ‖2L2(M)
= 1

2
‖Lξg0‖2L2(S2M)

+
∫

M
Ric0(ξ, ξ)ω0

≤ 1

2
‖Lξg0‖2L2(S2M)

+ ‖Ric0‖L∞(S2M)‖ξ‖2L2(TM)
,

which holds for all ξ ∈ H1
0 (TM), with the above assumption on the Ricci tensor field

of g0 to deduce that

‖∇0ξ‖2L2(T 1
1 M)

≤ 1

2(1 − CP‖Ric0‖L∞(S2M))
‖Lξg0‖2L2(S2M)

.

Hence the constantCK = ((1+CP )C∗
K )1/2,whereC∗

K =
{
2(1−CP‖Ric0‖L∞(S2M))

}−1
,

can be used in Theorems11.7 and 11.8 when Γ1 = ∂M and ‖Ric0‖L∞(S2M) < 1
CP

.
Interestingly enough, particularizing these theorems to a flat metric g0 yields exis-
tence theorems in classical elasticity with C∗

K = 1/2, which is optimal.
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The next theorem establishes the existence and regularity of the solution to the
equations of linearized elasticity under specific assumptions on the data. Recall that
the applied body and surface forces in linearized elasticity are of the form

f aff[ξ] = f [ϕ0] + f ′[ϕ0]ξ = f [ϕ0] + ( f 1 · ξ + f 2 : ∇0ξ),

haff[ξ] = h[ϕ0] + h′[ϕ0]ξ = h[ϕ0] + (h1 · ξ + h2 : ∇0ξ),

cf. relations (11.27) and (11.28). We say that the elasticity tensor field A = A0 ⊗ω0
of an elastic material is uniformly positive-definite if there exists a constant CA0 > 0
such that

(A0(x) : H(x)) : H(x) ≥ CA0 |H(x)|2 for almost all x ∈ M and all H(x)∈ S2,x M,

(11.37)
where

|H(x)|2 := g0(x)(H(x), H(x))

and, in any local chart,

(A0(x) : H(x)) : H(x)
def= A0

ijkl(x)Hkl(x)Hij(x).

Theorem 11.7 Let the Riemannian manifold (M, g0) satisfy the assumptions of
Theorem11.6. Assume that Γ1 ⊂ ∂M is a non-empty relatively open subset of the
boundary of M, that the elasticity tensor field A = A0 ⊗ ω0 is essentially bounded
and uniformly positive-definite, and that the applied body and surface forces satisfy
the smallness assumption

‖ f ′[ϕ0]]‖L (H1(TM),L2(T ∗M⊗Λn M))
+ CΓ2‖h′[ϕ0]‖L (H1(TM),L2(T ∗M|Γ2⊗Λn−1Γ2))

<
CA0

(2CK )2
,

(11.38)

where CK denotes the constant appearing in Korn’s inequality (11.36) and CΓ2 :=
sup

{
‖η‖L2(T M|Γ2 ); ‖η‖H1(T M) = 1

}
.

(a) If f [ϕ0] ∈ L2(T ∗M ⊗ Λn M) and h[ϕ0] ∈ L2(T ∗M |Γ2 ⊗ Λn−1Γ2), there
exists a unique vector field ξ ∈ H1(TM), ξ = 0 on Γ1, such that

∫

M
(A : e[ϕ0, ξ]) : e[ϕ0, η] =

∫

M
f aff [ξ] · η +

∫

Γ2

haff [ξ] · η (11.39)

for all η ∈ H1(TM), η = 0 on Γ1.
(b) Assume in addition that Γ1 = ∂M and, for some m ∈ N and 1 < p < ∞, the

boundary of M is of class C m+2, ϕ0 ∈ C m+2(M, N ), A ∈ C m+1(T 4
0 M ⊗ Λn M),
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f 1 ∈ C m(T 0
2 M ⊗ Λn M), f 2 ∈ C m(T 1

2 M ⊗ Λn M), and f [ϕ0] ∈ W m,p(T ∗M ⊗
Λn M). Then ξ ∈ W m+2,p(TM) and satisfies the boundary value problem

−div0 (T lin[ξ]) = f aff [ξ] in M,

ξ = 0 on ∂M.
(11.40)

Furthermore, the mapping A lin : W m+2,p(TM) → W m,p(T ∗M ⊗Λn M) defined by

A lin[η] := div0 T lin[η] + f ′[ϕ0]η for all η ∈ W m+2,p(TM) (11.41)

is linear, bijective, continuous, and its inverse (A lin)−1 is also linear and continuous.

Proof (a)Korn’s inequality, the uniformpositive-definiteness of A, and the smallness
of the linear part of the applied forces (see (11.36)–(11.38)), together imply bymeans
of the Lax-Milgram theorem that the variational equations of linearized elasticity
(11.39) possess a unique solution ξ in the space {ξ ∈ H1(TM); ξ = 0 on Γ1}.

(b) It is clear that the solution of (11.39) is a weak solution to the boundary value
problem (11.40). Since the latter is locally (in any local chart) an elliptic system of
linear partial differential equations, the regularity assumptions on A and f aff and
the standard theory of elliptic systems of partial differential equations imply that this
solution is locally of class W m+2,p; see, e.g., the proof of Theorem6.3-6.6 in [Cia88].
Furthermore, the regularity of the boundary of M together with the assumption that
Γ1 = ∂M imply that ξ ∈ W m+2,p(TM).

The mapping A lin defined in the theorem is clearly linear and continuous. It
is injective, since A lin[ξ] = 0 with ξ ∈ W m+2,p(TM) implies that ξ satisfies the
variational equations (11.39), hence ξ = 0 by the uniqueness part of (a). It is also
surjective since, given any f0 ∈ W m,p(T ∗M ⊗ Λn M), there exists ξ ∈ H1

0 (TM)

such that
∫

M (A : e[ϕ0, ξ]) : e[ϕ0, η] = ∫
M f0 · η for all η ∈ H1

0 (TM) (by part (a)
of the theorem), and ξ ∈ W m+2,p(TM) by the regularity result established above.
That the inverse ofA lin is also linear and continuous follows from the open mapping
theorem. �

Remark 11.6 The regularity assumption A ∈ C m+1(T 4
0 M ⊗Λn M) can be replaced

in Theorem11.7(b) by the weaker regularity A ∈ W m+1,p(T 4
0 M ⊗ Λn M), (m +

1)p > n := dim M , by using improved regularity theorems for elliptic systems of
partial differential equations; cf. [SS09]. �

11.8 Existence Theorem in Nonlinear Elasticity

We show in this section that the boundary value problem of nonlinear elasticity
in a Riemannian manifold (see Theorem11.3) possesses at least a solution in an
appropriate Sobolev space if Γ2 = ∅ and if the applied body forces are sufficiently
small in a sense specified below.The assumption thatΓ2 = ∅means that the boundary
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value problem is of pure Dirichlet type, that is, the boundary condition ϕ = ϕ0 is
imposed on the whole boundary Γ1 = Γ of the manifold M . Thus our objective is
to prove the existence of a deformation ϕ : M → N that satisfies the system (see
Theorem11.3):

−divT [ϕ] = f [ϕ] in intM,

ϕ = ϕ0 on Γ,
(11.42)

where
T [ϕ](x) := g[ϕ](x) · ...Σ(x, E[ϕ0,ϕ](x)), x ∈ M,

f [ϕ](x) := ḟ (x,ϕ(x), Dϕ(x)), x ∈ M,
(11.43)

the functions
...
Σ and ḟ being the constitutive laws of the elastic material and of

the applied forces, respectively (see Sect. 11.4). Recall that the divergence operator
div = div[ϕ] depends itself on the unknown ϕ (since it is induced by the metric
g = g[ϕ] := ϕ∗ĝ) and that ω = ω[ϕ] := ϕ∗ω̂ denotes the volume form on M
corresponding to the metric g[ϕ].

The idea is to seek a solution of the form ϕ := expϕ0
ξ, where ϕ0 : M → N

denotes a natural configuration of the body and ξ : M → TM is a sufficiently regular
vector field in the set

C 0
ϕ0

(TM) := {ξ ∈ C 0(TM); ‖ϕ0∗ξ‖C 0(TN|ϕ(M))
< δ̂(ϕ0(M))},

where δ̂(ϕ0(M)) denotes the injectivity radius of the compact subset ϕ0(M) of N ;
see (11.7) in Sect. 11.3. It is then clear that the deformation ϕ := expϕ0

ξ, ξ ∈
C 1(TM) ∩C 0

ϕ0
(TM), satisfies the boundary value problem (11.42) if and only if the

displacement field ξ satisfies the boundary value problem (the divergence operator
below depends on the unknown ξ)

−divT [expϕ0
ξ] = f [expϕ0

ξ] in intM,

ξ = 0 on Γ.
(11.44)

Given any vector field ξ ∈ C 1(TM) ∩ C 0
ϕ0

(TM), let

A [ξ] := div(T [expϕ0
ξ]) + f [expϕ0

ξ]. (11.45)

The proof of an existence theorem to the boundary value problem (11.44) amounts
to proving the existence of a solution to the equation A [ξ] = 0 in an appropriate
space of vector fields ξ : M → TM satisfying the boundary condition ξ = 0 on Γ .
This will be done by using a variant of Newton’s method, which seeks a zero of A
as the limit of the sequence defined by

ξ1 := 0 and ξk+1 := ξk − A ′[0]−1A [ξk], k ≥ 1. (11.46)
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Anotherway to prove the existence of a zero ofA is to apply theNewton-Kantorovich
theorem (see, e.g., [CM12]), or the local inversion theorem (see Remark11.7(a)), to
the mapping A , but the result would be weaker than Theorem11.8.

The key to applying Newton’s method is to find function spaces X and Y such that
the mappingA : U ⊂ X → Y is differentiable in a neighborhood U of ξ = 0 ∈ X .
The definition (11.45) of A can be recast in the equivalent form

A [ξ] := div((T ◦ expϕ0
)[ξ]) + ( f ◦ expϕ0

)[ξ], (11.47)

where the mappings (T ◦ expϕ0
) and ( f ◦ expϕ0

) are defined at each x ∈ M by the

constitutive equations (the mappings
...
Σ and ḟ are those appearing in (11.43))

((T ◦ expϕ0
)[ξ])(x) = ....

T (x, ξ(x),∇0ξ(x)) := g[ϕ](x) · ...Σ(x, E[ϕ0,ϕ](x)),

(( f ◦ expϕ0
)[ξ])(x) = ....

f (x, ξ(x),∇0ξ(x)) := ḟ (x,ϕ(x), Dϕ(x)),

(11.48)
where ϕ = expϕ0

ξ, for all vector fields ξ ∈ C 1(TM) ∩ C 0
ϕ0

(T M).
Relations (11.48) show that (T ◦expϕ0

) and ( f ◦expϕ0
) are Nemytskii (or substi-

tution) operators. It is well known that such operators are not differentiable between
Lebesgue spaces unless they are linear, essentially because these spaces are not stable
under multiplication. Therefore ξ must belong to a space X with sufficient regularity,
so that the nonlinearity of

....
T and

....
f with respect to (ξ(x),∇0ξ(x)) be compatible

with the desired differentiability of A . Since we also want ξ to belong to a reflex-
ive Sobolev space (so that we could use the theory of elliptic systems of partial
differential equations), we set

X := W m+2,p(TM) ∩ W 1,p
0 (TM) and Y := W m,p(T ∗M ⊗ Λn M) (11.49)

for some m ∈ N and 1 < p < ∞ satisfying (m + 1)p > n, and endow these spaces
with the norms ‖ · ‖X := ‖ · ‖m+2,p and ‖ · ‖Y := ‖ · ‖m,p, respectively.

Note that the normed spaces X and Y are complete, and that the condition (m +
1)p > n is needed to ensure that the Sobolev space W m+1,p(T 1

1 M), to which ∇0ξ
belongs, is stable under multiplication. It also implies that X ⊂ C 1(TM), so the
deformation ϕ = expϕ0

ξ induced by a vector field ξ ∈ X ∩ C 0
ϕ0

(TM) is at least of
class C 1; hence the nonlinear model of elasticity make sense for ξ ∈ X ∩C 0

ϕ0
(TM).

Define
U = BX (δ) := {ξ ∈ X; ‖ξ‖X < δ} ⊂ X (11.50)

as an open ball in X centered at the origin over which the exponential map ϕ =
expϕ0

ξ is well-defined. It suffices for instance to set

δ = δ(ϕ0, m, p) := δ̂(ϕ0(M))

CS(m + 2, p)‖Dϕ0‖C 0(T ∗M⊗ϕ∗
0TN)

, (11.51)
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where CS(m + 2, p) denotes the norm of the Sobolev embedding W m+2,p(TM) ⊂
C 0(TM), since, for all ξ ∈ BX (δ),

‖ϕ0∗ξ‖C 0(TN|ϕ0(M))
= sup

x∈M
|Dϕ0(x) · ξ(x)|

≤ ‖Dϕ0‖C 0(T ∗M⊗ϕ∗
0TN)CS(m + 2, p)‖ξ‖X

< δ̂(ϕ0(M)).

We assume that the reference configuration ϕ0(M) ⊂ N of the elastic body under
consideration is a natural state, and that the reference deformation, the constitutive
law of the elastic material constituting the body, and the applied body forces defined
by (11.48), satisfy the following regularity assumptions:

ϕ0 ∈ C m+2(M, N ),
....
T ∈ C m+1(M × TM × T 1

1 M, T 1
1 M ⊗ Λn M),

(
....
f − f [ϕ0]) ∈ C m(M × TM × T 1

1 M, T ∗M ⊗ Λn M),

(11.52)

and
f [ϕ0] ∈ W m,p(T ∗M ⊗ Λn M), (11.53)

for some m ∈ N and p ∈ (1,∞) satisfying (m +1)p > n. Under these assumptions,
standard arguments about composite mappings and the fact that W m+1,p(M) is an
algebra together imply that the mappings

(T ◦ expϕ0
) : ξ ∈ BX (δ) → T [expϕ0

ξ] ∈ W m+1,p(T 1
1 M ⊗ Λn M),

( f ◦ expϕ0
) : ξ ∈ BX (δ) → f [expϕ0

ξ] ∈ W m,p(T ∗M ⊗ Λn M),

are of class C 1 over the open subset BX (δ) of the Banach space X . Since A [ξ] =
divT [expϕ0

ξ] + f [expϕ0
ξ] for all ξ ∈ BX (δ), the mappingA belongs to the space

C 1(BX (δ), Y).
Finally,we assume that the elasticity tensor field A = A0×ω0,whereω0 := ϕ∗

0ω̂,
of the elasticmaterial constituting the body under consideration is uniformly positive-
definite, that is, there exists a constant CA0 > 0 such that

(A0(x) : H(x)) : H(x) ≥ CA0 |H(x)|2, where |H(x)|2 := g0(x)(H(x), H(x)),

(11.54)

for almost all x ∈ M and all H(x) ∈ S2,x M (the same condition as in linearized
elasticity; see (11.37)).

We are now in a position to establish the existence of a solution to the Dirichlet
boundary value problem of nonlinear elasticity in a Riemannian manifold if the
density f [ϕ0], respectively the first variation f ′[ϕ0], of the applied body forces
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acting on, respectively in a neighborhood of, the reference configuration ϕ0(M) are
both small enough in appropriate norms.

Theorem 11.8 Suppose that the reference deformation ϕ0 and the constitutive laws....
T and

....
f satisfy the regularity assumptions (11.52) and (11.53), that the elasticity

tensor field A = A0 ⊗ ω0 satisfy the inequality (11.54), and that the manifold M
possesses a non-empty boundary of class C m+2. Let A : BX (δ) ⊂ X → Y denote
the (possibly nonlinear) mapping defined by (11.45), (11.49), and (11.51).

(a) Assume that the first variation of the density of the applied body forces at ϕ0
satisfies the smallness assumption:

‖ f ′[ϕ0]‖L (H1(TM), L2(T ∗M⊗Λn M)) <
CA0

(2CK )2
, (11.55)

where CK denotes the constant appearing in Korn’s inequality (11.36).
Then the mapping A is differentiable over the open ball BX (δ) of X, A ′[0] ∈

L (X, Y ) is bijective, and A ′[0]−1 ∈ L (Y , X). Moreover, A ′[0] = A lin is pre-
cisely the differential operator of linearized elasticity defined by (11.41).

(b) Assume in addition that the density of the applied body forces acting on the
reference configuration ϕ0(M) of the body satisfies the smallness assumption:

‖ f [ϕ0]‖Y < ε1 := sup
0<r<δ

r
(
‖A ′[0]−1‖−1

L (Y ,X)
− sup

‖ξ‖X <r
‖A ′[ξ] − A ′[0]‖L (X,Y)

)
.

(11.56)

Then the equation A [ξ] = 0 has a unique solution ξ in an open ball BX (δ1) ⊂
BX (δ), where δ1 is any number in (0, δ) for which

‖ f [ϕ0]‖Y < δ1

(
‖A ′[0]−1‖−1

L (Y ,X)
− sup

‖ξ‖X <δ1

‖A ′[ξ] − A ′[0]‖L (X,Y)

)
. (11.57)

Moreover, the mapping ϕ := expϕ0
ξ satisfies the boundary value problem (11.42)

and (11.43).
(c) Assume further that ϕ0 is injective and orientation-preserving. Then there

exists ε2 ∈ (0, ε1) such that, if ‖ f [ϕ0]‖Y < ε2, the deformation ϕ := expϕ0
ξ found

in (b) is injective and orientation-preserving.

Proof (a) It is clear from the discussion preceding the theorem thatA ∈ C 1(BX (δ),
Y). Let ξ ∈ BX (δ) and let ϕ := expϕ0

ξ. We have seen in the Sect. 11.6 that

div T [ϕ] + f [ϕ] = div0 T lin[ξ] + f aff[ξ] + o(‖ξ‖C 1(T M)),

where div and div0 denote the divergence operators induced by the connections
∇ := ∇[ϕ] and ∇0 := ∇[ϕ0], respectively; cf. relations (11.33) and (11.34).

Using the definitions of the mappings f aff, A lin, and A (see (11.27) , (11.41),
and (11.45), respectively) in this relation, we deduce that
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A [ξ] = f [ϕ0] + A lin[ξ] + o(‖ξ‖C 1(TM)).

This relation shows thatA ′[0] = A lin. SinceA lin is precisely the differential oper-
ator appearing in Theorem11.7(b), and since assumption (11.55) of Theorem 11.8
is the same as assumption (11.38) of Theorem11.7 when Γ2 = ∅, Theorem11.7(b)
implies that A ′[0] ∈ L (X, Y) is bijective and A ′[0]−1 ∈ L (Y , X).

(b) The idea is to prove that the relations

ξ1 := 0 and ξk+1 := ξk − A ′[0]−1A [ξk], k ≥ 1,

define a convergent sequence in X , since then its limit will clearly be a zero of A .
This will be done by applying the contraction mapping theorem to the mapping
B : V ⊂ BX (δ) → Y defined by

B[ξ] := ξ − A ′[0]−1A [ξ].

The set V has to be endowed with a distance that makes V a complete metric space
and must be defined in such a way thatB be a contraction and B[V ] ⊂ V .

Since the mappingA ′ : BX (δ) → L (X, Y ) is continuous, it is clear that ε1 > 0.
Hence there exists δ1 ∈ (0, δ) such that

‖ f [ϕ0]‖Y < δ1

(
‖A ′[0]−1‖−1

L (Y ,X)
− sup

‖ξ‖X <δ1

‖A ′[ξ] − A ′[0]‖L (X,Y)

)
. (11.58)

Note that this definition is the same as that appearing in the statement of the theorem;
cf (11.57). So pick such a δ1 and define

V = BX (δ1] := {ξ ∈ X; ‖ξ‖X ≤ δ1}

as the closed ball in X of radius δ1 centered at the origin of X . As a closed subspace
of the Banach space (X, ‖·‖X ), the set BX (δ1] endowed with the distance induced by
the norm ‖ · ‖X is a complete metric space. Besides, the mappingB : BX (δ1] → X
is well defined since BX (δ1] ⊂ BX (δ). It remains to prove that B is a contraction
and that B[BX (δ1]] ⊂ BX (δ1].

Let ξ and η be two elements of BX (δ1]. Then

‖B[ξ] − B[η]‖X ≤ ‖A ′[0]−1‖L (Y ,X)‖A [η] − A [ξ] − A ′[0](ξ − η)‖Y .

The mean value theorem applied to the mapping A ∈ C 1(BX (δ), Y) next implies
that

‖B[ξ] − B[η]‖X ≤ CB‖ξ − η‖X ,

where
CB := ‖A ′[0]−1‖L (Y ,X) sup

‖ζ‖<δ1

‖A ′[ζ] − A ′[0]‖L (X,Y).



340 C. Mardare

But the inequality (11.58) implies that

CB = 1 − ‖A ′[0]−1‖L (Y ,X)

(
‖A ′[0]−1‖−1

L (Y ,X) − sup
‖ζ‖<δ1

‖A ′[ζ] − A ′[0]‖L (X,Y)

)

< 1 − ‖A ′[0]−1‖L (Y ,X)

‖ f [ϕ0]‖Y

δ1
≤ 1,

which shows that B is indeed a contraction on BX (δ1].
Let ξ be any element of BX (δ1]. Since

‖B[ξ]‖X ≤ ‖B[0]‖X + ‖B[ξ] − B[0]‖X ≤ ‖A ′[0]−1 f [ϕ0]‖X + CBδ1,

the above expression of CB and the inequality (11.58) yield

‖B[ξ]‖X ≤ ‖A ′[0]−1‖L (Y ,X)

(
‖ f [ϕ0]‖Y + δ1 sup

‖ζ‖<δ1

‖A ′[ζ] − A ′[0]‖L (X,Y)

)
< δ1,

which shows that B[BX (δ1]] ⊂ BX (δ1].
The assumptions of the contraction mapping theorem being satisfied by the map-

ping B, there exists a unique ξ ∈ BX (δ1] such that B[ξ] = ξ, which means that
ξ satisfies the equation A [ξ] = 0. This equation being equivalent to the boundary
value problem (11.44), the deformation ϕ := expϕ0

ξ satisfies the boundary value
problem (11.42) and (11.43).

(c) The contraction mapping theorem shows that the rate at which the sequence
ξk = Bk[0], k = 1, 2, . . ., converges to the solution ξ of the equation A [ξ] = 0
satisfies

‖ξk − ξ‖X ≤ (CB)k

1 − CB
‖B[0]‖X .

In particular, for k = 0,

‖ξ‖X ≤ 1

1 − CB
‖B[0]‖ ≤ ‖A ′[0]−1‖L (Y ,X)

1 − CB
‖ f [ϕ0]‖Y ≤ CA ‖ f [ϕ0]‖Y ,

(11.59)
where

CA :=
{
‖A ′[0]−1‖−1

L (Y ,X)
− sup

‖ζ‖<δ1

‖A ′[ζ] − A ′[0]‖L (X,Y)

}−1
.

The Sobolev embeddingW m+2,p(TM) ⊂ C1(TM) being continuous, themapping

η ∈ BX (δ1] → ψ := expϕ0
η ∈ C 1(M, N ) → det(Dψ) ∈ C 0(M)

is also continuous. Note also that minz∈M det(Dϕ0(z)) > 0 since ϕ0 is orientation-
preserving and M is compact. It follows that there exists 0 < δ2 ≤ δ1 such that
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‖η‖X < δ2 ⇒ ‖ det(Dψ) − det(Dϕ0)‖C 0(M) < min
z∈M

det(Dϕ0(z)),

which next implies that

‖η‖X < δ2 ⇒ det(Dψ(x)) > 0 for all x ∈ M. (11.60)

Assume now that the applied forces satisfy ‖ f [ϕ0]‖Y < ε2 := δ2/CA . Then
the relations (11.59) and (11.60) together show that the deformation ϕ := expϕ0

ξ,
where ξ ∈ BX (δ1] denotes the solution of the equation A [ξ] = 0, satisfies

det(Dϕ(x)) > 0 for all x ∈ M,

which means that ϕ is orientation-preserving.
Moreover, since ϕ = ϕ0 on ∂M and ϕ0 : M → N is injective, the inequality

det Dϕ(x) > 0 for all x ∈ M implies that ϕ : M → N is injective; cf. Ciarlet
[Cia88, Theorem 5.5-2]. �

Remark 11.7 (a) The mapping F : BX (δ) ⊂ X → Y defined by

F [ξ] := A [ξ] − f [ϕ0]

satisfies the assumptions of the local inversion theorem at the origin of X if the
assumption (11.55) is satisfied. Hence there exist constants δ3 > 0 and ε3 > 0 such
that the equation F [ξ] = − f [ϕ0], or equivalently

A [ξ] = 0,

has a unique solution ξ ∈ X , ‖ξ‖X < δ3, if ‖ f [ϕ0]‖Y < ε3. Using the Banach con-
traction theorem instead of the local inversion theorem in the proof of Theorem11.7
provides (as expected) explicit estimations of the constants δ3 and ε3, namely δ3 = δ1
and ε3 = ε1 (see (11.56) and (11.57) for the definitions of ε1 and δ1).

(b) Previous existence theorems for the equations of nonlinear elasticity in Euclid-
ean spaces (see, e.g., Ciarlet [Cia88] and Valent [Val88]) can be obtained from Theo-
rem11.8bymaking additional assumptions on the applied forces: either

....
f − f [ϕ0] =

0 in the case of “dead” forces, or
....
f ∈ C m(M × TM × T 1

1 M, T ∗M ⊗ Λn M) in the
case of “live” forces.

(c) Theorem11.7 (a) and (b) can be generalized to mixed Dirichlet-Neumann
boundary conditions provided that Γ 1 ∩ Γ 2 = ∅, since in that case the regularity
theorem for elliptic systems of partial differential equations still holds. �
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Part V
Fluids and Liquid Crystals



Chapter 12
Calculating the Bending Moduli
of the Canham–Helfrich Free-Energy Density

Brian Seguin and Eliot Fried

Abstract The Canham–Helfrich free-energy density for a lipid bilayer involves the
mean and Gaussian curvatures of the midsurface of the bilayer. The splay and saddle-
splay moduli κ and κ̄ regulate the sensitivity of the free-energy density to changes
in the values of these curvatures. Seguin and Fried derived the Canham–Helfrich
energy by taking into account the interactions between the molecules comprising
the bilayer, giving rise to integral representations for the moduli in terms of the
interaction potential. In the present work, two potentials are chosen and the integrals
are evaluated to yield expressions for the moduli, which are found to depend on
parameters associated with each potential. These results are compared with values
of the moduli found in the current literature.

12.1 Introduction

Biomembranes are ubiquitous in nature. An essential element of a biomembrane is a
lipid bilayer, which is composed of phospholipid molecules. These molecules have
hydrophilic head groups and a pair of hydrophobic tails. Due to these properties,
when a large number of lipid molecules are placed in a solution, they self-assemble,
under suitable conditions, into two-dimensional structures consisting of two leaflets
(or monolayers). The lipid molecules are oriented so that the tails of the molecules in
each leaflet are in contact with each other, while the head groups are in contact with
the suspending solution; see, for example, Lasic [Las88]. These two-dimensional
structures often close to form vesicles and are usually between 50 nm and tens of
micrometers in diameter but only a few nanometers thick, as observed by Luisi
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and Walde [LW00]. Due to these dimensions, lipid bilayers are usually modeled as
surfaces.

An accepted expression for the free-energy density of a lipid bilayer takes the
form

ψ = 2κ(H − H◦)2 + κ̄K , (12.1)

where H and K denote the mean and Gaussian curvatures of the midsurface of the
bilayer, κ and κ̄ are the splay and saddle-splay moduli, respectively, and H◦ is the
spontaneous mean-curvature, which describes the natural, local shape of the bilayer.
While Helfrich [Hel73] first suggested (12.1) as a model for lipid bilayers, Canham
[Can70] previously proposed (12.1) with H◦ = 0 as a model for red blood cells.
Therefore (12.1) is commonly called the Canham–Helfrich free-energy density.

Most often, κ and κ̄ are viewed as material parameters, as is H◦, and this view is
adopted here. Whereas κ is always positive and can be measured in numerous ways,
including, for example, flicker spectroscopy [BL75, SJW84] and x-ray scattering
[LN04, TN07], κ̄ is more difficult to quantify. Part of the problem in determining κ̄
is related to the Gauss–Bonnet theorem [doC76], which states that the integral of the
Gaussian curvature K over a surface depends only on the topology and boundary of
that surface. Granted that κ̄ is constant and that the bilayer is closed, the second term
on the right-hand side of (12.1) therefore plays a role only in particular processes,
such as fusion and fission events, or in multiphase lipid bilayers.

Despite this difficulty, experimental and numerical strategies for obtaining κ̄ do
exist. As κ is relatively easily obtained, it is convenient to specify κ̄ through the
ratio κ̄/κ. This ratio is typically found to be negative, with magnitude depending
on the constitution of the bilayer. While experiments conducted by Baumgart et al.
[BDW05] and by Lorzen et al. [LSH86] delivered values of κ̄/κ close to−1 (namely
−0.9± 0.38 and −0.83± 0.12, respectively), experiments conducted by Semrau et
al. [SIHSS08] delivered values of κ̄/κ between −0.63 and −0.31. Coarse-grained
numerical simulations performed by Hu et al. [HBD12] and Hu et al. [HdMD13]
yielded values of −0.95 ± 0.1 and −1.04 ± 0.03, respectively. On the basis of
a microscopic model for amphiphilic molecules dissolved in water, Chacón et al.
[CST98] obtained a value of κ̄/κ of approximately −1.18.

A derivation of the Canham–Helfrich free-energy density based on considering
the interactions between the lipid molecules that comprise the bilayer was carried out
by Seguin and Fried [SF14]. That derivation provides integral representations for the
moduli in terms of a generic interaction potential. In the present work, two potentials
are considered, and the integrals are evaluated to obtain κ and κ̄. Before performing
these calculations, two simplifying postulates are imposed: the lipid molecules com-
prising the bilayer are assumed to be (a) identical and (b) uniformly distributed. The
resulting moduli are described in terms of several parameters. Besides the molecular
number density, these parameters fall into two categories: those determined by the
dimensions of the molecules and those appearing in the interaction potential. It is
shown that the first potential considered, which is an anisotropic Gaussian potential
based on those of Berne and Pechukas [BP72] and Gay and Berne [GB81], is not
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able to capture a significant majority of the values for the bending moduli found in
the literature. Thismotivates consideration of an anisotropic spherocylinder potential
introduced recently by Lintuvuori andWilson [LW08], which performs much better.

The paper is organized as follows. Synopses of the salient features of surface
geometry and the derivation of Seguin and Fried [SF14] respectively appear in
Sects. 12.2 and 12.3. Section12.4 contains two subsections, one for each of the
potentials considered. For each potential, the bending moduli are calculated and
the resulting expressions are compared to what can be found in the literature.

12.2 Geometry of Surfaces

Consider a smooth, orientable surface S in a three-dimensional Euclidean point
space. Let n denote a smooth mapping that determines a unit normal at each point of
the surface. Given a mapping h : S −→ W defined on the surface that takes values
in some vector space W , the surface gradient ∇Sh of h can be defined by

∇S
x h := ∇x he(1 − n(x) ⊗ n(x)) for all x ∈ S, (12.2)

where he is an extension of h to a neighborhood of x and ∇x he is the classical three-
dimensional gradient of this extension at x . Importantly, it can be shown that the
definition of the surface gradient is independent of the extension appearing on the
right-hand side of (12.2).

Of particular interest is the curvature tensor L := −∇Sn, the negative of the
surface gradient ∇Sn of n, which is a second-order tensor field defined on S. The
tensor L is symmetric and has two scalar invariants: the mean curvature H and
Gaussian curvature K , as defined by

H := 1

2
tr L (12.3)

and

K := 1

2
[(tr L)2 − tr(L2)]. (12.4)

If λ1 and λ2 are the two nontrivial eigenvalues of L, often called the principle
curvatures, then (12.3) and (12.4) yield

H = 1

2
(λ1 + λ2) and K = λ1λ2. (12.5)
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12.3 Recapitulation of the Derivation
of the Canham–Helfrich Free-Energy Density

The derivation of Seguin and Fried [SF14] rests on four assumptions:

(i) the thickness of the bilayer is small relative to its average diameter;
(ii) the (phospholipid) molecules can be modeled as one-dimensional rigid rods;
(iii) the molecules do not tilt relative to the orientation of the bilayer;
(iv) interactions between the bilayer and the solution are negligible.

Assumption (i), which is often made in models for lipid bilayers [LW00], allows
the lipid bilayer to be identified with its midsurface S. This surface may adopt a
large variety of shapes; however, being made up of molecules of a finite size, it
cannot support arbitrarily large curvatures. Let � denote the smallest stable radius of
curvature that the bilayer may exhibit. From here on, assume that the bilayer is in a
given, fixed configuration S at a fixed temperature.

For each leaflet i = 1, 2 of the bilayer, introduce a molecular number density Wi

defined on S and measured per unit area of S. Let day denote the area element on
S. The total number of molecules in leaflet i = 1, 2 is then given by the integral

∫

S
Wi (y) day . (12.6)

Taking Wi to be defined on S amounts to assuming that the centers of the lipid
molecules of both leaflets lie on S, which is consistent with assuming that the bilayer
is thin relative to its average diameter. In general, the number densities of the leaflets
may differ.

On the basis of Assumption (ii), the configuration of each molecule in the bilayer
may be described by a point on S and a unit-vector-valued director, with the point
representing the center of the rod and the director representing the orientation of the
rod. Without loss of generality, it is assumed that the director tips point toward the
headgroups of the molecules. It is further assumed that the interaction between a pair
of molecules at two different points on S is governed by a potential that depends
on the vector connecting the points and the directors at the points and is restricted
such that only molecules separated by distances less than some cutoff distance d
may interact. Moreover, d is required to be small relative to the smallest radius of
curvature � the bilayer can support, so that d � � or, equivalently,

ε := d

�
� 1. (12.7)

As will be discussed in the next section, instead of possessing a cutoff distance, some
potentials decay rather rapidly as the distance between the interacting molecules
increases. For such potentials, it is possible to define an effective cutoff distance
beyond which the interaction is negligible and, thus, may be neglected.
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Choose points x and y on S and consider a molecule at x with orientation d
and a molecule at y with orientation e. The points x and y should be thought of
as coincident with the centers of the molecules. Suppose that interactions between
the molecules at x and y are governed by a potential Φ, with dimensions of energy,
depending on the vectors r = x − y, d, and e. Granted that Φ is frame-indifferent,
its dependence on the foregoing quantities must reduce to dependence on the scalars
r · r, r · d, r · e, and d · e. Assume that this dependence takes the form

Φ(r, d, e) = φ(ε−2r · r, r · d, r · e, d · e), (12.8)

where φ satisfies

φ(s2, a, b, c) = 0 if s ≥ � for all (a, b, c) ∈ R × R × [−1, 1]. (12.9)

The stipulation (12.9) ensures that the molecules at x and y interact only if the
distance r = |r| between x and y obeys

r < d = ε�. (12.10)

In contrast toΦ, φ is independent of d. Importantly, the interaction energy φ between
twomolecules can change onflipping the head group and tails of one of themolecules.
Interaction potentials of this form may therefore account for differences between the
polarities of the head group and tails of a lipid molecule. Taking Φ to depend on
the cutoff distance d as indicated in (12.8) is motivated by the work of Keller and
Merchant [KM91].

Aside from potentials Φ11 and Φ22 that account for interactions between mole-
cules in each leaflet, it is generally necessary to consider a potential Φ12 = Φ21 that
accounts for interactions betweenmolecules belonging to different leaflets. Although
the particular forms of the potentialsΦ11,Φ22, andΦ12 = Φ21 may differ, they share
the same general properties to the extent that they satisfy (12.8) and (12.9).

Without loss of generality, orient S with a unit-normal field that points into the
region adjacent to the head groups of leaflet 1 and denote that field by n. On the
basis of Assumption (iii), it follows that the directors of molecules in leaflets 1 and
2 coincide with n and −n, respectively. Bearing in mind the cutoff property (12.9),
define Sd(x) by

Sd(x) := {y ∈ S : |x − y| ≤ d}. (12.11)

Seguin and Fried [SF14] argued that the interactions between the lipid molecules
making up the bilayer contribute to the free-energy densityψ through the four terms1

1Following the lead of Keller and Merchant [KM91], Seguin and Fried [SF14] scaled the integrals
in (12.12)–(12.15) by ε−2. However, upon evaluating these integrals for a particular potential, it
transpires that the results scale more appropriately if the factor ε−2 is not introduced.
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ψ11(x) := 1

2

∫

Sd (x)

Φ11(x − y, n(x), n(y))W1(x)W1(y) day, (12.12)

ψ22(x) := 1

2

∫

Sd (x)

Φ22(x − y,−n(x),−n(y))W2(x)W2(y) day, (12.13)

ψ12(x) := 1

2

∫

Sd (x)

Φ12(x − y, n(x),−n(y))W1(x)W2(y) day, (12.14)

ψ21(x) := 1

2

∫

Sd (x)

Φ21(x − y,−n(x), n(y))W2(x)W1(y) day . (12.15)

The integral in (12.12) represents the contribution to the free-energy density coming
from the interactions between the molecules in leaflet 1 at x and all other molecules
in leaflet 1. The integral in (12.13) is an analogous contribution involving leaflet 2.
The integral in (12.14) accounts for the interactions between the molecules in leaflet
1 at x and the molecules in leaflet 2. The integral in (12.15) is analogous to that in
(12.14), but with the roles of the two leaflets interchanged. The factors of one-half in
(12.12)–(12.15) ensure that the energy is not double counted. By Assumption (iv),
these integrals sum to yield the net free-energy density

ψ = ψ11 + ψ22 + ψ12 + ψ21. (12.16)

On substituting (12.12)–(12.15) into the right-hand side of (12.16), ψ can be
expanded in powers of ε up to order ε4 with the objective of capturing dependence
on the curvature of S. This expansion takes the form

ψ = ψ0 + 2κ(H − H◦)2 + κ̄(K − K◦), (12.17)

where ψ0, κ, κ̄, H◦, and K◦ are given in terms of Φi j and Wi . Here K◦ is the
spontaneous Gaussian curvature. The homogeneous contribution ψ0 to ψ is of order
ε2 and the splay and saddle-splay moduli κ and κ̄ are of order ε4. Terms of order
greater than ε4 are neglected. A factor of ε2 appears in all terms on the right-hand
side of (12.17) because the integrals in (12.12)–(12.15) are over a surface with
area of order ε2. The moduli κ and κ̄ contain another factor of ε2 because they
stem from the first nontrivial term in the Taylor expansion. A detailed derivation of
(12.17) is provided by Seguin and Fried [SF14]. The quantities ψ0, κ, κ̄, H◦, and
K◦ generally depend on the point x in S through the molecular number densities
Wi , i = 1, 2. Thus, ψ may depend on x not only through the mean and Gaussian
curvatures of S at x but also through the values of splay and saddle-splay moduli
and the spontaneous mean and Gaussian curvatures at x . As Seguin and Fried [SF14]
mentioned, the termψ0 is independent of the shape of themembrane and is commonly
neglected in the Canham–Helfrich free-energy density, although Helfrich [Hel73],
for example, did include and discuss it. However, due to implicit dependence of
Wi on temperature, concentration, and relevant electromagnetic fields, that term
encompasses their effects. Moreover, κ and κ̄ depend on these influences implicitly
through Wi .
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Suppose now that:

1. the molecules of each leaflet are uniformly distributed and the distribution in both
leaflets is identical;

2. all of the molecules comprising the bilayer are identical.

As a consequence of Item 1, there is a constant W such that

W = W1(x) = W2(x) for all x ∈ S. (12.18)

Further, as a consequence of Item 2, there is a potential Φ such that

Φ = Φ11 = Φ22 = Φ12 = Φ21. (12.19)

Granted (12.18) and (12.19), the spontaneous curvatures vanish and (12.17) takes
the form

ψ = ψ0 + 2κH2 + κ̄K . (12.20)

To provide detailed expressions for ψ0, κ, and κ̄, it is convenient to first introduce
the notational conventions

φ,0(s, a) := φ(s2, 0, 0, a) (12.21)

and

φ,k(s, a) := ∂φ(ξ1, ξ2, ξ3, ξ4)

∂ξk

∣
∣
∣
∣
(ξ1,ξ2,ξ3,ξ4)=(s2,0,0,a)

, k ∈ {1, 2, 3, 4}. (12.22)

In view of (12.18) and (12.19), the term ψ0 in (12.20) is given by

ψ0 := 2πε2W 2
∫ �

0

[
φ,0(r, 1) + φ,0(r,−1)

]
r dr (12.23)

and the bending moduli κ and κ̄ are

κ := B + C (12.24)

and
κ̄ := −B, (12.25)

with B and C defined according to

B := πε4W 2
∫ �

0
[φ,0(r, 1) − φ,4(r, 1) + φ,0(r,−1) + φ,4(r,−1)]r3 dr, (12.26)
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and

C := 3πε4

8
W 2

∫ �

0
[φ,1(r, 1) + φ,1(r,−1)]r5 dr. (12.27)

The signs of κ and κ̄ are sometimes set by the signs of φ,0, φ,1, and φ,4, which
are determined by the properties of the potential φ. In particular, the sign of φ,1 is
linked to whether φ is attractive or repulsive:

• if the potential is attractive, then

φ,1(r,±1) ≥ 0 for all r; (12.28)

• if the potential is repulsive, then

φ,1(r,±1) ≤ 0 for all r. (12.29)

Potentials may, of course, possess attractive and repulsive domains, as is the case for
the Gay–Berne [GB81] potential φGB, for which the sign of φGB

,1 (r,±1) depends on
r . If φ obeys (12.9) and is attractive (repulsive), then φ,0 ≤ 0 (φ,0 ≥ 0).

Evaluating the potential and its partial derivatives at the values (s2, 0, 0,±1) (see
(12.21)–(12.23), (12.26) and (12.27)) is akin to considering side-by-side configura-
tions for the molecules. In particular, the sign of φ,4(r,±1) is linked to whether such
a configuration is favorable:

• if side-by-side configurations are favorable, then

φ,4(r, 1) ≤ 0 and φ,4(r,−1) ≥ 0 for all r; (12.30)

• if side-by-side configurations are unfavorable, then

φ,4(r, 1) ≥ 0 and φ,4(r,−1) ≤ 0 for all r. (12.31)

In view of (12.24)–(12.27) and the foregoing observations, κ ≥ 0 and κ̄ ≤ 0 for a
repulsive potential that favors side-by-side configurations but κ ≤ 0 and κ̄ ≥ 0 for
an attractive potential that does not favor side-by-side configurations. Since κ ≤ 0
is physically unsound, it is unreasonable to use an attractive potential that does not
favor side-by-side configurations. If the potential is neither attractive nor repulsive,
then determining the signs of κ and κ̄ is more involved.

12.4 Calculations Using Particular Potentials

In this section, the bending moduli κ and κ̄ are computed using two potentials, and
the results are discussed. Prior to this, a few words on the choice of the potentials
seem appropriate.
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The literature is replete with potentials designed to describe the interactions
between molecules. Of interest here are potentials appropriate to molecules resem-
bling one-dimensional rods possessing an axis of symmetry and being relatively long
in that direction.

It is possible to consider two categories of pair potentials: those with hard cores
and those with soft cores. The energy of a hard-core potential becomes infinite as the
distance between the interacting molecules approaches zero. This property reflects
the impossibility of molecular overlap. For a soft-core potential, the energy tends to
a finite value as the distance between the molecules approaches zero.

In the present work, only soft-core potentials are considered. This is because
the model for the lipid bilayer considered here is continuous rather than discrete.
To compute the moduli κ and κ̄, interactions between molecules arbitrarily close
togethermust be considered. Since hard-core potentials blowup asmolecules become
arbitrarily close, using a hard-core potential would result in infinite bending moduli,
which is certainly not useful.

12.4.1 An Anisotropic Gaussian Potential

The first potential considered will exhibit a multiplicative decomposition in which
one factor, referred to as the strength parameter, is independent of the distance
between the molecules, while the other factor depends on distance and tends to
zero as it approaches infinity. To illustrate the properties of such a potential, consider
axisymmetric particles at x and y with respective directors d and e. Introduce the
unit vector

r̂ = r
r
, r = |r|, (12.32)

in the direction of r = x − y 
= 0. A potential Φ manifesting the aforementioned
multiplicative decomposition can be written in the form

Φ(r, d, e) = S(r̂, d, e)Σ(r, d, e), (12.33)

where S is the strength parameter,2 and where Σ satisfies

lim
r→∞ Σ(r, d, e) = 0. (12.34)

For particles with an axis of symmetry, it is common to consider a “Gaussian”
potential. A short survey of such potentials is given by Walmsley [Wal77], who
observes that for a Gaussian potential it is common to choose Σ to have the form

Σ(r, d, e) = f (r−1σ(r̂, d, e)), (12.35)

2The strength parameter is commonly denoted by ε, but that symbol is already used here in a
different context.
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whereσ is the range parameter. Not all potentials are of the type described by (12.35).
A noteworthy exception is due to Gay and Berne [GB81], who use σ but choose an
expression for Σ not contained within the class considered by Walmsley [Wal77].

For the strength parameter S, an expression proposed by Gay and Berne [GB81]
is used. This expression has the form

S(r̂, d, e) := S0S1(d, e)ν S2(r̂, d, e)μ, (12.36)

where S0, ν, and μ are parameters to be chosen and S1 and S2 are given by

S1(d, e) := 1
√
1 − χ2(d · e)2

(12.37)

and

S2(r, d, e) := 1 − χ′

2

(
(r̂ · d + r̂ · e)2

1 + χ′(d · e)
+ (r̂ · d − r̂ · e)2

1 − χ′(d · e)

)

. (12.38)

Here, χ and χ′ are defined in accord with

χ := ρ2 − 1

ρ2 + 1
and χ′ := 1 − (εE/εS)1/μ

1 + (εE/εS)1/μ
, (12.39)

where ρ is the aspect ratio (length divided by diameter) of a molecule and εE and εS

are the strength parameters for end-to-end and side-to-side interactions. For slender
molecules, ρ is closer to infinity than to 0 and, thus, χ is closer to 1 than 0.

Following Berne and Pechuckas [BP72], Σ is taken to be of the form

Σ(r, d, e) := exp

(

− r2

σ(r̂, d, e)2

)

, (12.40)

with the range parameter σ given by

σ(r̂, d, e) := σ0
[

1 − χ

2

(
(r̂ · d + r̂ · e)2

1 + χ d · e
+ (r̂ · d − r̂ · e)2

1 − χ d · e

)]1/2 , (12.41)

where, on using D to denote the diameter of a molecule,

σ0 := √
2D. (12.42)

The particular choice (12.40) of Σ leads to a potential that does not have a cutoff
distance. However, as Earl [Ear03] observes, since the potential decays exponentially
as the ratio r/σ0 becomes large, it is reasonable to define an effective cutoff distance

d = 3σ0. (12.43)
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Looking at (12.23)–(12.27), the interaction potential φ only enters ψ0 and the
moduli κ and κ̄ through the expressions

φ,0(r,±1) = S0
(1 − χ2)ν/2 exp

(

−d2r2

�2σ2
0

)

, (12.44)

φ,1(r,±1) = − S0d2

(1 − χ2)ν/2�2σ2
0

exp

(

−d2r2

�2σ2
0

)

, (12.45)

φ,4(r,±1) = ± S0χ2ν

(1 − χ2)1+ν/2 exp

(

−d2r2

�2σ2
0

)

. (12.46)

From (12.44)–(12.46) it is clear thatψ0,κ, and κ̄ can be determinedwithout reference
to the values of μ and χ′ but are, however, influenced by ν, S0, σ0, and χ. As it
transpires that working with σ0 and χ is more convenient than ρ and D, only σ0 and
χ will be used hereafter.

Notice that only the last ofφ,0(r, a),φ,1(r, a), andφ,4(r, a), is sensitive towhether
a = 1 or a = −1. This observation can be interpreted once it is taken into consider-
ation that φ,2(r, a) = φ,3(r, a) = 0 and, as Seguin and Fried [SF12] found, that the
force f and couple C exerted on a molecule at x with director e from a molecule at
x + r with director d are given respectively by

f = −2ε−2φ,1r − φ,2d − φ,3e (12.47)

and
C = −φ,2d ∧ r − φ,4d ∧ e. (12.48)

The insensitivity of φ,0 and φ,1 to whether a = 1 or a = −1 implies that the
interaction energy and forces between molecules in side-by-side configurations are
the same regardless of how themolecules are oriented relative to each other. However,
sinceφ,4(r, a) is sensitive towhethera = 1 ora = −1, in side-by-side configurations
the couple exerted by onemolecule on another is influenced bymolecular orientation.

The sign of the parameter ν deserves some discussion. The absolute value of ν
determines the extent to which the strength of the interaction between molecules
is affected by their relative orientation. Whereas parallel configurations of mole-
cules are preferred for ν < 0, perpendicular configurations are preferred for ν > 0.
Molecular orientation does not influence the strength of the interaction if the orien-
tation strength vanishes. Since the lipid molecules comprising the bilayer prefer to
be parallel, a negative value of the orientation strength is appropriate.

Notice that the potential specified in this subsection is repulsive. Using this poten-
tial begs the question as to what causes the lipid molecules to self-assemble into a
bilayer. That process emanates from interactions between the molecules and the host
solution, interactions that cause the molecules to arrange themselves to shield their
tails from the solution. The model utilized here does not address this phenomenon.
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Rather, it presumes that the molecules are already configured in the shape of a bilayer
and that the energy of this structure is due to the interaction between the molecules
comprising the bilayer.

Using (12.44)–(12.46) in the integrals appearing on the right-hand sides of the
expression (12.23) for the zero curvature contribution ψ0 to the free-energy density
and the definitions (12.26) and (12.27) of the quantities B andC needed to determine
the bending moduli κ and κ̄ through (12.24) and (12.25) leads to integrals that can
be evaluated in closed form using identities provided by Albano et al. [AABM11].
Specifically, with (12.44), using (12.7), the right-hand side of (12.23) gives

2πε2W 2
∫ �

0

[
φ,0(r, 1) + φ,0(r,−1)

]
r dr = 2πS0σ2

0W 2

(1 − χ2)ν/2

[

1 − exp

(

− d2

σ2
0

)]

,

(12.49)

while, with (12.44) and (12.46), the right-hand side of (12.26) gives

πε4W 2
∫ �

0
[φ,0(r, 1) − φ,4(r, 1) + φ,0(r,−1) + φ,4(r,−1)]r3 dr

= π(1 − χ2 − χ2ν)S0σ4
0W 2

(1 − χ2)1+ν/2

[

1 −
(

1 + d2

σ2
0

)

exp

(

− d2

σ2
0

)]

, (12.50)

and, with (12.45), the right-hand side of (12.27) gives

3πε4W 2

8

∫ �

0
[φ,1(r, 1) + φ,1(r,−1)]r5 dr

= − 3πS0σ4
0W 2

4(1 − χ2)ν/2

[

1 −
(

1 + d2

σ2
0

+ d4

2σ4
0

)

exp

(

− d2

σ2
0

)]

. (12.51)

On invoking the definition (12.43) of the effective cutoff distance, the terms in square
brackets on right-hand sides of (12.49)–(12.51) are all well approximated by 1. With
this in mind, (12.23) and (12.49) yield

ψ0 = 2πS0σ2
0�

2W 2

(1 − χ2)ν/2 , (12.52)

(12.24), (12.26), (12.27), (12.50) and (12.51) yield

κ = π(1 − χ2 − 4χ2ν)S0σ4
0�

4W 2

4(1 − χ2)1+ν/2 , (12.53)

and, finally, (12.25), (12.27) and (12.51), yield

κ̄ = −π(1 − χ2 − χ2ν)S0σ4
0�

4W 2

(1 − χ2)1+ν/2 . (12.54)



12 Calculating the Bending Moduli of the Canham–Helfrich … 357

Since 0 < χ < 1 and ν < 0, (12.53) and (12.54) imply that κ > 0 and κ̄ < 0. In
view of the discussion in the final paragraph of Sect. 12.3, this is unsurprising as the
chosen potential is repulsive and favors side-by-side configurations. The ratio κ̄/κ
of the bending moduli is given by

κ̄

κ
= −4(1 − χ2 − χ2ν)

1 − χ2 − 4χ2ν
. (12.55)

Plots of the ratio κ̄/κ as a function of ν < 0 are provided in Fig. 12.1 for various
values of χ. As a consequence of (12.39)1, there is a one-to-one correspondence
between the value of χ and the aspect ratio ρ of the lipid molecules, which increases
as χ approaches 1. For χ < 1, (12.55) implies that κ̄/κ may take any value in the
interval (−4,−1).

The result (12.53) agrees with what appears in the literature in the sense that the
parameter S0 may be selected to ensure that the resulting value for the modulus κ is
consistent with those obtained through experimental measurements and numerical
simulations. This is because S0 can be chosen so that κ takes any desired positive
value. However, the result (12.55) does not agree with many of the available values.
Besides covering half of the values obtained by Hu et al. [HdMD13] and the value
found by Chacón et al. [CST98], (12.55) cannot be made to match the values of κ̄/κ
found in the other works mentioned in the introduction. This motivates considering
a different potential, which is done next.

8 6 4 2 0

3

2

1

¯

4

Fig. 12.1 Plot of the ratio κ̄/κ as a function of the orientation strength ν for different choices of the
parameter χ defined in terms of the molecular aspect ratio ρ in (12.39)1. The solid, long-dashed,
medium-dashed, and short-dashed lines correspond respectively to χ = 0.6, χ = 0.7, χ = 0.8,
and χ = 0.9 or, equivalently, ρ = 2.0, ρ = 2.4, ρ = 3.0, and ρ = 4.4
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12.4.2 Lintuvuori–Wilson Potential

Lintuvuori andWilson [LW08] recently introduced an anisotropic soft-core potential
for pairwise spherocylinder-spherocylinder interactions. In addition to incorporating
repulsive and attractive domains, this potential possesses a definite cutoff distance.

The strength Sa of the attractive branch of the Lintuvuori–Wilson potential, which
depends on r̂ and the orientations d and e as well, is given by

Sa(r̂, d, e) = S1 − η1P2(d · e) − η2[P2(r̂ · d) + P2(r̂ · e)], (12.56)

where P2(x) = 1
2 (3x2 −1) is the second Legendre polynomial. Whereas S1 controls

the strength of the attractive part of the interaction independent of the orientations
of the molecules, η1 and η2 dictate the extent to which the orientations influence the
magnitude of the attractive interaction.

Given r̂, d, and e, an interaction potential between rod-like molecules can be
considered as a function solely of r . If the potential has a cutoff distance, then there
is a do, possibly dependent on r̂, d, and e, such that the potential vanishes for r larger
than do. For reasons to be explained below, Lintuvuori and Wilson [LW08] choose
do to be of the form

do(r̂, d, e) = 1 + 1
√
2Sa(r̂, d, e)

. (12.57)

The cutoff distance d introduced in the paragraph containing (12.7) is the maximum
of do over all possible unit vectors r̂, d, and e. It is possible to think of do as an
orientation-dependent cutoff distance and d as a global cutoff distance.

According to Lintuvuori andWilson [LW08], the interaction energy between two
spherocylindrical molecules of length L is given by

Φ(r, d, e) :=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

S0(1 − r
L )2 + S0ξ(r̂, d, e), r

L < 1,

S0(1 − r
L )2 − S0Sa(r̂, d, e)(1 − r

L )4

+S0ξ(r̂, d, e),
1 ≤ r

L < do(r̂, d, e),

0, do(r̂, d, e) ≤ r
L ,

(12.58)

where ξ has the form

ξ(r̂, d, e) = − 1

4Sa(r̂, d, e)
(12.59)

and is chosen to ensure that Φ is continuously differentiable and the same ratio-
nale underlies the chosen form (12.57) of do. The parameter S0 controls the overall
strength of the interaction.

As was noted at the end of Sect. 12.3, to calculate ψ0, κ, and κ̄ using (12.23),
(12.24) and (12.25) it is sufficient to restrict attention to side-by-side configurations
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of the molecules. For such configurations, r̂ · d = r̂ · e = 0, in which case it can be
shown that (12.56) can be replaced by

Sa(r̂, d, e) = S1 − η1P2(d · e) − η2 (12.60)

without influencing the values of κ and κ̄. It thus suffices to consider the single
parameter S2 := S1 − η2 rather than the two parameters S1 and η2. From (12.57), it
is evident that the potential is well-defined only when Sa is positive and, therefore,
when

S2 > 0 and − 2S2 < η1 < S2. (12.61)

Moreover, it seems reasonable to consider only a potential that makes side-by-side
configurations favorable—that is, to assume that (12.30) holds. The Lintuvuori–
Wilson potential favors side-by-side configurations exactly when η1 ≥ 0.

In view of (12.57)–(12.61), and making use of Mathematica [Wol13], using the
Lintuvuori–Wilson potential to determine (12.23) results in

ψ0 =
(

20 − 5

(S2 − η1)2
− 16

√
2

(S2 − η1)3/2
− 30

S2 − η1

)
πS0L2W 2

60(S2 − η1)
(12.62)

and the splay modulus κ determined from (12.24) results in

κ = f (S2, η1)S0L4W 2, (12.63)

where f is a function of S2 and η1 too lengthy to warrant inclusion here. For values
of η1 greater than approximately 0.13, the function f (·, η1) is positive. Moreover,

lim
S2→η1

f (S2, η1) = ∞ and lim
S2→∞ f (S2, η1) = 0.0256 (12.64)

for all η1 > 0. These features of κ are apparent in Fig. 12.2.
The ratio κ̄/κ of themoduli determined from (12.25) using the Lintuvuori–Wilson

potential depends on S2 and η1 in a manner depicted in Fig. 12.2. When S2 is close
to η1, the ratio κ̄/κ is close to 1. For S2 increasing and each value of η1 satisfying
η1 � 0.13, the ratio κ̄/κ increases to a maximum and then decreases until it levels
off at a value of −4. The maximum value of the ratio κ̄/κ depends on the value of
η2 and increases as η2 decreases. For η1 � 0.13, κ̄/κ exhibits a vertical asymptote
in its dependence on S2.

The physical significance of the requirement η1 � 0.13 needed to ensure that κ
is positive and that κ̄/κ does not blow up remains uncertain.

As is evident from Fig. 12.3, suitable choices of the parameters S2 and η1 allow
κ̄/κ to take any value in the interval (−4, 0]. With such choices, the model put
forward by Seguin and Fried [SF14] can therefore be used to accurately predict the
entire range of experimentally and numerically determined values of κ̄/κ found in
the currently available literature.
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Fig. 12.2 Plot of κ
S0L4W 2 as a function of S2 for different choices of the parameter η1. The solid,

long-dashed, medium-dashed, and short-dashed lines correspond respectively to η1 = 0.8, η1 =
0.6, η1 = 0.4, and η1 = 0.2
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Fig. 12.3 Plot of the ratio κ̄/κ as a function of S2 for different choices of the parameter η1. The
solid, long-dashed, medium-dashed, and short-dashed lines correspond respectively to η1 = 0.4,
η1 = 0.5, η1 = 0.6, and η1 = 0.7
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Chapter 13
Elasticity of Twist-Bend Nematic Phases

Epifanio G. Virga

Abstract The ground state of twist-bend nematic liquid crystals is a heliconical
molecular arrangement in which the nematic director precesses uniformly about an
axis, making a fixed angle with it. Both precession senses are allowed in the ground
state of these phases. When one of the two helicities is prescribed, a single helical
nematic phase emerges. A quadratic elastic theory is proposed here for each of these
phases which features the same elastic constants as the classical theory of the nematic
phase, requiring all of them to be positive. To describe the helix axis, it introduces an
extra director field which becomes redundant for ordinary nematics. Putting together
helical nematics with opposite helicities, we reconstruct a twist-bend nematic, for
which the quadratic elastic energies of the two helical variants are combined in a
non-convex energy.

13.1 Introduction

A new liquid crystal equilibrium phase was recently discovered [Cetal11, Cetal13,
Betal13, Cetal14]. Any such discovery is per se a rare event, but this was even
more striking as in some specific materials an achiral phase which had long been
known was shown to conceal a chiral mutant, attainable upon cooling through a
weakly first-order transition. This is known as the twist-bend nematic (Ntb) phase.1

Molecular bend seems to be necessary for such a phase to be displayed, but it is
not sufficient, as most bent-core molecules fail to exhibit it [Ják13]. In the molecular

1 The name twist-bend was introduced by Dozov [Doz01] together with splay-bend to indicate
the two alternative nematic distortions which, unlike pure bend and pure splay, can fill the three-
dimensional space, as previously observed by Meyer [Mey76].
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Fig. 13.1 a Molecular achiral model with two symmetry axes, one polar, p, and one apolar, m.
b One variant of the helical nematic phase with helix axis t . In the other variant, not shown here,
the helix winds downwards, in the direction opposite to t

architecture capable of inducing the Ntb phase, dimers with rigid cores are connected
by sufficiently flexible linkers.2 The molecular effective curvature, while inducing
no microscopic twist, allegedly favors a chiral collective arrangement in which bow-
shaped molecules uniformly precess along an ideal cylindrical helix.

Figure13.1 sketches the picture envisaged here. A single bow-shaped molecule
exhibits two symmetry axes, represented by the unit vectors p andm, polar the former
and apolar the latter.3 The local symmetry point-group is C2v , but, as explained by
Lorman and Mettout [LM99, LM04], by combining the symmetries broken in the
helical arrangement in Fig. 13.1b, namely, the continuous translations along the helix
axis and the continuous rotations around that axis, a symmetry is recovered which
involves any given translation along the helix axis, provided it is accompanied by
an appropriately tuned rotation. This forbids any smectic modulation in the mass
density, rendering the helical phase purely nematic. While the nematic director n is
defined as the ensemble average n := 〈m〉, no polar order survives in a helical phase,

2Very recently, experimental evidence has also been provided for Ntb phases arising from rigid
bent-core molecules [Cetal14].
3Despite a visual illusion caused by the curved arc, in Fig. 13.1a the lengths of p and m are just the
same.
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as 〈 p〉 = 0.4 Figure13.1b shows only one of the chiral variants that symmetry allows
in a Ntb phase; the other winds in the direction opposite to t . In both cases, n makes a
fixed cone angle ϑ with t . For definiteness, we shall call each chiral variant a helical
nematic phase. In a different language, each helical nematic phase is precisely the C-
phase predicted byLorman andMettout [LM99, LM04],which breaks spontaneously
the molecular chiral symmetry, producing two equivalent macroscopic variants with
opposite chiralities (see Fig. 13.1). This paper is intended to study separately each
helical nematic variant hosted in a Ntb phase. How opposite variants may be brought
in contact within a purely elastic theory is discussed in [Vir14].

Though, in retrospect, a number of experimental studies had already anticipated
Ntb phases (see, for example, [Setal07, IH07, Petal10], to cite just a few), a clear
identification of the new phase was achieved in [Cetal11] by a combination of
methods (see also [HI11, CFFL11, Petal11, Petal12, Betal12]), and an impressive
direct evidence for it has been provided in [Cetal13, Betal13, Cetal14] (see also
[Čop13]), with accurate measurements of both the helix pitch (≈10 nm) and cone
angle (≈20◦). Theoretically,Ntb phases had alreadybeenpredictedbyMeyer [Mey76]
and Dozov [Doz01], from two different perspectives, the former inspired by the sym-
metry of polar electrostatic interactions (a line of thought recently further pursued
in [SDS13]) and the latter starting from purely elastic (and steric) considerations. A
helical molecular arrangement was also seen in the molecular simulations of Mem-
mer [Mem02], who considered bent-core Gay-Berne molecules with no polar elec-
trostatic interactions, though featuring an effective shape polarity.

Dozov’s Ntb theory requires a negative bend elastic constant, which is compatible
with the boundedness (from below) of the total energy only if appropriate quar-
tic corrections are introduced in the energy density. However, a large number of
these terms are allowed by symmetry [Doz01], and the theory may realistically be
applied only by choosing just a few of them and neglecting all the others [MLD13].
Moreover, recent experiments [Aetal13] have reported an increase in the (positive)
bend constant measured in the nematic phase near the transition to the Ntb phase.
In an attempt to justify the negative elastic bend constant required by Dozov’s the-
ory, a recent study has replaced it with an effective bend constant resulting from
the coupling with the polarization characteristic of flexo-elasticity [SDS13]. As a
consequence, however, the twist-bend modulated phase envisaged in [SDS13] is
locally ferroelectric, whereas, as explained by the symmetry argument of Lorman
and Mettout [LM04, LM99], each helical nematic phase is expected to be apolar.

The theories in [Doz01] and [SDS13] are not in contradiction with one another,
the only difference being that the latter justifies a negative bend elastic constant as
commanded by the very bend-polarization coupling that gives rise to a modulated
polar phase. There is still a conceptual difference between these theories: the former

4For this reason, no macroscopic analogue of p will be introduced in the theory, and the phase will
be treated as macroscopically apolar.
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is purely elastic but quartic, whereas the latter is quadratic but flexo-electric. Being
highly localized, the ferroelectricity envisaged in [SDS13] does not produce any
average macroscopic polarization, and so it would be compatible with the current
experimental observations which have not found so far any trace of macroscopic
ferroelectricity. This, however, leaves the question unanswered as to whether an
intrinsically quadratic, purely elastic theory could also explain Ntb phases. In this
work, we propose such a theory; it will feature the same elastic constants as Frank’s
classical theory [Fra58], with a positive bend constant and an extra director field.
This theory reduces to Frank’s for ordinary nematics, for which the extra director
becomes redundant.

This paper is organized as follows. In Sect. 13.2, we shall formally introduce a
helical nematic phase, defined as each Ntb variant with a prescribed helicity in its
ground state.5 A quadratic elastic free energy will be considered for each helical
nematic variant, under the (temporary) assumption that they can be thought of as
separatemanifestations of one and the sameNtb phase. For a given sign of the helicity,
negative for definiteness, we shall apply the proposed elastic theory to two classical
instabilities, namely, the helix unwinding first encountered in chiral nematics (in
Sect. 13.3), and the Freedericks transition that has long made it possible to measure
the elastic constants of ordinary nematics (in Sect. 13.4). Both these applications will
acquire some new nuances within the present theory. In Sect. 13.5, we first derive
the quadratic elastic energy density for a helical nematic phase with positive helicity.
The helical nematic variants with both helicities are then combined together in a
Ntb phase; the corresponding elastic energy density need to attain one and the same
minimum in two separate wells. There are several ways to construct such an energy,
which by necessity will not be convex; we shall build upon the quadratic elastic
energy for a single helical phase arrived at in Sect. 13.2. In the two ways that we
consider in detail, the elastic energy density for a Ntb phase features only four elastic
constants. Finally, in Sect. 13.6, we collect the conclusions reached in this work and
comment on some possible avenues for future research.

13.2 Helical Nematic Phases

A Ntb differs from classical nematics in its ground state, the state relative to which
the elastic cost of all distortions is to be accounted for. The ground state of a classical
nematic is the uniform alignment (in an arbitrary direction) of the nematic director n.
TheNtb ground state is a heliconical twist, in which n performs a uniform precession,
making everywhere the angleϑwith a helix axis, t , arbitrarily oriented in space. Such
a ground state should reflect the intrinsically less distorted molecular arrangement
that results from minimizing the interaction energy of the achiral, bent molecules
that comprise the medium.

5See (13.1) for a precise definition.
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x
y

z

Fig. 13.2 The angles ϑ and ϕ = ±qz + ϕ0 that in (13.2) represent the fields n±
0 are illustrated in

a Cartesian frame (x, y, z). Both ϑ and q are fixed parameters characteristic of the phase

By symmetry, there are indeed two such states, distinguished by the sense of
precession (either clockwise or anticlockwise around t). In general, borrowing a
definition fromFluidDynamics (see, for example, [Mof69]), we call the pseudoscalar

η := n · curl n, (13.1)

the helicity of the director field n. We shall see now that it is precisely the sign of η
that differentiates the two variants of the ground state of a Ntb.

Letting t coincide with the unit vector ez of a Cartesian frame (x, y, z), the fields
n±
0 representing the ground states can be written in the form

n±
0 = sin ϑ cos(±qz + ϕ0) ex

+ sin ϑ sin(±qz + ϕ0) ey + cosϑ ez,
(13.2)

where ϕ0 is an arbitrary phase angle, q is a prescribed wave parameter, taken to
be non-negative, as characteristic of the condensed phase as the cone angle ϑ (see
Fig. 13.2). The pitch p corresponding to q is given by6

p := 2π

q
.

On every two planes orthogonal to ez and p apart, each field n±
0 in (13.2) delivers

one and the same nematic director. A simple computation shows that

η± := n±
0 · curl n±

0 = ∓q sin2 ϑ. (13.3)

6No confusion should arise here between the pitch p of the Ntb phase and the polar vector p men-
tioned in the Introduction. The former is macroscopic in nature, whereas the latter is microscopic.
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We shall call helical nematic each of the two phases for which either n+
0 or n−

0
is the nematic field representing the ground state. Here, for definiteness, we shall
develop our theory as if only n+

0 represented the ground state. By (13.3), such a state
has negative helicity. The corresponding case of positive helicity will be studied in
Sect. 13.5.1. Until then we shall drop the superscript + from n+

0 to avoid clutter.

13.2.1 Negative Helicity

It readily follows from (13.2) that7

∇n0 = q (ez × n0) ⊗ ez . (13.4)

More generally, for n prescribed at a point in space, the tensor

T := q(t × n) ⊗ t (13.5)

expresses the natural distortion8 that would be associated at that point with the
preferred helical configuration agreeing with the prescribed nematic director n and
having t as helix axis. We imagine that in the absence of any frustrating cause, given
n at a point, the director field would attain in its vicinity a spatial arrangement such
that

∇n = T, (13.6)

where T is as in (13.5) and t is any unit vector such that

n · t = cosϑ. (13.7)

This would make (13.4) locally satisfied, even though n does not coincide with
n0 in the large. Correspondingly, the elastic energy that would locally measure the
distortional cost should be measured relative to the whole class of natural distortions,
vanishing whenever any of the latter are attained. With this in mind, we write the
elastic energy density f −

e in the form9

f −
e (t, n,∇n) = 1

2
(∇n − T) · K(n)[∇n − T], (13.8)

7Here and below × and ⊗ denote the vector and tensor products of vectors. In particular, for any
two vectors, a and b, a ⊗ b is the second-rank tensor that acts as follows on a generic vector v,
(a ⊗ b)v := (b · v)a, where · denotes the inner product of vectors. An alternative way of denoting
the dyadic product a ⊗ b would be simply ab. In Cartesian components, they are both represented
as ai b j .
8A natural distortion is a distortion present in the ground state, when the latter fails to be the uniform
nematic field n for which ∇n ≡ 0.
9The superscript − will remind us that the ground state of the helical nematic phase we are consid-
ering here has a negative helicity η.
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whereK(n) is themost general positive-definite, symmetric fourth-rank tensor invari-
ant under rotations about n. Clearly, if for given n and∇n, t can be chosen in (13.8) so
that (13.6) is satisfied, f −

e vanishes, attaining its absolute minimum. On the contrary,
if there is no such t , then minimizing f −

e in t would identify the natural, undistorted
state closest to the nematic distortion represented by ∇n in the metric induced by
K(n). For this reason, here both n and t are to be considered as unknown fields linked
by (13.7): at equilibrium, the free-energy functional that we shall construct is to be
minimized in both these fields.

Combining the general representation formula for K(n) and the identities10

(∇n)Tn = 0, TTn = 0,

we can reduce K in (13.8) to the following equivalent form

Ki jhk = k1δihδ jk + k2δi jδhk + k3δihn j nk + k4δikδ jh, (13.9)

where k1, k2, k3, and k4 are elastic moduli (as in [Vir94, p. 114]). By use of (13.9),
of (13.7), and

tr T = 0, ∇n · T = q(t × n) · (∇n)t,

we transform (13.8) into

f −
e (t, n,∇n) = 1

2

{
K11(div n)2 + K22(n · curl n + q|t × n|2)2

+ K33|n × curl n + q(n · t) t × n|2

+ K24[tr(∇n)2 − (div n)2]
}

− K24q t × n · (∇n)T t,

(13.10)

where K11, K22, K33, and K24, which are analogous to the classical Frank’s constants
[Fra58], are related to the moduli k1, k2, k3, and k4 through the equations

K11 = k1 + k2 + k4, K22 = k1, K33 = k1 + k3, K24 = k1 + k4.

For f −
e in (13.10) to be positive definite, the elastic constants K11, K22, K33, and

K24 must obey the inequalities,

2K11 � K24, 2K22 � K24, K33 � 0, K24 � 0,

which coincide with the classical Ericksen’s inequalities for ordinary nematics
[Eri66].

The total elastic energy F−
e is represented by the functional

F−
e [t, n] :=

∫

B
f −
e (t, n,∇n)dV,

10The superscript T means tensor transposition.
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where both t and n are subject to the pointwise constraint (13.7) and either of them
is prescribed on the boundary ∂B of the region in space occupied by the medium.
It is worth recalling that both t and n are fields that need to be determined so as
to obey (13.7) and to minimize F−

e . In this theory, the helix axis of the preferred
conical state and the nematic director of the actual molecular organization equally
participate in the energy minimization with the objective of reducing the discrepancy
between natural and actual nematic distortions. Physically, t represents the optic axis
of the medium, likely to be the only optic observable when the pitch p ranges in the
the nanometric domain.

Such an abundance of state variables is a direct consequence of the degeneracy
in the ground state admitted for helical nematics. The vacuum manifold, as is often
called the set of distortions that minimize f −

e , is indeed a three-dimensional orbit of
congruent cones, identifiable with S2×S

1, where S2 is the unit sphere and S1 the unit
circle in three space dimensions. By (13.5), all natural distortions T are represented
by t ∈ S

2 and any n in the cone of semi-amplitude ϑ around t . This shows, yet in
another language, how rich in states is the single well where f −

e vanishes.
A number of remarks are suggested by formula (13.10). First, it reduces to the

elastic free-energy density of ordinary nematics, which features only n, when either
the wave parameter q or the cone angle ϑ vanish, thus indicating two possible mecha-
nisms to induce helicity in an ordinary nematic. Second, forϑ = π

2 , it delivers an alter-
native energy density for chiral nematics, which is positive-definite for all K24 � 0
(whereas, to ensure energy positive-definiteness, the classical theory requires that
K24 = 0, see [Vir94, p. 127]). Finally, for arbitrary q > 0 and 0 < ϑ < π

2 , f −
e in

(13.10) is invariant under the reversal of either t or n, showing that both fields enjoy
the nematic symmetry.

13.3 Helix Unwinding

In the presence of an external field, say an electric field E, the free-energy density
acquires an extra term, which we write as

fE (n) = −1

2
ε0εaE2(n · e)2,

where ε0 is the vacuum permittivity, εa is the (relative) dielectric anisotropy, and we
have set E = Ee, with E > 0 and e a unit vector. Accordingly, the total free-energy
functional F− is defined as

F−[t, n] :=
∫

B
{ f −

e (t, n,∇n) + fE (n)}dV . (13.11)



13 Elasticity of Twist-Bend Nematic Phases 371

To minimize F− when B is the whole space, we shall assume that t is uniform
and n is spatially periodic with period L and we shall compute the average F− of
F− over an infinite slab of thickness L orthogonal to t . Letting t coincide with the
unit vector ez of a given Cartesian frame (x, y, z), we represent n in precisely the
same form adopted in (13.2) for n0, but with qz+ϕ0 replaced by a functionϕ = ϕ(z)
such that

ϕ(0) = 0 and ϕ(L) = 2π.

With no loss of generality, we may choose e in the (y, z) plane and represent it as

e = cosψ ez + sinψ ey .

Computing F− on the ground state ϕ = 2πz/p (where L = p), one easily sees that
the average energy is smaller for ψ = π

2 than for ψ = 0, whenever either

(a) εa < 0 and ϑ < ϑc := arctan
√
2

.= 54.7◦, or
(b) εa > 0 and ϑ > ϑc,

which are the only cases we shall consider here. In case (a) (and for ψ = π
2 ), F−

reduces to

F−[L ,ϕ] = K sin2 ϑ

{
1

2L

∫ L

0

[

ϕ′2 + 1

ξ2E
sin2 ϕ

]

dz − 2πq

L

}

,

where
K := K22 sin

2 ϑ + K33 cos
2 ϑ

is an effective twist-bend elastic constant and

ξE := 1

E

√
K

ε0|εa| (13.12)

is a field coherence length.
Minimizing F− in both L andϕ is a problem formally akin to the classical problem

of unwinding the cholesteric helix [Gen68, Mey68, Mey69]. The minimizing ϕ is
determined implicitly by

z

L
= 1

4

(
F(ϕ + π

2 , k)

K(k)
− 1

)

,

where F and K are the elliptic and complete elliptic integrals of the first kind, respec-
tively, and k is the root in the interval [0, 1] of the equation

E(k)

k
= π2 ξE

p
, (13.13)
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Fig. 13.3 Thegraphof the spatial period L of the distortedhelix underfield (scaled to the undistorted
pitch p) against the field coherence length ξE in (13.12) (equally scaled to p). The complete
unwinding takes place for ξE/p = 1/π2 .= 0.101, where the graph diverges

where E is the complete elliptic integral of the second kind [OLBC10, p. 486]. Equa-
tion (13.13) has a (unique) root only for

ξE � ξ
(c)
E := p

π2 ,

for which L is correspondingly delivered by

L = 4ξE k K(k).

Figure13.3 shows the graph of L against ξE , which diverges as ξE approaches ξ
(c)
E . As

for ordinary chiral nematics, a field with coherence length ξ
(c)
E unwinds completely

the helix of a Ntb, but its actual strength now depends on the elastic constants K22
and K33, and the cone angle ϑ. The measured values of p range in the domain of
tens of nanometers. Thus, the steepness of the graph in Fig. 13.3 along with (13.12)
suggest that in actual terms the field should be very strong for any unwinding to be
noticed.11

11A simple estimate based on (13.13) would show that a field strength larger than 100V/μm is
needed to unwind the Ntb helix even if we assume εa as large as 10 and K as small as 1 pN.
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13.4 Freedericks Transition

In ordinary nematics, the Freedericks transition is an instability that enables one to
measure the classical Frank’s elastic constants. For a Ntb, the setting is complicated
by the role played by the additional field t .

We consider a Ntb liquid crystal confined between two parallel plates, placed in
a Cartesian frame (x, y, z) at z = 0 and z = d, respectively. On both plates, we
subject n to a conical anchoring with respect to the plates’ normal ez at precisely the
cone angle ϑ, so that, by the constraint (13.7), t is there prescribed to coincide with
ez . Within the infinite cell bounded by these plates we allow t to vary in the (y, z)
plane, so that

t = cosψ ez + sinψ ey,

where ψ = ψ(z). Letting

t⊥ := sinψ ez − cosψ ey,

we represent the nematic director as

n = cosϑ t + sin ϑ cosϕ t⊥ + sin ϑ sinϕ ex , (13.14)

where ϕ = ϕ(z) is the precession angle. The function ψ is subject to the conditions

ψ(0) = ψ(d) = 0, (13.15)

while ϕ is free in the whole of [0, d]. The system is further subjected to an exter-
nal field, E = Eez . In the following analysis, we shall assume that either of the
aforementioned cases (a) or (b) occurs here.

Taking p/d � 1 and treating ψ as a perturbation, of which we only retain
quadratic terms in the energy, when the precession angle represents the undistorted
helix, ϕ = 2πz/p, we obtain the average F− of the free-energy functional F− in
(13.11) (per unit area of the plates) as

F−[ψ] = 1

2
K33

∫ d

0

{
Aψ′2 + Bq2ψ2

}
dz, (13.16)

where

A := 1

2

[
sin2 ϑ(k11 + k22 cos

2 ϑ) + cos2 ϑ(1 + cos2 ϑ)
]
,

B := 1

2

[
sin2 ϑ(k11 + k22 cos

2 ϑ + sin2 ϑ) − 1

(ξE q)2
|2 cos2 ϑ − sin2 ϑ|

]
,

k11 := K11

K33
, k22 := K22

K33
, ξE := 1

E

√
K33

ε0|εa| .



374 E.G. Virga

It is now easily seen that ψ ≡ 0 is a locally stable extremum of the functional F− in
(13.16) subject to (13.15) for ξE > ξ

(c)
E , whereas it is locally unstable for ξE < ξ

(c)
E ,

where

ξ
(c)
E

p
:=

√|2 − t2|(1 + t2)

π
√
4[(1 + k11)t2 + k11 + k22]t2 + p2

d2 [k11t4 + (1 + k11 + k22)t2 + 2]
(13.17)

and t := tan ϑ. Both this and the helix unwinding treated in Sect. 13.3 are continuous
transitions.

Since in this theory p/d is small, ξ(c)E is only weakly dependent on the cell thick-

ness d. It should be noted however that for ϑ = 0, (13.17) reduces to ξ
(c)
E = d/π,

which reproduces the classical Fredericks threshold [Vir94, p. 179].
In the special, hypothetical case of equal elastic constants (for which k11 = k22 =

1), ξ(c)E acquires a simpler form, which retains the qualitative features of (13.17):

ξ
(c)
E

p
=

√|2 − t2|
π
√
8t2 + p2

d2
t4+3t2+2

1+t2

. (13.18)

The graph of ξ(c)E as delivered by (13.18) is plotted in Fig. 13.4 for p/d = 0 and
p/d = 1, the graphs for all intermediate values of p/d being sandwiched between
them. These graphs show that for ϑ sufficiently large, in particular for ϑ > ϑc (and
εa > 0), ξ(c)E is virtually independent of d, whereas it is not so for ϑ small. Moreover,

for moderate values of ϑ and d much larger than p, ξ(c)E can easily be made equal to
several times the pitch of the undistorted helix. If, as contemplated by (13.17), the
actual field required to ignite the Freedericks transition is weakly dependent on the
cell thickness d, the corresponding critical potential Uc would scale almost linearly
with d.12

13.5 Double-Well Energy

ANtb phase can be regarded as a mixture of two helical nematic phases with opposite
helicities. The ground states of these phases corresponding to all admissible natural

12In the experiments performed in [Betal13], itwas found thatUc ∝
√

d, but the boundary conditions
imposed there seem to differ from the conical boundary conditions considered here. Moreover, in
[Betal13] the transition nucleated locally from the inside of the cell instead of happening uniformly,
as presumed here. This might suggest that in the real experiment both helical variants present in
a Ntb are participating in the transition. It would then be advisable taking with a grain of salt any
direct comparison of our theory for helical nematics with experiments available for the whole Ntb
phase.
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Fig. 13.4 The graphs of ξ
(c)
E (scaled to the pitch p of the undistorted helix) against the cone angle

ϑ (expressed in degrees), as delivered by (13.18) under the assumption of equal elastic constants,
for p/d = 0 (solid line) and p/d = 1 (dotted line). For ϑ = 0, the former graph diverges, while
the latter reaches the value ξ

(c)
E /p = 1/π

.= 0.318. For 0 < p/d < 1, the graphs of ξ
(c)
E , none of

which diverges, fill the region bounded by the graphs shown here

distortions are the members of two symmetric energy wells. In a way, this is rem-
iniscent of the mixture of martensite twins in some solid crystals, which are equi-
energetic variants with symmetrically sheared lattices (see, for example, [MW05,
p. 129]). A thorough mathematical theory of these solid phases is based on a non-
convex energy functional in the elastic deformation, featuring amultiplicity of energy
wells [BJ87, BJ92]. Below, adapting these ideas to the new context envisaged here,
in which the energy depends on the local distortion of the molecular arrangement,
and no deformation from a reference configuration is involved, we show how to
construct a double-well elastic energy density fe for a Ntb phase starting from the
energy densities for helical nematic phases of opposite helicities. To this end we need
first supplement f −

e in (13.10) with the appropriate energy density f +
e for a helical

nematic phase of positive helicity.
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13.5.1 Positive Helicity

Prescribing the helicity of the ground state of a helical nematic phase to be positive,
instead of negative as above, would amount to replacing (13.8) by

f +
e (t, n,∇n) = 1

2
(∇n + T) · K(n)[∇n + T], (13.19)

still with T as in (13.5) and q > 0. Our development following (13.8) could be
repeated verbatim here and it would lead us to the same conclusion obtained by
subjecting (13.10) to the formal change of q into −q:

f +
e (t, n,∇n) = 1

2

{
K11(div n)2 + K22(n · curl n − q|t × n|2)2

+ K33|n × curl n − q(n · t) t × n|2

+ K24[tr(∇n)2 − (div n)2]
}

+ K24q t × n · (∇n)T t,

(13.20)

where q remains a positive parameter.
Clearly, the energy well of (13.19) and (13.20) is formally obtained from the

corresponding well of (13.8) and (13.10) by a sign inversion.

13.5.2 Ntb Free-Energy Density

Following Truskinovsky and Zanzotto [TZ96], which studied systematically how
to extend the non-convex energy first proposed by Ericksen [Eri75] for a one-
dimensional elastic bar, we consider two possible choices for the elastic energy
density fe of a Ntb phase:

fe(t, n,∇n) = min{ f +
e (t, n,∇n), f −

e (t, n,∇n)}, (13.21a)

fe(t, n,∇n) = 1

f0
f +
e (t, n,∇n) f −

e (t, n,∇n), (13.21b)

where

f0 := 1

2
sin2 ϑ(K22 sin

2 ϑ + K33 cos
2 ϑ)

is a normalization constant chosen so as to ensure that fe(t, n, 0) = f ±
e (t, n, 0).

While fe in (13.21a) is quadratic around each well, it fails to be smooth for ∇n = 0.
On the other hand, fe in (13.21b) is everywhere smooth, but it is quartic. The differ-
ences between these energy densities are illustrated pictorially in Fig. 13.5.
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Fig. 13.5 One-dimensional pictures for fe in (13.21a) (solid line) and (13.21b) (dashed line). Here
ϕ = ϕ(z) would represent the precession angle in a molecular arrangement such as that described
by (13.14) and ϕ′ is its spatial derivative. Each minimum is representative for a three-dimensional
well described by (13.5) and its mirror image (with q replaced by −q)

We shall not explore other possible forms fe. We only observe that both (13.21a)
and (13.21b) inherit the simple structure of the elastic energy density of a helical
nematic phase, which features only four positive elastic constants, as in the classical
Frank’s theory of ordinary nematics. General considerations on how tomatch ground
states extracted from two different wells of fe (at zero energy cost) are independent
of the particular form assumed for this function, as they are only consequences of the
structure of each well. A study of the geometric compatibility conditions that arise
in this case is presented elsewhere [Vir14].

13.6 Conclusion

The elastic energy density proposed in (13.10) and (13.20) to describe the equilibrium
distortions of each helical variant of a Ntb phase featured just the classical four elastic
constants and introduced the helix axis t in addition to the nematic director n. The
instabilities studied above illustrated two second-order transitions that differ also
qualitatively from their classical analogues. Only experiments may decide at this
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stage whether a quadratic elastic theory based on either (13.21a) or (13.21b) above13

is better suited to describe the novel Ntb phases than the quartic theory proposed in
[Doz01]. The instabilities described in this paper for each Ntb variant just provide a
theoretical means to set the quadratic theory to the test.

Two director fields, namely, n and t , were deemed necessary here to describe
the local distortion of a Ntb phase. This poses the question as to which defects both
fields may exhibit and how they are interwoven, in view of the constraint (13.7). An
extra field also requires extra boundary conditions. The question is how to set general
boundary conditions for both fields to grant existence to the energy minimizers.

Finally, no hydrodynamic considerations have entered our study, but the question
should be asked as to whether the relaxation in time of t represents a further source
of dissipation.
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