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Preface

This book highlights the most recent advances in nanoscience from leading

researchers in Ukraine, Europe, and beyond. It features contributions from partic-

ipants of the Third International Summer School “Nanotechnology: From Funda-

mental Research to Innovations,” held in Yaremche, Ukraine, on August 23–26,

2014 and of the Second International NANO-2014 Conference, held in Lviv,

Ukraine, on August 27–30, 2014. These events took place within the framework

of the European Commission FP7 project Nanotwinning and were organized jointly

by the Institute of Physics of the National Academy of Sciences of Ukraine,

University of Tartu (Estonia), University of Turin (Italy), and Pierre and Marie

Curie University (France). Internationally recognized experts from a wide range of

universities and research institutes share their knowledge and key results in the

areas of nanocomposites and nanomaterials, nanostructured surfaces, microscopy

of nano-objects, nano-optics, and nanophotonics, nanoplasmonics, nanochemistry,

nanobiotechnology, and surface-enhanced spectroscopy.

The book is divided into four parts: Part I: Nanocomposites and Nanostructures;
Part II: Nanophotonics; Part III: Nanobiotechnology; and Part IV: Applications.

Part I: Nanocomposites and Nanostructures

In Chap. 1 (Kovaleva), the authors discuss the deposition and characterization of

Cr3C2–TaC–NiCr coating bymulti-chamber detonation sprayer. Chapter 2 (Kizilova)

focuses on biomimetic composites reinforced by branched nanofibers. The authors of

Chap. 3 (Gab et al.) consider the kinetics of dispergation-coagulation processes of

various metal nanofilms of 100 nm thickness, which are deposited onto oxide and

nonoxide substrates and anneal in a wide range of temperatures. Chapter 4 (Korostil)

focuses on the mechanisms of a pulsed laser impact on the magnetization configura-

tion in ferrimagnetic multilayered magnetic nanostructures, specifically, tunneling

magnetic junctions, taking into account laser-induced kinetic effects. Chapter 5
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(Raczynski) presents the molecular dynamics of a thin mesogene layer covering a

carbon nanotube. In Chap. 6 (Gburski), the dynamics of cholesterol molecules

embedded in the high-density lipoprotein has been studied using computer simula-

tion. A coating deposition method based on oxidizing polymerization of aniline

derivatives directly on a substrate in the presence of Fe3+ ions under galvanostatic

conditions is demonstrated in Chap. 7 (Vyshnevska). Chapter 8 (Martseniuk) presents

the analysis of water nanostructure properties in natural water and the water medium

of an alive organism. Chapter 9 (Karabanova) describes 3D artificial nanodiamonds

containing nanocomposites based on hybrid polyurethane–poly polymer matrix.

Chapter 10 (Gudyma) focuses on spin-crossover nanocrystals and the Ising model.

In Chap. 11 (Ivanchenko), the authors present a study on the formulation and

rheology of tape casting suspensions based on BaTiO3 nanopowders. In Chap. 12

(Honcharov), the authors describe the computer program «RIO», which can calculate

the distribution of implanted ions in various substrate materials, taking into account

the diffusion of atoms and their emission from the surface. The one-dimensional

superlattice (SL) based on a monolayer graphene with the Fermi velocity barriers is

considered in Chap. 14 (Korol). Chapter 15 (Grabova) presents a two-level modeling

colloidal structures method combining molecular dynamics and dissipative particle

dynamics techniques. The authors of Chap. 16 (Bażela) report X-ray and neutron

diffraction and magnetic measurements of polycrystalline bulk and nanosize RMnO3

(R¼Tb, Dy) compounds synthesized at temperatures of 800 and 850 �C. Chapter 17
(Tynkevich) focuses on temperature dependence of the band gap of CdTe–CdS

core–shell quantum dots. A two-dimensional system of aggregated patchy particles

with three attractive spots on the surface is studied by means of molecular dynamics

in Chap. 18 (Chrzanowska).

Part II: Nanophotonics

In Chap. 19 (Dontsova), the advantages of using heterogeneous photocatalysis to

remove organic substances from water are considered. In Chap. 20 (Rengevych),

the potential of surface plasmon resonance-enhanced total internal reflection

microscopy for visualization of microscopic particles is demonstrated using

microscopic-sized silicon rods as a test object. The authors of Chap. 21 (Smokal)

report the synthesis of side chain methacrylic polymers functionalized with

styrylquinoline fragments. The classification of structural defects of synthetic

opals by studying their surfaces using X-ray and optical microscopy is present in

Chap. 22 (Yevchik). Chapter 23 (Varyshchuk) is devoted to the correlation

processing of speckle pattern in multimode polymer optical fiber for deformation

monitoring in the nanometer range. In Chap. 24 (Borovaya), some fundamentals of

the structure and optical properties of semiconductor quantum dots (QDs) are

discussed.
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Part III: Nanobiotechnology

Chapter 25 (Raczynski) presents a computer simulation study of the molecular

dynamics in homocysteine systems. The authors of Chap. 26 (Shcherbak) discuss

the role of nanocomposites in technology for the cryopreservation of sperm boars.

In Chap. 27 (Chegel), the authors present the first study on the influence of the

dielectric permittivity of a substrate on the local electromagnetic field enhancement

near a metal nanostructure, and, as a result, on the emission of organic dye

molecules near its surface. The aim of Chap. 28 (Pavlovich) is to study the influence

of gold nanoparticles (AuNPs) on the morphological and functional characteristics

of human fibroblast cells before and after cryopreservation.

Part IV: Applications

Chapter 29 (Lebyedyeva) describes anodic alumina-based nanoporous coatings for

sensory applications. Chapter 30 (Savchenko) focuses on new nanosized systems of

polymer metal complexes based β-diketones and lanthanides for electroluminescent

devices. Chapter 31 (Petrovska) discusses nanomaterials for ink-jet printed elec-

tronics. Chapter 32 (Nykyforchyn) describes the influence of hydrogen on the

mechanical properties of steels with surface nanostructures. The authors of

Chap. 33 (Kondratowicz) present a review of the chemical methods of synthesis

of graphene oxide and its reduction in order to obtain the so-called reduced

graphene oxide (rGO) whose properties are similar to those of pure graphene.

Kiev, Ukraine Olena Fesenko

Leonid Yatsenko
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Nanocomposites and Nanostructures



Chapter 1

Deposition and Characterization
of Nanocomposition Cr3C2-TaC-NiCr
Coating by Multi-Chamber Detonation
Sprayer

M.G. Kovaleva, Y.N. Tyurin, V.M. Beresnev, M.S. Prozorova,

M.Y. Arseenko, V.V. Sirota, and I.A. Pavlenko

1.1 Introduction

The coatings based on Cr3C2-NiCr have a good heat resistance (900 �C) and have

sufficient wear resistance under conditions of dry friction in oxidizing environ-

ments. This type of coatings in most cases superior wear resistance of iron-based

alloys, hard coatings based on chromium and tool steels [1]. However, these

coatings are characterized by rather low resistance to hot corrosion and erosion.

One way of solving this problem—adding tantalum carbide. Also the solution to

this problem is to obtain ultrafine coating state, which leads to increased strength,

increased ductility, and reduced coefficient of friction [2]. Also, it should be noted

that the presence in the coating of chromium carbides and nickelides promotes

diffusion flow restriction at the “metal substrate—coating”, and provides an

increase in the maximum operating temperature of the coating up to 1,250 �C,
that has a value when applied to the thermally stressed turbine blades of gas turbine

engines. The aim of this chapter is to investigate the microstructure and

microhardness of Cr3C2-TaC-NiCr nanocomposition coating obtained on steel

through a new method of powder acceleration which allows to achieve the powder

velocity of 1,400 m/s.
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1.2 Experimental Procedure

In this study, multi-chamber detonation sprayer (MCDS) (Fig. 1.1) [3, 4] with a barrel

length of 300 mm was employed to deposit the nanocomposition Cr3C2-TaC-NiCr

powder coating (100–125 μm thick) upon a steel A29 1044 (Fe-0.45C-0.18Si-0.6Mn)

substrate. Flat specimens of a steel A29 1044 were sandblasted by alumina grits 25A

F360 prior to spraying. Toshiba 50Cr3C2-20TaC-30NiCr powder (d(0.1): 24.70 μm,

d(0.5): 41.11 μm, d(0.9): 60.704 μm) was used to deposit of a coating (Fig. 1.2).

Coating was deposited with a frequency of 20 Hz of the snake. Speed of moving

was 2,000 mm/min, distance from the sample—60 mm. A barrel with a throat

diameter of 18 mm was adopted. The specimens were transversally cut by spark

erosion, mechanically polished and prepared by standard metallographic methods of

sample preparation—sectioning, mounting, and polishing [5]. The sample was

Fig. 1.1 Equipment for deposition of coatings: 1—device for spraying, 2—standard powder

feeder with a feed rate of up to 3 kg/h, 3—a standard low-pressure (max. 0.3 MPa) gas panel for

feeding oxygen, propane-butane, and air, 4—an automated control system for the technological

process, 5—an automated manipulators for moving MCDS and 6—a specimen holder

Fig. 1.2 SEM images of themicrostructure (a, b) and elemental composition (c) of Cr3C2-TaC-NiCr

powder
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prepared by grinding with abrasive SiC paper (gradation 200, 500, 800, 1,000),

followed by polishing with 1 μm diamond slurry according to the procedure

recommended by Struers company for ceramic coatings.

The coating microstructures and phase compositions were characterized using

SEM (Quanta 200 3D, Nova NanoSEM 450), OM (Olympus GX 51), and XRD

techniques (X-ray powder diffractometer Rigaku Ultima IV). Porosity was deter-

mined by the metallographic method by using optical inverted microscope Olympus

GX51 [6]. Measurement of the microhardness of samples was done with a

microhardness tester DM–8B using a Vickers’s indenter with load on of 0.3 N.

Indentation was carried out on cross-sections of the samples of the coatings, the

distance between the indents being 20 μm. In the average, ten tests were used as an

indicator of the coating hardness.

The coating is formed through successive laying a set of deformed particles

with different temperature, speed, and mass. The dense coating was formed

through the intensive plastic deformation resulting from the impact of a particle

moving with high velocity and the tamping effect on the source side of

the following particles [7]. The interface between the coating and the substrate

had no visible macro defects. Detonation spraying is associated with high

temperatures and velocities of the moving powder particles with the result

that large fractions of the powder are melted, and small are melted completely

with the deposition of the appropriate alternating layers. The process of the

detonation combustion in the MCDS allows getting increase in particles

velocity [8].

1.3 Results

The nanocomposition coating shows a very dense microstructure consisting of

well-flattened particles, which indicates that most of the powder particles

were melted before deposition. The obtained coating consists of remelted splats

“flattened powder particles,” small amount of porosity and unmelted particles.

The Cr3C2-TaC-NiCr nanocomposition coating consists of Cr3C2 with a ortho-

rhombic lattice structure (a¼ 5.53 Å, b¼ 11.45 Å, c¼ 2.83 Å), Al0.14Ni0.86 with
a cubic lattice structure (a¼ 3.55Å), TaC with a cubic lattice structure (a¼ 4.45Å),
Fe3C with a orthorhombic lattice structure (a¼ 5.12 Å, b¼ 6.63 Å, c¼ 4.54 Å),
Cr0.1Ta0.9C with a cubic lattice structure (a¼ 4.46 Å) phases.

It was established that MCDS has provided the conditions for formation of a

dense nanocomposition layer (Fig. 1.3) with porosity below 2 % and microhardness

of 800� 25 HV0.3. The hardness variation along the coat thickness is not uniform

which may be attributed to the phase composition of the coating and due to the size

of the indentation marks produced at 300 g, the measurements performed in the

vicinity of the substrate are increasingly affected by the latter.
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Results of this work open up new prospects for further elaboration of new

technologies to making protective Cr3C2-TaC-NiCr nanocomposition coating

which can enhance properties of steel.

Acknowledgments This work was financially supported by the Ministry of Education and

Science of the Russian Federation under project No 14.594.21.0010 (unique identifier is

RFMEFI62114X0005). This study was performed by using equipment of the JRC “Diagnostics

of structure and properties of nanomaterials” of the BelSU.

References

1. Mohanty M, Smith RW, Bonte MD, Celis JP, Lugscheider E (1996) Sliding wear behavior of

thermally sprayed 75/25 Cr3C2/NiCr wear resistant coatings. Wear 198(1–2):251
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Chapter 2

Biomimetic Composites Reinforced
by Branched Nanofibers

N. Kizilova

2.1 Introduction

Biological organisms and their tissues possess optimal mechanical properties and

exhibit maximal strength and durability at total lightweight design like bones, teeth,

cartilage, respiratory airways, and blood vessels in animals; stems, trunks, and

branches in high plants [1, 2]. Main principle of biological growth is connected

with elongation of cells and extracellular reinforcing structures (trabecules in

bones, sclerenchyma, and collenchyma in plants and others) according to principles

of the stress tensor at given external load. When the external load varies changing

the stress field, the reinforcing system is remodeled keeping the optimal density and

orientation for new load conditions by active biological feedbacks. As a result, the

uniform pattern of trabeculas in infant bones transform into clear body-specific

orthogonal families of trabeculas, as well as tree trunks demonstrate straight or

spiral grains depending on the permanent wind load [3]. The corresponding theo-

retical model of bone as adaptive material has been developed [4], but its practical

implementation into the strategies of the in vivo growth control for tissue engineer-

ing purposes or into the smart materials with stress-dependent properties remains a

challenge [5]. It is important that the principles of biological growth discovered in

animals and plants are the same in spite of the phylogenetic development of plants

and animals had been separated since early stages of evolution when both types of

live matter were presented by single animal and single plant cells and did not

possess any macroscopic transportation and reinforcing structures.
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Most biological tissues are composite materials formed by layers with different

properties, viscoelastic solid porous structures and fiber-reinforced materials with

different structural patterns [1]. The composite structure of biomaterials provides

their optimal mechanical performance for external mechanical load, fluid delivery

to continually distributed live cells, heat, and mass exchange [6–9]. Mechanical

load plays a very important role in growth and development of cells, tissues, and

biological organisms of different families. Optimal reinforcement of bones is

provided by the family of trabecules orthogonal to the loaded surface (i.e., elon-

gated according to the directions of maximal compression), and the orthogonal

family of trabecules is located according to the directions of maximal extension in

the tissue. In that way, the trabecules effectively work against extension and

compression loads, while the non-working substance is dissolved and deleted

producing the lightweight design.

Similar layered structures composed according to the external load can be found

in bone cartilage [1, 2]. Coordinated growth of skeletal muscles and bones is

provided by extension of those bones and muscles which are in parallel connection.

The bones, cartilage, ligaments, and other collagen structures possess piezoelectric

properties, and electric fields generated in the loaded collagen fibers strongly

influence growth direction and intensity [10, 11].

In human skin, the collagen fibers provide asymmetry in the skin distensibility

depending on its natural loading. The collagen fibers in dermis and epidermis are

oriented according to principles of stress tensor and provide maximal distensibility

along the so-called Langer’s lines and maximal rigidity along the orthogonal

families [12]. The same orientation of fibers has been detected in the vascular

cambium of trees [13]. Orientation of wood grains on the debarked surface of trunks

and stems correspond to two families of fibers oriented according to the stress field.

The outer layer of blood vessels (adventitia) is reinforced by two oppositely

directed spiral families of collagen fibers [14]. It is important that the fibers in

skin and other collagen tissues possess branching structure and are weaved in the

textures of different density, anisotropy, and strength (Fig. 2.1).

The branching fibers have been found at the microscale in tendon [15], epithe-

lium [16], myocardial, and many other tissues. In the myocardial tissues, the

branchings are formed by myofibrils, not by collagen fibers. In that way, branching

structures are proper to different types of cells and proteins. The branched

nanostructures (Fig. 2.2) form cytoskeleton and serve for strength of animal cells

and active intercellular transport by molecular motors [17].

Fig. 2.1 Different patterns of branching collagen fibers in human skin (a), arterial wall of elastic
(b) and muscle (c) types
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The rigid cell walls provided strength and stability of shoots, tree trunks, and

branches are formed at strong influence of the body weight, mass distribution,

and wind load. When a tree grows at a moderate wind load, the inner structure of

the cell walls in the trunk is presented by radial rays, circumferential and vertical

reinforcing structures located according the gravity field. When a dominated wind

permanently acts on the tree crown which is naturally asymmetric in the north–south

direction, it produces the moment of force and the trunk gradually possess spiral

fibers instead of the straight vertical ones [3]. The tree branches also have natural

asymmetry in the up and down vertical directions, and the moment of force acting on

the smaller branches of branches produce the spiral patterns in them. The spiral

reinforcement represents optimal solution for the lightweight design at twisting loads.

According to the Schwendener’s theory, the shape of plants is based on the

concept of maximum strength [18, 19]. The mechanical structure of plants is

determined by their ability for gravity recognition. Positive gravitropism of

shoots and negative gravitropism of roots are determined by sedimentation of

statoliths in the gravity field and polar transport of the plant hormone auxin.

Distribution of the small branches in the crown is determined by maximizing its

effective leaf area [20]. Total leaf massML is related to the diameter D of trunk as

ML�D2 [21]. Therefore, the relations between different organs in plants are

determined by mechanical (stress–strain) and hydraulic (water supply) factors.

Plant roots, stems and leaves, tree trunks, and branches are supplied by water and

nutrients through complex conducting networks formed of long rigid tubes. In the

young soft growing plant organs, the conducting systems also provide material

reinforcement. The bifurcations of tree branches [22] was found obeying the

Murray’s law [23, 24]

d30 ¼ d31 þ d32 ð2:1Þ

where d0 and d1,2 are diameters of the parent and daughter branches.

Equation (2.1) corresponds to optimal bifurcation of tubes that provides min-

imal total energy expenses for the viscous flow along the parent tube and into the

Fig. 2.2 Microscopic images of branching actin and tubulin structures
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daughter ones with given diameters [23, 24]. Numerous measurements on arterial

vasculatures revealed that the Murray’s law is a blueprint for construction of

arterial networks [25] and respiratory systems [26] in mammals, fluid trophic

systems in molluscs, sponges, and other primitive animals [27]. The bifurcations

of leaf veins also obey the Murray’s law [7, 28, 29]. The venation system provides

transport of water and nutrients to the leaf cells and geometry of the vein system

corresponds to the optimal pipeline supplying the distributed system of consumers

at minimal total hydrodynamic and metabolic energy expenses. The branchings in

the pipeline exhibit optimal relations between their diameters (2.1) as well as

optimal branching angles [25]:

cos α1ð Þ ¼ 1þ ξ3
� �4=3 þ 1� ξ4

2 1þ ξ3
� �2=3 , cos α2ð Þ ¼ 1þ ξ3

� �4=3 þ ξ4 � 1

2ξ2 1þ ξ3
� �2=3 ð2:2Þ

where ξ ¼ min d1,2f g=max d1,2f g is the asymmetry coefficient.

It is interesting that the Murray’s law (2.1) is the necessary condition of both the

local branch optimality and global optimality of the pipeline when the Poiseuille flow

is supposed in each pipe and the low Reynolds number regime allows neglecting the

entrance length [30]. When the pipes have permeable walls and some liquid can

percolate through the walls into the surrounding tissues, the optimization problem

at Re< 1 and some geometric restrictions proper to the plant transportation systems

(dj/Lj� 1) has the same mathematical solution (2.1) [31]. In that way, similarity

between the animal and plant long-range transport systems is based on similarity in

the solutions of the corresponding optimization problems in spite of different physical

nature of the flows. The mechanisms that could have led to evolutionary development

of optimal arterial networks are connected with mechanosensory cells in endothelial

layer of the blood vessels [32]. According to [23, 24] in the optimal tube, the

volumetric rate Q~ d3 and the shear stress at the wall τw ¼ const dependent on the

fluid viscosity andmetabolic rate. Themechanosensory cells can maintain τw ¼ const

and, therefore, provide gradual formation of the optimal tubes during biological

growth and development. In the plant tissues, the optimal relationship can be

maintained by the balance between the inflow in the tube and total outflow through

its permeable wall because the latter depends on demands of the live cells supplied by

this tube [33].

In the plant leaves, the soft photosynthesizing tissue is reinforced by a network of

veins with rigid walls that serves to both fluid transport andmechanical strength. The

branching tubes used for reinforcement and liquid delivery are proper to plant stems

and leaf petioles (Fig. 2.3a), larger (Fig. 2.3b), and smallest (Fig. 2.3c) leaf veins.

Some additional reinforcement is provided by rigid lignified insertions and mechan-

ical elements, mostly shaped as T-beam and I-beam [34]. The blood vasculatures are

also multi-objectively optimized for blood distribution and mechanical reinforce-

ment of the soft matter of inner organs of animals like liver, spleen, kidneys, and

others. The shapes of the organs can be easily restored from the branching structures
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of their vascular beds. Several examples are presented in Fig. 2.4 for self-similar

(fractal) systems.

It is interesting, exploitation of the prestressed fibers/tubes is also proper for both

solid and soft tissues. The blood vessels are characterized by residual stresses; they

become shorter and demonstrate positive open angles being excised from the tissue

[1]. The skeletal bones are stretched by taut fascia and possess residual stress; so

compression produced by body weight is partially compensated by initial stretch.

Fig. 2.3 Bifurcating patterns in the reinforcing/sap transportation systems in the stem and leaf

petioles (a), the larger (b) and the smallest (c) veins of the leaf blade

Fig. 2.4 The shapes and sizes of models of inner organs supplied by fractal binary trees with

different asymmetric coefficients: ξ ¼ 0 (a), ξ ¼ 0:8 (b), ξ ¼ 0:6 (c)
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The principles of reinforcement are similar in the plant and animal tissues and

based on minimal total energy expenses at a given body mass/volume and external

load. The nature-inspired principles of reinforcement by micro- and nanofibers in

cells, tissues, and organs can be used for elaboration of novel functional composite

materials with optimal structural and transport properties, as well as in MEMS, fuel

cells, micro heaters/coolers, and other advanced technological units. Since bifur-

cating fibers, nano- and microtubes are proper to live nature, their branching

patterns deserve detailed consideration from the mechanical point of view.

Summarizing the above presented data on reinforcement in nature, one can

conclude both plants and animals use the same main principles of mechanical

construction of their tissues and organs, namely

– Reinforcement by relatively rigid fibers/tubes located according to the principles

of the stress tensor at given external mechanical load

– The matrix material is viscoelastic/viscoplastic and serves for stress redistribu-

tion preventing crack generation or sticking crack propagation at fibers/tubes

– The embedded tubes serve for reinforcement of the material as well as for mass

and heat transport purposes

– The branching fibers/tubes are commonly used at macro-, micro-, and

nanoscales

2.2 Measurements and Data Analysis

The fresh cut leaves have been scanned at high resolution (1,200 dpi) and treated by

special own-elaborated software (BioImage Analysis 4.1 [7]) allowing image

contrasting, pattern recognition, skeletonization of the veins, and measurements of

their lengths Lj, diameters dj, branching angles α1,2, and influence domains S1,2 (i.e.,
drainage areas) (Fig. 2.5) in separate bifurcations and trifurcations. In total ~1,500

images of leaf blades of different size, shape, and evolution age have been studied.

It was proved that the bifurcations obey the Murray’s law (2.1) and optimal

branching rules (2.2). Perfect linear dependence between the length and average

diameter of the veins

Lj ¼ kdj ð2:3Þ

as well as the dependence between the length of the longest part along the main vein

LΣ and its drainage area

LΣ j ¼ bS
1=2
j ð2:4Þ

where k,b are constant coefficients that have been found on all the samples studied.

The dependencies dj(Lj) and
ffiffiffiffiffi
S j

p
LΣ j

� �
for one sample leaf blade are presented in

Fig. 2.6a, b correspondingly. Since the shape of the influence domains vary
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significantly in the leaves of different shapes and sizes, the relationship (2.4) cannot

be explained by geometrical similarity. Since the veins provide the plant sap delivery

to the cells of the corresponding influence domain through the permeable wall of

the vein, the uptake Q must be proportional to the volume of the cells Q�V¼ h·S

where h is average thickness of the domain which is usually uniform and h � ffiffiffi
S

p
.

The supplied amount of sap depends on the lateral permeable surface Σ of the vein

Q � Σ ¼ 2πRL. According to the measurement data, L¼ k·R and Σ ¼ 2kπR2.

Combining the two dependencies one can obtain S�R2 which is the obtained

statistical relationship (2.3). In that way, the scaling law can explain the principle

(2.4) of construction of the leaf venation network according to balance between the

inflow of the sap into the main vein and its percolation through the porous wall and

adsorption by live cells continuously distributed over the corresponding influence

domain. The vein and its influence domain could be considered as a basic unit of

functioning leaf, while the leaf is a set of interconnecting influence domains.

Fig. 2.5 The prepared image of the leaf blade (a), branching pattern (b), skeletonized system

of veins (c) and influence domains of the main veins (d)
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Fig. 2.6 dj(Lj) (a) and
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(b) distributions for a Fragaria rusticana leaf blade

2 Biomimetic Composites Reinforced by Branched Nanofibers 13



This plane unit is the plant analogy to the microcirculatory cell (Krogh cylinder) in

animal tissues. The Krogh cylinder is composed by a segment of capillary vessel and

the surrounding cells supplied by oxygen and nutrients through this capillary. The

tissue can be modelled and as a set of compactly located interconnected cylinders [1].

The vein branchings are characterized by quite strict relations between the

diameter d0 of the parent vein and the diameters of the smaller d1 and larger d2
daughter veins (Fig. 2.7a). The diameter of the bigger daughter vein is determined

by the parent vein (d2¼ 0.9961 d0 + 0.0475, R2¼ 0.9993), while the smaller

daughter vein possesses more scatter around the linear dependence

(d1¼ 0.367 d0 + 1.7205, R
2¼ 0.791), though the scatter is very low comparing to

typical ones for biological data. The branching ratio K ¼ d21 þ d22
� �

=d20 describes

hydraulic conditions for water pumping through bifurcations. When K � 1,

the linear velocity of the flows in the parent and daughter veins remains almost

the same; whenK > 1 orK < 1 the linear velocity decreases or increases due to the

volumetric flow conservation at the bifurcations. In all the studied leaf blades, the

bifurcations of the larger veins have K � 1, while smaller bifurcations exhibited

some scatter 0:5 < K < 2:5 independently on the leaf size (1 < length < 35 cm)

and shape (0:05 < width=length < 3) (Fig. 2.7b). The average values Kh i � 1; it

seems the bifurcations with K > 1 and K < 1 are well-balanced producing the

average effect of constant linear flow in both the larger and smaller veins. Similar

distributions have been found in arterial bifurcations in humans and different

animals [35, 36]. In that way, the subsystems of fluid delivering (with K � 1) and

distributing (with K > 1 or K < 1) vessels have been distinguished in the fluid

transportation networks in animals and plants.

Similar dependencies have been obtained for the branching angles (Fig. 2.8).

The larger delivering veins supporting the leaf blade as reinforcing system

possess almost optimal branching angles. The dependence αrel(d0) where

αrel ¼ α=αopt, α ¼ α1 þ α2 is the measured angle, and αopt is computed from (2.2)

using the value ξ measured for the bifurcation. The larger branches have α � αopt

Fig. 2.7 Dependencies d0(d2) (1) and d0(d1) (2)—(a) and K(d0) (b) for Cotinus obovatus
leaf blade
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while the smaller bifurcations may possess either bigger or smaller branching angle

in comparison to the optimal ones (Fig. 2.8a). The dependence α(K) exhibits

significant scatter (Fig. 2.8b), but the tendency of increase in the branching angle

with an increase in the branching ratio has been detected on all the studied leaf

blades.

It means the bifurcations with K > 1 and, therefore with relatively thick

daughter veins have bigger branching angles than the relatively thing bifurcations

with K < 1, independently on their diameters and asymmetry coefficients. The

bigger branching angles allow covering the wider leaf area and supply a bigger

number of live cells, that is consistent with optimality for the fluid delivery.

The dependence of the reinforcing properties of the bifurcations of tubes with

different diameters and branching angles can be studied on the corresponding

mechanical model.

2.3 Optimal Design of Loaded Bifurcations

Let us consider three bars of circular cross sections composed of a bifurcation

OABC (Fig. 2.9). The lines OA, AB, and AC belong to the same plane, the

coordinates of the points are O(0,0), A(x,0), B(a,b1), and C(a,�b2), the diameters

and lengths of the bars are d0, d1, d2 and L0,L1,L2 correspondingly. The bar OA is

rigidly clamped at the cross section x¼ 0, y¼ 0, the bars are loaded by point forces

F
!
1,2 located perpendicularly to the plane 0xy and applied in the points B,C

(Fig. 2.9). Let us find out the branching design when at the given volume of the

bifurcation

V ¼ π

4
d20L0 þ d21L1 þ d22L2
� � ð2:5Þ

the maximal stress σmax in the bifurcation is restricted: σmax � σ*.

Fig. 2.8 Dependencies αrel(d0) (a) and α(K ) (b) for the Fragaria moschata leaf blade
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The criterion (2.5) must be important for rigid branches of trees, bushes, and

shoots [35], while for the leaf branches the total lateral surface

Ξ ¼ π d0L0 þ d1L1 þ d2L2ð Þ ð2:6Þ

provided the sap delivery to the distributed live cells can be more important [7].

Stress distribution is determined by the bending moment M ¼ σJ=h, where J is
the moment of inertia of the cross section with respect to its horizontal axis passed

through the center of mass of the cross section, h is the distance to the axis (for the

uniform circular bar, h is the radius of the cross section). Since the maximal bending

moments are produced in the cross sections at maximal distance to the applied

forces, for the three bars composing the bifurcations the maximal stresses will be

reached at the section O of the first bar, and the section a of the second and third

bars. Then, the restriction on the maximal stress will give the inequalities.

M1max ¼ F1L1 � π

32
σ*d31

M2max ¼ F2L2 � π

32
σ*d32

M0max ¼ F1 þ F2ð Þa � π

32
σ*d30

ð2:7Þ

According to (2.7), the minimal values of M1max, M2max, and M0max will be

given by minimal diameters, so we can come from (2.7) to the equalities

d1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
32F1,2L1,2

πσ*
3

r
, d0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
32 F1 þ F2ð Þa

πσ*

3

r
ð2:8Þ

Since L1,2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a� Xð Þ2 þ b21

q
, L0 ¼ X, substitution (2.8) in (2.5) and (2.6) gives

the following optimization criteria in the dimensionless form

Fig. 2.9 Geometry of the

bifurcation OA, AB, AC

loaded by the forces F
!

1,2

applied on the bifurcation in

B,C perpendicularly to the

plane 0xy
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ΘI, II ¼ kI, II
�
f nI, II 1� χð Þ2 þ β21

� �mI, II

þ 1� χð Þ2 þ β22

� �mI, II þ χ f þ 1ð ÞnI, II
ð2:9Þ

where χ ¼ X=a, β1,2 ¼ b1,2=a, f ¼ F1=F2, nI ¼ 1=3, nII ¼ 2=3,

mI ¼ 4=6, mII ¼ 5=6, kI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
32π2a4F2

σ*
3

q
, kII ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
16πa5F2

2

σ*ð Þ2
3

r
, (I) and (II) correspond to

the criteria (2.6) and (2.5) accordingly.

Optimal location X of the bifurcation for the given geometry (a, b1, b2) and
mechanical load (F1, F2) can be found from the conditions

ΘI, IIð Þ=χ ¼ 0, ΘI, IIð Þ==χχ > 0 ð2:10Þ

The branching ratio K, the optimal Murray parameter μ ¼ d31 þ d32
� �

=d30 and

the optimal bifurcation angles α1,2 ¼ 1�χffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�χð Þ2þβ21

p can be computed then and com-

pared to the measured values presented in the previous chapter. Since the real load

on the branching plant structures includes own body mass, the payload (leaf mass),

the wind, rain and snow load, the force distribution (F
!
1, F

!
2) must be insignificant

and only the force asymmetry f might be important in connection of development

the symmetric or quite asymmetric branches. Geometry of the bifurcation can also

be described by relative parameters b1 þ b2ð Þ=a 2 �
0, 2 , b1=b2 2½ �0, 1�.

2.4 Results and Discussions

Direct computations on (2.9), (2.10) at known a, b1,2,F1,2 give algebraic equation

for determination the optimal location of the branching point x¼X. Numerical

computations have been carried out for the symmetric area b1 þ b2 ¼ a and

two non-symmetric areas b1 þ b2 ¼ a=2 and b1 þ b2 ¼ 2a. Three values of the

force asymmetry f have been chosen: f¼ 0;2;0.5. Due to the symmetry, the values

β1 ¼ 0:1; 0:2; 0:3; 0:4; 05 have been used. Location of the optimal bifurcation point

A in dimensionless coordinate χ ¼ X=a at different area geometry and force

distributions is presented in Fig. 2.10.

Location of the point A exhibit quite small variations 0:57 < χ < 0:61 for the

symmetric area b1 þ b2 ¼ a, 0:61 < χ < 0:71 for the elongated area

b1 þ b2 ¼ a=2, and 0:5 < χ < 0:57 for the widened area b1 þ b2 ¼ 2a. When the

area is elongated, the main branch OA must be longer, while for the widened area

is shorter, which is physical. The difference between the corresponding

averaged values is �4:5% only. For the symmetrical location of the main branch

OA (β1 ¼ 0:5), the two non-symmetric force distributions f¼ 2;0.5 give the same

solution which is natural. The values computed for the symmetrical loaded branch
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( f¼ 1, β1 ¼ 0:5) correspond to the results obtained in [37]. The stability problem

for the loaded branching structures composed of straight roads has been studied in

[38]. The differences between the optimal location of the bifurcation point A at

two non-symmetric loads ( f¼ 2;0.5) are bigger for the asymmetric location of the

main branch OA (β1 ¼ 0:1) and smaller for its symmetric location (β1 ¼ 0:5)
(Fig. 2.10). It is obvious, the difference will increase for more asymmetric force

distributions f¼ 3;1/3;4;1/4;. . .. In some cases, the values X/a are close to the

golden ratio X=a � 0:6. Geometries of the optimal branches are depicted in

Fig. 2.11 for the most asymmetric (β1 ¼ 0:1) and symmetric (β1 ¼ 0:5) cases.
Location of the bifurcation point A at different sets of the force asymmetry f and
0:1 < β1 < 0:5 are filled by gray color.

Since in the optimal branching the applied forces determine thicknesses of the

beams or diameters of the cylindrical rods, the corresponding diameters can be

computed from (2.7) at different model parameters. The asymmetry coefficient ξ,

branching ratio K, and Murray’s coefficient μ ¼ d31 þ d32
� �

=d30 can also be

Fig. 2.10 Location of the optimal bifurcation point at different β1 2 0:1; 0:5½ � at b1 þ b2 ¼ a (a),
b1 þ b2 ¼ a=2 (b), b1 þ b2 ¼ 2a (c). Square, rhomb, and triangle signs correspond to the force

asymmetries f¼ 1, f¼ 2, and f¼ 0.5 accordingly

Fig. 2.11 Location of the bifurcation point on the area x 2 0; a½ �, b 2 �b2, b1½ � at different

bifurcation asymmetry β1 2 0:1; 0:5½ � and area geometry b1 þ b2 ¼ a (a), b1 þ b2 ¼ a=2 (b),
b1 þ b2 ¼ 2a (c)
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computed. The branching ratio and Murray’s coefficient describe rather transport

properties of the bifurcation of the rigid tubes for the fluid flow than to the stress

minimization. According to (2.1), when μ � 1 the bifurcation is closer to the

optimal one. The branching angles α1,2 can be computed from the calculated values

χ for any given geometry (Fig. 2.9). The computed dependency α(K ) where α ¼ α1
þα2 is presented in Fig. 2.12a. Three sets of data corresponded to different

geometry of the area are clearly visible.

Inside each set the three sets correspondent to different force asymmetry

are clearly separated only in the case b1 þ b2 ¼ 2a with bigger branching angle

α and branching coefficientK. There is quite good approximation of the general data

K ¼ k1exp k2αð Þ (R2¼ 0.688) depicted in Fig. 2.12a by the solid line. The computed

dependence is very close to those measured on the plant leaves (Fig. 2.8b).

If we compare the branching angle α optimal for the stress minimization in the

structure and the branching angle α * computed for the same diameters from (2.2)

and optimal for the fluid delivery along the branch, we shall obtain quite good

correlation between them (Fig. 2.12b). It means both optimal solutions are quite

close to each other. Taking into account the computed influence of small deviations

of location of the branching point A in the area which corresponds to �5%
additional energy lost [39], in nature the scatter of the data around the line α*
¼ α (solid line in Fig. 2.12b) corresponds to rather small energy lost compensated

by optimality to some other external conditions or internal properties.

The dependence μ(d1/d2) presented in Fig. 2.13a is similar to the measured

dependencies μ(d0) and μ(ξ) (Fig. 2.8a). The thicker the main branch, the closer

the optimality coefficient to 1, while the small branches demonstrate bigger scatter

around the optimal value. In the experimental data 0 < ξ < 1, while in Fig. 2.13b

Fig. 2.12 Dependencies α(K ) (a) and α * (α) (b). The square and rhomb signs in (b) correspond to
the longer (AC) and shorter (AB) rods accordingly
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d1/d2 could be bigger than 1, because in the cases when the shorter rod is loaded by
the bigger force, in the optimal case it is thicker than the less loaded longer branch.

In this case, diameter ratios of the shorter and longer branches may give values

d1=d2 > 1.

The quite strong dependence α2 ¼ κ1ln M0ð Þ þ κ2 (R
2¼ 0.864) of the branching

angle of the longer branch on the total bending moment M0 appeared in the main

rod has been found (Fig. 2.13b), while the shorter branch exhibits some noticeable

scatter around the exponential averaged values (straight line in Fig. 2.13b)

depending on the applied forces and initial branch asymmetry. The data measured

on the vascular beds demonstrated the same dependence, as if the main daughter

branch follows the diameter of the parent branch, while the smaller daughter branch

has more freedom for branching and, therefore, the bigger scatter.

In that way, the computed configurations of the optimal bifurcating fibers

experienced minimal internal stress at given asymmetric load can be used for

reinforcement of the tissue-like engineered composites in the woven or layered

(Fig. 2.1) patterns, as well as 3D structures reinforcing convex shells (containers,

capsules, roofs, pavilions, panels, etc.).

The branched structures composed of nanotubes are perspective for optimal

reinforcement of microscopic objects like artificial cells, tissue substitutes,

MEMS units, fuel cells, and others. Modern technologies allow synthesis of carbon,

metal, polymer, and other branched Y-shaped conjugations of nanotubes that can be

used for simultaneous strengthening of the unit and delivery and distribution of

macro- and nanofluids through them. The aerosol technique based on spray of a

catalyst-precursor solution composed of metal salts in water directly into a furnace

is a low-cost technology for obtaining Y-shape nanotubes and more complex

branched structures of them [40]. The Y-shaped carbon nanotubes can be obtained

by the arc discharge method [41] and used for the reinforcement and heat conduc-

tivity purposes. The Y-shape TiO2 nanotubes have been obtained by multistep

Fig. 2.13 Dependencies μ(d1/d2) (a) and α(M0) (b) computed for the bifurcating beams
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sonoelectrochemical anodization method [42]. Being embedded into a viscoelastic

matrix with needed thermomechanical or electromechanical properties, the struc-

tures form new composites reinforced by a branching network of tubes. Many

microunits like liquid-based micro-coolers and heaters, fuel cells, artificial cells,

molecular motors, lab on the chips need permanent delivery of the working sub-

stances, and taking away the products of reactions/decay, assimilates, and useful

produced substances that can be fulfilled by the same elements which provide

strengthening. It is a reasonable way for economy of the material and lightweight

design of the micro- and nanosystems by double exploitation of the same system

whose design provides optimality for both mechanical and transportation

properties.

The diameters of the nanotubes in the manufactured Y-shape junctions are

usually constant or uniform dependent on the material, and the branching angles

are determined by the technological conditions and could be far from optimal ones

in the above-discussed meaning. Recently, novel approaches for the controlled

branching of the nanotubes by nucleation their lateral surface with a catalyst and,

therefore, initiation of the branched growth [43]. This will allow manufacturing of

the branched structures of nanotubes as reinforcing structures that provide

multicriteria optimization of the mechanical, heat and flow conductivity properties

of the corresponding composite materials.

2.5 Conclusions

Natural materials in tissues and organs of plants and animals are mostly presented

by fiber-reinforced composites. The reinforcing fibers, from nano- to macroscales,

are branched systems of tubes or rods that exhibited certain geometrical regularities

between the diameters and branching angles at the bifurcations, diameters, and

lengths in the general network. Statistical analysis of the measurement data

obtained on the vascular beds of human and animals, as well as tree branches and

leaf venation systems revealed the same regularities in their geometry. Solution of

the optimization problem for the stationary fluid flow in rigid cylindrical tube when

the total energy expenses for the viscous flow and metabolism are minimal gives the

Murray’s law. In that way, transportation networks in live nature are optimal

pipelines provided minimal energy costs for transport and metabolism. Solution

of similar optimization problem for the fluid percolation through the cylindrical

tube with permeable wall at the assumption of the long thing tubes (d/L� 1) has the

same form [31]. As it was shown in this chapter, the optimal rigid Y-shape rods

fastened at the beginning of its parent rod and loaded by non-symmetric forces

reveal the distributions between diameters, branching angles, and lengths that

possess certain regularities similar to those obtained on the measured data.

Based on the theoretical results, the obtained regularities are proposed for

fabrication of the branching structures of nano-/microtubes as reinforcing systems

for the composite materials with optimal properties. Those materials will provide
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multicriteria optimization of their mechanical (strengthening), heat and flow

conductivity (transportation) properties. Due to similarity of the solutions of both

the mechanical and transportation problems, significant economy of the materials

and lightweight design could be reached, which is especially important for the

micro heaters/coolers, microfluidic separators/homogenizators, fuel cells, artificial

cells and tissues, microengines, and other MEMS units.
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Chapter 3

Kinetics of Dispersion-Coagulation During
Annealing of Metal Nanofilms Deposited
onto the Surface of Non-metallic Materials

Y.V. Naidich, I.I. Gab, T.V. Stetsyuk, and B.D. Kostyuk

3.1 Introduction

To join different non-metallic materials, in particular, oxide and nonoxide ceramics,

single crystals, and carbon-based materials, metallic coatings of different thick-

nesses deposited onto them are commonly used [1–5]. Thin metals films (within the

nano thickness range) deposited onto non-metallic inorganic materials are of para-

mount importance for the processes of joining (soldering) of non-metals (ceramics,

glass, single crystals, carbon materials, superhard materials). Metallization of such

materials surfaces provides for their sufficient wetting bymolten metals determining

the very possibility of the soldered joint formation process, and also strength and

other characteristics of such joints.

Thin films are widely used in various fields of science and technology. By their

structure and properties, they may differ significantly from their massive coun-

terparts. Preparation of films may be done by various methods, e.g., by chemical

or electrolytic deposition from the solutions. In this chapter, we consider thin

films obtained by condensation of molecular (atomic) material flow at a solid

surface [6].

Since during pressure soldering or welding, parts to be joined must be heated up

to a certain temperature, it is important to know the behavior of the thin metal films

with heating. Previously, we have studied the thermodynamics of the conversion

processes of morphology and structure of metal nanofilms deposited onto oxide

and nonoxide non-metallic materials and annealed at various temperatures [7–12]
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and found differences in their behavior during annealing. Initially, even at high

temperatures, solid metal nanofilms can remain intact or disintegrate into

fragments–islets which are then converted into separate drop-shaped elements

which height exceeds the initial thickness of the original film.

In this study, the kinetics, i.e., time evolution, of structural changes of the film

proceeding from monolithic state to disintegration and further coagulation into

individual droplets during annealing of several metals (Cu, Ag, Au, Nb, Hf) films

deposited onto various oxide and non-oxide materials (alumina ceramics, quartz

glass, sapphire, glassy carbon, silicon nitride) was investigated.

3.2 Materials and Experimental Methods

In this chapter, we have used electron-beam method [13] for deposition of silver,

gold, cooper, niobium, and hafnium films ~100 nm thick onto the surface of the

substrate made of quartz glass, alumina ceramic, technical sapphire, glassy

carbon, and ceramics based on silicon nitride. The surface of non-metallic sub-

strates were polished to a roughness of 0.01–0.02 mm and degreased with petrol

and acetone. Oxide materials substrates were annealed in air at 1,000 �C for 1 h

with subsequent annealing in vacuum at the same temperature for the same time;

for glassy carbon and silicon nitride ceramic substrates, only the last step was

applied. Non-metallic samples with deposited metal films, except for silver and

gold films, were annealed in vacuum (2� 10�3 Pa) at 900–1,600 �C for different

times (2–20 min). Samples with gold and silver films were annealed in air at

400–1,100 �C; the exposition time was varied from 15 s up to 20 min. Annealed

metal nanofilms were examined by optical, atomic force microscopy, and electron

microscopy, as well as by the method of measuring of the electrical conductivity

of the films which is the subject of several studies [14–18]. Taking into account

the fact that many non-metallic ceramic materials are insulators with specific

electrical resistivity ~106� 1012Ω·m, a convenient tool for such study is measur-

ing of the electrical conductivity of metal films (non-metallic film substrate is not

shunting the conductivity of the film).

Investigation of the films electrical conductivity was carried out for samples of

alumina ceramics of 40� 10� 4 mm size, which polished surface was coated with

silver film 100 nm thick, and which ends were soldered by silver to platinum leads

of a metering device (ohmmeter).

Photomicrographs obtained with scanning electron microscope were treated by

planimetric method consisting in weighting of cutted out images of metal film

fragments and droplets to determine the sample area occupied by these fragments

depending on annealing temperature and time; after which, the data obtained were

interpreted graphically.
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3.3 Results and Discussion

After annealing, all non-metallic substrates show, at first, dispersion of metallic

films up to their complete decomposition at high temperatures and long exposition

times. In some cases after prolonged annealing, coagulation of films fragments was

observed resulting in aggregation of smaller fragments (“droplets”) into larger ones

(this refers to solid “droplets” of metals since the annealing temperature was much

lower than the metal melting point even taking into account the impact of “drop-

lets” size onto the melting point). The most pronounced these processes become

during annealing in air of the silver nanofilms deposited onto oxide materials

(sapphire, quartz glass, alumina ceramic). The lowest temperature at which the

coagulation of the silver films begins is 400 �C, and, at 600 �C, active droplets

coagulation takes place already after 15 s of exposure and completes during the first

min of annealing process (Figs. 3.1 and 3.2).

Fig. 3.1 Annealed under during various times in air silver film 100 nm thickness onto sapphire

has been investigated using scanning microscopy (a, b, d) �3,000 and atomic force microscopy

(c): (a) 30 s ; (b, c) 5 min; (d) 20 min
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In this study, changes of the conductivity of silver nanofilm 100 nm thick

deposited onto the alumina ceramic during annealing in air depending on the

annealing temperature (Fig. 3.3a), and also the kinetics of the film conductivity

changes at different temperatures (Fig. 3.3b), were investigated.

It should be noted that the rapid decrease of the ceramics area coated by film

takes place in a few seconds or minutes of annealing (Fig. 3.2) which practically

coincides with an equally sharp drop in conductivity of the film (Fig. 3.3b).

Copper and gold nanofilms coagulate intensively with annealing in vacuum only

within the temperature range 900–1,000 �C for all investigated non-metal substrates

(Figs. 3.4 and 3.5).

Niobium and hafnium nanofilms deposited onto oxide substrates begin to decom-

pose during annealing in vacuum only at high temperatures (1,500 �C and higher)
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Fig. 3.4 Copper film 100 mn thickness deposited onto sapphire and annealed in vacuum has

been investigated using scanning microscopy (a, c) �3,000 and atomic force microscopy (b):
(a, b) 950 �C, 20 min; (c) 1,000 �C, 5 min

Fig. 3.5 Dependence of sapphire square coated by metallic film from annealing time under

various temperature (800–1,100 �C): (a) copper; (b) aurum
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(Figs. 3.6 and 3.7). These films, deposited onto glassy carbon and silicon nitride

ceramics surface, retain their continuity up to 1,200 �C; with further annealing

temperature increase, structural changes are observed, apparently as a result of

metals interaction with the substrates surfaces.

In this chapter, attention has been focused on the analysis of the thermodynamic

and kinetic properties of the contact systems “metal film–non-metallic substrate.”

Results were treated mainly with respect to the adhesive interaction between the

metal film and the non-metallic solid. If the metal adhesion to the non-metallic

material WA is less than the metal cohesion WC, the continuous film state at

the non-metallic surface is thermodynamically unstable. Similarly to the liquid

metal, the film stability or instability is determined by the spreading coefficient (KS)

(by Harkins):

KS ¼ WA �WC ð3:1Þ

The film is stable if KS> 0.

Fig. 3.6 Niobium film 100 mn thickness deposited onto sapphire and annealed in vacuum has

been investigated using scanning microscopy (a–c) and atomic force microscopy (d): (a) 1,500 �C,
5 min, �3,000; (b) 1,500 �C, 10 min, �3,000; (c, d) 1,600 �C, 20 min, �10,000
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Generally, metallic melts are characterized by high surface tension, and very

high adhesion is required for the wettability of non-metal substrate by the molten

metal to be good enough. Some metals, such as Cu, Ag, Au, and Ni, form a

sufficiently large contact wetting angles (Θ) oxide materials.

In general, there may be the following cases: Θ¼ 0, KS> 0—continuous metal

film at the solid surface is stable; Θ 6¼ 0, the contact angle can be up to 90� and

more—the film is unstable.

The work of the liquid metal adhesion can be written as follows:

WA ¼ σlg 1þ cosΘð Þ ð3:2Þ

where σlg—the value of the surface tension at the liquid–gas interface.

In turn, the work of cohesion can be written as follows:

WA ¼ 2σlg ð3:3Þ

On the basis of formulas (3.2) and (3.3), a formula for determining the spreading

coefficient can be obtained as follows:

KS ¼ WA �WC ¼ σlg cosΘ� 1ð Þ ð3:4Þ

All of the above can be applied to metals in the solid state provided sufficient

mobility of their atoms realizable at elevated temperature. During long-term expo-

sure of contact system “non-metallic substrate–metal film,” equilibrium state

should be established finally (the term “solid wetting” should be used in this

case). These considerations were discussed by us earlier [8, 10] to investigate the

morphology of the films using electron microscopic techniques.

Fig. 3.7 Dependence of sapphire square coated by refractory metal film from annealing time

under various temperature (1,400–1,600 �C): (a) niobium; (b) hafnium

3 Kinetics of Dispersion-Coagulation During Annealing of Metal Nanofilms. . . 31



Possible cause of the initially sharp fall of the electrical conductivity of a thin

metal film deposited onto the surface of non-metallic material during annealing can

be explained as follows. During deposition (by electron-beam evaporation) of metal

onto the cold solid surface, when the film thickness reaches 100 nm, polycrystalline

grain structure of the film is observed (according to electron diffraction data).

During heating of such “film–substrate” contact system up to a certain temper-

ature (below the melting point of the metal, even considering the influence of the

size factor, i.e., melting point decrease of low-sized substance particles), a process

of the metal film dispersing takes place. The reason is the non-equilibrium, unstable

state of a continuous metal (copper, silver) film, i.e., KS< 0 and contact angle is

non-equal zero, or even more than 90�. Mechanism is proposed as follows: during

heating, diffusion mobility of the metal atoms causes the formation of discontinu-

ities in the film tending to the formation of separate thickened portions and, finally,

of solid metal “droplets.”

By analogy with the sintering of powders, in which the initial stage lies in a

consolidation of individual sections uniting a group of particles and decompaction,

loss of contacts between different groups, i.e., a zonal group isolation of particles,

with which the porosity within the group [19] can be zero, and the intergroup

porosity can be high. This leads to discontinuities between individual groups of

particles. It should be noted that these processes occur in the solid phase (metal

film), so the word “droplet” is within quotes. It is not necessary to believe that the

film discontinuation takes place only when it is melting, as suggested in [18].

Besides, an important factor in the process of destroying the initial film integrity

is a significant difference in thermal coefficients of linear expansion (TCLE) of

metals and non-metals manifesting itself with heating. For example, TCLE of silver

is 19.5� 10�6 �C�1, and of Al2O3 ceramics—8� 10�6 �C�1.

Thus, it should be assumed that, in this chapter, true mechanism is proposed for

changing the electrical conductivity of nanofilms during annealing up to the

temperature at which the diffusion mobility of the metal atoms is quite high.

It takes into account, besides the main adhesive-capillary-solid phase factor, the

behavior of particles of the sintered body in powder-metallurgical processes (group

isolation of multiple particles) and certain separation of particles groups from each

other.

In practice, the very important fact is that niobium and hafnium nanofilms

deposited onto oxide materials retain their integrity at temperatures up to

1,400 �C, which makes them suitable for the metallization of ceramics for subse-

quent soldering and usage at high temperatures (1,500 �C or higher).

3.4 Conclusions

It is found that the destruction behavior of all the studied films during annealing is

almost the same and consisting in dispersion of initially continuous films into

relatively large fragments of irregular shape with the subsequent decomposition
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into smaller fragments and solid droplets growing upwards and acquiring more and

more regular round shape, as it can be seen at the atomic force microscope images

(Figs. 3.1 and 3.5).

Measurements of the conductivity changes during annealing of silver nanofilms

have showed that the conductivity is practically in full accordance with the films

dispersion degree and, thus, with the sample area value coated with metal.

The results obtained regarding dispersion and coagulation of metal nanofilms

deposited onto metallic substrates are important for the development of processes

of joining (soldering) of non-metallic materials with metals.
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Chapter 4

Magnetization in Nanostructures with Strong
Spin–Orbit Interaction

A.M. Korostil and M.M. Krupa

4.1 Laser-Induced Remagnetization in Magnetic
Nanostructures

4.1.1 Introduction

Today, features of the interaction of laser radiation with matter have searched out the

wide application in several fields of science and technique. Specifically,

corresponding effects effectively use in the magneto-optical spectroscopy with high

spatial and time resolution and for controlling of magnetic states in nanostructures.

The highly coherent laser radiation permits to study dynamic and kinetic processes

with nanometer and femtosecond resolutions and to control the quantum transition of

electron, spin and atomic subsystems in nanostructures. The laser-induced spin

transition effects in magnetic nanostructures lie in the basis of work of tiny fast-

speed elements for modern recording and readout magneto-optical systems.

The key role belongs to the effects connected with the laser-controlled spin

manipulation including the spin-polarized electron transport in magnetic

nanostructures that constitute the subject of the modern magnetism physics,

spintronics, and microelectronics. The laser-induced magnetic transitions in mag-

netic nanostructures determine both by their spin and electron structure and by

physical characteristics of laser radiation. Corresponding magnetic materials must

possess by high enough values of magnetic anisotropy, magneto-optical suscepti-

bility, and the spin polarization of conduction electrons. The laser radiation must be

characterized by the high degree of polarization, a strong enough intensity and its

pulse duration must correspond to short times of electron and spin relaxations.
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Search magnetics with the high polarization degree connected with the known

problem of efficient sources of the spin-polarized electron current providing the

laser magnetic control. Magnetic nanostructures with the high spin polarization are

seen as basic elements for devices, in which the laser excitation serves for the

ultrafast magnetic control, including the control of the spin-polarized current. The

practical realization such laser-controlled spin devices assume the development of

techniques and design concepts of the mentioned spin control in solids.

The fast-speed directed laser magnetic impacts is realized via the laser-induced

thermal demagnetization with subsequent bias by effective internal magnetic fields of

different nature subject to the magnetic structure of materials and laser radiation

characteristics. The effective internal magnetic bias fields can be related to the inverse

magneto-optical Faraday effect (see [1–3]) and to the effects of the transient

ferromagnetic-like state in combination with the relaxation of the exchange antiferro-

magnetic interaction under the pulsed laser-induced thermal demagnetization [4, 5].

In the first case, the biasmagnetic field (HF) arises only under circularly polarized laser

irradiation. In the second case, the bias field (HTR) is the internal transient field caused

only by the different speeds of the laser-induced thermal demagnetization, and it is

independent on the radiation polarization.

The effective bias fieldHF corresponds to transition of electrons into the spin-flip

perturbed ground state under the excitation by circularly polarized photons and the

spin–orbital interaction [1]. Such process consists of the photon-induced electron

transition with some photon frequencyω1 into a virtual state with strong spin–orbital

coupling and subsequent relaxation into the spin-flip perturbed state [2, 3]. The

relaxation is accompanied by the coherent reemission of a photon with a frequency

ω2 ¼ ω1 �Ωm, where Ωm is a magnon frequency. The spin-flip time is determined

by the energy of the spin–orbital interaction. For materials with a large magneto-

optical susceptibility, the spin-flip duration can reach of 10 fs. The stimulating and

re-emitted photons have identical circular polarizations that imply the conservation

their angular momentums under the light-induced spin-flip. The laser magnetic

impact via the effective bias fieldHF occurs at a strong enough intensity of polarized

pulsed radiation at some intervals of its pulse duration.

During the laser-induced thermal demagnetization, when one of ferrimagnetic

sublattice becomes demagnetized, the field HTR, coinciding with the magnetic field

of the second again not demagnetized sublattice, realizes the magnetic bias of the

first sublattice along its direction. Magnetic moments of both ferrimagnetic

sublattices are parallel up to the complete demagnetization of the second sublattice

that corresponds to a transient ferromagnetic-like state [4, 5]. Then, the field HTR is

determined by the relaxation of an antiferromagnetic exchange interaction that

results in magnetic bias of the second ferrimagnetic sublattice antiparallel to its

initial state. Such purely thermal laser-induced remagnetization of ferrimagnetic

materials assumes large enough power short-time pulsed laser radiation with

arbitrary polarization.

The indirect laser-induced magnetic impact can have the thermo-magnetic

nature related to energy dissipation and the temperature dependence of magnetiza-

tion and magnetic anisotropy constants. In this case, cooling time and heat limits the
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laser impact speed and heat diffusion limits the laser impact localization. The

indirect laser-induced magnetic impact can be realized via the laser-induced spin-

polarized electron current [6, 7] caused by band-dependent kinetic properties of

spin-polarized electrons under their momentum-selective interband laser excita-

tions [8–11]. Then, the laser magnetic control is realized via the exchange interac-

tion of the spin-polarized electron current with localized magnetic moments of a

magnetic nanostructure. The laser-induced spin-polarized electron current belongs

to the laser-induced kinetic effects (see [8]), which have a considerable role in the

problem of laser-controlled particle transport in condensed matters (especially, in

semiconducting and metallic nanostructures and gas mixtures).

Laser-induced kinetic effects, currents, and potential differences caused both by

a photon momentum transfer (a photon pressure) and by the different mobility of

ground and momentum-selective excited states of particles (electrons or atoms)

underlie of the fast control of current states (including spin-polarized electron

currents) and charge distribution in condensate systems. The momentum-selective

laser impact causes the directed drift of particles with and against the direction of

light propagation. The momentum of drift particles in some orders exceeds the

photon momentum and therefore corresponding currents dominate. The character

of the laser-induced excitations and the corresponding laser-induced drift (LID) of

the particles are determined by their energy band spectra, which can have different

dependence of interband transitions on a particle momentum (see [8]).

Such laser-induced electron kinetic effects occur in semiconductors with a

two-dimensional structure of an electron subsystem (2DEG) [11–14], where the

electron motion is quantum confined along one direction. The confinement achieves

either by applying a magnetic field or by creation of quantum wells in semicon-

ductor heterostructures. However, the LID in semiconductor due to smallness of the

subband excitations occur at low temperatures that limits its practical application.

The mentioned kinetic effects can be realized through arbitrary interband tran-

sitions including those, which are excited by light in visible range and at room

temperatures, in both semiconductors and metals (see [8]). The laser-induced

electron transitions in metals occur between nonparallel conduction bands, since

the edges of the conduction bands are typically located in different points of

momentum space. However, the momentum-selective electron excitations provide

by their concentration near to the gap in the band spectrum of electrons.

The laser-induced kinetic effects with respect to conduction magnetic materials

can serve as the base for the laser-induced injection of spin-polarized electrons in

magnetic nanostructures. The interaction of corresponding spin currents with the

lattice spins in such nanostructure can be seen as the possible mechanism of the

laser control of magnetic states of the mentioned heterogeneous nanostructures.

The speed of corresponding magnetic switching is determined by the pulse duration

of laser radiation and the rate of procession of lattice spin magnetic moments.

The feature of laser magnetic impact consists in possibility of the optical

excitation of their spin system on a timescale faster than the characteristic time of

the ferro- and antiferromagnetic exchange interactions that determines a

nonadiabatic character of the spin dynamics. Accordingly, laser-induced spin-flip
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processes and a magnetic reversal can occur with ultra-high speeds striving to a

physical limit. Ferrimagnetic materials with the antiferromagnetic exchange inter-

action, which is the strongest interaction in magnetism, possess maximal speeds of

the laser-induced remagnetization.

Namely in ferrimagnetic-based nanostructures the laser-induced effects provide

the high-speed laser control by magnetic states, and particularly, remagnetization.

Most strongly, the laser-induced effects are appeared in such rare-earth/transition

metal-based nanostructures. Features of the laser-controlled magnetization and

spin-polarized electron current in such nanostructures represent a great interest

for high-speed writing and retrieving magnetically stored information.

Together with the laser-induced spin-polarized electron current, the laser-

induced kinetic effect of the momentum-selective directed atomic drift results in

magnetic changes via corresponding charge redistribution in irradiated materials.

This is manifested via the change of magneto-optical properties of materials that

also represents interest for the laser-controlled doping and impurity removal of

magnetic materials.

The features and mechanisms of the laser-induced magnetization and

remagnetization are considered below in ferrimagnetic-based single layers and

multilayered nanostructures. The role of laser-induced spin-polarized currents in

processes of the laser-induced remagnetization has investigated in tunnel magnetic

junctions (TMJs). The laser control of the spin-polarized current in tunnel ferri-

magnetic nanostructures via the pulsed laser-induced remagnetization is considered

in the case TbFeCo-based compounds. In addition, we study the LID of impurities

in semiconductors and its optical exhibitions.

Physical limits of remagnetization speed are one of the fundamental problems of

magnetism physics, which has a crucial significance for creation of magnetic high-

speed recording and readout systems of information [15–20]. Growth of attention to

this problem is related to modern achievements of nanotechnologies, by possibil-

ities of production of new magnetic nanostructures with predetermined physical

properties, and development of the short-time pulsed laser radiation [21]. The

prospect of the solution of this problem is related to the use of the impact of

short-time laser impulses on the ferrimagnetic multilayered nanostructures, specif-

ically, TMJs [22–25] that can lead to magnetic state variations and the

remagnetization effect (see [19, 26]).

The laser-induced remagnetization of a ferrimagnetic nanolayer is characterized

by its initial swift heating, thermal demagnetization of ferrimagnetic sublattices

with different speeds, and by subsequent magnetic bias, which can cause both laser-

induced electron excitations and nonequilibrium transitional magnetic states of

ferrimagnetic sublattices [4, 26, 27].

The laser-induced electron excitation, occurring under circularly polarized laser

radiation, results in the effective internal magnetic field HF of the inverse magneto-

optical Faraday effect and the effective internal magnetic field Hsd of the s–d
exchange interaction of the spin-polarized current (laser-injected from a magnetic

nanolayers) with the lattice magnetic moment of nanolayers. The intense laser-

induced thermal demagnetization of ferrimagnetic sublattices can result in the
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nonequilibrium transitional state with the parallel spin configuration of ferrimag-

netic sublattice, which together with an interchange interaction relaxation can cause

an internal magnetic field and the remagnetization effect [4, 5].

Such remagnetization can occur in the specific interval of relations between the

laser pulse duration and laser-induced thermal demagnetization durations of ferri-

magnetic materials [16]. The remagnetization dynamics of the ferrimagnetic

nanolayers essentially depend on initial states and magnetic characteristics of

ferromagnetic nanolayers. Therefore, our paper is devoted to study of features of

the laser-induced remagnetization of ferrimagnetic nanostructure.

The structure of the presented paper is as follows. In Sect. 4.1.2, by a magneto-

optical pump-probe method we investigate the laser-induced dynamics of the

remagnetization and tunneling magnetoresistance effect in tunneling ferrimagnetic

junctions on the basis rare-earth and transition metals TbCoFe with perpendicular

magnetic anisotropy (PMA) [8–11]. The role of the laser-induced thermal demag-

netization in the remagnetization under effectivemagnetic fields related to circularly

polarized pulsed laser radiation is shown. In Sect. 4.1.3, it is studied the dependence

of remagnetization dynamics on temperature behavior of an effective gyromagnetic

ratio and a coercive magnetic field in ferrimagnetic junctions. Mechanisms of the

laser-induced thermal remagnetization in ferrimagnetic layers with perpendicular

and plane magnetic anisotropy via passing the nonequilibrium transitional magnetic

state with parallel sublattice magnetizations are considered. Section 4.1.4 is devoted

to the laser-induced kinetic effects, currents, and a potential difference in solids. A

sequential approach to describe those kinetic effects is proposed. Influencing those

kinetic effects on optical properties of semiconductors is considered.

4.1.2 Laser-Induced Remagnetization Under
Effective Internal Magnetic Fields

The effect of the laser-induced remagnetization of thin magnetic materials repre-

sents the perspective and promising approach for increasing the physical limits of

magnetic recording and information processing technologies. Based on the direct

optical impact by laser pulses on magnetization, this approach represents the basis

for the high-speed laser control of a magnetic reversal both uniform and

nonuniform magnetic systems. The laser-induced magnetic transitions in the

nonuniform multilayered magnetic junctions can also be the basis for controlling

by a spin-polarized current and the tunnel magnetoresistance (TMR) in the TMJs.

The direct laser impact on the magnetization can be realized via the interaction

with its circularly polarized photons with spin-polarized electrons of a magnetic

medium. The Raman-like photon excitation of the electrons together with a spin–

orbital interaction is accompanied by the spin-flip and remagnetization (see [1, 2]).

That represents the quantum-mechanical mechanism of the inverse magneto-optical

Faraday effect, which act on magnetic materials as the effective internal magnetic

field (HF). The magnitude of the effective magnetic field HF is determined by the
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magneto-optical susceptibility, which is in the direct dependence on the spin–

orbital interaction. The pulsed laser irradiation causes heating and demagnetization

that in combination with the laser-induced effective magnetic field can lead to

variation of magnetic states and the remagnetization [3].

The indirect laser impact onmagnetic states in nonuniformmultilayeredmagnetic

nanostructures can be realized via the laser-induced spin-polarized electron current

between magnetic nanolayers [6, 7]. In this case, the remagnetization of the magnetic

junction can be caused by the exchange s–d interaction of the laser-injected spin-

polarized current with the localized magnetic moment of the injected layer of a

magnetic junction. The effective internal magnetic field Hsd of that interaction

constitutes from two components,Hsd ¼ Hs þ Hinj. The first componentHs is related

to the s–d interaction of the transverse component (with respect to the magnetic

moment of the injected layer) of the magnetic moment of the spin-polarized current.

The second component Hinj is related to the s–d interaction of the laser-injected

longitudinal spin component (with respect to the magnetic moment of the injected

layer) which is characterized by a nonequilibrium distribution. The mentioned

effective internal magnetic fields together with laser-induced thermal demagnetiza-

tion result in the remagnetization, which is accompanied by a TMR effect.

The dynamics of the laser-induced magnetization is observed with the help of

the magneto-optical pump and probe technique. In this technique, the one incident

laser pulse stimulates magnetic switching and the second laser beam transmitted or

reflected from the magnetic medium serves for image of the laser-induced magne-

tization. The magnetization image via transmitted or reflected laser beams is based

on the magneto-optical Faraday effect or the Kerr effects, respectively (see [2, 19]).

Corresponding magnetization dynamics can be described by the Landau–Lifshitz–

Bloch (LLB) equation (see [19]) containing temperature-dependent parameters of

longitudinal and transverse susceptibilities.

We have investigated the laser-induced remagnetization and TMR effect in

magnetic tunnel junctions consisting of the two TbCoFe-based or the two CoFe-

based amorphous ferrimagnetic nanolayers separated by the PrO-based isolating

barrier nanolayers. The TbCoFe-based and FeCo-based ferrimagnetic layers are

characterized by a perpendicular and single-axis planar magnetic anisotropy,

respectively. Based on the magneto-optical measurements by the all-optic pump-

probe technique, we have studied mechanisms and features of the remagnetization

and TMF effects of the TMJs with intense polarized laser pulses.

Features of the Laser-Induced Remagnetization

of Magnetic Nanostructures

The impact of pico- and femtosecond pulsed laser radiation on magnetic states and

the conductance of the spin-polarized electron current was studied for the magnetic

junctions Al2O3/Tb22Co5Fe73/Pr6O11/Tb19Co5Fe76/Al2O3 and Al2O3/Co80Fe20/

Pr6O11/Co30Fe70/Al2O3 with the TbCoFe-based ferrimagnetic and the CoFe-based
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ferromagnetic nanolayers (about 20 nm), respectively, separated by the PrO-based

isolating barrier nanolayers (about 2–3 nm). The TbCoFe-based and CoFe-based

layers are characterized by perpendicular (with respect to a magnetic layer) and

single-axis planar magnetic anisotropy, respectively. In addition, the pulsed laser

impact on a magnetization was studied for mentioned magnetic nanolayers singly.

The magnetic junctions were sprayed by a magnetron deposition technique on

plates with sizes 10� 14 mm and discs with the diameter 110 mm made of optical

fused quartz with the thickness 1.2 mm. Thicknesses of magnetic nanolayers

TbCoFe and CoFe constituted 20 nm. For the barrier nanolayer Pr6O11 and the

cover layer Al2O3 thickness constitute 2–3 nm and 40 nm, respectively. The

magnetic junctions with a conductive surface S¼ 20μ2 are produced by a photoli-

thography technique on the plates with sizes 10–14 mm. The edges of plates

through which the current entered into the tunnel contacts TbCoFe and CoFe

were covered by platinum. The contact zone and conductive magnetic strips also

were protected by the Al2O3 cover with thickness near 40 nm.

The magnetic nanolayers Tb22Co5Fe73 and Co80Fe20 have a high coercivity and

the adjacent nanolayers Tb19Co5Fe76 and Co30Fe70 have a low coercivity. The

barrier layer represents a large-gap semiconductor similarly to the known [28–30]

case of the MgO-based barrier in the magnetic junction Fe/MgO/Fe. The PrO-based

barrier as well as the MgO-based barrier is characterized by a tunnel transparency,

a large enough tunnel conductance and the TMR affect under external magnetic

field [31]. Corresponding graphic data [31] are represented in Fig. 4.1.

Fig. 4.1 (Upper panel)
Tunnel resistance R and

(lower panel) TMR effect

of the SiO2/Tb19Co5Fe76/

Pr6O11/Tb22Co5Fe73/SiO2

magnetic nanostructure

versus the thickness of

the Pr6O11 barrier layer
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The pulsed laser-induced remagnetization of magnetic nanolayers results in the

pulsed change of the spin-polarized electron current through a TMJ. The laser-

induced remagnetization of magnetic nanolayers results in the pulse change of the

spin-polarized current through the TMJs.

This change relates to the dependence of the density of states of the spin-

polarized electrons on the magnetic moment of a magnetic nanolayer. The tunnel

current through considered magnetic nanostructures in the most general form is

expressed via the tunneling probability (T ) of the Bloch electrons from one mag-

netic nanolayer through the tunnel barrier nanolayer into an adjacent magnetic

nanolayer [18, 19].

Thus, the current density of the spin-polarized electrons from a nanolayer with

the chemical potential (μ1) into the nanolayer with the chemical potential (μ2) is
described by the expression [29]

Jμ1!μ2 ¼
e

2πð Þ3
ð
d3kvz kð Þ f μ1ð Þ

X
k
0
T k,k0ð Þ; ð4:1Þ

where e is an electron charge, vz(k) is the velocity of electrons with the wave vector
k along the axis z, perpendicular to the plane of the barrier nanolayer, f(μ1) is the
Fermi–Dirac distribution function, T(k, k0) is the tunneling probability of electrons

with the change of the electron wave vector from k on k0. Performing the integral

over kz yields

Jμ1!μ2 ¼
e

2πð Þ3
X
kjj

1

2π

ð
d3kz

1

h
∂ε
∂kz

f μ1ð Þ
X
k
0
T k; k

0� �
; ð4:2Þ

where ε ¼ ε k
0� �

is electron band spectrum.

Taking into account (4.2) the net tunnel current, which includes opposed tunnel

currents between magnetic nanolayers, can be expressed as

I ¼ e

h

ðμ1
dε
X
kjj j

T kjj; j
� �

; ð4:3Þ

where j is the number of the Bloch state for a given value of the transverse

component kjj of the electron wave vector. This results in the Landauer formula

G ¼ e2

h

X
kjj j

T kjj; j
� �

; ð4:4Þ

which describes the conductance of the magnetic tunnel nanostructures subject to

features of the electron transmission through the tunnel nanolayer.
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Calculation of the tunneling probability assumes allowing for the quantum state

structure of spin-polarized electrons in the magnetic nanolayers, the structure of

decaying evanescent electron states in the tunnel barrier nanolayer PrO and near

interfaces between them. In the considered TMJs, the barrier nanolayer is wide-

band semiconductor, in which similarly to the case of the tunnel magnetic nano-

structure FejMgjFe, the tunneling conductance is realized via the two tunneling

channels corresponding majority and minority spin polarizations along and oppo-

sitely to the magnetic moment of a nanolayer. The existence of the electron Bloch

states with the relatively high spin polarization in the magnetic nanolayers and their

overlap with slowly decaying quantum states in the barrier cause the high enough

tunneling conductance in the majority channel. In the minority channel, the rela-

tively large tunneling conductance related to interfacial resonance states caused by

quantum interference between the decaying states in the barrier layer that provides

efficient tunneling the Bloch electrons through the barrier. The mentioned large

electron spin polarization together with the effective tunneling results in the

relatively large change of the spin-polarized current through the considered mag-

netic junctions at the change of the density states of the Bloch electrons in the

magnetic layers corresponding to the change of their magnetic moments.

The explicit dependence of the spin-polarized current through the TMJ on the

density of electron states, dependent on magnetic moments of the layers, follows

from the formula (4.1). At given magnetizations of adjacent magnetic nanolayers of

the magnetic junction, in the approximation of the mean tunneling probability T, the
components of spin-polarized electron current are described by the expression [30]

Iσ;m,m0 ¼ 4eπ2

h
T

ðþ1

�1
g1,σ ε� eV,Σm

1

� �
g2,σ ε;Σm

0

2

� �
f ε� eVð Þ � f εð Þ½ �dε, σ ¼ "; #ð Þ;

ð4:5Þ

where gi,σ ε;Σm
i

� �
i ¼ 1, 2ð Þ is the density of electron states function in the ith

magnetic nanolayer with the magnetization Σm
i , where the index m takes the values

1 and 2 if the electron spin is parallel and antiparallel to this magnetization,

respectively. In addition, the function f(ε) is the Fermi–Dirac distribution. The

influence of the magnetization Σm
i adds up to the energy shift of the density of

states function on the magnitude of the exchange interaction between the spin

magnetic moments and the localized magnetic moment in nanolayers. As the

density of states function depends on a magnetization direction that, as it is visible

from (4.5), the spin-polarized electron current is dependent on the magnetization

configuration of the magnetic nanolayers, which is determined by the relate direc-

tivity of these magnetizations.

At weak bias field and voltages (V), less than the width of energy band spectrum
of the Bloch electrons, the expression for the tunneling spin-polarized current can

be represented in the form
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Iσ;m,m0 ¼ V
4e2π2

h
T

ðþ1

�1
g1,σ ε;Σm

1

� �
g2,σ ε;Σm

0

2

� �∂ f εð Þ
∂ε

dε: ð4:6Þ

Hence, at low temperatures, where the distribution function f(ε) takes on the form of

the Heaviside step function, the following formula can be obtained for the tunneling

conductances in majority and minority channels:

Gσ;m,m0 � 4e2π2

h
g1,σ,Σm

1
g
2,σ,Σm

0
2

: ð4:7Þ

Here, density-of-states functions are taken at the Fermi energy εF, i.e.,

gi,σ,Σm
i
¼ gi,σ,Σ εF;Σm

i

� �
. Due to (4.7) at low temperatures and voltages, the com-

ponents of the tunneling conductance are determined by density-of-states functions

of spin-polarized electrons at the Fermi energy in the magnetic layers.

At the parallel magnetization orientation of the adjacent magnetic nanolayers

GP ¼ G"1,1 þ G#11 / g1", 1, 1g2", 11 þ g1#, 11g2#, 11: ð4:8Þ

At the antiparallel magnetization orientation (Σ1

����Σ2)

GAP ¼ G", 1, 2 þ G#, 1, 2 / g1", 1g2", 2 þ g1#, 2g2#, 1: ð4:9Þ

Due to (4.8) and (4.9), the tunnel magneto-resistance effect (TMR), i.e., the relative

change of the tunneling conductance under switching the magnetization configura-

tion of the magnetic junction between parallel and antiparallel states is described by

the expression

TMR ¼ GP � GAP

GAP

¼ 2P1P2

1� P1P2

, Pi ¼
gi", 1 � gi#, 1

gi", 1
; ð4:10Þ

where it is allowed for the relations gi", 2 ¼ gi#, 1 and gi#, 2 ¼ gi", 1. As it is visible
from (4.10), TMR effect is connected by the direct dependence with spin polariza-

tions Pi of magnetic nanolayers.

The Laser-Induced Picosecond Pulsed Remagnetization

The mechanisms of the impact of picosecond (about 80 ps) pulsed laser radiation on

magnetic states and remagnetization of the magnetic junctions were studied by the

magneto-optical pump-probe technique. The pump pulses of Nd-YAG laser radia-

tion (with a central wavelength λ0 ¼ 1:06μ ) caused magnetic excitations. Probe

pulses of the linearly polarized He–Ne laser radiation (with a central wavelength

λ0 ¼ 1:06μ) were used for imaging of the magnetization dynamics. The last was

based on the polarization twisting in the magneto-optical Kerr and Faraday effects.
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Features of the laser-induced magnetic dynamics were researched both via

magneto-optical and by TMR effects.

The laser-induced magnetic dynamics under picosecond pulsed laser irradiation

of the TMJs was studied by the all-optic pump-probe technique with the help of the

experimental setup represented in Fig. 4.2.

The pump beam of the Nd-YAG laser 1 with Gaussian energy distribution in its

cross section passed through the polarizer 2 and through the semimirror 3, and then

it was directed by 100 % mirror 4 on the special microscope objective 5 with the

numerical aperture 0.45. This microscope objective focused laser radiation on

the researched film magnetic junction through the substrate 6. Polarized radiation

of the He–Ne laser 8 with Gaussian energy distribution in its cross section was

focused by the microscope objective 7 with the numerical aperture 0.5 on the

surface of the magnetic junction from its opposite side.

The pump radiation of the Nd-YAG laser and the probe radiation of the He–Ne

laser reflected from the nanolayers were directed by the interference mirrors 9 on

the polarization Senarmont prisms 10. These radiations were split by these prisms

on two beams and registered by the sensitive photodiode 11. The differential

amplifiers 12 amplified the electric signals from the sensitive photodiode. Then,

the double-beam oscilloscope registered these signals. The light filter 13 directed

transmitted or reflected laser beams to the polarization Senarmont prism 10, which

was used for registration of the radiation of He–Ne or Nd-YAG lasers. The

polarization twisting of the reflected or the transmitted laser radiation was measured

per differential signals from photodiodes 11.

Signals from the photodiode 14 came on the self-focusing microdrivers provid-

ing focusing the microscope objectives 5 and 7 on the magnetic junction surface. By

reposition of a substrate with the magnetic junction, we could direct the beam of the
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Fig. 4.2 The experimental setup for the optical investigation: the Nd-YAG laser 1, polarizers 2,
interference mirrors 3, the total reflecting mirrors 4, the standard microscope objective 5, the
substrate with a magnetic film 6, the special microscope objective 7, the He–Ne laser 8,
semireflecting mirrors 9, Senarmont prisms 10, the sensing photo-diode 11, differential amplifiers

12, light filters 13, photodiodes with four active area 14, the Babinet compensator 15
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Nd-YAG laser on the film from the opposite side. The Babinet compensator 15 was

used for research of the laser-induced magnetic switching in the magnetic junctions.

For enhancement of the time resolution in picosecond interval, the probe polar-

ized beam of the He–Ne laser was formed by the system of 50 % mirrors 3 and

100 % mirrors 4. This beam with the controlled delay (with respect to the pump

pulse) was focused on the researched area from the side of the pump laser pulses

and opposite side. The polarization twisting of the reflected and transmitted probe

laser beam was determined via changing of the signal amplitude, which was

registered, by the sensing photodiodes and an oscilloscope.

The one-to-one correspondence between the polarization twisting of the probe

radiation of the He–Ne laser and the laser-induced magnetization allowed to straight-

forwardly studying the magnetic dynamics of each nanolayers of the investigated

magnetic junction Al2O3/Tb22Co5Fe73/Pr6O11/Tb19Co5Fe76/Al2O3. The impact of

pulsed laser radiation on magnetic nanolayers Tb22Co5 Fe73 and Tb19Co5Fe76
depends on physical characteristics of laser radiation including its intensity, polari-

zation, pulse duration, and the magnetic structure of the magnetic junctions.

The measurement data concerning the time dynamics of the laser-induced

magnetization in the magnetic junctions (with the help of the optical setup

Fig. 4.2) under picoseconds pulsed laser radiation are represented in Fig. 4.3.

In Fig. 4.3, the time evolution curves of photodiode signals for the reflected (the

intensity IR) and transmitted (the intensity IT) probe laser pulses one-to-one image

Fig. 4.3 The dynamics of the signals IR and IT of the He–Ne laser beams, reflected from the

low-coercive magnetic layer Tb19Co5Fe76 and transmitted through magnetic nanolayers, respec-

tively, for the magnetic junction Al2O3/Tb22Co5Fe73/Pr6O11/Tb19Co5 Fe76/Al2O3 with different

initial magnetization configuration under linearly (Ξ) and circularly (Ω) polarized picoseconds

(time duration τi ¼ 80ps) pulsed radiation (dot curves) of the Nd-YAG laser with the intensity

Ii ¼ 300MW=cm2 at temperature T ¼ 300K. Single and double arrows denote magnetization

directions of the low- and high-coercive nanolayers Tb19Co5Fe76 and Tb22Co5Fe73, respectively.

The irradiated magnetic nanolayer is determined by the first arrow along the time axis. The single
arrow with a circle denotes the direction of the effective magnetic field HF, which is induced by

circularly polarized laser pulses
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the remagnetization of the magnetic nanolayers under picoseconds linearly and

circularly polarized pump pulses of the Nd-YAG laser.

As it is visible from curves on the left in Fig. 4.3 (which corresponds to the linear

polarization picosecond pump pulses), the laser-induced remagnetization occurs in

the magnetic nanolayer adjoined to an irradiated magnetic nanolayer at the initial

antiparallel magnetizations ofmagnetic nanolayers. Suchmagnetic reversal is caused

by the effective internal magnetic field Hsd of the exchange interaction between the

laser-induced spin-polarized electron current through the tunnel barrier and the lattice

magnetization together with a laser-induced thermal demagnetization.

The strong enough intensity of the pump laser radiation and small enough its

pulse duration constitute necessary conditions for the above-mentioned

remagnetization. If the magnetic junction is irradiated by the linearly polarized

laser pulses on the side of low-coercive nanolayer, the density of the spin-polarized

current can be less than its threshold density and therefore the remagnetization not

occurs as it represented on the top curve on the left in Fig. 4.3. At the irradiation on

the side of the high-coercive nanolayer, the density of the spin-polarized current is

increased, and it can exceed the threshold values of the remagnetization (the curve

on the bottom is located in the left in Fig. 4.3).

Curves on the right side in Fig. 4.3 correspond to the circularly polarized

pumping picosecond laser pulses. In this case, the laser-induced remagnetization

of magnetic layers can be caused both by the effective internal magnetic field Hsd

and the effective internal magnetic field HF of the magneto-optical inverse Faraday

effect together with the laser-induced thermal demagnetization. Usually, the thresh-

old intensities of the pump laser radiation stimulating the remagnetization via the

laser-induced effective magnetic fields Hsd and HF are different.

Therefore, if such threshold intensity is less for the field Hsd, then the

remagnetization via the laser-induced spin-polarized electron current passing

from the high- to low-coercive magnetic nanolayer can amplify the remagnetization

by the magnetic field HF, as it is represented in the top curve on the right. If the

above-mentioned circularly polarized laser pulses induce the internal magnetic field

HF directed toward the magnetization of high-coercive nanolayer, then the mag-

netic field Hsd vanishes and the remagnetization is completely determined by the

magneto-optical inverse Faraday effect (bottom curve on the right in Fig. 4.3).

The laser-induced TMR effect was studied on the TbFeCo-based magnetic

junction Al2O3/Tb22Co5Fe73/Pr6O11/Tb19Co5Fe76/Al2O3 and the CoFe-based mag-

netic junction Al2O3/Co80Fe20/Pr6O11/Co30Fe70/Al2O3. These junctions, as it was

above denoted, are characterized by a large tunnel conductance and a TMR effect

(which is determined by the relative resistance change under remagnetization).

In our opinion, similarly to the case of the MgO-based magnetic junctions, it is

connected with a match between propagating electron–electron states in magnetic

layers and evanescent states in the barrier layer near the Fermi level (see [28, 30]).

That provides couple of an electron state from the TbCoFe into the PrO and out of the

PrO into the TbCoFe. It is exhibited in the large TMR effect under external magnetic

field, which for the TbCoFe-based magnetic junction reaches 70 % at 300 K and

240 % at 80 K [9]. Corresponding field dependences are represented in Fig. 4.4.
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The laser-induced remagnetization and TMR effect can be caused by the effec-

tive internal magnetic fields HF of the inverse Faraday effect and Hsd of the

exchange s–d interaction between the lattice spins and the spin current stimulated

by the power enough polarized pulsed laser radiation [1, 6, 7, 19] together with the

laser-induced demagnetization. The last precedes the mentioned magnetic

switching. The laser-induced thermal magnetization should be sufficient for the

remagnetization by the effective magnetic field. It assumes the suitable combina-

tions of the laser pulse duration and intensity.

The TbCoFe-based and CoFe-based TMJ are characterized by the large enough

magneto-optical susceptibility, a spin–orbital interaction, an electron spin polari-

zation, and thermal susceptibility of their magnetic nanolayers that provide their

laser-induced remagnetization.

For the TbCoFe-based magnetic junction possessing by a PMA, the essential

role in the laser-induced magnetization belongs to the effective internal magnetic

field HF of the magneto-optical inverse Faraday effect, which is collinear to the

magnetic anisotropy axis. The last can be amplified by the laser-induced effective

magnetic field Hsd. The corresponding remagnetization results in resistance

switching (the laser-induced magneto-resistance effect without an external mag-

netic field). In the case of the CoFe-based magnetic junction, possessing by a planar

magnetic anisotropy axis, the impact of the laser-induced magnetic field HF,

perpendicular to this axis, vanish and the dominant role in the laser-induced

magnetization can belong to the effective magnetic field Hsd related to the laser-

induced spin-polarized electron current.

Fig. 4.4 Resistance of the

SiO2/Tb19Co5Fe76/Pr6O11/

Tb22Co5Fe73/SiO2

tunneling contact versus the

applied magnetic field at

T¼ 80 K (upper panel) and
T¼ 300 K (lower panel)
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The above-mentioned laser-induced remagnetization and TMR effect experi-

mentally was studied for the TbCoFe-based and CoFe-based TMJ with different

initial magnetic configurations under linearly and circularly polarized picosecond

laser pulses. Corresponding results are represented in Fig. 4.5. The remagnetization

and resistance switching of the magnetic junctions with the line-polarized picosec-

onds laser pulses occur under the effect of the laser-induced thermal demagnetiza-

tion and effective magnetic field Hsd in the magnetic nanolayer adjacent to an

irradiated nanolayer. The laser radiation intensity and the induced field Hsd should

be sufficient for the remagnetization. The field Hsd is directly dependent on the

laser-induced spin-polarized current; therefore, its value is significantly larger at the

laser irradiation of the high-coercive nanolayer than low-coercive nanolayer and

can be insufficient for the magnetic switching.

Fig. 4.5 The dynamics of the R/R0 of the TMJ Al2O3/Tb22Co5Fe73/Pr6O11/Tb19Co5 Fe76/Al2O3

(all curves except of the bottom curve on the left) and Al2O3/Co80Fe20/Pr6O11/C30Fe70/Al2O3 (the

bottom curve on the left) with different magnetization configurations of magnetic nanolayers

excited by linearly (denoted as Ξ on the left) and circularly (denoted as Ω on the right) polarized
laser pulses (dot curves) with the duration τi ¼ 80ps at different temperatures T and intensity Ii.
Curves on the left and the top curve on the right correspond to the temperature T¼ 80 K and two

bottom curves on the right correspond to temperature T¼ 300 K. Single and double arrows denote
magnetization directions of the low- and high-coercive nanolayers Tb19Co5 Fe76/Al2O3, Co80Fe20
and C30Fe70, Co30Fe70, respectively. The irradiated nanolayers are determined by the first arrow
along the temporary axis before the laser pulse. The single arrow with a circle denotes the

direction of the effective magnetic field HF, which is induced by the circularly polarized laser

pulses
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In the case of the linearly polarized pulsed laser irradiation, the remagnetization

and laser-induced TMR effect of the magnetic junctions occur only under the action

of the laser-induced effective magnetic field Hsd and the laser-induced thermal

demagnetization. Corresponding time dynamics of the resistance switching for the

antiparallel initial magnetization configuration is represented by the curves on the

left in Fig. 4.5. As it is visible from the top curve on the left, the laser irradiation of

the low-coercive nanolayer Tb19Co5Fe76 does not cause the remagnetization of the

adjacent nanolayer and resistance switching, since the laser-induced spin-polarized

electron current and the corresponding field Hsd are insufficient for the magnetic

switching. However, the laser irradiation of the high-coercive nanolayers

Tb22Co5Fe73 and Co80Fe20 causes such remagnetization and resistance switching,

since laser-induced spin-polarized electron current and the corresponding field Hsd

became sufficient for the magnetic switching that is visible from two bottom curves

on the left in Fig. 4.5.

For the circularly polarized picosecond pulsed laser irradiation, the

remagnetization and laser-induced TMR effect of the magnetic junctions occur

under the total action of the laser-induced effective magnetic fields HF and Hsd

together with the laser-induced thermal demagnetization. Corresponding time

dynamics of the resistance switching for the different initial magnetization config-

urations is represented by the curves on the right in Fig. 4.5. As it is visible from the

top curve on the right, at parallel initial magnetization configuration, the circularly

polarized pulsed laser irradiation with the helicity, corresponding to the field HF

antiparallel to the initial magnetization of the irradiated low-coercive nanolayer

Tb19Co5Fe76 can cause its remagnetization and resistance switching. In this case,

the field Hsd is absent.

In the case of antiparallel initial magnetization configuration, as it is visible from

the middle curve on the right in Fig. 4.5, the circularly polarized pulsed laser

irradiation with the helicity, corresponding to the field HF antiparallel to the initial

magnetization of the irradiated low-coercive nanolayer Tb19Co5Fe76 can cause its

remagnetization and resistance switching. The laser-induced spin-polarized current

and efficient magnetic field Hsd are small with respective to the dominant field HF.

For the antiparallel initial magnetization configuration, the circularly polarized

pulsed laser irradiation with the helicity, corresponding to the field HF parallel to

the initial magnetization of the irradiated high-coercive nanolayer Tb19Co5Fe76 can

cause the remagnetization of the adjacent magnetic caused by both a sum of the

magnetic fieldsHF andHsd. It results in the resistance switching, as it is visible from

the bottom curve on the right in Fig. 4.3. In this case it is turned out that the laser-

induced magnetic field Hsd gave an essential contribution in the remagnetization.

The Laser-Induced Femtosecond Pulsed Remagnetization

The laser-induced dynamics of the remagnetization of the magnetic junctions under

femtosecond pulsed radiation is studied, similarly to the mentioned picosecond

case, with the help of the pump-probe method, based on magneto-optical Kerr and
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Faraday effects. The pump, i.e., the magnetic excitation was realized by the

femtosecond pulses of the circularly polarized radiation of the Nd-YAG laser

(with the pulse duration above τi � 130fs). Probing and controlling of the magne-

tization are realized with the help of pulses of linearly polarized radiation of the

He–Ne laser. The scheme of corresponding magneto-optical researching is

represented in Fig. 4.6

As it is visible in Fig. 4.6, femtosecond pulses of polarized radiation of the laser

1 are split by the mirror 2 on pump and probe pulses. The laser pulses, reflected

from the mirror 3, were focused by the long-focus lens 4 on the substrate with the

magnetic nanostructure 5. The probe laser pulses passed through a delay line, the

polarizer 6, and were focused on a sample. By using the mirrors 21, 31, and polarizer

61, the laser pulses were directed on the investigated sample from its given side.

The reflected probe laser pulses were split by the Senarmont prism 7 and were

registered by the reading photodiode 8. The electric signals from the reading

photodiode were amplified by the differential amplifier 9. Further, these signals

were registered by the double-beam oscilloscope. For observation of magnetization

switching by the pulses of circularly polarized laser radiation, the Babinet com-

pensator 10 was used. The plane-of-polarization rotation of the laser radiation at

reflection or transmission was measured with the help of the differential signals of

the photodiodes 9.

The remagnetization dynamics of the magnetic nanolayers TbCoFe is deter-

mined by the features of the interaction of the femtosecond pulses of the circularly

polarized laser with Tb and CoFe sublattices of ferrimagnetic material. The suffi-

ciently distinction of magnetic moments of atoms Tb and Fe and the dominant

interaction of the laser pulses with iron atoms are exhibited via the dependence of

Fig. 4.6 The experimental scheme of researching: femtosecond laser 1, 50 % mirror 2, total
reflection mirror 3, long-focus lens 4, the substrate with the magnetic nanostructure 5, polarizer 6,
Senarmont prism 7, photodiode 8, differential amplifier 9, Babinet compensator 10
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the remagnetization dynamics on a ferrimagnetic composition. Increasing the

concentration of Fe atoms possessing the strong laser-induced magnetization, and

relative decreasing the concentration of Tb atoms possessing the strong spin-orbit

coupling with the lattice restoring to intersublattice exchange interaction, lead to

more fast laser-induced magnetization of the TbCoFe nanolayers.

The action of the femtosecond pulses of circularly polarized laser radiation on

the magnetic nanolayers based on ferrimagnetic TbCoFe compounds is character-

ized by the initial thermal demagnetization of the magnetic sublattices Tb and

FeCo, occurring with different rates, with sequent forming effective internal biasing

fields of different nature. It can be the effective bias field HF of the magneto-optical

Faraday effect and also the mentioned transitional bias field HTR which together

with the relaxation of the intersublattice interaction causes the magnetic reversal of

each of the magnetic sublattices of ferrimagnetic material. In the considered case,

the effective bias field HF plays a dominant role in the reversal process with respect

to the bias field HTR because off the influence of the spin–orbital interaction for Tb

atoms on the relaxation of the intersublattice exchange interaction [16, 17]. There-

fore, the bias field HTR, arising as the result of the laser-induced thermal demag-

netization of the magnetic sublattices Tb and CoFe, plays only the aiding role on the

initial stage of the remagnetization under the bias field HF. It is opposite to the case

of the femtosecond laser-induced thermal remagnetization for similar GdCoFe-

based ferrimagnetic nanolayers with rare-earth atoms Gd, possessing by the weak

spin–orbit interaction [32].

The indirect magnetic impact of the femtosecond pulsed polarized laser radia-

tion on the TMJ occurs via the laser-induced kinetic effect [8] of the spin-polarized

electron current which transports magnetization from the irradiated magnetic

nanolayer to the adjacent magnetic nanolayer through the barrier. The arising

internal effective bias field Hsd of the exchange interaction between the spin-

polarized current and the localized magnetic moment of the adjacent nanolayer

gives itself contribution into the remagnetization. For the considered TMJs on the

basis CoFe compounds, possessing by a planar magnetic anisotropy, the contribu-

tion of bias field Hsd in the remagnetization is dominant taking into account a

single-sublattice ferromagnetic structure of these nanolayers.

In general, the total internal bias field, induced by the femtosecond pulsed

circularly polarized laser radiation, can be represented as Ht ¼ HF þ Hsd þ HTR,

where the contribution of each of component is dependent on a radiation polariza-

tion and magnetic structure of nanolayers. The first component HF describing the

effective bias field of the inverse magneto-optical Faraday effect corresponds to the

circularly polarized laser radiation, and other components are independent on this

polarization. The second component Hsd, related to a tunneling polarized current, is

proper for tunnel magnetic nanostructures, the third component HTR describing the

transient bias field which is proper for ferrimagnetic materials.

The fast-speed remagnetization of the ferrimagnetic TbCoFe nanolayers under

the femtosecond pulsed circularly polarized laser radiation can occur under the

action of the two bias fields HF, HTR. In the ferromagnetic CoFe nanolayers with a
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plane magnetic anisotropy, the laser-induced remagnetization is possible only

under the influence of the bias field Hsd.

The results of the magneto-optical measurements of the laser-induced

remagnetization of the magnetic nanolayers and TMJs are represented in Fig. 4.7.

As it is visible from the curves I in Fig. 4.7, the laser-induced remagnetization for

the magnetic nanolayer Tb19Co5Fe76 occurs faster than for the magnetic nanolayer

Tb25Co5Fe70 with the smaller contents of iron under the femtosecond pulsed

circularly polarized laser radiation. It is conformed with the above-mentioned

dominant interaction of the pulsed laser radiation with the iron sublattice in the

ferrimagnetic nanolayers.

The curves II in Fig. 4.7 represent results of the study of the dependence of the

laser-induced remagnetization by femtosecond pulses on the radiation polarization.

The remagnetization of the weakly coercitive nanolayer Tb19Co5Fe76 of the TMJ

Al2O3/Tb22Co5Fe73"/Pr6O11/Tb19Co5Fe76#/Al2O3 irradiated from the side of the

strongly coercitive nanolayer Tb22Co5Fe73, as the circular polarization (the curve 1)

occurs faster than at the linearly polarization (the curve 2). In the framework of the

mentioned mechanism of the laser impact, at the circular polarization, the total

effective bias field HF þ Hsd þ HTR exceeds the effective bias field Hsd þ HTR

corresponding to the linear polarization.

The curves III in Fig. 4.7 show the role of the laser-induced spin-polarized

current through the barrier nanolayer in the remagnetization magnetic nanolayers of

TMJs. The laser-induced remagnetization of the weakly coercitive ferromagnetic

nanolayer Co30Fe70 of the TMJ Al2O3/Co80Fe20"/Pr6O11/#Co30Fe70/Al2O3 with the

plane magnetic anisotropy irradiated by femtosecond pulses from the side

the strong coercitive magnetic nanolayer Co80Fe20 is mainly related to the effective

bias field Hsd. In this case the effective bias field HF of the inverse magneto-optic

effect is relatively small and the main bias field Hsd corresponds to the exchange
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Fig. 4.7 The time dynamics of the laser-induced remagnetization under the high-power polarized

laser pulses (I/I0 denotes the signal value, which is proportional to the magnetization). (I ) Probe
laser pulses pass through the films Al2O3/Tb19Co5Fe76/Al2O3 (1) and Al2O3/Tb25Co5Fe70/Al2O3

(2) irradiated by circularly polarized pulses. (II) The рrobe laser pulses are reflected from the

nanolayer Tb19Co5Fe76 of the tunnel magnetic junction Al2O3/Tb22Co5Fe73"/Pr6O11/

Tb19Co5Fe76#/Al2O3 irradiated from the side of the nanolayer Tb22Co5Fe73 by circularly (1) and

linearly (2) polarized laser pulses. (III) Probe pulses are reflected from the nanolayer Co30Fe70 of

the tunnel magnetic junction Al2O3/Co80Fe20"/Pr6O11/#Co30Fe70/Al2O3 irradiated from the side of

the nanolayer Co80Fe20 by circularly polarized laser pulses. Arrows denote directions of magnetic

moments in nanolayers
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interaction of spin-polarized current with the localized magnetic moment of the

weakly coercitive nanolayer.

The laser-induced remagnetization and the change of the magnetization config-

uration of the magnetic nanolayers in the TMJs result in the changes of the spin-

polarized current because of the corresponding change of the density of electron

states in the magnetic nanolayers. Due to the above-mentioned formulae (4.5), the

total spin-polarized electron current through the tunnel barrier in the approximation

of the mean tunneling probability T is described by the expression

Im,m0 ¼ 4eπ2

h
T

ðþ1

�1

X
σ

ðþ1

�1
g1,σ ε� eV,Σm

1

� �
g2,σ ε;Σm

0

2

� �
f ε� eVð Þ � f εð Þ½ �dε, σ ¼ "; #ð Þ;

ð4:11Þ

where m and m0 correspond to magnetization directions in the adjacent magnetic

nanolayers of the TMJs, Σm
i is magnetization of the ith nanolayer with the mth

direction, that determined by mechanisms of the laser-induced magnetization.

Thus, the laser-induced pulsed change of the magnetization configuration (m,m0)
result in switching of the spin-polarized current via corresponding changes of the

density of electron states g1,σ and g2,σ in nanolayers 1 and 2, respectively, i.e., the

transition I1,1 ! I1,2 occurs.
The results of the magneto-optical investigation of the dynamics of the spin-

polarized current under the femtosecond pulses of the polarized laser radiation for

the TMJs are represented in Fig. 4.8.

As it is visible from curves I and III in Fig. 4.8, the laser-induced remagnetization

of the TMJ with antiparallel magnetization configuration, Tb22Co5Fe73"/Pr6O11/#
Tb19Co5Fe76 into the state Tb22Co5Fe73"/Pr6O11/"Tb19Co5Fe76 with the parallel

Fig. 4.8 The laser-induced dynamics of the spin-polarized current through tunnel magnetic

junctions Tb22Co5Fe73"/Pr6O11/#Tb19Co5Fe76 (I, III) and Co80Fe20"/Pr6O11/"Co30Fe70 (II, IV)
irradiated by the circularly polarized femtosecond laser pulses from the side of the layers

Tb22Co5Fe73 (I, II) and Co80Fe20 (II, III), respectively, at T¼ 300 K (I, II) and T¼ 80 K (III, IV)
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magnetization configuration results in decrease of the spin-polarized current. Due to

the circular polarization of the laser radiation and the ferrimagnetic structure of

nanolayers, such switching is related to the laser-induced total effective bias field

HF þ Hsd þ HTR. For the case of the TMJ Co80Fe20"/Pr6O11/"Co30Fe70 based on

ferromagnetic nanolayers with the in-plane magnetic anisotropy, the laser-induced

dynamics of the spin-polarized current is determined only by the effective bias field

Hsd (curves II and IV in Fig. 4.8). In this case, the laser-induced remagnetization of

the TMJ with the parallel magnetization configuration, Co80Fe20"/Pr6O11/"
Co30Fe70 into the state Co80Fe20"/Pr6O11/#Co30Fe70 with the antiparallel magneti-

zation configuration results in increase of the spin-polarized current.

The Description of the Laser-Induced Magnetic Dynamics

The laser-induced magnetization dynamics of the explored TMJ, including the

temperature dependence of the magnetization magnitude, in the approximation of

effective magnetic moments of nanolayers can be described by the macroscopic

LLB equation [19, 33, 34]

∂mi

∂t
¼ �eγ mi �H i

eff

� �þ eγα����
m2

i

mi � H i
eff þ ς i����	 
� �

mi

� eγα⊥
m2

i

mi � mi � H i
eff þ ς i⊥

� �� �� �
; ð4:12Þ

which was obtained in a mean-field approximation from the classical Fokker–

Planck equation for individual spins interacting with a heat bath. In (4.12)eγ ¼ γ= 1þ λ2
� �

, where γ is the gyromagnetic ratio and λ is a microscopic parameter

that characterizes the coupling of the individual atomistic spins with the heat bath.

It is visible from (4.12) that a spin polarization mi has no constant length and is

temperature dependent. The coefficients α���� and α⊥ are dimensionless longitudinal

and transverse damping parameters. Thermal fluctuations are included as an addi-

tional noise terms ςil(t) with l ¼ ⊥,
����� �

and

ςi,ηl ςi,μl

D E
¼ 2kBTeγM0

sΔ
3
δνηδijδ tð Þ ð4:13Þ

where i, j denote lattice sites and η, μ denote the Cartesian components. Here,Δ3 is the

volume of the micromagnetic cell and M0
s is the value of the spontaneous magneti-

zation at zero temperature. The damping parameters below and above the magnetic

phase transition temperature TM are described by the expressions α���� ¼ 2T= 3TMð Þ,
α⊥ ¼ λ 1� T=TMð Þ and α⊥ ¼ α���� ¼ 2λT= 3TMð Þ, respectively.
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The effective magnetic field can be written as Hi
eff ¼ Hl-ind þ Hi

a�ex. Here, the

first ingredient Hl ‐ ind is caused by the laser-induced electron excitations which

includes both the effective internal magnetic field of the inverse magneto-optical

Faraday effect (HF) and the internal magnetic field (Hsd), generated by the s–d
exchange interaction of laser-injected spin-polarized currents with localized spins

of magnetic lattice in the spatially inhomogeneous magnetic junction. The second

ingredient Hi
a�ex ¼ H þ Hi

a þ Hi
ex is given by

Hi
a�ex ¼

1

2eξ���� 1� m2
i

m2
eq

 !
mi, T < TM;

� 1

2eξ���� 1þ 3Tmm
2
i

5 T � TMð Þ
	 


mi, T � TM;

8>>>>><>>>>>:
ð4:14Þ

where the susceptibility eξl ¼ ∂ml=∂Hl. The anisotropy and exchange fields are

given by

Hi
a ¼ �

mi
xex þ mi

yey

� �
eξ⊥

and

Hi
ex ¼ � A

m2
e

2

M0
sΔ

2

X
j2neigh ið Þ

m j � mi

� �
;

respectively.

Within the context of the LLB equation, field components parallel to the local

magnetic moment can change the length of the magnetization vector. In the limit,

T ! 0 the longitudinal damping parameter α���� vanishes and with
��m�� ¼ meq 0ð Þ the

LLB, equation goes over to the usual Landau–Lifshitz–Gilbert (LLG) equation [35].

The temperature-dependent parameters in (4.12), i.e., longitudinal, transverse sus-

ceptibilities, and the temperature variation of the magnetization, χ���� Tð Þ, χ⊥ Tð Þ, and
me(T ) are determined using a Langevin dynamics combined with the LLG equation

for each spin, i.e., by its stochastic modification [32]

Si ¼ � γ

1þ λ2
� �

μs
Si �Hi þ λSi � Si þ Si �Hið Þ½ �; ð4:15Þ

where the internal field �Hi ¼ ∂H=∂Si þ ξi Tð Þ . Thermal fluctuation of the men-

tioned parameters are included as an additional noise term in the internal field with

χi tð Þh i ¼ 0 and χ k
i tð Þχ l

j tð Þ
D E

¼ 2δijδklλkBTμs=γ.

The system (4.12) and (4.15) have solution for the magnetization m(t), which at

the temperatures close to the magnetic phase transition temperature TM tends to
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zero (that means a demagnetization process). Then at cooling, one tends to the

magnitude with the sign opposite to initial value (that means the magnetic

switching). The system (4.12) and (4.15) determine the conditions for parameters

providing the magnetic switching. It turns out that the magnetic switching only

occurs within a narrow range of parameters for the laser pulse. The realization of

the magnetic switching assumes the suitable combinations of laser pulse duration

and intensity.

The component Hsd of the effective magnetic field Heff in (4.12) expresses via

the s–d-exchange interaction U between the spin-polarized current and the lattice

magnetization m as

Hsd x; tð Þ ¼ � δUsd

δm x; tð Þ ¼ �α
δ

δm x; tð Þ
ð L
0

dx
0
mel x

0
; t

� �
m x

0
; t

� �
ð4:16Þ

where mel(x, t) is the magnetization of the laser-induced spin-polarized current and

L is thick of a magnetic nanolayer of the TMJ. Since the magnetizationm¼m x; tð Þ is
connected with the magnetization flux density J by the continuity equation

∂mel

∂t
þ ∂J
∂x

þ γα mel �m½ � þmel �mel

τ
¼ 0 ð4:17Þ

(where mel is an averaged magnetization, τ is a relaxation time with respect to a

local equilibrium state), then the effective magnetic field Hsd ¼ Hsd Jð Þ, i.e., it
depends on the magnitude of the laser-induced current and the intensity of laser

pulses.

The continuity condition of the magnetization flux near the interface between

continuity adjacent magnetic layers determines the boundary conditions for (4.17)

that allows describing the magnetization dynamics under the laser-induced spin-

polarized electron current. The continuity condition for the traverse components of

the magnetization flux near interface between adjacent magnetic layers results in a

transfer of torque moment from labile electrons to lattice moments. The

corresponding transverse component (Hsd,⊥ ) of internal magnetic field Hsd can

result in magnetic switching in a small region near the interface at excess of

threshold intensity of laser pulses [5]. Such spin torque effect assumes spin

dissipation.

At the same time, the continuity condition for the longitudinal components of the

magnetization flux through the interface in (4.12) results in the longitudinal com-

ponent H
sd,
���� of the magnetic field Hsd caused by the nonequilibrium spin polari-

zation of spin-polarized electrons of laser-injected through the interface into an

adjacent magnetic layer. The magnetic field Hsd,⊥ (independent on the spin

dissipation) results in the magnetization switching in bulk of the magnetic layer

at a threshold magnitude of the laser intensity.
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Thus, due to (4.12) the change of the effective magnetic field Heff can result in

the magnetization reorientation and switching. For the single magnetic nanolayer,

the effective magnetic field is caused only by the effective field Hi ‐ ind related to the

optic-magnetic excitations. For the tunneling magnetic junction, the laser-induced

effective magnetic field Hi ‐ ind also includes magnetic field Hsd related to the laser-

induced spin-polarized flux, playing the essential role in magnetization and

switching processes. The last field is the sum Hsd ¼ Hsd,⊥ þ H
sd,
����, where the

first and second terms are related to the transverse and longitudinal components of

the spin flux, respectively.

The effective field Hsd,⊥ related to the exchange s–d interaction between the

lattice magnetization and the transverse component of the laser-induced spin

magnetic flux damping near the magnetic interface. The effective field corresponds

to the scattering of spin-polarized electrons on localized magnetic ions accompa-

nying by the action of the torque T on the magnetic lattice. Spin magnetic momen-

tums of the spin-polarized current and the lattice are aligned on the distance l, i.e.,
the transverse component of the total magnetic flux is completely damped. This

torque (corresponding to the continuity condition of the total magnetic flux) is

determined via the spin electron polarization vector pcur and magnetization vector

m by the vector product

T ¼ σI m� m� pcur½ �=��m�� ð4:18Þ

where σ is the constant depended on the efficiency of the scattering processes in

the thin nanolayer, I is pro-proportional to the density of the laser-induced

current of spin-polarized electrons. The increase of the laser-induced current

density of spin-polarized electrons to some critical value (on the order 107 A/

cm2) causes the large enough torque for the magnetic switching near the junction

interface.

The effective field H
sd
���� is related to the longitudinal component of the total

magnetic flux, consisting of laser-induced spin-polarized current and lattice mag-

netic components, which passes in the low-coercive layer on the spin diffusive

depth (on the order 10 nm). This field generates by the exchange s–d-interaction
between the nonequilibrium spin polarization and the lattice magnetization (that

causes by the nonequilibrium distribution of the laser-induced electrons between

spin subbands in the low-coercive magnetic layer) with the lattice magnetization.

The field H
sd
���� characterizes by the direct dependence on the density of the laser-

induced spin-polarized electron current. It is always parallel in the magnetization of

the strongly coercive magnetic layer. Therefore, the increasing of the current

density to some critical value accompanies by the increasing ofH
sd
���� and magnetic

switching if the magnetization directions of adjacent magnetic nanolayers are

antiparallel.
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4.1.3 Impact of Laser-Induced Heating on Remagnetization
Dynamics

Features of the laser-induced thermal influence on a magnetization dynamics and

remagnetization of ferrimagnetic layers can be caused by different temperature

dependences of sublattice magnetizations and, accordingly, by different speeds of

thermal demagnetizations of ferrimagnetic sublattices. The distinction of tempera-

ture behaviors of ferrimagnetic sublattices manifests in existence of magnetic and

angular momentum compensation points, where temperature dependences of a

sublattice magnetization and a sublattice angular momentum, respectively, inter-

sect. The ferrimagnetic remagnetization determines by features of the temperature

behavior of sublattice magnetization near the compensation points. Depending on

their composition, ferrimagnetic can exhibit a magnetization compensation tem-

perature TM where the magnetizations of ferrimagnetic sublattices cancel each

other, and similarly, an angular momentum compensation temperature TA where

the net angular momentum of the sublattices vanishes.

Substantially different timescales of the laser-induced thermal demagnetization

of the ferrimagnetic sublattices result in emerging the effective bias magnetic field

acting on the demagnetized sublattice on the side of again not demagnetized

sublattice. It leads to the transient ferromagnetic state with parallel magnetizations

of sublattice that together with the exchange interaction relaxation can cause a

magnetization reversal of the sublattices.

The mentioned laser-induced thermal impact on the magnetization dynamics

and the remagnetization of ferrimagnetic nanolayers observe in rare-earth-3d tran-

sition metal ferrimagnetic compounds (RE-TM). Such compounds, specifically,

GdFeCo, are widely used materials for magneto-optical recording, and represent

the suitable physical models for study the above-mentioned temperature-dependent

magnetization in ferrimagnetic nanolayers.

Magnetization Dynamics Across Compensation Points

The dynamics of the laser-induced remagnetization of ferrimagnetic nanolayers

substantially depends on the temperature magnetization behavior their sublattices

[13, 14]. The remagnetization speed at transition across the magnetization com-

pensation temperature TM is in direct relation on a frequency and a magnetic

precession damping. Considerable increase of these quantities in the framework

of the modified Landau–Lifshitz model occurs at passage of the angular compen-

sation temperature TA.
The main regularities of the magnetization dynamics for ferrimagnetic

nanolayers exhibit in the ferrimagnetic physical model based on rare-earth-3d
(RE) transition metal (TM) ferrimagnetic composed of RE and TM sublattices

with antiparallel magnetizations which can be represented by the ferrimagnetic
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compound GdFeCo. The dynamics of the magnetization mi (i¼RE, TM) of this

ferrimagnetic is described by the equation

∂mi

∂t
¼ ���γi�� mi �H eff

i

� �þ αi
mij j mi � ∂mi

∂t

� �
,

H ex
i jð Þ ¼ �χexm jð Þi, i, j ¼ RE;TMð Þ

ð4:19Þ

with gyromagnetic ratio and the Gilbert damping parameter given by
��γi�� ¼ giμB=h

and αi ¼
��λi��=��γi��mi, respectively. Here, λi is the Landau–Lifshitz damping param-

eter [26, 35]. The quantity χex is a reversible magnetic susceptibility, coupling the

magnetization of the sublattice RE (TM) with external magnetic field acting on the

sublattice (TM) RE.

Solutions of the system (4.19) characterize by frequencies of ferromagnetic

(ωFMR) and exchange (ωex) resonances [23]

ωFMR ¼ γeffH
eff , ωex ¼ χex

��γRE����γTM��A Tð Þ ð4:20Þ

where an effective gyromagnetic ratio γeff is the function of temperature T and is

determined via the sublattice magnetization as

γeff Tð Þ ¼ mRE Tð Þ � mTM Tð Þ
mRE Tð Þ
γREj j � mTM Tð Þ

γTMj j
¼ M Tð Þ

A Tð Þ ð4:21Þ

Here, m(T ) and A(T ) are temperature dependent on the net magnetization and

angular moment, A0 is constant under the assumption of Landau–Lifshitz damping

parameter being independent on temperature. At tending temperature T to the

angular momentum compensation temperature TA (A Tð Þ ! 0), the effective gyro-

magnetic ratio (4.21) sharply increases. Similar increasing observes for the

damping parameter of a magnetic precession

αeff Tð Þ ¼
λRE Tð Þ��γRE��2 þ λTM Tð Þ��γTM��2
mRE Tð Þ
γREj j � mTM Tð Þ

γTMj j
¼ A0

A Tð Þ ð4:22Þ

Equations (4.21) and (4.22) indicate a divergence of both the precession frequency

and Gilbert damping parameter of the FMR mode at the temperature TA. Moreover,

from the equation (4.21), one can be noticed that at the temperature TA, the FMR

frequency becomes zero. In contrast, the equation (4.20) indicates that the exchange

resonance branch softens at the angular momentum compensation temperature TA,
where the FMR mode diverges.

The mentioned effects of increasing the ferromagnetic frequency and the

damping parameter at decreasing the exchange resonant frequency represent the

conditions for substantial increase of the remagnetization speed of ferrimagnetic
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nanolayers under circularly polarized pulsed laser radiation. The damping of the

exchange interaction resonant frequency accompanies by the interaction damping.

This results in the acceleration of the magnetization reverse of these sublattices

under the internal effective magnetic field of the inverse magneto-optical Faraday

effect at passage the magnetization compensation temperature.

Character features of the impact of laser-induced pulsed heating on the dynamics

and the remagnetization of a ferrimagnetic nanolayer also can observe under the linear

polarized laser radiation in an external magnetic field at temperatures above the

magnetization compensation point TM. In this case, the ferrimagnetic magnetization

m is directed along the effective magnetic field Heff ¼ Hex þ Ha þ Hs, where Ha and

Hs are a magneto-crystalline and a form anisotropy, respectively. The laser thermal

pulses result in the change of the field Heff that causes the magnetization precession

round a changed equilibrium axis. The appropriate temperature behavior of the ferri-

magnetic nanolayer based on compoundGd22Fe74.6Co3.4 is represented in Fig. 4.9 [26].

The solutions of the equalization (4.24) for the magnetization dynamics are

characterized by damping (as the result of an electron–phonon interaction) by

magnetization vibrations which amplitudes are in a direct relation with the external

magnetic field Hex. It turns out that the ferrimagnetic sublattice TM gives a basic

contribution to this magnetization. The expression for the square of frequency ω of

the magnetization precession [36]

ω2 ¼ γeff
1þ α2eff
� � !2

Hex cos θex þ
��Hs þ Ha

��� �2�
� Hex sin θexð Þ2

�
ð4:23Þ

(θex is an angle between the external magnetic field and an easy magnetic anisotropy

axis) allows to determine the internal magnetic field Ha þ Hs and also the effective

gyromagnetic relation and damping parameter in the ferrimagnetic nanolayers.

Fig. 4.9 Magnetization

precession in GdFeCo as a

function of the applied

external field. Inset shows
the field dependence of the

precession frequency. Note

that the sample temperature

presented here includes the

temperature increase

induced by the pump

heating
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At initial temperatures below the magnetization compensation temperature TM, a
thermal relaxation after the pulsed laser heating can accompany by a transition of

ferrimagnetic through the temperature TM with reversing of magnetization of each

sublattices RE and TM under the external magnetic field. Such the magnetization

reversal is accompanied by phase changes of magnetic oscillations (Fig. 4.10) [26].

In the ferrimagnetic nanolayer GdFeCo at temperatures T < TM, the magneti-

zation mRE of the sublattice RE (Gd) is larger than the magnetization mTE of the

sublattice TM (FeCo), and it is directed along the external magnetic field Hex. At

T > TM, the magnetization mTM > mRE and varies its direction along the external

magnetic field Hex, as it is visible in the inset of Fig. 4.10.

The magnetization reverse under the pulsed laser-induced heating and the

external magnetic field are in direct relation on the frequency and the damping of

the magnetization precession. It turns out [26, 27] that features of the temperature

dependence of the magnetization procession frequencies near the angular momen-

tum compensation temperature TA determine their temperature behavior near

magnetization compensation temperature TM.
In the temperature interval [TA, TM], the magnetization precession frequency

determines by the total action of exchanging interaction between spins of each

sublattices RE and TM, as it is visible in Fig. 4.11.

In the temperature interval [TA,TM], it is observed the hybridization of the

resonant frequencies ωFMR and ωex, and the magnetization precession frequency

at the magnetization compensation temperature TM attains the significant value,

constituting 40 GHz (Fig. 4.11a). The effective damping parameter at TA takes the

maximum value remaining large enough in closely approximating point

TM. Changing the composition of the ferrimagnetic (GdFeCo), it is possible to

attain a necessary proximity between compensation points TA and TM, providing
the rapid remagnetization of the ferrimagnetic nanolayer. For circularly polarized

laser pulses, such remagnetization can occur without an external magnetic

field under an effective internal magnetic field of the inverse magneto-optical

Faraday effect.

Fig. 4.10 Temperature

dependence of coherent

precession of the

magnetizations in GdFeCo,

measured at an external

field Hex ¼ 0:29T. Around
160 K magnetic

compensation TM of the

ferrimagnetic system

occurs. The inset shows the
alignment of the RE-TM

system under an external

applied field, below and

above TM
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The laser-induced heating above the angular momentum and magnetization

compensation points results in the ultra-speed (subpicosecond) remagnetization of

ferrimagnetic layers [27]. This is related to features of the magnetization dynamics

of ferrimagnetic sublattices that are observed with the help of the magneto-optical

pump-probe technique.

Thermal pumping is provided by pulsed laser irradiation and magnetic responses

are imaged with the help of the magnet-optical Faraday effect via the polarization

twisting of probing laser pulses. Then, the magnetization dynamics depends on the

ratio between the applied magnetic field Hex and the temperature-dependent coer-

cive field HC(T) of the ferrimagnetic nanolayer.

Character features of magnetization dynamics of the ferrimagnetic nanolayers

under laser thermal pulses of different power are observed for the amorphous

ferrimagnetic Gd22Fe74.6Co3.4 with the magnetization compensation temperature

TM ¼ 370 and the angular momentum temperature TA ¼ 420K (Fig. 4.12) [27].

The laser-induced pulsed heating the electron subsystem of ferrimagnetic con-

tinues by high-speed heating of its spin subsystem with subsequent cooling to an

initial temperature that accompany by thermal changes of magnetizations mRE(T )

Fig. 4.11 (a) Temperature

dependence of the

magnetization precession

frequencies ωFMR and ωex.

As temperature decreases

from 310 K toward TA, the
exchange resonance mode

ωex (open circles) softens
and mix with the ordinary

FMR resonance (closed
circles). Since around 230 K
both FMR and exchange

modes have essentially the

same frequency, the

frequency indicated at

230 K may represent both

the FMR and the exchange

resonance modes. The

insets show schematically

the two modes. (b)
Temperature dependence of

the Gilbert damping

parameter αeff
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and mTM(T ) of the sublattices RE and TM of the ferrimagnetic GdFeCo. At enough

laser radiation intensities, the mentioned heating can cause the magnetization

reverse of the sublattice under an applied magnetic fields (which can be both an

external field and the effective Faraday magnetic field) as it is visible in Fig. 4.12.

The mentioned magnetization reverse is related to the passage by opposite

oriented magnetizations mRE(T ) and mTM(T ) across the magnetization compensa-

tion point TM in which these magnetizations cancel each other. However, magne-

tization dynamics at a thermal relaxation can occur in a variety of ways in the

dependence on the relation between the applied field Hex and the temperature-

dependent coercive field HC(T ) in the temperature interval from the initial room

temperature Troom, where Hc Troomð Þ ¼ H room
c to the highest temperature Thigh,

where Hc Thigh

� � ¼ H high
c is the condition of the ferrimagnetic remagnetization, as

it is visible in Fig. 4.13.

Under the condition Hex > Hroom highð Þ
c , below the magnetization compensation

temperature TM the magnetization mRE of the Gd sublattice is parallel to the

magnetization mTM(T ) of the FeCo sublattice. Under the impact of the

laser-induced thermal pulse, a temperature increases above the point TM and

the magnetization mTM(T ) becomes dominant and parallel to the applied magnetic

field. After the pump laser, pulse at the temperatures above TM the magnetization

mTM(T ) relaxes in the line its initial state. Subsequent cooling below the temper-

ature TM results in recovery the initial magnetization state of the ferrimagnetic

nanolayer.

The magnetization dynamics is substantially different at Hex < H room
c and

Hex > H high
c , when the initial coercive field exceeds the applied magnetic field. In

this case, the laser thermal pulse causes the remagnetization above the magnetiza-

tion compensation point TM, without return to the initial magnetization state under

cooling system to the room temperature Troom (Fig. 4.13b(B)). This implies that at

Hex < H room
c after the remagnetization a thermal relaxation not changes the mag-

netization direction of the ferrimagnetic nanolayer.

The high remagnetization speed of the ferrimagnetic nanolayer under the laser-

induced thermal pulses determine by the large effective gyromagnetic ratio γeff with
a singularity at the angular momentum compensation temperature TA of the

Fig. 4.12 The

magnetization dynamics in

the ferromagnetic

Gd22Fe74.6 Co3.4 at a room

temperature for different

energies of the laser

pumping [14]. Apt

hysteresis loops are

represented in the inset
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sublattices RE and TM. The magnetization dynamics for the ferrimagnetic

Gd22Fe74.6Co3.4 is characterized by the subpicosecond remagnetization, as it is

visible in Fig. 4.14 representing results of the magneto-optical Faraday-based

measurements [27].

Fig. 4.13 (a) Temperature

dependence of the effective

coercive field HC in the

Gd22Fe74.6 Co3.4 nanolayer.

The inset shows
schematically the

ferrimagnetic system in an

applied magnetic field

below and above TM.
Depending on the strengths

of the applied magnetic

field, two different dynamic

regimes can be

distinguished: (A) forHex >
Hroom and (B) for
Hex < Hroom. (b)
Qualitative description of

the magnetization dynamics

under pulsed laser

irradiation

Fig. 4.14 Transient

magnetization reversal

dynamics measured for a

pump fluence of 6.29 mJ/

cm2. Insets show hysteresis

loops measured at distinct

pump-probe delays. The

loops demonstrate the

magnetization reversal after

about 700 fs
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The laser ultra-speed excitation of the magnetic moments of the atoms Fe in the

sublattice FeCo occurs via conduction electrons. For the sublattice Gd, the 4f
electrons give a main contribution in a magnetic atomic moment, whereas the

contribution of 5d6s conduction electrons constitutes only 9 %. In this case, the

ultra-speed laser excitation of the magnetic atomic moment occurs via 5d electrons,
which characterized by the strong exchange interaction with the localized 5d
electrons. The energy of this exchange couple corresponds to subpicosecond

times, on which the mentioned remagnetization of the Gd sublattice.

The Fast Remagnetization Across Transient Ferromagnetic-Like State

The pulsed thermal impact of the layer radiation on the magnetization of the

ferrimagnetic nanolayer occurs via the laser interaction with each of its sublattices.

Therefore, in whole, the magnetization dynamics is determined by the magnetiza-

tion dynamics of each of the ferrimagnetic sublattices. At the laser-induced exci-

tation of the spin subsystem in timescales that correspond to an antiferromagnetic

exchange interaction between sublattices (i.e., in the interval, 10–100 fs) the system

is sometimes in a strong nonequilibrium magnetic with the disturbed equilibrium

dynamic correlation between the sublattices. That implies the possibility of a

disturbance of the equilibrium magnetization configuration at the magnetization

relaxation of the ferrimagnetic system to an equilibrium state.

The lather-induced thermal demagnetization of each of the ferrimagnetic

sublattices occurs over different periods. It is caused by pulsed laser heating

transferring ferrimagnetic sublattices to the strongly nonequilibrium state with the

disturbed exchange interactions. The first magnetic sublattice with the relatively

greater demagnetization speed removes of the completely demagnetized state by

the internal transient bias field HTR of the second magnetic sublattice, with the

relatively less demagnetization speed, that continues to the time point of the

complete demagnetization of the second ferrimagnetic sublattice. In that time

domain, magnetizations of both ferrimagnetic sublattices are parallel, i.e., the

transient ferrimagnetic-like state realizes [15]. In the following time, the second

magnetic sublattice removes from the demagnetized state by the transient bias field

HTR, of the relaxing antiferromagnetic exchange interaction, into the state with the

antiparallel magnetization with respect to its initial state.

Such laser-induced remagnetization process can promote by the application of

magnetic fields. For the linearly polarized pulsed laser radiation, the application of

the external magnetic field Hex assumes its time synchronization with the laser-

induced thermal pulses. For the circularly polarized laser radiation, this problem

avoids because the effective internal magnetic field HF of the inverse magneto-

optical Faraday effect is naturally synchronized with the laser-induced thermal

pulses.

The above-mentioned laser-induced remagnetization observes in the ferrimag-

netic nanolayer Gd25Fe65.6Co9.4, as it is visible from measurement results of the
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magnetization dynamics for mRE and mTM, based on the method of X-ray magnetic

circular dichroism (XMCD), represented in Figs. 4.15 and 4.16 [4].

Under the action of the laser-induced thermal pulses temperature of the ferri-

magnetic nanolayer passes across the magnetization compensation temperature TM,
the magnetizations of sublattices Gd and FeCo switch and a new magnetization

configuration mRE and mTM becomes by the mirror image to their initial configu-

ration (Fig. 4.15). Accordingly, hysteresis loops also pass in their mirror images, as

it is visible in Fig. 4.15a. The magnetization dynamics of the ferrimagnetic

sublattices characterize by different times of the laser-induced thermal demagneti-

zation because of the distinct atomic structures of Gd and Fe sublattices. At the

process of the laser-induced remagnetization, the thermal demagnetization of the

sublattice RE (whenmRE ¼ 0) occurs at some time tRE that is early than the time tTM
of the thermal demagnetization of the sublattice TM (when mTM ¼ 0).

Fig. 4.15 Ferrimagnetic alignment of the Fe and Gd magnetic moments as measured by element-

specific XMCD hysteresis. (a, b, Top) XMCD signals measured at the Fe and Gd absorption edges

as a function of applied magnetic field below (a) and above (b) the magnetization compensation

temperature (TM), demonstrating the ferrimagnetic alignment of the Fe and Gd magnetic

moments. (a, b, Bottom) A generic ferrimagnet, showing the alignment of the magnetic moments

of the constituent sublattices with respect to the external magnetic field, H
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The time interval tRE � t � tTM corresponds to the reverse of the magnetization

mRE into the transient ferromagnetic-like state with the magnetization, which is

parallel to the magnetization mTM of the sublattice TM. Such independent magne-

tization dynamics is related to the strong laser-induced perturbation of the exchange

interaction between the ferrimagnetic sublattices.

Beginning from the time tTM the relaxation of the antiferromagnetic exchange

interaction between sublattices RE and TM results in the reverse of the magneti-

zation mTM, as it is visible in Fig. 4.16. Beginning with the time tTM the relaxation

of the antiferromagnetic exchange interaction between sublattices RE and TM

results in the reverse of the magnetization mTM.

The Laser-Induced Thermal Remagnetization of Ferrimagnetic

Nanolayers

The magnetization dynamics of the ferrimagnetic under the laser-induced thermal

pulses depends on the relation between the initial temperature Troom and the

magnetization compensation temperature TM. At Troom < TM, the remagnetization

includes the thermal demagnetization of the ferrimagnetic sublattices with subse-

quent transition of the magnetic state across the temperature TM. Then,

remagnetization activation assumes the presence of the applied magnetic field.

At Troom < TM, the laser-induced thermal magnetization, dynamics retains the

character properties of the passage across the transient ferromagnetic-like state and

the relaxation of the antiferromagnetic exchange interaction between the ferrimag-

netic sublattices. In the time interval [t1, t2] between the time points t1 and t2 of the
thermal demagnetization of the ferrimagnetic sublattices 1 and 2, the magnetic bias

of the sublattice 1 occurs in the ferrimagnetic-like exchange field of the sublattice

2 that corresponds to the transient ferromagnetic-like state. In the time point t2, the
sublattice 2 undergoes of the effective magnetic bias of the antiferromagnetic

Fig. 4.16 Element-resolved dynamics of the Fe and Gd magnetic moments measured by time-

resolved XMCD with femtosecond time-resolution
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exchange interaction on the side of the sublattice 1 because of the relaxation of the

antiferromagnetic exchange interaction between the sublattices. Thus, at the initial

temperatures above the magnetization compensation temperature, the

remagnetization of ferrimagnetic layer can occur only under the laser-induced

thermal pulses without applied magnetic fields [17].

Such laser-induced thermal remagnetization mechanism is described an atom-

istic spin model [5]. Within this model, the energy of the spin system is described

by the Hamiltonian

H ¼
X
i< j

JijSi � S j þ κuS
2
j, z; ð4:24Þ

where Jij is the exchange energy between the nearest neighboring spins, Si and Sj
are unit vectors describing the spin directions for local sites i and the nearest

neighbor sites j respectively, and κu is the uniaxial anisotropy constant. There are

three distinct Jij exchange interactions, arising from the ferromagnetic

intrasublattice and antiferromagnetic intersublattice contributions.

The dynamics of each localized spin is described by the stochastic LLG equation

of motion

Si ¼ � γ

1þ λ2
� �

μs
Si �Hi þ λSi � Si½ � ð4:25Þ

with internal fieldHi ¼ �∂H=∂Si þ ςi tð Þ, where thermal fluctuations are included

as an addition noise term. Results of numerical computation magnetization dynam-

ics for each sublattice of the model ferrimagnetic system are represented in

Fig. 4.17.

As it is visible in Fig. 4.17, the remagnetization of the ferrimagnetic nanolayer

accompanies every the laser-induced thermal pulse without applied magnetic fields.

Turn out, that a field of 40 T is insufficient to prevent the remagnetization [5]. That

argues about strong internal magnetic fields in ferrimagnetics.

The laser-induced thermal remagnetization of the ferrimagnetic Gd24Fe66.5Co9.5
was observed with the help of the magneto-optical spectroscopy based on the

Faraday effect and with the help of the photoemission electron microscope

(PEFM) employing the XMCD. In the last case, the magnetization reverse for

each of the sublattices observed [5].

Thus, purely lather-induced thermal remagnetization is possible for ferrimag-

netic layers. Different speeds of the thermal demagnetization of the sublattices

together with the relaxation of exchange interaction result in internal transient bias

field causing the magnetization reversal. The mechanism does not require the

presence of any other stimulus and occurs each time a laser pulse excites

the magnetic sublattices of ferrimagnetic. Such laser-induced remagnetization

occurs with starting temperature above and below the magnetization compensation

temperature in GdFeCo continuous films and for microstructures with in-plane

and out-plane magnetic anisotropy. The considered laser-induced thermal
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remagnetization may allow both higher recording densities and increased data rates,

as the recording of a bit could be achieved on a timescale of picoseconds rather than

the current nanoseconds.

4.1.4 The Laser-Induced Kinetic Effects

A Two-Band Model of the Laser-Induced Current of Particles

The laser-induced kinetic effects consist in the directed motion of particles caused by

their momentum-selective excitation (via the Doppler Effect) and difference mobil-

ities in ground and excited states (see [8–10]). The laser excitation on the laser

frequency ω0 occurs with particles whose velocity (v) results in the Doppler-shifted

frequency,ω ¼ ω0 � vqð Þ (q is a photon wave vector) coinciding with the transition

frequency E2 kð Þ � E1 kð Þð Þ=h between energy levels E1(k) and E2(k) of ground and
excited quantum states (k is a particle wave vector, h is the Planck constant).

The momentum-selective excitation manifests itself via the selective excitation

with respect to the motion with and against the laser beam. Subject to the laser

Fig. 4.17 Computed ultrafast thermally induced switching dynamics. (a) Evolution of the tem-

perature of the electronic thermal bath during a sequence of five Gaussian pulses. (b) Computed

time-resolved dynamics of the z-component of the magnetizations of Fe and Gd sublattices; Gd is

represented by the solid red line and the Fe by the dashed blue line. The net magnetization is

shown in (c). A spike in the temporal behavior of the total magnetization during the excitation is

due to different dynamics of the magnetizations of the Fe and Gd sublattices
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frequency ω0, the excitation can occur with particles with velocities along and

against the laser beam. If the laser frequency is less than the transition frequency,

the excitation occurs at v � qð Þ<0 that corresponds to the opposing motion of

particles and the laser beam. If the laser frequency is larger than the transition

frequency, the excitation occurs at v � qð Þ > 0 that corresponds to the parallel

motion of particles and the laser beam.

The momentum-selective laser excitation can cause diffusive flows when the

spatial distribution of the light intensity in solids is nonuniform. Similar to the LID

such flows arise when the particle mobilities in the ground and excited states are

different. Large diffusive flows of unexcited and excited particles can appear along

and opposed to the intensity gradient, respectively. In many cases, the current due to

LIDF may significantly exceed that to LID. The LIDF direction determines by the

intensity gradient, which can be both parallel and normal to the laser beam. The

LIDF effect is typically for metallic materials with the strongly light attenuation,

which characterizes by light penetration of the order of few tens of nm.

The laser-induced kinetic effects realize both via the momentum-selective

interband transitions of particles and via momentum-selective intra-particle quan-

tum transitions. The mentioned laser-induced interband transitions occur with

electrons and holes in metals, semiconductors (see [8]), and confinement semicon-

ducting nanostructures with quantum wells or the Landau levels created by apply-

ing a magnetic field [10–14]. The mentioned momentum-selective intra-particle

quantum transitions can occur with atoms and molecules in mixed gases [8, 34]

resulting in the laser-induced currents.

Quantum states of the multiparticle system interacting with the laser radiation in

the second quantization operators ψ(x) in the binary interparticle approximation w
(x, y) are described by the full Hamiltonian

H tð Þ ¼
ð
dx ψþ xð Þh x; tð Þψ xð Þ þ 1

2

ð
dxdyw x; yð Þψþ xð Þψþ yð Þψ xð Þψ yð Þ ð4:26Þ

with the one-body part

h x; tð Þ ¼ �1

2
∇2 �

XN0

j¼1

w x; x j

� �þ u x; tð Þ; ð4:27Þ

which contains both the background potential and the external potential u(r, t) of a
Fermi-particle in the laser field (a subscript j denotes a lattice cite). The laser-

induced kinetics is described with the help of the nonequilibrium one-particle

Green function Ĝ satisfying the Kadanov–Baym quantum-kinetic equations (see

[35, 36]), which for the assumed Fermi system can be represented in the matrix form

L̂ 0 þ L̂ 1

� �
Ĝ ¼ 1̂ , L̂ 0 ¼ L0, i j x; yð Þ , L̂ 1 ¼ L1, i j x; yð Þ δ

δν j y; tð Þ
 ; ð4:28Þ

4 Magnetization in Nanostructures with Strong Spin–Orbit Interaction 71



where νj(y, t) is the particle potential in the laser field. The matrix L̂ 0 is the first order

in the interaction w that corresponds to the Hartree–Fock approximation allowing

for both the classical Hartree potential and the space-nonlocal exchange potential

originating from the Pauli exclusion principle and antisymmetry of the wave func-

tions. The matrix L̂ 1 is differential matrix of the second and higher orders in w.

Due to the equality L̂ 1 Ĝ Ĝ �1
h i

¼ 0, the (4.28) can be represented in the form

L̂ 0 þ M̂
� �

Ĝ ¼ 1̂ ; ð4:29Þ

with the self-energy matrix

M̂ ¼ �L̂ 1Ĝ L̂ 0 þ M̂
� �

; ð4:30Þ

where square brackets separate an expression on which the matrix operator L̂ 1

effects. This matrix describes particle scattering both on a lattice and on itself.

In the considered two-band model system, with energies Ei(k) in the ground

i ¼ 1ð Þ and excited i ¼ 2ð Þ states, in which a particle (charge e) interacts with field

ε, the (4.29) in quasi-classical approximation can be reduced to the Boltzmann

equations of the form [8]

∂
∂t

þ vi,k �∇r þ e=hð Þε �∇k þ δi, 2Γ2

	 

f i kð Þ

¼ Si kð Þ þ δi, 2Iσ ω; kð Þ f 1 kð Þ � f 2 kð Þð Þ, i ¼ 1; 2ð Þ; ð4:31Þ

where fi(k) is the particle distribution function which depends on velocity

vi,k ¼ h�1∇kEi kð Þ, position vector r, time t, and the collision integrals Si(k). In
the band 2, this function depends on a light intensity I, an excitation cross section

σ(ω, k), characterizing interband transitions, and the decay rate Γ2 characterizing

band to band ( 2 ! 1 ) spontaneous relaxation and relaxation due to inelastic

collisions. The collision integrals Si(k) determine by the dominant quasielastic

collisions for which the collision-induced energy change is relatively small that

corresponds to the condition of the large differences in the scattering rates of

particles in the two bands. The quantity ε is the sum of the external laser field

ε0 and the field εc ¼ ∇rϕ (ϕ is a laser-induced potential) due to the laser-induced

nonuniform redistribution of charged particles inside the sample, i.e.,ε ¼ ε0 þ∇rϕ.
Assuming the small change of the particle distribution function ( f kð Þ � f 01 kð Þ),

taking into account the momentum conservation low v1,km1 ¼ v2,km2 and the

relations ð
Si kð Þvkdk ¼ �νi ji=e, ji ¼ e

ð
vk kð Þdk; ð4:32Þ
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between the collision integrals Si(k) and the scattering rates νi, where ji is the

current density, one obtains the macroscopic momentum balance equation

∂J
∂t

þ v1σc �∇rϕ ¼ ν1m1 � ν2m2

m1

j2 � ν1J, J ¼ j1 þ j2; ð4:33Þ

where the particle conductivity σc ¼ 1=3ð Þν�1
1 e2

ð
v2∇E f 0 kð Þdk potential differ-

ence ϕ is related to the nonequilibrium particle distribution. This equation describes

the current, which is nonzero at the momentum-selective particle excitations

j2 6¼ 0ð Þ and difference particle mobilities in the two bands ν1m1 ¼ ν2m2ð Þ. Due
to (4.33) steady-state currents in a closed and open circuits obey, respectively,

relations

J ¼ ν1m1 � ν2m2

ν1m1

j2 ð4:34Þ

and

JLID ¼ ν1m1 � ν2m2

ν1m1

j2 ¼ σc∇rϕc: ð4:35Þ

In the last case, the LID current JLID ¼ ν1m1 � ν2m2ð Þ=ν1m1ð Þ j2 is exactly com-

pensated by the current Jϕ ¼ �σc∇rϕc caused by the electrostatic potential

difference resulting from the laser-induced nonequilibrium distribution of particles

in the sample.

Multiplying (4.31) at i ¼ 2 by vk and integrating over k, in the linear approxi-

mation one obtains the equation

Γ2 þ ν2ð Þ j2 þ
1

3
v2∇r � N2¼ Ie

ð
σ ω

0
; k

� �
σ ω; kð Þ f 01 kð Þ, N2 ¼

ð
f 2 kð Þdk ð4:36Þ

determining the current j2. Taking into account that the laser-induced particle

concentration in the excited state, N2 ¼ ηI (η is a some constant), and substituting

j2 from (4.34) into the expression (4.33), for the total current J result in the general

expression J¼JLID þ JLIDF, where the first term

JLID ¼ � ν1m1 � ν2m2

ν1m1

Ie

Γ2 þ ν2

ð
dkvkσ ω

0
; k

� �
f 01 kð Þ ð4:37Þ

describes the laser-induced momentum-selective drift of particles, and the second

term
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JLIDF ¼ � ν1m1 � ν2m2

ν1m1

eD2η∇rI, D2 ¼ 1

3

v22
Γ2 þ ν2

; ð4:38Þ

(D2 is the diffusion coefficient for particles in the state 2) describes the laser-

induced diffusive current caused by the nonuniform spatial distribution of the

laser intensity and particle concentration gradients in states 1 and 2.

The collinearity of the LID current JLID with the light wave vector q implicitly

contains in the excitation cross section σ(ω0, k) withω
0 ¼ ω� vkq. The direction of

the laser-induced diffusive current JLIDF determines by the gradient concentration

so that these two currents mutually can be both parallel and antiparallel.

The excitation cross section is proportional to the pulse-frequency Fourier

transform of the time correlation function of the photon-particle interaction oper-

ator V(t) (see [8]), i.e.,

σ ω; kð Þ / V tð ÞV 0ð Þh iω,k / Im V1,2 kð Þ
���� ���� E1 kð Þ � E2 kð Þ � hω

0 � iΓ
� ��1

� �
ð4:39Þ

Within the two-band electron model with a homogeneous broadening (E=h 	 Γ
	 vkq) in the second approximation in vkq

σ ω
0
; k

� �
� σ ω; kð Þ � vkq

∂σ ω; kð Þ
∂ω

; ð4:40Þ

where with satisfactory accuracy it can be assumed that

σ ω; kð Þ ¼ δ E1 kð Þ � E2 kð Þ � hωð Þ. Thereafter, the transitions between two bands

are restricted to the surface of constant interband energy:

Σ kð Þ ¼ E2 kð Þ � E1 kð Þ � hω ¼ 0

Then, substitution (4.40) into (4.37) results in the general expression [8]

JLID ¼ �χ
q

q

ν1m1 � ν2m2

ν1m1

ev0ð Þ qv0
Γ2 þ ν2

I

hc
∂ζ
∂ω

, χ ¼ sgn vk � qð Þ, ζ ¼ hc
ð
dkσ ω; kð Þ f 01 kð Þ

ð4:41Þ

describing the LID current directed with or against the laser beam in the depen-

dence on the sign (+, �) of the particle velocity projection on the photon wave

vector q. Here, v20 ¼
ð
dkv2qσ ω

0
; k

� �
f 01 kð Þ=

ð
dσ ω; kð Þ f 01 kð Þ defines v0 as charac-

teristic velocity projection on the wave vector which lies on the surface

Σ kð Þ ¼ E2 kð Þ � E1 kð Þ � hω ¼ 0. Features of the LID current depend on the par-

ticular form of the energy particle spectrum entering into the expression for the

excitation cross section σ(ω, k).
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Typical feature of LID electron currents in the two-band systems can be

described in the finite-gap separable potential model (see [37]), for which the

dispersion relations for the conduction bands have the form

E kð Þ ¼
X3
i¼1

E kið Þ, E kið Þ ¼ h2

2mx20
℘ z kið Þð Þ ,

ki ¼ ς zið Þ � η
0

ω0zi, zi 2 ω
0
,ωþ ω

0
h i

; ω; 0½ �
n o

;

ð4:42Þ

where a subscript i denotes ith component in the Cartesian coordinate system,℘ zð Þ
¼ ℘ z

��ω,ω0� �
is the Weierstrass function with real and imaginary periods ω and ω0

(Imω
0
> 0), respectively; ς(z) is the Weierstrass zeta function [38] which deter-

mines via the Weierstrass function by the relation ℘ zð Þ ¼ �ς
0
zð Þ, in addition

η
0 ¼ ς ω

0� �
, η ¼ ς ωð Þ. The first permitted band of the spectrum is described by

(1.16) in the variation interval zi 2 ω
0
,ωþ ω

0� �
that corresponds to the domain of

the wave vector variation ki 2 0, π=2
��ω0 ��� �

. The second permitted band of the

spectrum is described by (4.42) in the domain of variation zi 2 ω; 0½ � that

corresponds to the domain of the wave vector variation ki 2 π=2
��ω0 ��,1� �

. The

gap in the band spectrum is equal to the difference E ki zð Þz¼ϖ

� �� E ki zð Þz¼ωþω0
� �

,

i.e., it occurs in points ki 2 π=2
��ω0 �� of the band spectrum.

Substitution (4.42) into the expression for the excitation cross section σ(ω, k)
(4.39) permit to obtain the dependence of the LID current (4.41) on parameters of

the band spectrum, specifically, on the parameters τ ¼ ω=ω
0
characterizing the

spectral gap for system with tetragonal symmetry. In the case of the near-free-

electron approximation, the LID current in the two-band systems with arbitrary

symmetry can consider within the two-orthogonalized-plane-wave approximation

with dispersion relations (see [8])

E1,2 kð Þ ¼ β kþ Gð Þ2 þ k2
h i


 β2 kþ Gð Þ2 þ k2
h i2

þ 4
�� VGj j2

� �1=2

; ð4:43Þ

where β ¼ h2=2m
� �

and G is the reciprocal-lattice vector which generates the

second band, and VG is the Fourier component of the pseudopotential (2VG is the

energy gap). Then, substituting (4.43), the general expression (4.41) can be

converted to the form

JLID ¼ q

q

ν1m1 � ν2m2

ν1m1

ev0ð Þ qv0
Γ

Iς ωð Þ
Γ2 þ ν2ð Þ

� �
L hωð Þ, ζ ¼

ð
dkσ ω; kð Þ f 01 kð Þ; ð4:44Þ
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where ς ωð Þ / 1=ω4. The function L(hω) determines the spectral dependence of the

LID current, which characterizes by a peak-like dramatic dependence on the photon

energy hω within a vicinity of the energy gap 2VG and by a weak dependence

outside of this vicinity. This function can take on both positive and negative values,

suggesting that the LID current can be directed with or against the laser beam

subject to signs plus or minus of the difference ω� VG=h, respectively.
The laser-induced kinetic effects are valid for a range of materials including

semimetals, semiconductors, insulators, and metals. The potential difference Δϕ is

proportional to the LID current and the sample resistivity R, i.e., Δϕ / JLIDR,
whereR � 1= N0eμð Þ, where N0 and μ are the conduction electron concentration and
the particle effective mobility, respectively. Since the LID current depends on the

number of selectively excited particles that the potential difference can be different

independently of the resistivity both in metals and semiconductors and isolators.

The laser-induced spin-polarized current, transporting spin magnetic moments

in magnetic junctions leading to the magnetic switching, is related to the LID

kinetic effect at the laser frequencies corresponding to the momentum-selective

excitations with and interband transitions. If laser frequencies do not satisfy the

mentioned conditions of the LID kinetic effect, the laser-induced spin-polarized

currents can be caused by radiation pressure, which related to photon momentum

transfer.

In an open circuit, these kinetic effects can be manifested via accumulation of

particles on output or input, with respect to the laser beam, faces of a radiated

sample. This result in changes of optical properties of the irradiated systems will be

considered below.

Influence of Laser Irradiation on Optical Properties of Crystals

The laser-induced current in the semiconductor in an open circuit can lead to the

high concentration of nonequilibrium electrons on its output surface, beside such

obvious fact as the potential difference. It causes the significant change of the

refractive index (n) in the area of the outgoing laser beam [39] that is given by

ΔnN ωð Þ ¼ � 2πe2

n0meω2
N2 ð4:45Þ

where e, me, and N are a charge, effective mass, and the concentration of

nonequilibrium conduction electrons, respectively; ω and n0 are the frequency

and the refractive index of the laser radiation.

The photon drag effect in two-photon absorption of laser radiation in undoped

semiconductors with energy gap Eg higher than the laser photon energy hω < Eg

< 2hω causes a range of effects. The most interesting of these is the violation of

total internal reflection (TIR) and high-speed scanning of a laser beam in the corner

φ on the output of a semiconductor for high-power laser pulses (Fig. 4.18).
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According to our experimental data [40, 41] in single crystals of CdS and ZnSe, the

scan angle for nanosecond and picosecond pulses reached 3�–7�.
In crystals with uniaxial anisotropy, the laser-induced kinetic effect leads to an

elliptical defocusing of laser beams [41, 42] (Fig. 4.19). A significant decrease of

the refractive index in the laser beam escape from a semiconductor due to the laser-

induced kinetic effect also results in features in the destruction of the semiconduc-

tor [41]. Usually, the laser-induced destruction of transparent material starts with its

output surface. This is caused by the difference of the interference conditions for

laser radiation [43] on the input and output surfaces of the sample. Due to interfer-

ential, the intensity at the output surface I1 is higher than the intensity at the input

surface I0. A significant decrease of the refractive index in the laser beam escape

from a semiconductor due to the photon drag effect also results in features in the

destruction of the semiconductor [41]. Usually, the laser-induced destruction of

transparent material starts with its output surface. This is caused by the difference of

the interference conditions for laser radiation [43] on the input and output surfaces

A

C ϕ

B

laser

Fig. 4.18 Scheme of the

violation of total internal

reflection and scanning

pulse laser beam from a

ruby laser in CdS single

crystal because of the

photon drag effect

Fig. 4.19 Change of the cross-section of a Gaussian beam from a ruby laser (TEM00 τi¼ 15 ns)

after CdS crystal with defocusing for radiation with different polarizations: (E⊥C—top) and (E
����C

—bottom) with increasing intensity: 1—І¼ 105 W/сm2, 2—І¼ 40МW/сm2, 3—І¼ 120МW/сm2
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of the sample. Due to interferential, the intensity at the output surface I1 is higher
than the intensity at the input surface I0

I1
I0

¼ 4n2

nþ 1ð Þ2 : ð4:46Þ

Our experimental researches have shown [41, 44] that the destruction of the

semiconductors of the group A2В6 by nano- and picosecond laser pulses under

the condition of two-photon absorption, when hν<Eg< 2hν always destroyed only
the input surface. When Eg> 2hν, then the output surface is destroyed.

Above-mentioned effects are nonequilibrium. They exist during action of the

laser pulse and after its termination (except for surface destruction) relax rapidly.

Besides, the spatial charge of nonequilibrium electrons on the output semiconduc-

tor surface causes an electrical potential. This potential can cause the LID of

charged impurity atoms and native defects of the semiconducting crystal lattice

[45, 46]. LID absorbing impurity atom is most easily observed in semiconductor

crystals with very low absorption coefficient.

In semiconductors, the activation energy of motion of single impurity atoms is

small enough (for the atom between lattice nodes Wa ¼ 0:1eV and for a vacancy

Wa ¼ 0:2� 0:4eV), and their mobility μi strongly increase with increasing tem-

perature T [47]

μi ¼ Aexp �Wa

kT

	 

; ð4:47Þ

where k is the Boltzmann constant, A is a coefficient of proportionality.

To estimate the potential energy of electrostatic interaction of charged impurity

atom with the field of the nonequilibrium spatial chargeWp, use the formula for the

current density j, generated by the photon drag effect (see [41])

j ¼ �eαI
n0τ pγ

mec
: ð4:48Þ

Here, e and me are the charge and effective mass of an electron; c is the velocity of

light; n0 is the refractive index of the semiconductor; I, ω, and α are the intensity,

frequency, and absorption coefficient of laser radiation. The quantity τp is averaged
electron momentum relaxation time in the conduction band, γ is numerical factor

less than unity, which defines the momentum transfer of photons by electrons.

For the case of two-photon absorption with the coefficient β, this formula can be

written as

j ¼ �eβI2
n0τ pγ

2mec
ð4:49Þ
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Hence, for the nonequilibrium electrons in the output of the laser beam, we obtain

the expression

N p � αI
n0τ pτeγ

mec

	 
3
2

ð4:50Þ

The potential energy of electrostatic interaction of the charged impurity atom

with the field of photon drag of electrons Wp can be written as

W p � αI
n0τeτ pγ

mec

	 
3
2 e2S0r0

εr
, W

0
p � βI2

n0τ pτeγ

mec

	 
3
2 e2S0r0

εr
ð4:51Þ

where S is the sectional area of the laser beam; r0 is thickness of the spatial

localization of the electron charge; r¼ (5� 10)r0 is the distance between the charge

of electrons and ionized impurity atom; ε is dielectric constant. For I ¼ 500W=cm2,

a ¼ 0:05cm�1, β ¼ 0:01W�2cm2, τe¼ 10�10 s and τp¼ 10�11 s, we obtain for the

energy of electrostatic interaction high enough values and W p � 0:44eV.

Today has been established experimentally [48–50] that the penetration depth of

the impurity atoms from the surface into the solid bulk far exceeds the amount

caused by thermal diffusion. To explain the experimental facts, it is used to

transport mechanisms related to shock and thermal waves caused by very rapid

laser heating of the near-surface layer [49–52]. However, virtually the photon drag

effect was ignored.

We have observed the impurity drift in the crystals CdS and ZnSe in the field of

the powerful СО2-laser [40, 45]. The СО2-laser irradiation causes various changes

in the spectra of low-temperature impurity luminescence on the input and the output

surface of the crystals. On the input surface increases the amplitude of the radiation

lines I2 of bound excitons and decreases its half. In addition, there is a new broad

luminescence emission bandQ, which is associated with the glow on the complexes

of defects. On the output surface almost disappears luminescence line I1 associated
with the first phonon replica of free-exciton line, as well as decreases the amplitude

and greatly expanded the band luminescence of bound excitons I2 (Fig. 4.20).
Besides, for some group of ZnSe single crystals with absorption coefficient of

the СО2-laser α ¼ 0:05� 0:01cm�1, this results in the appearance of spots in the

output surface, which consist of individual dark spots (Fig. 4.20). The contour spot

coincides with the contour of the cross section of the laser beam on any surface of

the crystal, and it contained a lot of carbon. Mass-spectrometric measurements

showed that after irradiation of ZnSe by the СО2-laser, the carbon concentration in

the output surface is increased more than the order.

Low photon energy and intensity (І� 500 W/cm2) radiation, virtually eliminate

the process of direct generation of point defects by the СО2-laser radiation in the

crystal bulk. Crystal is being heated to the temperatures 100–160 �C. The genera-
tion of defects in the near-surface region should not result to large differences of

input and output surfaces. The temperature difference between input and output
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surfaces during irradiation was less than a half degree. The obtained results give us

reason to believe that photon drag of electrons under СО2-laser radiation causes the

drift of impurity carbon atoms ionized by laser radiation.

The described above results uniquely demonstrate that the laser-induced kinetic

effects should play a significant role for doping of semiconductor crystals by laser

radiation, especially for the case of thin semiconductor films. Thin nanofilms (with

think h < 100nm) almost uniformly are heated by laser radiation because the LID

of impurity atoms caused by the temperature gradient is impossible. However,

although for absorbing films on a transparent substrate, a thermal wave can cause

the transfer of atoms from the film to the substrate. For multilayer nanofilms, the

thermal wave can provide the atom transport from one layer to another in the

direction of the substrate with magnetic impurities. Under heating the absorbing

film by the short laser pulses to temperatures, much below than melting point the

influence of the heat wave on the doping of the near-surface should be much smaller

than the influence of the photon drag effect.

Our researches [53, 54] of the films dye-bismuth-dye and SiC–Bi–SiC,

consisting of three sequentially deposited nanolayers with a thickness of individual

layers 6–8 nm, showed that after irradiation of such a structure by the laser pulses

bismuth atoms move along the laser beam. In these films, the layers of the

semiconductor and the phthalocyanine dye are virtually transparent to laser light,

and a layer of bismuth absorbs strongly. After the action of the single laser pulse,

which causes no visible damage, there is an asymmetry in the distribution of

bismuth atoms (Fig. 4.21).

The distribution of bismuth atoms in the output semiconductor surface or the dye

was markedly different from the original. At the same time, the distribution of

Fig. 4.20 Luminescent spectra of the CdS crystal at a temperature of 4.2 K and a photo of a dark
spot on the output surface of ZnSe crystal after irradiation a continuous CO2 laser with an intensity

of 200 MW/cm2. 1 initial spectrum, 2 and 3—luminescence spectra after 10 min irradiation of CO2

laser: 2—spectrum of the input and the 3—spectrum with the output of the crystal surface
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bismuth atoms in the input layer is changed very little. In order to eliminate the

influence of the heat wave directed from the film to the substrate, we irradiated

the film by nanosecond laser pulses from the film and the substrate. Changes in the

distribution of bismuth atoms in these two cases are practically identical. The

bismuth concentration in the output layer increases or one almost no change in

the input layer of the semiconductor or dye.

Based on these results, it can be argued that a powerful laser pulses cause the

drift of the bismuth atoms in the semiconductor layer or the dye. The reason for this

drift is the electrostatic interaction of ionized atoms of bismuth with the field of

nonequilibrium spatial charge of electrons, which is created in the output of the

laser beam because of the photon drag effect. Possibility of electrostatic interaction

of bismuth ions with the field of space charge of electrons generated by laser

radiation is confirmed by photoelectric measurements.

To measure the electric field, which can occur in the investigated film structure,

a thin transparent conductive film of indium oxide was sprayed on the film of a

semiconductor or dye. The nanosecond pulsed laser irradiation of this structure

causes a small potential difference (a few microvolts) that confirms the electron

drift due to the photon drag effect.

The above-considered results of experimental studies show that the photon drag

effect plays an important role in the doping of semiconductor materials and must be

taken into account and be used for doping of semiconductor thin films. High-speed

doping process, the small temperature heating, and rapid cooling of thin films using

short laser pulses allows us to obtain a high homogeneity of doping thin-film

materials. This must help for solving the problem of producing magnetic
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Fig. 4.21 Changes in the distribution of the concentration of bismuth in a three-layer film of

phthalocyanine dye-bismuth-dye after the pulse irradiation (τi¼ 20 ns) by the ruby laser: 1—the

carbon concentration, 2—the concentration of bismuth prior to the irradiation, 3—the bismuth

concentration after irradiation
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semiconductors with high uniformity of impurity distribution. The laser doping

technology for thin films assumes a further development, but already today, we can

speak about its prospects.

4.2 Magnetization of Nanostructures with a Rashba Effect

The field-induced remagnetization in heterogeneous metal magnetic nanostructures

can be realized both via laser-induced effective internal bias fields of the inverse

magneto-optic Faraday effect, a spin-transfer torque (STT) effect, a nonequilibrium

spin-injection effect, the effect of transient magnetic states caused by different

temperature demagnetization rates of magnetic sublattices in combination with

their exchange interaction relaxation and a spin–orbit interaction. The large enough

spin–orbit interaction at broken spatial inverse symmetry in two-dimensional

electron subsystems can result in the effective internal magnetic Rashba field [55]

with spin splitting of energy band and polarized surface states of electrons (the

Rashba effect).

In magnetic two-dimensional systems with an electron current such spin–orbit

Rashba field in combination with s–d-exchange, interaction between spin-polarized
conduction electrons and localized magnetic moments, can result in their

remagnetization [56] (a current induced spin–orbit torque effect). This effect is

realized both via the direct pulsed impact of an electric field and via the indirect

impact of the pulsed laser-induced electron current. In two-dimensional magnetics

the fast remagnetization can be directly exerted by electric field through the

spin-orbit Rashba magnetic field together with the exchange interaction between

spin-polarized electrons and localized spins. The important role in the laser-induced

surface remagnetization can belong to the deformation of electron state distribution.

The laser-induced remagnetization can be realized via the direct laser impact on

the electron states distribution with subsequent change in a surface magnetic

anisotropy.

The internal effective bias fields of the spin–orbit and exchange interactions can

provide the high-speed remagnetization of magnetic nanostructures with reduced

energy consumptions at room temperature. Therefore, the remagnetization opens

new opportunities to integrate magnetic functionalities into electronic circuits and

can be implicated in elements of magnetic data recording and read-out.

4.2.1 Features of the Influence of Spin–Orbit
Interaction on Surface States

For infinite crystals, the electronic band structure is related to the motion of an

electron in an effective periodic potential. For finite crystals, the boundary

82 A.M. Korostil and M.M. Krupa



conditions caused by the crystal surfaces result in the occurrence of discrete

surfaces states. In the framework of the density functional theory, with an effective

one-particle potential, the complex values of wave vector k correspond to the

surface quantum states (real values of k correspond to infinite crystals). The

energies of the surface states lie inside the region for real k. Their wave functions
damp in the direction of the vacuum and damp in an oscillatory way inside the

crystal.

The spin–orbit interaction, that is the coupling of the orbital angular momentum

and the electron spin, manifests itself via the electronic structure of solids in various

ways including the magneto-crystalline anisotropy in magnetics. The last makes the

origin of the magnetic dichroism in X-ray absorption, and Rashba effects in the

two-dimensional systems with broken inversion symmetry. In two-dimensional

condensed matter systems (heterostructures and surface states), the combination

of atomic spin–orbit coupling and asymmetry of the one-particle potential in the

direction perpendicular to the two-dimensional plane causes the Rashba

momentum-dependent spin splitting of energy bands. This effect can drive a wide

variety of novel physical phenomena even when it is a small correction to the band

structure of the two-dimensional metallic states. One is probed by angle-resolved

photoelectron spectroscopy (ARPES) [57–59].

The characteristic features of the Rashba spin–orbit effect, which can show up

both in nonmagnetic and in magnetic heterostructures and surface states, are

described in the standard model of an isotropic two-dimensional electron gas

(2DEG). In this model, the effective magnetic Rashba field of the spin–orbit

interaction arises in the rest frame of the moving electron and results in a Zeeman

spin splitting. This field results in a unique spin topology of the electronic states

both at interfaces of heterostructures and metal surfaces of at nonmagnetic and

magnetic metal surfaces. The potential gradients for heterostructures and metal

surfaces are determined by a band-banding and an image-potential barrier,

respectively.

The relativistic spin–orbit interaction and corresponding features of quantum

states, the energy band structure, and the spin polarization of electrons in an

periodic electric field are naturally described by the Dirac equation for the four-

component vector function (Ψ )

ih
∂Ψ
∂t

¼ HDΨ ð4:52Þ

with the Hamiltonian

HD ¼ α � pcþβmc2 þ V: ð4:53Þ

Here α ¼ i� jð Þσk k i, j ¼ 1; 2ð Þð Þ, where σ is the Pauli vector-matrix; p is a

momentum operator; c is a light speed; the second-order matrix β ¼ �1ð ÞiδijI
 ,

I ¼ δi j
 � �

; m is the electron mass; V is the operator of the electron-field
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interaction; stationary states are described by the wave function of the form

Ψ ¼ φ; χð ÞT exp �iεt=hð Þ, where φ and χ are two-component vector-functions.

Then, stationary solving for (4.52) is reduced to solving the matrix equation

E
0 � V �cσ p
cσ p E

0 þ 2mc2 � V

	 

φ
χ

	 

¼ 0, ð4:54Þ

E
0 ¼ ε� mc2: ð4:55Þ

Hence, in the second-order approximation in v/c (v is a particle speed) it follows

that

χ ¼ 1� E
0 � V

2mc2

	 

σ p

2mc
φ; ð4:56Þ

Then, eliminating the function χ from (4.54) together with a normalization condi-

tion for φ give the stationary equation E
0
φ ¼ Hφ with the Hamiltonian

H ¼ p2

2m
þ V rð Þ þ hσ

4m2c2
gradVð Þ � p½ � þ E

0 � V rð Þ� �2
2mc2

� h2

8mc2
∇2V rð Þ; ð4:57Þ

where the third term represents the operator the spin–momentum interaction (HSO)

for the electron in the nonuniform electric potential A0 ¼ V=e (e is the electron

charge).

For the centrosymmetrical electric field, when grad V¼r
r
∂V
∂r , this interaction takes

the form of the spin–orbit interaction, HSO ¼ γSO sLð Þ with the parameter

γSO ¼ h
2m2c2

1
r
dV rð Þ
dr , where s ¼ h

2
σ and L are spin and orbital moments, respectively.

Taking into account the expression μ¼μBs for the spin magnetic moment, where

μB ¼ eh= 2mcð Þ is the Born magneton, the spin–orbit operator HSO can be rewritten

in the form

HSO ¼ μ � BSOð Þ, BSO ¼ 1

mc
E� p½ � ð4:58Þ

corresponding the interaction between the spin magnetic moment μ and the effec-

tive magnetic field BSO. This magnetic field, arising in the particle’s frame,

effectively couples the spin to the particle momentum, exciting the spin aligning

along the field BSO. The spin–orbit interaction can cause a spin polarization and the

spin splitting in energy.

In the two-dimensional electron system of condensed matter with the broken

symmetry, the spin–orbit interaction of the one-particle potential causes the effec-

tive magnetic field (BR) (known as the Rashba effect) inducing the electron spin

polarization and the momentum-dependent splitting in the electron band spectra. In

general, the spin–orbit interaction parameter αR in this case depends on physical
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properties of the system. It usually exceeds the mentioned parameter αSO in few

orders.

In the two-dimensional free-electron condensed model, the electric potential A0

in z-direction confines electrons to the surface. Then, from the general expression

(4.53) the Hamiltonian of the system takes the form

H ¼ h2

2m
∂2
x þ ∂2

y

� �
þ αR σx∂y � σy∂x

� �
; ð4:59Þ

where the first term is the operator of a free electron motion in the plane xy, the
second term (denoted as HRSO) is the Rashba spin–orbit interaction operator in the

plane xy with the parameter αR � gradV ¼ E. Then, two-component wave func-

tions of the stationary wave function Ψ ¼ φ1;φ2ð ÞTexp i ωtþ kxxþ kyy
� �

(kx and

ky) are components of the planar wave vector k���� obeys the matrix equation

εk � E �iαRk�
iαRkþ εk � E

	 

φ1

φ2

	 

¼ 0, k ¼ kx  iky: ð4:60Þ

Hence, from the existence condition of nonzero solutions we can obtain the

expression

E12 kð Þ ¼ εk  αRk ¼ h2

2m
k  mαR

h2

	 
2

� mα2R
2h2

, εk ¼ h2k2

2m
; ð4:61Þ

describing the splitting two-dimensional electron band spectrum. The last consists

the two branches caused by spin splitting under the effective Rashba fieldBSO ¼ 1
mc

Ez � p����� �
of the spin–orbit interaction.

It is returned out that spin polarizations of electrons with energies belonging to

the different branches have opposite orientations. Indeed, the normalized spinor

functions (φ1,φ2)
T at the eigenvalues E1(k) and E2(k) is transformed to the spinor

functions 1, ikþ=kð ÞT= ffiffiffi
2

p
and ikþ=k, 1ð ÞT= ffiffiffi

2
p

, respectively. At k��������0x, these two

spinor functions taking the form 1; ið ÞT= ffiffiffi
2

p
and i; 1ð ÞT= ffiffiffi

2
p

are eigenfunctions of the

spin operator σy with the eigenvalues 1 and �1, respectively. That implies that spin

moments of each from two band branches for considered nonmagnetic system are

opposite and lie in the plane xy as is depicted in Fig. 4.22.

The above-mentioned nearly free electron (NFE) model is able to describe the

nature of the splitting but it cannot give a correct quantitative result. The experi-

mental splitting (e.g., in Au(111) [59]) is much larger than what is estimated by an

NFE model. This small splitting is related to neglecting of the large gradient

potential near of ionic cores. It has been shown, in the framework of the tight-

binding model that is linearly dependent on the atomic spin–orbit splitting and the
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surface potential. A large atomic spin–orbit interaction and a large gradient of the

surface potential result in a large splitting of the surface state dispersion [60]. Since

the electric field probed by the electron is strongest near the ion cores, a realistic

description of the phenomenon should include atomic aspects. It is taken into

account in a tight-binding model, where the spin–orbit splitting depends on

the product of the surface-potential gradient times the atomic spin–orbit parame-

ter [61]. For clean metal surfaces, the splitting depends not only on the atomic

number Z, but also on the orbital character of the surface-state wave function,

e.g., on the relative sizes of the p and s components in an sp surface state.

In the tight-binding model, the electrons that form the two-dimensional electron

gas originate in all atomic s and p orbitals. The ingredients resulting in Rashba

splitting are atomic spin–orbit interaction HSO ¼ ΔSOL� σ, and an asymmetry

potential in the direction perpendicular to the 2D surface (V ¼ E0z). The main effect

of the symmetry breaking potential is to open band gap Δg between the isotropic pz
and px py bands. In the tight-binding approximation, the hopping element from a pz
state at site i with spin σ to px or py state at site j with spin σ0 is given by the

expression tx, y
i, j;σσ0

¼ E0 pz, i; σ
��z�� px, y, j; σ0� �

. In the absence of a symmetry break-

ing, i.e., V ¼ 0, the hopping element vanishes due to symmetry. If V 6¼ 0, then the

hopping element is finite. The Rashba effect is the nonlinear effect, which is

obtained in a second-order perturbation theory with the spin-flip quantum transition

between pz, i; " ���
and pz, j; # ���

states via the transitional quantum state

px, y, j; σ
���
. It results in the Rashba parameters αR � ΔSO=Δg that in two orders

of magnitude larger than in the free-electron model.

In general, both mentioned models are mutually complementary and their

description of the Rashba effect is in qualitative agreement with experimental

data, specifically, with the experimental band structures obtained by ARPES

(Fig. 4.23) [62].

It has been shown by ARPES that large Rashba splitting effect is observed at

surfaces and interfaces of transition and rare-earth metals [63, 64] and in disordered

Fig. 4.22 The two Fermi sheets of nonmagnetic metal surface corresponding two spin polariza-

tions (denoted by arrows) of conduction electrons under the Rashba spin–orbit splitting. Here, ε is
an energy, k0 is a splitting parameter; ER is the spin–orbit energy. The sheets emerge from a “Dirac

point” near the band bottom
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Au/Ag alloys [65]. Such large spin–orbit splitting is also peculiar for single-layer

ordered metallic alloys formed by high-Z metals (Bi and Pb) at the Ag(111)

surface [60]. In Bi/Ag (111), in particular, the wave vector separation 2k0 was

found to be one order of magnitude larger than in Au(111), and much larger than

typical values found in semiconductor heterostructures.

In realistic metal surfaces, such factors as impurities and the in-plane component

of the potential can essentially influence on the Rashba effect and corresponding

spin-splitting of the band spectrum. A potential gradient within the plane also

effects causes on the spin–orbit interaction. The interplay of both contributions,

in-plane and out-of-plane gradient potential, can manifest itself as an enhanced

splitting in the anisotropic confinement plane and a nonzero spin polarization in

z direction. These physics factors are taken into account in modern first principle

calculation (see [66]) achieving quantitative agreement with the experimental data

and providing insight of the physical origin of the Rashba splitting.

From the experimental and theoretical results, it follows that the spin–orbit

splitting of the surface states generally is determined by the strong Coulomb

potential of the nuclei, the perpendicular potential gradient, due to the surface-

potential barrier, and the in-plane potential gradient, due to the surface geometry.

The last one can be viewed as a crystal-field effect of the subsurface layers on the

topmost layer. Both the perpendicular and the in-plane gradients break the symme-

try of a freestanding surface layer. The strongest contribution is the atomic one. The

other two are orders of magnitude less than the atomic contribution and approxi-

mately of the same strength. This hierarchy suggests the following scenario: for a

sizable splitting, a strong atomic contribution is inevitable. An additional mecha-

nism (the in-plane gradient) can increase the splitting. However, such mechanism

can only “trigger” the effect. Without a strong atomic contribution, the splitting

is small.

Fig. 4.23 Experimental band structures of BixPb1� x∕Ag(111) surface alloys for x, obtained by

angle-resolved photoelectron spectroscopy, where k0 is the spin–orbit splitting and ER is the

Rashba energy
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4.2.2 Current-Driven Spin Torque Induced by the Rashba
Effect in a Ferromagnetic Layer

Methods to manipulate the magnetization of ferromagnets by means of local

electric fields [67–69] or current-induced STT [70–72] allow the design of inte-

grated spintronic devices with reduced dimensions and energy consumption com-

pared with conventional magnetic field actuation [73, 74]. An alternative way to

induce a spin torque using an electric current is based on intrinsic spin–orbit

magnetic fields [75, 76]. In this case, strong magnetic fields can be induced in

ferromagnetic metal films lacking structure inversion symmetry through the Rashba

effect. Owing to the combination of spin–orbit and exchange interactions, an

electric current flowing in the surface plane of a magnetic layer with asymmetric

interfaces produces an effective transverse magnetic field of the order T per A/cm2.

Besides its fundamental significance, the high efficiency of this process makes it a

realistic candidate for room-temperature spintronic applications.

Controlling the magnetization of nanodevices using local electric currents

instead of externally applied magnetic fields opens a wide spectrum of opportuni-

ties to integrate magnetic functionalities into electronic circuits. In general, current-

induced magnetization reversal requires the generation of a conduction electron

spin density noncollinear with the local magnetic moments of a ferromagnet. This is

achieved in multilayer structures such as spin valves and tunnel junctions by

injecting spin-polarized electrons from a pinned ferromagnet into a “free” ferro-

magnetic layer through a nonmagnetic spacer, inducing the so-called STT effect

(see [72]).

An alternative way to produce nonequilibrium polarization of the conduction

electron spins is based on spin–orbit coupling in structures lacking inversion

symmetry. Electrons moving in an asymmetric crystal-field potential experience a

net electric field (E), which, by transforming into a magnetic field in the electron’s

rest frame, effectively couples the spin to the electron’s orbital motion. This effect

is well known for semiconductors, where the occurrence of net spin polarization has

been predicted [77, 78] and observed in electric currents flowing through

nonmagnetic quantum wells as well as strained bulk compounds [79].

A Spin–Orbit Torque and Effective Internal Bias Fields

The mentioned current-induced spin–orbit effects detected in non-magnetic semi-

conductors [80] could be used in combination with [81] or be intrinsic to ferro-

magnets [82], providing a radically new mechanism for the manipulation of the

magnetization in ferromagnetic systems. The effective magnetic Rashba field (HR)

(above-mentioned) produced by the spin–orbit interaction on the conduction elec-

trons of a two-dimensional system characterized by structural inversion asymmetry

(SIA). This field can be expressed in the form of the vector product

BR ¼ αR z � kh i½ �, where z is a unit vector parallel to E; hki is the average electron
wave vector and αR is a material parameter that depends on the strength of the
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spin–orbit coupling. For zero current,HR cancels out as k and�k states are equally
populated and kh i¼0. In the presence of a charge current, however, the electron

distribution in k-space becomes asymmetric, producing a net effective field and

inducing a nonequilibrium spin density, perpendicular to the current direction.

In a ferromagnetic, the action ofHR combines with the s–d exchange interaction
that couples the conduction electron spin to the local magnetization (M). Because of

this interaction, a current passing through a uniformly magnetized ferromagnetic

layer exerts an exchange-mediated effective field HRsd on M (Fig. 4.24), thereby

producing a torque and eventually provoking the reversal of M [76].

A similar mechanism, albeit based on strain-induced Dresselhaus spin–orbit

coupling [83] rather than the Rashba effect, has very recently been demonstrated

in a p-type ferromagnetic semiconductor, Ga00.94Mn0.06As, where the injection of

106 A/cm2 produced an effective field of about 0.5 mT at T ¼ 40K (see [84, 85]). It

should be noticed that a spin–orbit-induced torque is fundamentally different from

STT, although its ultimate effects might be similar. Contrary to STT, there is no

transfer of spin angular momentum from one ferromagnetic layer to another.

Rather, orbital angular momentum is transferred to the electron spins through the

spin–orbit interaction intrinsic to the band structure of the ferromagnet. Thus, the

application of a spin torque does not rely on two noncollinear, independently

controlled ferromagnet electrodes and is realized in a single uniformly magnetized

ferromagnetic layer. Moreover, the direction of the spin–orbit torque is changed by

reversing the current, thereby enabling reversible control of the magnetization.

Although studies of the Rashba effect have traditionally focused on semiconduct-

ingmaterials, several groups have now reported evidence of Rashba-induced splitting

of the surface states of both nonmagnetic [64, 86] and magnetic metals [56] using

angle-resolved photoemission. Consequently, in a uniformly magnetized ferromag-

netic metal layer with enhanced SIA can occur a current-induced spin–orbit torque in

a uniformly magnetized ferromagnetic metal layer with enhanced SIA.

The current-induced spin–orbit torque in uniformly magnetized ferromagnetic

metal layer with enhanced SIA was observed at room temperatures in the magnetic

layered nanostructure Pt/Co/AlOx as it is represented in Fig. 4.25 [56].

E
s

HR

Hsd

I

Jsd

z

q
S

Fig. 4.24 Microscopic origin of the s–d-mediated Rashba field HR and experimental geometry.

Conduction electrons moving perpendicular to E have their spin (s) tilted by the Rashba magnetic

field (HR), exerting a torque on the localized moments (S) through the exchange coupling (Jsd) and
s–d-mediated Rashba field (HRsd)
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In the magnetic nanostructure depicted in Fig. 4.25, the SIA results from the

presence of AlOx and Pt on either side of the Co layer. The strong spin–orbit effects

at metal surfaces are provided by the presence of heavy atoms and surface oxidation

(see [85, 87]). The lasts have resulted in a strong out-of-plane electron potential

gradient in Pt/Co/AlOx. The Co layer is characterized by a strong perpendicular

anisotropy, uniform monodomain state and a saturation magnetization close to the

bulk M ¼ 1:090kA=mð Þ and is very stable. The out-of-plane uniaxial anisotropy

field is μ0HK ¼ 0:92T. The effect of an electric current on M in the magnetic

nanostructure Pt/Co/AlOx occurs via the in-plane field HRsd

����y perpendicular to

the wires.

Depending on the HRsd/HK ratio, the energy barrier for magnetization reversal

will thus change from the initial symmetric shape typical for uniaxial anisotropy to

a strongly asymmetric profile, lowering the barrier in one direction and raising it in

the opposite one as the equilibrium magnetization direction gradually shifts from

perpendicular to in-plane (Fig. 4.26) [56].

As be obviously from the plot in Fig. 4.26, similarly to an external magnetic

field, the spin–orbit interaction reduces the energy barrier for magnetization rever-

sal in the direction perpendicular to the current flow.

The current-driven spin torque induced by the Rashba effect and the magneti-

zation reversal in ferromagnetic layer is observed for the investigated magnetic

nanostructure Pt/Co/AlOx with the help of the wide-field polar Kerr microscopy

(Fig. 4.27) [56].

Starting from a fully saturated out-of-plane M, single current pulses were

injected into the wires (Fig. 4.25) until the nucleation of reversed magnetic domains

was observed. This occurred as the wires evolved from the metastable monodomain

state toward the macroscopically demagnetized ground state constituted by an equal

mixture of up and down domains. The influence of HRsd was regulated by an

external in-plane field Hext acting as a bias parallel or antiparallel to y. The

suppression of the field HRsd by the opposite directed external field Hext resulted

in vanishing the current-driven magnetization effect. On the contrary, the enhance-

ment of the field HRsd by the parallel directed external field resulted in a rise and

increasing of the current-driven magnetization effect.

Fig. 4.25 Scanning

electron micrograph detail

of the magnetic

nanostructure Pt/Co/AlOx

wire array and schematic

vertical cross section of the

layer. Arrows indicates the

direction of the current (I ),
interfacial electric field

E
����zÞ�

, and HR. The sign of

E is determined from the

measured orientation of

I and HRsd assuming

positive polarization of the

conduction electrons near

the Fermi level
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For current density je � 108 A=cm2 comparable to those required by STT device

operation [88], extraordinary high effective spin–orbit-induced magnetic fields can

attain values of the order of 1 T. If HRsd is set orthogonal toM by sending a current

perpendicular to the easy magnetization axis, the energy barrier separating the two

stable states is reduced. On the other hand, if HK and HRsd collinear, a favorable

situation for achieving deterministic switching may be realized [64]. A major

advantage of the Rashba torque mechanisms is that the thermal stability of the

magnetization, determined by HK, and spin-torque efficiency, determined by αR,
depend on the strength of the spin–orbit interaction.

Hsd/Hk = 2

Hsd

z

I

Hsd /Hk = 1

Hsd/Hk = 0
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Fig. 4.26 The three-dimensional energy landscape in the presence (absence) of current is shown

in red (gray). The plot shows the magnetization energy as a function of polar angle θ between (M
and z) for a magnetic layer with the uniaxial anisotropy easy axis parallel to z and current flow

along x. Both the equilibrium magnetization direction and barrier height depend on the ratio

between the effective anisotropy field HK and HRsd

Hsd

Hext = 0

a b

Hext

Hext

I
z

Hsd

I

z

Fig. 4.27 Differential Kerr microscopy images recorded after current pulse injection. (a, b)
Positive (a) and negative (b) current values with external field Hext ¼ 0,  47:5mT applied

parallel to y. The pulse amplitude is set to 7:8� 107 A=cm2 in all cases. Note that the topographic

contrast in each image varies depending on the drift between pre-pulse and post-pulse images

4 Magnetization in Nanostructures with Strong Spin–Orbit Interaction 91



Magnetization Dynamics Under Spin–Orbit and Exchange Interactions

The features of magnetization dynamics in magnetic metal nanostructure with

structure inversion asymmetry and the spin–orbit-induced magnetic field HRsd is

described by the general form of the modified LLG equation [88]

∂M
∂t

¼ γ0 Heff þHRsdð Þ �M½ � þ α

MS

M� ∂M
∂t

	 

� α

1þ β2
� �

MS

u �∇ð ÞMþ β

1þ β2
� �

M2
S

M� u �∇ð ÞM½ �;
ð4:62Þ

where M is the local magnetization, γ0 the gyromagnetic ratio, Heff the magnetic

field including contributions from the external, anisotropic, and magnetostatic

fields, α is the Gilbert damping parameter, and β ¼ τexs=τsf the ratio of the

nonadiabatic to adiabatic spin torque, equal to the ratio of the exchange interaction

and spin-flip relaxation times [89, 90]. Using the same parameter definitions as in

the main text, one has

u ¼ gμBP

2eMS

je, HRsd ¼ 2
αRm

heMS

P z� jeð Þ; ð4:63Þ

where P is a parameter that depends on the s–d coupling strength, which can be

approximated by the degree of polarization of conduction electrons. From (4.62) it

follows that the action ofHRsd is analogous to that of an externally applied field, the

sign of which depends on the current direction, but is independent on the local

magnetization orientation.

As it is known from domain wall measurements [89], the injection of a current

into a textured magnetic film produces two additional torque components, called

the adiabatic and nonadiabatic spin torques [90, 91] corresponding, respectively, to

the third and fourth terms in (4.62). Although these two torques exist independently

of SIA, recent experiments revealed an enhancement of the nonadiabatic spin

torque component in Pt/Co/AlOx domain walls [92], which was attributed to the

presence of SIA and related increase of the conduction electron spin-flip rate.

The field HRsd is orthogonal to both current and interface normal (see Fig. 4.24),

i.e., is a hard axis field parallel to y. It changes sign by reversing the current, is

independent of the local magnetization direction, and is homogeneously distributed

inside a magnetic nanolayer. The field-equivalent of the nonadiabatic spin torque

(HNA), on the other hand, acts as an easy axis field directed perpendicular to the

layer. Unlike the Rashba field, HNA changes sign when the magnetic configuration

is reversed and exists only inside a domain wall, vanishing in the case of uniform

magnetization. It may be noted as well that the two fields and corresponding torques

have opposite time reversal symmetries, withHRsd being odd (even) andHNA being

even (odd) under reversal of both current and magnetization. The difference

between these two types of torques reflects also on their magnitude and therefore

on their efficacy: for the same current,HRsd is more than ten times greater compared

to the field equivalent of the nonadiabatic spin torque component.
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Comparing the different spin torque terms, it is evident that the presence of the

Rashba effective field HRsd offers entirely new possibilities to control the magnetic

behavior of nanostructures using an electric current, which are fully complementary

and may be integrated with other forms of current-induced torques.

Thus, the current-driven spin torque induced by the Rashba effect in ferromag-

netic metal nanolayers originates from the structural inversion asymmetry with s–d
exchange, allowing for the transfer of angular momentum from the crystal lattice to

the local spin magnetization. The value of the effective Rashba field acting onM is

very large, making for one of the most efficient spin-torque effects. As this is a

current-driven mechanism and layer structure is very similar to magnetic tunnel

junctions, devices combining Rashba and STT effect can be designed. This opens a

promising new avenue to manipulate the magnetization of spintronic devices by

means of electric signals.

4.2.3 Electric Field Control by Rashba Spin–Orbit
Anisotropy

The electric-induced magnetization via the Rashba effect in combination with s–d
exchange interaction between conduction electrons and localized magnetic moments

of magnetic nanostructures constitute the energy efficient, strong spatial localized,

and rapid mechanism of the magnetization control in magnetic nanostructures. Such

magnetization can constitute the basis of the effective electric-field magnetic control

with the prospective of many technology important applications. A large enough

surface electric field in nonmagnetic nanostructures gives rise to a Rashba spin–orbit

coupling which leads to a spin-splitting of the conduction electrons. For magnetic

nanostructures, this splitting is modified via the Dzyaloshinskii–Moriya mechanism

resulting in changing of a magnetic anisotropy energy.

An Electric-Induced Magnetization Via Spin–Orbit Interaction

The possibility of controlling the magnetic anisotropy of thin ferromagnetic films

using an electric field E is of great interest since it can potentially lead to magnetic

random access memory (MRAM) devices which require less energy than spin-

torque-transfer random access memory STT-MRAM [93–97]. Thin magnetic films

with a PMA are important for applications [98, 99]. This interfacial internal

electric field might be used to engineer such a PMA is also of great interest.

Experiment [100, 101] has indeed shown that such a PMA might, in turn, be

modified by an externally applied electric field. One can be caused both by

the indirect electric-induced change of magnetic anisotropy via changes of the

electronic contribution to magnetic anisotropy [101, 102] and the direct electric-

induced changes of magnetic anisotropy via the Rashba effective field in combi-

nation with the exchange field.
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The indirect electric-induced magnetization, in the terms of band theory, is

related to the matrix elements of the spin–orbit interaction between empty states

[103–105], a large contribution to which come from regions with different

d-bands (almost) cross. The strong charge doping dependence of the magnetiza-

tion in band theory is related to crossing d-bands near the Fermi surface, though it

reduced to band splitting [106]. The direct electric-induced magnetization in the

framework of the Rashba spin–orbit interaction [107] and the band Stoner mag-

netism is characterized by a very large magnetic anisotropy arising from the

internal electric fields Eint which exist at, e.g., ferromagnetic/metal and ferromag-

netic/oxide insulator interfaces but modified by the addition of an applied electric

field Eext. There is a Rashba spin splitting of the band structure leading to a

quadratic, E2
ext, contribution to the magnetic anisotropy, contrasting with a linear

in Eext doping effect.

The magnetic states in the two-dimensional model with the direct electric-

induced magnetization, based on the Rashba interaction and the band Stoner

magnetization, is described by Hamiltonian [108]

H ¼ p2

2m
� J0Sð Þm � σ þ αR

h
σx py � σy px
� �

; ð4:64Þ

where p is the electron momentum operator, m ¼ S=S (S is the localized spin

operator), σ is the Pauli matrices and αR ¼ eηSOE is the Rashba parameter

proportional to ηSO, which characterizes the spin–orbit coupling, and the magnitude

E of the electric field E ¼ Ez, taken to be perpendicular to the plane of the system;

m is perpendicular to x and makes an angle θ to the z-direction, as in Fig. 4.28 [108].
For the nonmagnetic two-dimensional electron system, corresponding to the

surface metal nanolayer, e.g., the surface of Au, due to (4.64), the Rashba magnetic

field BR results in the spin-split band energy (Fig. 4.28)

εkσ ¼ h2

2m
� k � σk0ð Þ2 � ER; ð4:65Þ

where the values of σ “+” and “�” correspond to minority and majority electrons,

respectively; the momentum shift k0 ¼ mαR=h2, and

ER ¼ mα2R
2h2

¼ �1

2

eηSO
h

� �2
mE2

R: ð4:66Þ

For the surface state of Au, ER � 3:5meV, exemplifying the energy scale. For the

three-dimensional problem, there is no equivalent shift in kz. In the nonmagnetic

case J0 ¼ 0ð Þ, the Rashba magnetic field as defined as gμBBR ¼ 2αR �kyxþkxy
� �

,

where g is the g-factor corresponding to the spin state
��si and μB is the Born

magneton. There are two concentric Fermi surfaces. The energy splitting

2αRk ¼ Δ k=kFð Þ, where Δ is the value for kF ¼ kF" þ kF#
� �

=2, with kF",# the Fermi

wave number for the majority/minority band. For the surface state Au, Δ � 110

meV while EF � 420meV giving ER � 3:5meV.
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Field-Driven Magnetic Anisotropy in Magnetic Nanostructures

In the magnetic case, the magnetic order vector m ¼ cos θ zþ sin θ y. The total

Rashba field BRsd defining the axis of quantization,

gμBBRsd ¼ 2 J0Sþ αRkx sin θð Þ þ αR
�� kyxþkx cos θ m� xð Þ� �

; ð4:67Þ

due to (4.64), results in the nonsymmetrical spin-split energy band

εkσ ¼ h2

2m
kx � σk0 sin

2θ
� �2 þ k2y

h i
� ER sin θ

� σ J0Sð Þ2 þ α2R k2x cos
2θ þ k2y

� �h i1=2
: ð4:68Þ

The direction of the momentum shift depends upon σ ¼ 1, i.e., the majority/

minority character of the band. These shifts also change sign with m ! �m for a

given σ. It is assumed, that gμBBR < J0S, i.e., the Rashba magnetic field BR is

smaller than the exchange splitting. The second order in gμBBR,

gμBBRsd ¼ 2 JSþ αRkx sin θm
0� �
, where JS ¼ J0Sð Þ2 þ α2R k2x cos

2θ þ k2y

� �h i1=2
=

J0S and where m0 differs from m by a small angle δ where

tan δ � αR k2x cos
2θ þ k2y

� �
=J0S.

The contributions to the magnetic anisotropy are highlighted by contrasting the

perpendicular and parallel orientations of magnetic order vector m to the plane.

With m perpendicular to the plane, i.e., m ¼ z (θ ¼ 0), the exchange and Rashba

fields are orthogonal and hence the net energy for a single electron (4.68) is

εkσ ¼ h2

2m
k2 � σ J0Sð Þ2 þ αRk

2
� ��h i1=2

: ð4:69Þ

The axis of quantization is tilted by δ kð Þ ¼ tan �1 αRkð Þ= J0Sð Þ away from the z-axis
as shown in Fig. 4.29b. The majority (minority) electrons gain (lose) an energy that

BR

Z θ
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y

JOS

BR
ysinθ

BR
x

BR
y
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ycosθ
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Fig. 4.28 The electric field

E¼Ez is perpendicular to
the ferromagnet surface

while the magnetic order

vector directionm is defined

by the angle θ relative to z.
Whatever the direction of k,
the Rashba magnetic field

BR of direction k� E lies in

the x–y plane
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is even in E. This arises from the competition of the Rashba field, perpendicular to

m, with the exchange field. Such a competition generates a second order in

E contribution to the magnetic anisotropy and is identified with the Dzyaloshinskii–

Moriya (DM) mechanism [109, 110].

Now takem parallel to the y-axis, i.e.,m ¼ y (θ ¼ π=2). The y-component of BR

is parallel to the exchange field and is combined with the kinetic energy. The Fermi

sea is shifted along the x-axis and lowered by ER as shown in Fig. 4.29a. This

energy gain corresponds to a pseudo-dipolar (PD) contribution to anisotropy

energy, which favors an in-plane magnetization.

On the other hand, the x-component of BR, which is perpendicular to J0Sm, gives

rise to a correction to the effective exchange field. The direction of the moment tilts

away from the y-axis in the direction perpendicular to the wave vector by δ ky
� � ¼

tan �1 αRky
� �

= J0Sð Þ as shown in Fig. 4.29b. The single particle energy, (4.68), is now,

εkσ ¼ h2

2m
kx � σk0ð Þ2 þ k2y

h i
� ER � σ J0Sð Þ2 þ αRky

� �2h i1=2
: ð4:70Þ

where the shift k0 is the same as in (4.65) but only along the x-axis.
The effective exchange field in (4.70) is smaller than that in (4.68) due to the

absence of a k2x term. This indicates that the overall DM contribution favors a

perpendicular m while the PD term favors an in-plane m. This exchange field

changes sign for the majority/minority spins, i.e., with σ. Assuming

J0Sð Þ2 > αRky
� �2

and retaining the θ-dependent terms up to the order of E2 in

(4.67), we obtained our principal result:

Ean ¼ ER 1� 2T

J0S

� �
cos 2θ; ð4:71Þ

for the magnetic anisotropy energy, with

T ¼ h2

2m
k2x
� �

" � k2x
� �

#
� �

; ð4:72Þ
where hi denotes an average over the Fermi sea (see methods). The Rashba spin–

orbit interaction produces a uniaxial anisotropy energy, which, as in the

Dzyaloshinskii–Moriya theory [83], comprises a direct second order in E easy

ε
δ

ky

kx

m

a b

z

ε δ ky

kx

m y

Fig. 4.29 Two Fermi

sheets of conduction

electrons created by the

Rashba spin–orbit splitting

in magnetic metals with

different directions of the

magnetization m: (a) m
����z,

(b) m
����y
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plane pseudo-dipolar interaction and indirect contribution proportional to E2/J0S.
Clearly an E2-dependent PMA results if T > J0S=2, which is the case for real 3d
ferromagnets.

The resulting anisotropy energy can be very large. Experiment [85] on

conducting but nonmagnetic materials helps set the scale. In particular, the value

of the scaling pre-factor ER in (4.71) for the surface state of Au is ~3.5 meV or

about 35 T in magnetic field units and very much larger than the typical ~1 T

demagnetizing field. If the Au film is polarized by contact with an ultra-thin

ferromagnet the second factor, 2T/J0S, in (4.70) for the field inside a Au surface

layer can be quite large ~5 leading to a PMA and indeed ultra-thin Fe on Au does

have such a PMA [111]. Ultra-thin ferromagnetic films in contact with, e.g., Pt, Pd,

and Ta, also are found to have a PMA [68].

Schematically shown in Fig. 4.30a [108] is the potential seen by electrons in a

freestanding ultra-thin ferromagnetic film. At the surface, the potential reaches the

vacuum level within a few atomic spacings. This results in a finite large electric

field E � 10V=nm at each surface but in opposite senses. Assuming an appreciable

spin–orbit coupling in the interface region, this results, in turn, in a Rashba field BR,

which also changes sign between the two surfaces for a given momentum. Thus for

a perfectly symmetric film, the ferromagnetically polarized electrons see no aver-

age field BR. This symmetry can be broken by the application of an external electric

field as shown in Fig. 4.30b [108].

The electric field is increased at one surface and decreased at the other doubling

the net effect. In contrast, for this same symmetric situation, the surface charges are

opposite and doping effects must cancel. Experimentally applied fields of 1 V/nm

are relatively easy to achieve implying a ~10 % change in the surface anisotropy.

Experiments [112] with a 1.5 nm Fe80B20 sandwiched between two MgO layers is

perhaps closest to this situation although the thickness 1.5 and 2.5 nm of these

layers are not equal.

Clearly the intrinsic Rashba field BR is modified when the material adjacent to

the ferromagnets (F), say Fe, are different. In many experiments an insulator I,
often MgO, lies to one side and a normal metal (N ), e.g., Au, Pt, or Pd, completes a

tri-layer system. The potential, Fig. 4.30a, b, will increase in passing from Fe to

Fig. 4.30 (a) There is an electric field E in the surface region of a ferromagnet, however for a

given wave vector k, the Rashba field BR, proportional to k� E½ �, has an opposite sign at the two

surfaces and the average field is zero. (b) With a finite external field this symmetry is broken and

there is a net Rashba field acting upon the electrons
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MgO but, depending on the effective work-functions, can either increase (Au),

Fig. 4.30a, or decrease (Pt), Fig. 4.30b, at the FN interface. The latter case is

particularly favorable since the intrinsic Rashba fields have the same sense and

add. It is the case that both Pt and Pd N-layers can induce a PMA.

A large applied electric fieldE, the required asymmetrymight be controlled inNFN

tri-layers by varying in a systematic manner, at the mono-layer level, the thickness of

one of the normalmetal layers and by usingmetalswith different spin–orbit couplings.

In reality, the effect of the substrate transmitted to, and through, the bottom normal

metal will simply an asymmetry even for large N-layer thickness. Indeed the PMA

surface term for Au/Fe(110)/Au(111) structures does show a non-monotonic depen-

dence on the top Au layer thickness. Experiments [113] for Fe layers on vicinal Ag

(001) and Au(001) surfaces and which undergo a symmetry breaking (5� 20) surface

reconstruction manifest an in-plane surface term reflecting this broken symmetry and

which is larger for Au, with its stronger spin–orbit coupling, than for Ag.

The Rashba magnetic field due to the internal electric field in the surface region

of an ultra-thin ferromagnetic can make an important contribution to the PMA.

Such surface fields might be modified by application of an applied electric field.

Since the internal fields at two surfaces tend to cancel, an asymmetry between the

surfaces is important. Different metal and insulator capping layers cause such an

asymmetry.
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Chapter 5

Molecular Dynamics of ThinMesogene Layer
Covering Carbon Nanotube

P. Raczyński, V. Raczyńska, and Z. Gburski

5.1 Introduction

The phase of matter characterized by a considerable orientation order and some

positional order is known as the liquid crystal phase (mesophase). The materials

which exhibit these properties are called liquid crystals or mesogenes [1]. Liquid

crystalline systems are still intensively studied because they exhibit very interesting

properties. In the last decades, the scientists’ attention was focused on the technical

applications of liquid crystals, for example, liquid crystalline displays, optic filters,

and memory devices [2–12]. Another objective was connected with biological

systems, i.e., desire for fundamental understanding of membranes and nucleic

acids [13].

The impact of carbon nanotube (CNT) on the liquid crystalline systems is

presented in this chapter. In contrast to our recent works [14–19], 5CB, 6CB,

7CB, and 8CB mesogene molecules were taken into account. Studies have been

carried out for a wide range of temperatures (from T¼ 210 to 360 K). The ultra-thin

film, where the mesogene molecules form one or two layers surrounding the CNT,

has been studied. As an example, snapshot of the systems with 7CB molecules and

CNT is presented in Fig. 5.1.

All studies were performed using computer simulations technique, which is an

useful tool for describing the structural and dynamical properties of various molec-

ular systems [20–32], and it is the basis for subsequent experimental studies. In this

chapter, we used MD technique for elucidating the differences in behavior of liquid

crystals at various temperatures [4, 6, 8, 18, 33].

The structural and dynamical properties of systems studied show the differ-

ences between pure clusters and the clusters with the CNT. We show the
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distinctions in case of similar systems, but composed of different members of

mCB family (m¼ 5, 6, 7, 8).

The physical properties presented in our research might be related to future

endeavors of designing the new generations of display devices, spatialmodulators, etc.

5.2 Computational Method

All simulations presented in this work were performed using NAMD 2.7 simulation

code [34] and visualized with VMD 1.9.1 [35]. Interactions in studied systems were

modeled with CHARMM-based potential [36].

The studied systems consist of n¼ 30 and n¼ 65 mesogene molecules of 5CB,

6CB, 7CB, or 8CB. All simulations were performed for four temperatures:

T¼ 210 K, T¼ 260 K, T¼ 310 K, T¼ 360 K, with the applied simulation time

step equal to t¼ 0.5 fs. The data were collected both for the pure clusters and for

clusters surrounding the CNT.

All simulations were performed in NVT ensemble. The initial configurations

of the systems were minimized for 1.5� 106 simulation steps. The part of the

simulations when the data were collected (after equilibration) takes 1� 107

simulation steps.

Fig. 5.1 The system composed of n¼ 30 (a) and n¼ 65 (b) 7CB molecules surrounding the

carbon nanotube
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Mesogene molecules from mCB family were described with model derived by

Zannoni et al. [37]. This model successfully reproduces the liquid-crystal state of

mesogenes [37] and was used to study the properties of mesogene layers and the

anchoring effects [38]. The armchair (10, 10) CNT were described in the same way

as reported in [39, 40].

5.3 Results

The first observable we would like to present is the mean square displacement

Δ r
!

tð Þ
��� ���2

� �
of the center of mass of molecule. The mean square displacement is

defined as

Δ r
!

tð Þ
��� ���2

� �
¼ r

!
tð Þ � r

!
0ð Þ

��� ���2
� �

ð5:1Þ

[41], where r
!
is the position of the center of mass of a single molecule.

Figure 5.2 shows, as an example, the mean square displacement for the center of

mass of 7CB in the pure cluster (Fig. 5.2a) and in the layer covering CNT

(Fig. 5.2b).

In all studied mCB clusters, similar behavior is observed so for the clarity and

curtness of presentation only plots for 7CB are shown. All conclusions given here

are also true in the other samples. The Δ r
!

tð Þ
��� ���2

� �
plots show that the mobility of

7CB molecules increases with the heating of the clusters. The 7CB molecules

Fig. 5.2 The mean square displacement of the center of mass of 7CB molecules in the studied

temperature range. (a) Pure cluster consists of n¼ 65 mesogene molecules. (b) Cluster n¼ 65

mesogene molecules with CNT
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surrounding CNT are not moving as easily as in the pure cluster and their

mobility is lower.

To show the mobility of each studied system, we calculated the translational

diffusion coefficient D. The mean square displacement is connected with the

diffusion coefficient via Einstein relation [42]:

Δ r
!

tð Þ
��� ���2

� �
� 6Dt ð5:2Þ

The obtained values of D for all studied systems are presented in Table 5.1.

Some examples of D are also shown in Fig. 5.3.

Figure 5.3a shows the values of D for the pure 8CB clusters composed of n¼ 30

(squares) and n¼ 65 (triangles) molecules. The D values are always higher for

smaller cluster, the mobility of molecules in n¼ 65 cluster is smaller. In the small

cluster, relatively more molecules are located on the cluster surface and the cluster

core, where molecules are surrounded by each other and they have a little volume to

move, does not exist or it is very small.

In case of 8CB molecules surrounding CNT (Fig. 5.3b), the values of D are

usually smaller for larger cluster. The free volume accessible to molecule in layer

composed of smaller number of molecules is larger. In the layer consisted of larger

Table 5.1 The calculated values of D [Å2/ps] for all studied systems

5CB 6CB 7CB 8CB

The clusters without CNT composed of n¼ 30 mesogene molecules

T¼ 210 K 1.02� 10�2 1.09� 10�2 1.06� 10�2 7.31� 10�3

T¼ 260 K 1.48� 10�2 1.26� 10�2 1.15� 10�2 1.1� 10�2

T¼ 310 K 2.6� 10�2 2.83� 10�2 2.04� 10�2 2.38� 10�2

T¼ 360 K 3.17� 10�2 3.25� 10�2 3.75� 10�2 3.25� 10�2

The clusters without CNT composed of n¼ 65 mesogene molecules

T¼ 210 K 5.16� 10�3 5.29� 10�3 4.44� 10�3 4.79� 10�3

T¼ 260 K 1.27� 10�2 9.02� 10�3 1.03� 10�2 9.58� 10�3

T¼ 310 K 1.32� 10�2 1.74� 10�2 1.36� 10�2 1.36� 10�2

T¼ 360 K 2.85� 10�2 3.04� 10�2 2.77� 10�2 2.68� 10�2

The clusters with CNT composed of n¼ 30 mesogene molecules

T¼ 210 K 6.18� 10�3 3.91� 10�3 1.9� 10�3 1.75� 10�3

T¼ 260 K 6.34� 10�3 9.48� 10�3 2.46� 10�3 5.99� 10�3

T¼ 310 K 1.13� 10�2 1.18� 10�2 8.9� 10�3 1.01� 10�2

T¼ 360 K 2.87� 10�2 1.95� 10�2 1.54� 10�2 2.05� 10�2

The clusters with CNT composed of n¼ 65 mesogene molecules

T¼ 210 K 1.31� 10�3 1.67� 10�3 1.67� 10�3 2.07� 10�3

T¼ 260 K 4.1� 10�3 4.16� 10�3 3.74� 10�3 3.65� 10�3

T¼ 310 K 1.08� 10�2 1.07� 10�2 9.74� 10�3 8.4� 10�3

T¼ 360 K 2.33� 10�2 1.72� 10�2 1.62� 10�2 1.94� 10�2
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Fig. 5.3 The calculated

values of D. (a) The
comparison between pure

8CB smaller and bigger

clusters. (b) The
comparison between 8CB

smaller and bigger clusters

in the presence of the CNT.

(c) The comparison

between systems composed

of n¼ 30 8CB molecules
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number (n¼ 65) of mesogene molecules the CNT surface is tightly covered by

them what means smaller mobility. In case of 7CB and 8CB one can notice that the

values of D are sometimes larger for larger layer, instead of 5CB and 6CB, where

values of D are always smaller for larger layer. This can be explained by larger size

of 7CB and 8CB. A few of these molecules in larger cluster formed the very loosely

second layer around CNT (see Fig. 5.1b). It also explains, why for the 5CB and 6CB

molecules slightly larger differences appearing in values of D, for bigger and

smaller number of molecules covering CNT, comparing to 7CB and 8CB. These

differences are more pronounced at lower temperatures studied, for example for

5CB molecules at 210 K and for 6CB at 260 K. Smaller 5CB and 6CB molecules in

cluster n¼ 30 do not cover CNT’s surface as tightly as larger 7CB and 8CB.

Figure 5.3c shows the comparison between the n¼ 30 systems with the absence

and presence of the nanotube. The values of D are higher for the cluster without

CNT, the molecules in the pure cluster exhibit greater mobility. The mCB mole-

cules strictly adhere to the CNT surface, and the intermolecular interactions (van

der Waals forces) are strong (physisorption).

In case of all studied systems, thermal activation of translational diffusion can be

well described by Arrhenius law:

D ¼ D0exp
EA

kBT

� �
ð5:3Þ

where kB is the Boltzman constant and EA is the activation energy. Fitting data

with Arrhenius law allowed us to estimate the diffusion activation energy EA

(see Table 5.2). In case of clusters composed of n¼ 30 molecules (with and without

CNT), the values of EA are lower for the smaller 5CB and 6CB and higher for the

7CB and 8CB. In case of larger systems, particularly in the sample with CNT,

the activation energy is the lowest for 8CB and the largest for 5CB. This inversion

can be explained when one takes sizes of mCB. The larger size of 7CB and 8CB

causes that more molecules move to the relatively loose second layer, they do not

fall in CNT the nearest layer. In the second layer, the molecules have a larger free

volume to move and their motion in that layer remind the motion in the pure cluster.

When we took into account larger molecules from the mCB family, more molecules

Table 5.2 The calculated values of diffusion activation energy EA [K] for all studied systems

5CB 6CB 7CB 8CB

The clusters without CNT composed of n¼ 30 mesogene molecules

Diffusion activation energy EA [K] 596.75 603 619.32 781.81

The clusters without CNT composed of n¼ 65 mesogene molecules

Diffusion activation energy EA [K] 777.94 873.85 865.92 820.65

The clusters with CNT composed of n¼ 30 mesogene molecules

Diffusion activation energy EA [K] 719.78 770.22 1,101.58 1,201.31

The clusters with CNT composed of n¼ 65 mesogene molecules

Diffusion activation energy EA [K] 1,443.81 1,200.08 1,165.49 1,105.12
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do not accommodate in the layer closest to CNT and their contribution to the

movement can explain the decreasing EA.

Figure 5.4 shows a few examples of the radial distribution functions g(r).
Here, we placed only four g(r) charts for the selected systems, temperatures.

Remaining g(r) functions for the other systems are very similar, therefore are not

presented. In Fig. 5.4a, b, the temperature dependence for the systems with and

without CNT is shown. At low temperature, clearly visible peaks are connected with

the nearest (d1� 5.2Å) and further neighbors (d2� 9.1Å, d3� 13.2Å). However, the
peak corresponding to the third neighbors is visible only for the samples with CNT.

Moreover, the fuzzy peak is visible about d� 21Å for the systemswith nanotube. This

peak indicates the appearance of the neighbors on the opposite side of CNT (we used

in simulations the nanotube of the diameter d¼ 13 Å).
In Fig. 5.4c, the comparison between 5CB, 6CB, 7CB, and 8CB molecules is

shown. The values of g(r) functions are lower for larger 7CB and 8CB molecules.

These molecules have a lower number of neighbors. Moreover, the maximum of the

peaks for 7CB and 8CB molecules are shifted towards greater distances and this

Fig. 5.4 The plots of radial distribution functions. (a) The temperature dependence of the g(r) for
the n¼ 65 5CB molecules and with the absence of the CNT. (b) The temperature dependence of

the g(r) for the n¼ 65 5CB molecules and with the presence of the CNT. (c) The g(r) comparison

of mCB family at T¼ 310 K for the system consists of n¼ 65 mesogene molecules (without CNT).

(d) The comparison of g(r) for various 5CB systems at T¼ 310 K
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observation can also be explained when one takes into account the size of the mCB

molecules. For example, the maximum of the first peak for 5CB molecule is at

d1� 5.5 Å while for 8CB it appears at d1� 6.4 Å.
Figure 5.4d presents the comparison between systems with and without

nanotubes. The lower values of the g(r) function for the systems with CNT show

that in these samples the mesogene molecules have a lower number of the neighbors.

To get deeper insight in structural properties of studied systems, especially into

thermal disorder, we have also calculated the Lindemann index δL, defined as:

δL ¼ 1

n n� 1ð Þ
Xn
i¼1

Xn
j¼1, j6¼i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2ij

D E
� rij
� 	2

rij
� 	

vuut ð5:4Þ

where n is the number of molecules, rij is the distance between ith and jth
molecule, and hi denote the time average. Obtained data for all studied systems

are presented in Table 5.3. In all studied systems, we did not observe any

significant discontinuities in thermal characteristics of δL. This indicates that no
phase transitions occurred in the studied temperature range [43–50]. Values of δL
(δL � 0:1) and lack of discontinuities indicate that investigated systems in studied

Table 5.3 The calculated values of δL

5CB 6CB 7CB 8CB

The clusters without CNT composed of n¼ 30 mesogene molecules

T¼ 210 K 0.17 0.15 0.17 0.14

T¼ 260 K 0.24 0.24 0.22 0.2

T¼ 310 K 0.31 0.29 0.3 0.28

T¼ 360 K 0.34 0.33 0.33 0.33

The clusters without CNT composed of n¼ 65 mesogene molecules

T¼ 210 K 0.1 0.11 0.1 0.1

T¼ 260 K 0.19 0.19 0.17 0.16

T¼ 310 K 0.26 0.26 0.25 0.24

T¼ 360 K 0.32 0.31 0.31 0.29

The clusters with CNT composed of n¼ 30 mesogene molecules

T¼ 210 K 0.13 0.13 0.1 0.09

T¼ 260 K 0.18 0.17 0.14 0.16

T¼ 310 K 0.21 0.21 0.21 0.21

T¼ 360 K 0.28 0.26 0.26 0.24

The clusters with CNT composed of n¼ 65 mesogene molecules

T¼ 210 K 0.09 0.1 0.09 0.09

T¼ 260 K 0.13 0.14 0.12 0.12

T¼ 310 K 0.2 0.21 0.18 0.18

T¼ 360 K 0.26 0.24 0.23 0.23
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temperature range are in liquid state. It should also be noted that for all mCB

family members, the δL values for clusters in the presence of nanotube are smaller

than for pure clusters. This observation is in good agreement with our previous

findings for self-diffusion coefficient, where similar tendency was observed.

Translational dynamics of mCB molecules is decelerated and thermally driven

disorder is smaller in the presence of CNT. As one would expect, values of δL
decrease with a number of molecules in cluster/layer.

5.4 Conclusions

We have performed a series of NVT simulations of mCB family of mesogene

molecules forming thin layer around CNT. Obtained results suggest that the

presence of nanotube has significant impact on translational dynamics of mole-

cules. The strong interactions between mesogene molecules and nanotube surface

lead to considerable deceleration of molecules movement.

This conclusion finds reflection in shape of mean square displacement curves

and corresponding values of self-diffusion coefficients. As one could expect, the

mobility of molecules decreases with the number of molecules forming cluster or

layer, and decreases with the increase of molecular mass in mCB homologous

series. We have been able to estimate the values of activation energies for transla-

tional diffusion for studied systems with CNTs and pure clusters. Calculated values

confirm the observation that in the presence of CNT, mobility of mesogene mole-

cules is reduced.

The obtained results might be interesting from the point of view of the design of

new optical devices based on liquid crystals and carbon nanostructures.
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Chapter 6

Computer Simulation of Cholesterol
Molecules Embedded in High-Density
Lipoprotein

Z. Gburski, M. Pabiszczak, P. Raczyński, and V. Raczyńska

6.1 Introduction

Lipoproteins are particles composed of proteins and lipids which can circulate in

the blood collecting lipids such as cholesterol or fatty acids. One of the major

representative of lipoproteins is the high-density lipoprotein (HDL), commonly

regarded as “good cholesterol” due to its ability to prevent atherosclerosis. By

removing cholesterol from artery walls HDL contributes to the inhibition of major

processes leading to atheromatous plaque formation—oxidation and inflammation

of the endothelium and aggregation of blood platelets. Low levels of HDL have

been implicated in the increased risk of coronary artery disease [1–11].

Production, transformation, and degradation of HDL particles are the key steps

in the reverse cholesterol transport pathway contributing to the removal of choles-

terol from tissues and protecting from atherosclerosis [12–14]. Apolipoprotein A-1

(apo A-1), the primary protein component of HDL produced in the liver and

intestines, is secreted to the blood and initially forms a lipid-free particle. The

efflux of lipids and cholesterol from peripheral tissues to these lipid-free HDL

particles results in the formation of nascent discoidal HDL particles. The free

cholesterol located on their surface is then esterified and migrates to their core

causing the particles to change from discoidal to spherical. These spherical HDL

continue to grow when additional cholesterol molecules aggregate on their surface

and are subsequently esterified. The mature spherical HDL are eventually delivered
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to the liver, degraded and recycled, thus allowing for the removal of cholesterol

from tissues. The properties of the discoidal HDL were successfully studied by

means of computer simulations [15–17].

About 30 % of the blood cholesterol is carried by HDL, which conveys

cholesterol in the blood stream [18, 19]. Although the cholesterol was

intensively studied [6, 20–24], taking into account this important feature of

HDL, it is necessary to possess, still poorly researched, detailed knowledge of

the properties of cholesterols embedded inside HDL aggregate. Gaining this kind

of knowledge is particularly demanding in view of a vigorous activity and search

for the innovative cardiovascular therapies (molecular medicine). Motivated by

this, we have made a series of computer simulations of the cholesterol cluster

filling the interior of HDL. MD technique was successfully applied in many fields

of research [25–42], not only to study the biological systems [43–48].

6.2 Materials and Methods

Molecular dynamics simulations were performed with NAMD 2.8 for IBM

BlueGeneQ-MPI simulation code [49] and visualized with VMD [50, 51].

The studied system consisted of 180 cholesterol molecules placed inside the HDL

aggregate (composed of 370 molecules of 1-palmitoyl-2-oleoyl-sn-glycero-3-

phosphocholine). This system was simulated both with and without water environ-

ment. In case of the system with water, HDL aggregate was surrounded by 6� 104

water molecules. Cholesterol molecules were modeled as described by Hénin and

Chipot [52]. The 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine molecules

(POPC) were modeled using CHARMM 27 forcefield [53]. Water was described

with TIP3P, CHARMM adapted model [54, 55].

The average inner diameter of HDL was di¼ 69 Å and the average outside

diameter was do¼ 108 Å.
The initial configuration of the system with water was obtained from the series of

NPT simulations with the assumption of atmospheric pressure ( p¼ 1,013� 105 Pa).

In the case of the systems without water and the pure cholesterol cluster (without

HDL and water), the initial configurations were obtained from the series of NVT

simulations. After this initial step, all systems were equilibrated for 5� 106 simu-

lation steps in NVT ensemble at the temperature T¼ 310 K. The last part of our

simulations was a production phase. During this process, each system was simu-

lated in NVT ensemble for 3� 107 simulation steps at the physiological tempera-

ture. In all our computer experiments, the simulation time step was 0.5 fs.

The snapshot of the system with water at the end of the simulation run is shown

in Fig. 6.1.
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6.3 Results

The first observable we would like to discuss is the mean square displacement

Δ r
!

tð Þ
��� ���2

� �
of the cholesterol molecule and its diffusion coefficient D. The mean

square displacement is defined by

Δ r
!

tð Þ
��� ���2

� �
¼ r

!
tð Þ � r

!
0ð Þ

��� ���2
� �

ð6:1Þ

[56, 57], where r
!
is the position of the center of mass of a single molecule.

The plots of Δ r
!

tð Þ
��� ���2

� �
of the cholesterol are presented in Fig. 6.2.

The mean square displacement is connected with diffusion coefficient via

Einstein relation:

Δ r
!

tð Þ
��� ���2

� �
� 6Dt ð6:2Þ

[56, 57], where D is the translational diffusion coefficient. The calculated values of

D are: D¼ 2.58� 10�4 Å2/ps for the cholesterols embedded inside HDL (in the

presence of water), D¼ 2.15� 10�4 Å2/ps for the cholesterols embedded inside

HDL (without water), D¼ 2.03� 10�3 Å2/ps for the pure cholesterol cluster.

Fig. 6.1 The snapshot of

HDL with cholesterols

inside, surrounded by water.

Water molecules are

colored in silver, POPC
molecules in gray, and the

cholesterols in black
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Both the mean square displacement and diffusion coefficient show that the

motion of cholesterol molecules embedded in HDL aggregate is significantly

slower than in the pure cholesterol cluster. Inside HDL, the cholesterol molecules

are tightly packed and compressed by the surrounding POPC molecules, so they

have limited free volume to move. The pure cluster is not constrained and the

cholesterols can move more easily, especially these molecules which are located on

the surface of the cluster. In case of the cholesterols inside HDL, the presence of

water around the aggregate do not impact on the mobility of the cholesterol

molecules, the motion of cholesterols inside HDL is similar in both cases.

We have estimated the values of the second rank order parameter S2 defined as

the highest eigenvalue of order tensor [58]:

Qαβ ¼
1

N

XN
j¼1

3

2
êjαêjβ � 1

2
δαβ

� �
, α, β ¼ x, y, z ð6:3Þ

where Q is a second rank tensor, êj is a unit vector along the molecular long axis,

and δαβ is the Kronecker delta. Diagonalization of this tensor gives three eigen-

values, and n̂ is the eigenvector associated with the largest eigenvalue. The n̂ vector

is usually called the director of the sample. Value of S2 is usually calculated as:

S2 ¼ P2 n � eð Þh i ¼ P2 cos θð Þh i ¼ 3

2
cos 2θ � 1

2

� �
ð6:4Þ

where P2 is the second order Legendre polynomial, θ is the angle between a

molecular axes and the director n, and hi denotes average over ensemble and time.

The obtained average values of S2 are: S2¼ 1.3� 10�1 for the cholesterols

embedded inside HDL and with the presence of water , S2¼ 1.73� 10�1 for the

Fig. 6.2 The mean square

displacement of the center

of mass of cholesterol

molecule. Black dashed line
represents the system

composed of cholesterols

embedded inside HDL

(without water), black solid
line represents the same

system surrounded by

water, gray solid line
represents pure cholesterol

cluster. The same plot

convention applies to

Fig. 6.3
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cholesterols embedded inside HDL and without water, S2¼ 8.22� 10�2 for the

pure cholesterol cluster.

These low values of order parameter combined with low values ofD suggest that

cholesterol forms amorphous solid at the studied temperature.

To check that conclusion, we have also calculated the Lindemann index δL [59]:

δL ¼ 2

N N � 1ð Þ
XN
i< j

r2ij

D E
� rij
� �2	 
1=2

rij
� � ð6:5Þ

where rij is the distance between the center of mass of ith and jth molecules.

The calculated values of δL are: δL¼ 4.62� 10�2 for the cholesterols embedded

inside the HDL and with the presence of water, δL¼ 3.88� 10�2 for the choles-

terols embedded inside the HDL and without water, δL¼ 5.32� 10�2 for the pure

cholesterol cluster. The values of δL confirm the conclusion that at T¼ 310 K

cholesterol forms the amorphous solid.

The radial distribution function g(r) of the center of mass of cholesterol is shown

in Fig. 6.3.

In this figure only one evident peak is present, which indicates the distance d to

the nearest neighbors, occurs about d� 6.3 Å. This peak is visible for all studied

systems, and it is a little higher in case of pure cholesterol cluster. There are no

more pronounced peaks on the g(r) plots. This suggests that the cholesterol mole-

cules both inside HDL and in the pure cluster are randomly arranged relative to

each other, i.e., do not form any organized crystal-like structure [58, 60–66]. This

observation is confirmed by the low values of the order parameter.

Another objective of our study was to examine the influence of water on the

layer of the POPC molecules forming HDL aggregate. For this purpose, we would

like to present the Δ r
!

tð Þ
��� ���2

� �
plots of the center of mass of the POPC molecule

(Fig. 6.4).

Fig. 6.3 The radial

distribution function of the

center of mass of

cholesterol molecules
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The translational diffusion coefficient associated with Δ r
!

tð Þ
��� ���2

� �
is equal

D¼ 3.53� 10�4 Å2/ps for the system with water and D¼ 2.97� 10�4 Å2/ps for

the system without it. The Δ r
!

tð Þ
��� ���2

� �
plots and values of D indicate the increased

mobility of POPC molecules which form the surface of HDL aggregate. Water does

not affect significantly POPC molecules of HDL aggregate because water mole-

cules cannot penetrate the hydrophobic chains of the lipids.

The calculated values of Lindemann index is higher for the system with water

(δL¼ 3.25� 10�2) compared to the case without water (δL¼ 2.31� 10�2).

Obtained results confirm the conclusion of the moderate impact of water on the

dynamics and structural properties of the POPC molecules.

6.4 Conclusions

The cholesterol molecules locate in the interior of HDL lipoprotein are tightly

packed, they have a limited free volume to move. Their mobility is significantly

slower than in the pure cluster, where the molecules can move freely. The low

values of the diffusion coefficient, second rank order parameter, and Lindemann

index suggest that the cholesterol forms the amorphous condensed phase at the

studied temperature. The cholesterol molecules in all studied systems do not form

any spatially ordered, crystal-like structure. With reference to the properties of

POPC molecules in the outer layer of HDL, we conclude that water has moderate

impact on their dynamics and structural peculiarity.

Fig. 6.4 The mean square

displacement of the center

of mass of POPC molecule.

Black solid line represents
the system with water, black
dashed line represents the

system composed of

cholesterols embedded

inside HDL (without water)
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Our results of computer simulations will be of help when one would like to better

understand the cholesterol dynamics inside HDL—the molecular aggregate playing

important role in the context of coronary heart disease and atherosclerosis

prevention.
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Chapter 7

Design and Characterization of In Situ
Synthesized Hybrid Polymeric Materials

Yu. Vyshnevska, I. Brazhnyk, and S. Kudrya

7.1 Introduction

Purposeful design of new nanostructured materials and functional coatings on their

basis for photovoltaic and fuel cells, electrochemical and optical sensors, semicon-

ducting and optoelectronic devices requires determination of the main regularities

of influence of geometrical, morphological, and structural parameters on their

physicochemical and functional properties.

A promising research area is the development of methods for obtaining hybrid

materials and nanocomposites, which are based on the deposition of thin films of

organic polymers on a substrate with preformed arrays of inorganic nanostructures

or embedding the nanoscale objects into the polymeric matrix [1, 2]. Of particular

interest are thin films of conducting polymers with incorporated palladium and

silver nanoparticles as well as bimetallic core-shell objects [3].

At the same time, for designing and obtaining the materials with desired

functional properties, the precise control of the polymers conductivity and the

coating morphology are essential. The conductivity of polymeric films based on

aniline derivatives is determined by the oxidation state of the polymer, structural

irregularity, and the composition of the dopants, while the morphological and

structural parameters of the coatings may be controlled by varying the deposition

conditions.

Yu.Vyshnevska (*)

National Technical University of Ukraine “Kyiv Polytechnic Institute”,

37, Peremohy Ave, Kyiv 03056, Ukraine

e-mail: vishnevsk@ukr.net

I. Brazhnyk • S. Kudrya

Institute for Renewable Energy, 20A, Chervonogvardiyska str, Kyiv 03094, Ukraine

© Springer International Publishing Switzerland 2015

O. Fesenko, L. Yatsenko (eds.), Nanoplasmonics, Nano-Optics, Nanocomposites,
and Surface Studies, Springer Proceedings in Physics 167,

DOI 10.1007/978-3-319-18543-9_7

125

mailto:vishnevsk@ukr.net


7.2 Materials and Experimental Methods

The study of the morphology, structure, and mechanism of formation of coatings

were carried out using SEM, AFM, as well as Raman and IR spectroscopy methods.

Investigation of the mechanism of charge transfer, calculation of the energy param-

eters, and geometry optimization were carried out on a Hartree-Fock level with the

6-31G basis set using the NWChem 6.5 computational chemistry package [4]. Prep-

aration of models, analysis, and visualization of the results were performed using

the Avogadro modeling package [5]. Polarization measurements were carried out

using a potentiostat PI-50.1 in potentiostatic and potentiodynamic (a scan rate of

1 mV/s) regimes in a three-electrode cell with separated cathodic and anodic

compartments. Carbon steel 08 kp was used as the working electrode, platinum—

as the counter-electrode and an Ag|AgCl|KCl(sat.) electrode—as the reference one.

In this chapter, the potential values are given with respect to the normal hydrogen

electrode potential. The study of the structure and determine the elemental compo-

sition of the obtained polymer coating was performed using the methods of infrared

spectroscopy (instrument Avatar 370 FT-IR Thermo Nicolet) and Roentgen

spectrometry.

7.3 Result and Discussion

One of the common methods for obtaining such coatings is based on electropo-

lymerization of the aniline derivatives monomers under conditions of circular

polarization (Fig. 7.1). In this case, control of thickness and morphology of the

polymer film are performed by varying range and scan rate, as well as the number
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Fig. 7.1 Anode-cathodic polarization curves for steel electrode in (a) 1—0.5 M H2SO4; 2—0.5 M

H2SO4 + 1 g/L DPA (circular polarization) (b) 1—0.5 M H2SO4; 2—0.5 M H2SO4 + 1 g/L DPA;

3—0.5 M H2SO4 + 1 g/L DPA+ 2 g/L Fe2(SO4)3; 4—0.5 M H2SO4 + 1 g/L DPA+ 2 g/L

Fe2(SO4)3 + 2 g/L KI
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of cycles of polarization. It was found that imposition of circular polarization in

the presence of aniline, a marked decrease in the current density due to the

formation of polymer films has been observed during the second scanning in the

anodic region (Fig. 7.1, curve 2).

Among the advantages of in situ polymerization is the possibility of the con-

trolled modification of electrodes of different nature, including precious metals and

nanostructured carbon materials. In addition to using of circular polarization, the

coatings formation may be achieved in result of in situ oxidizing polymerization of

added monomers under stationary conditions in the presence of the catalyst.

The mechanism of the polymer film formation in such a system for the first time

was proposed in [6]. It involves the oxidizing polymerization of DPA in the

presence of Fe3+ ions and further deposition of PDPA on the metal surface:

n

Taking into account significant influence of halide ions on the physical proper-

ties of polymeric materials based on aniline derivatives and given their prospect for

the development of photovoltaic cells and organic semiconductor devices [1, 2], in

present work the influence of Cl�, Br�, I� ions on the polymerization process and

properties of obtained coatings were estimated.

It was found, that addition of Fe2(SO4)3 allows to initiate the polymerization

of diphenylamine in stationary conditions (Fig. 7.2a, curve 2). It was shown that

co-adding Fe2(SO4)3 and KI (Fig. 7.2a, curve 3) can significantly increase the

coating formation rate due to direct participation of the added Fe3+ ions and

T,%

1/l, cm-1 1/l, cm-1

a b

Fig. 7.2 Infra-red spectrum of DPA (a) and PDPA (b)
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functioning of the redox system I�/I2 [6]. Investigation of influence of the halide

ions on the kinetics of electrode processes and the dynamics of formation

of polymer coatings in the presence of aniline derivatives shows that among Cl�–
Br�–I� the most significant effect on polymerization processes in such systems are

demonstrated by I� ions.

The reducing of anodic current density that occurs during the formation of

polymer films based on aniline derivatives, also associated with the accumulation

of iminoquinone fragments in macromolecules, resulting in a significant reduction

in the electrical conductivity of the obtained coatings. In addition, the increase in

the proportion of oxidized pernigraniline fragments accompanied by a reversible

color change and corresponding shift of the maxima of absorption spectra, which

agrees with [7]. It should also be noted that the addition of Fe3+ cations in the form

of Fe2(SO4)3 leads to increased concentrations of sulfate anions that in addition to

increasing the rate of polymerization also facilitate a spontaneous doping of the

polymers.

It was shown that in the presence of Fe3+ and I� ions the multistage mechanism

of the polymeric film formation is realized, where iodide ions acts as a mediator.

Thus, KI can be treated as a dopant that allows to control the rate of polymerization

as well as the electrical conductivity of the obtained coatings.

Depending on the polymerization conditions, environment pH, and anionic

composition of the electrolyte, the various forms of polydiphenylamine can be

obtained. For that reason, the actual structure of the polymers was determined using

Fourier transform infrared spectroscopy (Fig. 7.2).

In the PDPA spectra at 3,381 cm�1 is observed intense absorption band

corresponding to the valence vibrations of a bond νN-H. The absorption peak at

784 cm�1 represents nonplanar deformation fluctuations δN-H. Absorption band at

745 cm�1 corresponds to nonplanar deformation fluctuations δC-H of

monosubstituted aromatic ring. Analysis of FTIR-spectrograms indicates the pres-

ence of a significant proportion of the original diphenylamine monomers in the film

as well as the effects of self-doping with the sulfate anions that are present in the

solution. Those present in coating diphenylamine molecules retain reactivity and in

the case of a favorable conditions are prone to further polymerization that may be

the basis for the self-healing mechanism of such coatings.

It should also be noted that obtained coating demonstrate the conductivity and

color changes when immersed in acidic or alkaline solutions similar to the previ-

ously mentioned electrochromism phenomenon. Investigation of the charge transfer

mechanism depending on the oxidation state was carried out using quantum-

chemical calculations (Fig. 7.3). The total density (left) and HOMO orbital (right)

plots shows the major electron density redistribution as a result of transition from

protonated (a) to deprotonated (b) state of the polymer.

Despite the fact that conductivity may be fine tuned using protonation or doping,

the exact contribution of polaron tunneling, phase irregularities, and the dopant

composition to the physicochemical and functional properties in such a complex
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heterogeneous multicomponent system remains a subject of investigation. In the

case considered, doping with I� ions has a significant influence on the PDPA

conductivity due to electron delocalization as a result of the redistribution of

electron density.

The study of the morphology, topography, and thickness of the formed polymer

coatings with using SEM and AFM indicates the formation of solid films charac-

terized by large amplitude of roughness (Fig. 7.4).

Fig. 7.3 Quantum-chemical calculation of the electronic structure of a protonated (a) and

deprotonated (b) PDPA

Fig. 7.4 SEM (a) and AFM (b) images of the film, which was formed in result of oxidizing

polymerization of DPA
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Compared to electropolymerization, where control of thickness and morphology

of the coating is performed by optimizing the number of the polarization cycles,

given the charge Q expended on the electrochemical process [7], deposition involv-

ing catalyst allows control morphological and structural parameters of coatings by

varying the concentration of added monomers, catalyst, mediator, and the exposure

time. The proposed method of obtaining coatings by polymerization of added

monomers involving catalyst in combination with the deposition as a result of

electropolymerization as well as promising methods of forming coatings under

sonochemical factors expands approaches to obtain coatings with a given range of

physicochemical and functional properties.

7.4 Conclusions

The factors, which allow to initiate and maintain the reaction of diphenylamine

polymerization in the steady-state conditions, were studied and the main kinetic

regularities of this process with taking into account of electrolyte composition were

determined.

The proposed method for formation of functional coatings based on in situ

polymerization of added monomers, allows to control the morphologic and struc-

tural characteristics of layers with the variation of monomers, catalyst, mediator

concentrations, and the exposure time, which give the possibility to obtain materials

for diverse applications. In addition to fuel cells, printable electronics and electro-

chemical energy storage systems, such materials may be used for enhancing

performance of the photovoltaic cells due to reduction of electron recombination.

The proposed synthesis method including imposition of the catalyst and mediator

dopants can be combined with various electrochemical and sonochemical tech-

niques for the obtaining materials with desired functional properties.
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Chapter 8

The Properties of Water Nanostructures
in Nanosystems

L.S. Martseniuk

8.1 Introduction

The learning of properties of near-surface water layers of various materials, and

also the water bounded by molecular structures of alive organisms, represents now

enormous interest for developers of various devices of nano-bio-technologies and

of others nano-devices. It is shown that water displays the big variety of properties

in the near-surface layers having thickness of the order of few tens or hundreds of

nanometers (nanowater), and the parameters of such water cardinally differ from

the usual volumetric water [1–3].

The nanostructured water, adjoining to the surface of various hydrophobic

materials, as a rule, modifies the properties, coordinating them with properties of

the surface of material. At the same time water can substantially influence on the

properties of these materials. One of the most interesting examples of such influ-

ence was the superconductivity induced by pure water in compounds SrFe2As2 and

FeTe0.8S0.2 and by alcohol in FeTe0.8S0.2 [4–6].

Nanowater behaves in alive organisms most unusually. Water, adjoining to

biostructures of alive organisms, actually forms with them a single unit and

participates in all processes of cellular systems and all organisms as a whole,

determining and synchronizing all the vital functions of an organism [7, 8]. Prop-

erties of water, in particular of water systems of an alive organism, mainly, present

a riddle for researchers, despite of a high scientific and technical level of equipment

of modern laboratories.

It may be connected with that fact that the traditional views on water structure as

a homogeneous system, where the interaction between molecules is determined by

the short-range forces formed by hydrogen bindings, are not correct enough.
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For the adequate description of the phenomena in alive organisms, it is necessary

to base on the modern theory of water structure, which agreed with the data

received experimentally.

There is the opinion that until now the satisfactory theory of water is not created.

However, the theory of condensation of water molecules in the liquid and solid state

from the position of quantum electrodynamics, developed by a remarkable physi-

cist J. Preparata [9], opened the new possibilities for understanding the behavior of

water and for description of those properties which are not described with the help

of the traditional views.

In the present work the theory of J. Preparata for the description of unusual

behavior of water in nanostructures was basically used. This theory has shown the
efficiency in the description of the properties of volumetric water and has received

the experimental confirmation at researches of resonant interaction of a low inten-

sive waves of the EHF-diapason with volumetric water and the water of alive

organisms (SPE effect) [10], and in a number of other researches. Exactly exper-

imental results, conducted by the method of SPE effect, confirmed the rightness of

the theoretical predictions of J. Preparata that usual water represents the

two-componential system.

One of the remarkable results, discovered directly at the research of resonance

interaction spectra of electromagnetic radiation of the EHF-diapason with the water

system, was the detection of a high degree of water coherence in nanostructures,

especially in alive organisms. Good quality of resonant peaks for the water of alive

organisms more than three times exceeded good quality of the corresponding peaks

on the same frequencies, as in usual water [10].

In this work the properties of nanowater are analyzed as from the position of the

theory of J. Preparata, which developed for volumetric water, with the use of theory

of the superposition of quantum states and the interference transitions.

8.2 Near-Surface Nanowater

Properties of near-surface water in many respects are determined by properties of a

surface of a material to which water contacts [1]. Explaining it is possible as

follows [1].

The molecule of water is a dipole. If water adjoins to a surface on which there is

a charge, it is possible to expect that dipoles will start to be oriented and attracted to

a surface, forming a few layers near a surface. Owing to thermal fluctuations, these

layers will form a few layers—no more than two–three layers, according to the

traditional concept.

However at such treatment of the formation mechanism of near-surface layers,

there are contradictions with really observable phenomena. It appears that near-

surface water forms the layers occupying the much greater volume—sometimes

and up to several hundreds of microns on thickness—depending on the properties of

a material of a surface and such qualities of a surface, as water hydrophobic
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property, degrees of structural order, and presence of surface charges and of some

other factors (Fig. 8.1).

For visualization of a near-surface layer ofwater, G. Pollaсk has suggested to place
in water the dyeing substances—suspensions with a diameter from 0.5 up to 2 μm. It

was revealed that such substances do not remain inside a near-surface layer and a near-

surface water is found out visually as undyed. Taking into account that a near-surface

water pushes out from its own structure a micro-impurity of the most various nature,

G. Pollaсk has designated this zone—exclusion zone water (EZ water) [1].

G. Pollaсk, investigating the properties of such water, noted that not only the

great number of hydrophilic surfaces created a zone of exception. Generally, the

charged hydrophilic surfaces also will create a zone of exception. Water, in this

thick enough layer, differs from usual volumetric water practically, for all known

parameters. We list the most essential differences.

1. EZ-вода is charged negatively (potential is achieved at 150 mV) in relation to

contacting with it a volume water. Along conductor, which connects an elec-

trode, placed in EZ water with an electrode, placed in volumetric water, passes a

weak, but continuous electric current.

2. At illumination of EZ water by infrared radiation with λ¼ 3,100 nm, a magni-

tude of a current increases. At the same time, the thickness of a layer of EZ water

grows also (the four multiples increasing in its thickness are observed).

3. Water protons concentrate on the border between EZ water and volumetric

water. Thus, the water system in which the EZ water and volumetric water

coexist represents a system with division of charges, something like the con-

denser in which a negative plate is displayed by EZ water and positive by

volumetric water with a lot of protons—a radiant energy essentially increases

the capacity of this “condenser.”

4. EZ water absorbs ultraviolet radiation with a maximum at λ¼ 270 nm. At

illumination of EZ water ultraviolet radiation with λ¼ 270 nm, it fluoresces.

5. Viscosity of EZ water is essentially higher than usual volumetric water. G. Pollaсk
has selected three more properties of EZ water: its molecules—more coupled,

Fig. 8.1 Exclusion zones

(dark) on either side of a

polyacrylic acid gel [1]
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more stable and displaced as oriented. And it, in the opinion of G. Pollaсk, means

that we have a liquid crystal; i.e., a situation when molecules are very well

oriented in relation to each other.

Items 1–5 testify that electrons in EZ water are at much higher level of excitation

than in usual water, i.e., it can be the donor of electrons.

G. Pollaсk did not see a possibility to explain all unusual properties observable

by him in EZ water by means of traditional conceptions and specified on existence

of a very distant orderings in water that is unexpected. If it is valid so then the most

part of water in the universe is not the usual volumetric water which is described in

textbooks, but is a liquid crystal.

8.3 Nanostructures in Volumetric Water
and Water of Alive Organisms

It is considered that the surface of glass, as a material which has no ordered

structure, does not change the internal architecture of volumetric water. It allows

to investigate the properties of volumetric water, using as a material of a sub-

strate—a glass plate or glass wares.

So, in a number of works [10, 11], it has been shown that usual water, depending

on the character of its preparation and features of interaction with an environment,

can show a huge variety of various properties, connected both with internal

parameters and with the field characteristics stipulated by its internal organization.

It is possible to judge about the presence in water of the structural formings from the

data on researches by a crystal’s optical method [11, 12], method of Kirlian’s effect

[12, 13], method of SPE effect, and others to techniques.

So in [12] the presence of lyotropywas experimentally confirmed in natural water

by a crystal’s optical method which was based on the realization of phase transitions

of type solution (lyotropic structure)—solid phase, realized at evaporation of water

drop, placed on a clean glass plate. As natural lyotropic crystals are first of all

complex water solutions, always at crystallization (drying of the system at usual

temperatures) the structure of a solid phase having optical anisotropy is formed. For

natural potable water, the presence of such optical anisotropy in a solid phase (the

deposit) is not only optical anisotropy but also a characteristic fractal structure [12].

Figure 8.2 shows the photo of a solid phase structure of the natural water from

the work of [12]. Thus, it is shown that water can have a complex structure. If for

pure distilled water or tap water such structure practically is not found out, natural

water, according to researches [12], represents the liquid crystal with optical

anisotropy (Fig. 8.2).

It is of interest to compare the given researches of the natural water which have

been carried out in [12] with results by researches of a luminescence, carried out by

a method of Kirlian’s effect [13, 14]. This is important on the reason that from the

photos, received by a method of Kirlian’s effect, it is possible to judge about a
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presence in water of own field [13]. We shall note that the similar field is revealed

by the same method and in an alive organism [14].

The photo of natural water and tap water, carried out by a method of Kirlian’s

effect, is shown on Fig. 8.3.

In Fig. 8.3, it is visible that the crown of luminescence around water drops has

various characteristics for each type of researched liquid. The crown around of a drop

ofwater from a natural source has a clear internal ring andwide external with uniform

streamer formations (Fig. 8.3a). In a variant with tap water (Fig. 8.3b), a crown has

smaller intensity of luminescence and short and more discharged streamers.

The offered method is characterized by a high degree of reproducibility of

results. Hence, water is not a homogeneous structure; it has internal nanostructure

elements and its own field characteristics. In addition, the field of tap water is less

active than that of natural water. Presumably, it means that the power characteris-

tics of tap water and natural water differ.

Fig. 8.2 The structure of potable water such as “Horianka” (a) and usual tap water (b) [12]

Fig. 8.3 The photo of natural water (a) and tap water (b) carried out by a method of Kirlian’s

effect [14]
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The results from the works of [12, 14] have allowed to confirm the existence of

natural energetics of water and to prove an opportunity of definition of

bioinformation properties of potable water.

Thus, natural water has memory, special energy, and a certain degree of stability

to external influences [8, 11, 12, 14, 15]. It testifies to the presence in its compo-

sition of cluster structures which can be in the state entangled within itself.

Actually by the existence of cluster nanostructures which are in entangled state

in homeopathic water preparations, the effect of steady homeopathic influence of

these preparations on alive organisms are explained [16]. By its field characteris-

tics, homeopathic liquids correlate with the properties of substance which were

originally used for the preparation of these preparations. By a character of influ-

ence, they can differ essentially from the influence of the solutions containing the

same substance in usual (not homeopathic) doses as it is shown in [16].

The liquids directly in contact with a material, which have a crystal structure,

change the properties both in all volume and near to a surface. It allows to use the

nanostructures of certain materials in medical aims and for diagnostics of living

organisms [10, 17].

Numerous data about the change of the field characteristics of water, contacting

with various materials, are found in [10]. It is important to note that the influence of

a contacting surface is distributed to all volumes of water and not just on a small site

of a near-surface layer. It means that water is not only the perceiving environment

but also the compiler of the cumulative information about any influence on its

structure on all volumes. Such features indicate on specific characteristics of water

when each its elements gets the properties of all volume and mean that all elements

of water are in reorganisation depending on a degree of interaction with a surface

and are at the interaction with a surface and among themselves in correlated

(entangled) state.

Just the same features of water, as the ability to reconstruct the field and

structural characteristic (practically, without inertial) under action of external

influence (external field), determine the possibility of water to participate in all

vital processes of a living organism.

In an alive organism, the water is, basically, in the bounded state. Most if not all

water in alive organisms is interfacial water. As a rule, in such structures the layers

of water are also under influence of the strong field gradients existing, for example,

in new membrane’s areas of a cell. It can create delamination of water and makes

the additional changes to properties of near-surface areas. Such water accepts

partly, depending on the size of gradient, the characteristics of two-dimensional

structures. As a direct studying of properties of the water bounded by structural

elements of an alive organism is difficultly, very important to model and study the

behavior of water in objects of the lifeless nature where it located by the

similar way.

The discovery of SPE effect [10] has advanced essentially the area of researches

on living organisms.

One of the remarkable results which have been received by authors [10] were the

detection of the very strong similarity of resonant interaction spectra of mm waves

with water and water medium of an alive organism (Fig. 8.4).
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Also it was revealed that the disease of an organism is accompanied by change of

the properties of its water constituent, and the process of convalescence corre-

sponds to returning of the properties of the water medium to an initial state,

characteristic for a healthy organism (Fig. 8.5).

It indicates on the high degree of synchronization of the vital systems of the

whole organisms that it is possible to explain that its structures, including the water

cluster’s formations, are in the entangled state. Pure maximally entangled state for

water of alive organisms, as well as for the whole organism, cannot be realized,

because an alive organism is an open system, interacting with an external environ-

ment and, hence, is not in a pure state.

Fig. 8.4 Resonant spectra of electromagnetic wave interaction of the EHF range with water and

the water medium of an alive organism (according to the works of [10])
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Fig. 8.5 Resonant spectra of fabrics of the patient before treatment (a) and at the end of treatment

(b) [10]
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A quantum theory of the entangled states is part of a modern quantum theory of

the information in which the degree of entanglement directly connects with the

quantum characteristics of system, by its quantum organization and correlation

parameters of its elements.

The high degree of coherence, found at the research on the water medium of an

alive organism, indicates a high degree of synchronization of the vital processes,

occurring in the water environment; the existence of the single coordinating system

of a living organism. These results of the work of [10] have confirmed the

prediction of H. Frohlich about the existence of coherency in an alive organism;

the results coincide with that of other authors investigating the phenomena of

photosynthesis, a luminescence of living organisms [8, 18].

Long ago, still in [19], there was opinion about the existence of the single

biological field of an alive organism, which determines the synchronism of the

functioning of an organism. However the nature of this field unequivocally is not

established till now. There was a supposition that it is formed by electromagnetic

framework of organism, functioning in a millimeter range [20]. In the spectra of

interaction of low-intensity radiations of a millimeter range with alive organ-

isms [10], narrow peaks of very good quality are found out, which testify to the

presence of water’s own resonant frequencies and an alive organism in this range.

However such theory does not explain all available facts of display of a single

organizing structure which is associated with a biofield.

We suppose that a very substantial role in the organizations of synchronism of

the functioning of a living matter played the entanglement which arises up as a

result of a correlation interaction of its elements.

In [21] it was specified that “the entanglement is only the special quantum form

of correlations, which, however, possesses a number of essential differences from

classical correlations.”

As an example of the entanglement, the authors [21] have taken the system,

consisting of two particles with a one-half spin, which can accept only one of the

two directions: “upward” or “downward.” Such system is in a state with full spin,

equal to zero (EPR state). This status is described by the formula

ΨEPRj i ¼ 1ffiffiffi
2

p "j i1 � #j i2 � #j i1 � "j i2
� � ð8:1Þ

where "j i1, #j i2—wave functions of particles, one of which has a spin, directed

upward, and other the spin, directed downward. The symbol � designates the

operation of direct (tensor) product. At the change of spin direction of the first

particle, the second particle also simultaneously must veer the spin direction,

because the complete spin of the system is equal to zero.

Similar processes can take place for cellular nanostructures, contacting with the

water medium of an organism through near-surface layers, both between separate

cells and between organs. The given assumption can explain relative biological

stability of alive organisms in relation to external influences.
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In the spectra presented in Figs. 8.4 and 8.5, the resonant peaks which do not

depend on the location of areas of fabrics, from which their registration was made,

are shown. It means that the resonance frequencies are single for the whole

organism; therefore, for the description of the state of an organism, it is possible

to enter the certain wave function of Ω.

In that case a dynamics of disease of an organism can be descrabed mathemat-

ically as follows. The organism transfers to some superposition state under action of

any influence (e.g., penetration of viruses) which can describe by some function Χ.
The state which described by Ω is the superposition of equilibrium state with its

own characteristic frequencies, described by function Ψ and a state described by

function Χ.

Ω ¼ αΨ þ βX ð8:2Þ

where α, β—some coefficients.

Some curve, described by a function
��Ω��2 ¼ αΨ þ βXð Þ2, is fixed; thus, exper-

imentally, as a result another component is added in the spectra of a sick organism.

Apparently, narrow peaks of very good quality, in which a position does not

coincide with the position of the basic resonant peaks and can correspond to the

resonant frequencies not peculiar to a healthy organism corresponding to some

factor of influence (e.g., to a virus), caused the disease.

If
��β�� ! 0, we have an equilibrium state of an organism; if

��β��⊳0, the organism
leaves a state of equilibrium; the part of cells starts to function under the program,

set by a virus, and in result the resonant status of an organism is violated. The partial

decoherence of the equilibrium state of an organism occurs and a chaotic constit-

uent begins to show up in the water spectra of an organism. Thus, in the spectra of

the water environment of an organism, three components are shown: peaks

of characteristic frequencies of an organism; spectra of some state, acting on a

state of an organism and bringing it over to partial decoherence; and a chaotic

component. Exactly these three components are found out in consideration of the

spectra presented in Fig. 8.5 [10].

Whereas, as shown above, the spectra of the water component are fixed, here we

deal exactly with the state of water system of an organism which as it was specified

above exists in an organism as interfacial water. Certainly, these states of water of

organism fully correspond to the state of an organism.

8.4 Some Statement of Water Molecule Condensation
Theory, Shown in [9]

Water, in spite of its simple formula, is a very complex substance and behaves

differently from other liquids, at diffusion of alien substances, at the dependence of

density from temperature, and because of its many properties, including the nature

of all its electric constants.
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The theory of J. Preparata, created for the description of the phenomena in

volumetric water, has enabled to explain well those phenomena which in principle

could not be described by the traditional theories supposing of a homogeneous

structure of usual water, as these phenomena directly testify about the insufficiency

of such a single-component model.

It appeared also effective for the description of the phenomena in near-surface

water.

Let’s stop on some positions of this theory.

In accordance with [24], the state of the quantum system is determined as

coherent if it is characterized by such a size as a phase. The quantum field is

characterized by amplitude Ψ 0 in which square is proportional to number of quanta

and a phase ϕ:

ψ ¼ ψ0e
iφ ¼ a

ffiffiffiffi
N

p
eiφ ð8:3Þ

In case of water system, N are a number of atoms in the selected volume.

Simplifying the description of forming process of coherence areas from the

position of quantum electrodynamics, it is possible to do as follows [25]:

We will suppose that there is a certain ensemble from N molecules having two

states—the ground and the excited states with the energy of excitation E ¼ hν
being approximately 12 eV.

The size of a molecule about 0.1 nm and the size of a virtual photon with length

of a wave λ ¼ c=ν, which can make excitation with energy 12 eV, should be about

100.0 nm.

Therefore the linear size of region on which the excitations can be in 1,000 times

more than a molecule. Let’s assume that one virtual photon which is fluctuated from

vacuum can excite an atom with probability P (according to a rating taken from the

data at Lembov’s shift value P about 10�4 � 10�5). The excited molecule will be

recombined through a certain time of recombination, returning back the photon in

an environment which will be either absorbed by vacuum or will excite other

molecule. The corresponding probability of these two events will depend on the

density n ¼ N=λ3 of the molecules, present inside of volume λ3.
When the density n will exceed threshold value ncrit, the photon can never return

to vacuum and will pass from one molecule to another inside volume λ3 under the
condition of

Pλ3ncrit ¼ 1: ð8:4Þ

Thus, a vacuum gives a photon in a matter. This process will proceed until the

great number of photons will not be captured and enough substantial field in this

area does not appear.

The consequence of the formation of this field will be the occurrence of an

attraction between molecules, to which short-range forces of intermolecular repul-

sion will counteract, and the formation of the common oscillation of all captured

molecules inside all areas; for this reason, the specified area is named as coherent
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domain (CD). In this process the molecules and photons lose the initial identity.

Photons (as shown in these works) in the limited CD space acquire the imaginary

mass; therefore, they cannot return back in a vacuum.

The areas designated as СD are surrounded with the molecules of usual “not

coherent water.” At a common temperature, in accordance with the estimations,

made in [10, 24], the ratio describing a requirement of coexistence of both fractions,

as in liquid helium, is carried out

Fc þ Fnc ¼ 1 ð8:5Þ

The equation (8.5) determines for every value of temperature the general amount

of molecules, belonging to each phase; thus, each molecule passes through two

phases continuously. It generates a “flickering” regime.

The reason of the existence of such regime, as well as for liquid helium, there are

the temperature collisions. At room temperature, the total volume of such CDmakes

about 40% from total volume of water. At temperature near zero, the total volume of

CDmakes the most part of the volume of water and at approximately 100 �C aspires

to zero. Within the regions of CD, the property of water sharply differs from

properties of noncoherent water: the viscosity of water medium and the decrement

of vibrations are sharply reduced, and the fluidity of liquid is substantially increased.

The situation will change for near-surface water (so-called EZ water) and also in

alive organisms where water closely contacts to surfaces of alive organisms

(biomembranes, biomolecules). Appropriately to this case there will be a stabiliza-

tion of the coherent state by virtue of attraction of water molecules to the wall, and a

power barrier from the dividing effect of temperature collisions appears. In this case

the coherent states can exist for a long time, and a formation of power whirlwinds in

coherent domains is essential.

Just the same phenomena G. Pollack observed for, marking that for its forma-

tion, some forces of long-range action are responsible, and those molecules in it are

in the excited state.

Let’s note that a viscosity of near-surface water is essentially more than for usual

water, and for the water bounded by molecular structures of an alive organism,

viscosity, on the contrary, is reduced. In the effect explained in [24], in living

organisms, the coherence is set not only within the regions of coherent domain but

also between domains.

8.5 The Properties of One-Dimensional
and Two-Dimensional Nanowater

For some systems consisting of the interaction between its own elements, the

correlation relations between elements in the classic approach, it is possible

to assimilate with some springs which link the separate elements of the system.

The action on one of the elements will cause the change of the state of the other.

However such changes do not occur instantly.
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Let’s consider from a position of traditional performances the conductivity of

water which, as is known, connects with the proton jump conduction [22].

The scheme of the arrangement of the water molecules linked among themselves

in a chain through a system of a hydrogen binding is shown in Fig. 8.6 taken

from [22].

The proton in such chain of water molecules can be in one of the two equivalent

positions (corresponding to position of a proton in that or other quantum well),

shared by a quantum barrier.

For overcoming this barrier a proton should receive the additional energy equal

or large of the heights of a potential barrier, i.e., to pass in the excited state.

However it can pass in another position due to tunneling.

In the common case of the random distribution of the potential, the transparency

of barrier is determined from equation [25]

D ¼ D0 exp �2

h

ðx2

x1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2μ U xð Þ � Eð Þ

p
dx

0
@

1
A; ð8:6Þ

where E is the energy of proton and μ is the mass of proton.

The proton owing to tunneling periodically passes from one position to another,

i.e., it periodically changes the position. At application of a potential, proton con-

ductivity for volumetric water arises. This situation takes place for volumetric water.

However for near-surface waters of alive organisms, for water forming the single

nano-layers or disposing in nano-systems, nanotubes, and capillaries, and in some

other cases, additional effects related to quantum entanglement can arise. It is

possible that exactly the quantum entanglement between the separate layers of

water in compounds SrFe2As2 and FeTe0.8S0.2 is one of the factors of stimulation of

superconductivity. In the case of entanglement between the molecules of water

linked in chains via the hydrogen bindings, the change of a state of one molecule

will instantly lead to change of a state of other molecules. Equation (8.1) describes

the entangled state for two particles, but it is possible to describe the entanglement

by analogical equalization in the system consisting of a great number of particles. If

protons in any group of molecules appear in the excited state, sufficient for

overcoming a quantum barrier sharing them, there will be the effects determined

by not classical, but quantum laws.

In [26, 27], was specified that the energy, necessary in order that a proton passed

to the delocalized state only of on 20 % below, than energy of hydrogen binding.

An interesting effect was found out by A. Kolesnikov with employees for water

in carbon nanotubes at low temperatures [28, 29]. Water in nanotubes is not linked

with the surface of nanotube by virtue of its hydrophobic state.

Fig. 8.6 The scheme of the

water molecules linked

among themselves by the

hydrogen bindings [22]
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In the works of these researchers, it is specified that “The high momentum tail of

the distribution, characteristic of the molecular covalent bond, is not present. . . .Our
data reveal that the protons in the hydrogen bonds are coherently delocalized and that

the low temperature phase is a qualitatively new phase of ice.” “New water” did not

freeze even at temperature, only on eight degrees distinguished from absolute zero.

The important assumption about the properties of nanotube waters was made by

the author in [26, 27].

The author proceeded from that fact that in a coherent state the electrons of water

molecules are in the excited state and, consequently, protons also should be excited.

Quantum barriers do not hinder the motion of such protons (Fig. 8.6), and, in result,

proton superconductivity is possible.

The author [26, 27] refers to the works of [30, 31] and informs that in these

works the behavior of water in nanotube by diameter <5 nm was investigated.

Authors [30, 31] discovered that the property of such water “was completely

different from the more ordinary looking water confined in larger nanotubes.” On

the basis of experimental results of these works, the author [26, 27] asserts, “I

suggested that the water confined in the small nanotubes, being far more ordered,

could be superconducting because jump conduction could occur simultaneously

down multiple chains of hydrogen-bonded water molecules” [32].

Proceeding from the assumption which has been put forward by the author in

[26, 27], it is possible to assume also that in the layers of water diffused in

compounds SrFe2As2 and FeTe0.6S0.2, protons also are in the excited state and

hereupon can arise a delocalization of protons. It can be presented as follows.

The molecules of water diffused in compounds form the individual layers which

settle down in parallel to the basic layers of compounds. As well as in volumetric

water, the water molecules inside a layer can interact with the virtual photon that

leaked out from vacuum [33]. In [24] the following is indicated: in the frame of

quantum optics, it has been discovered that “a closely packed ensemble of atoms is

able to leak out photons (namely to give rise to a non vanishing e.m.f.).”

The photon having length of a wave λ ¼ c=ν corresponding to energy of

transition of a water molecules to the excited state (approximately of 12 eV) can

initiate the excitation of water molecules in region about 100 nm and can form the

regions of coherency which can include of the many layers of diffused water. The

same process causes the compression of crystalline grate of compounds SrFe2As2
and FeTe0.6S0.2, the phenomenon to which authors discover the effect of supercon-

ductivity stimulation and assign the reason of its origin.

With the reduction of temperature, the volumes of coherence regions, will

increase, and at very low temperatures, the state of water may be similar to a

one-dimensional chains of water and this state very differ from a state of usual ice.

As well as for near-surface waters, the proton can appear delocalized; it means that

it can be realized in conditions which, in opinion of the author [26], correspond to

transition in a state of proton superconductivity of the waters. Consequently, if this

supposition is correct, then water in the water layers of compounds SrFe2As2 and

FeTe0.8S0.2 also can be in the superconducting state. Most likely, such transition in a
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superconducting state of molecules of water coincides with the general transition of

compounds SrFe2As2 and FeTe0.8S0.2 to a superconducting state.

However such assumption is necessary to confirm by the experimental

researches similar by techniques of researches, carried out for nanotube waters.

8.6 Conclusions

Properties of nanowater essentially differ from properties of volumetric water. It

concerns both to near-surface water and to interfacial water of living organisms.

Enormous roles in the formation of properties of volumetric water play the

cluster nanostructures which determine its information and energetic characteris-

tics. It is shown that the dynamics of convalescence of living organism is related to

the normalization of the water system of an organism (determined by its

nanostructure’s complexes), as the inalienable constituent of organism, to conver-

gence to an equilibrium state characterizing for a healthy state. The mathematical

model of such process from a position of physics of the entangled states is offered.

The behavior of the water forming two-dimensional and one-dimensional sys-

tems is the most unusual. The settling of the water structures in cellular systems and

micro capillaries of alive systems is supposed.

The two-dimensional properties of water in some approaching can be analogous

to the properties of interfacial water of alive organism which, because of the

influence of strong gradients of the existing field, for example, nearly of the cellular

membranes, or of other reasons (such as the presence of admixtures), can obtain the

stratification.

For the single layers of water, appearing because of water molecule diffusion in

compounds SrFe2As2 and FeTe0.8S0.2, it was discovered by authors of [4–6] that

such water can stimulate the origin of superconductivity in these compounds.

Analogous to the works of [26, 27], which specified the possibility of realization

of proton superconductivity for the nanotube water, the assumption for the first time

is put forward in the present work—that the same phenomenon of proton super-

conductivity is possible for the water occupying the individual layers in compounds

SrFe2As2 and FeTe0.8S0.2.

It is assumed that such transition is carried out at transition of these compounds

to the superconductive state.
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Chapter 9

3D Artificial Nanodiamonds Containing
Nanocomposites Based on Hybrid
Polyurethane-Poly(2-Hydroxyethyl
Methacrylate) Polymer Matrix

L.V. Karabanova, A.W. Lloyd, and S.V. Mikhalovsky

9.1 Introduction

Polymer composites with small additives of nanofillers have attracted great attention

over the last decade, both in industry and academia, since a considerable enhance-

ment of mechanical, thermal, and other properties may be attained in the

nanocomposites compared with those of virgin polymers. To date, the greatest

number of studies has focused on polymer nanocomposites with two-dimensional

(2D) nanoscale silicate layers [1, 2] and one-dimensional (1D) carbon nanotubes

(CNTs) [3, 4]. The key to their enhanced efficiency is to achieve good dispersion,

uniform spatial distribution, and alignment (for CNTs) of nanoparticles; however,

the critical role of two more points is also usually emphasized, viz., (a) a high aspect

(e.g., length-to-diameter for CNTs) ratio, typically of 103 or more, for a nanofiller,

and (b) the necessity of chemical “functionalization” of nanofiller surface to provide

its covalent coupling with a polymer matrix for improving interfacial properties and

matrix performance. In addition, dispersion of nanoparticles may also be improved

due to functionalization. The points (a) and (b) are typically considered as the

prerequisites for attaining the highest performance of a polymer nanocomposite,

by offering a low “percolation rheological threshold” (distinct effect of improved

rheological behavior) at nanofiller content of less than 1 wt % [5, 6].

Among different nanocarbon structures used as polymer nanofillers (CNTs,

carbon nanorods, fullerenes, ultra-dispersed artificial diamond (nanodiamonds,
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NDs)), the latter have been available on a relatively large scale for last two decades

and are also of interest. Synthesis and processing of 3D NDs have been described in

refs. [6–9]. There are the examples of their successful applications in polymer

nanocomposites as electronics materials, materials with protonic conductivity or

enhanced thermal conductivity, in selective membranes, sensors, catalytic systems,

nonlinear optical materials, and as an active filler increasing strength, wear, and

heat-aging resistance of elastomers [6, 8–11].

In our previous work [12–14], dynamic-mechanical behavior, segmental

motions, elastic and physico-mechanical properties have been studied in several

polyurethane-poly(2-hydroxyethyl methacrylate) semi-interpenetrating polymer

networks (PU-PHEMA semi-IPNs) over the temperature range �140 to 180 �C,
by using combined DMA, laser-interferometric creep rate spectroscopy (CRS), and

differential scanning calorimetry analysis. These systems had basically two-phase,

nanoheterogeneous structure with incomplete phase separation and the pronounced

dynamic heterogeneity within the extraordinarily broadened PHEMA and PU glass

transitions, practically the united glass transition extending over the range from�60

to 160 �C, were observed in these semi-IPNs. Such dynamic behavior and, addi-

tionally, improved biocompatibility of PU-PHEMA semi-IPNs are of interest for

developing improved biomedical, damping, or membrane materials based thereon.

In the present research we investigated, using thermodynamic and physico-

mechanical approaches, the properties and their relation to nanostructure in the

nanocomposites are based on the PU-PHEMA semi-IPNs filled with artificial

3D NDs.

9.2 Materials and Testing Methods

9.2.1 Materials

Neat PU and PHEMA, their semi-IPNs, and ND-containing nanocomposites based

thereon were prepared as described elsewhere [14, 17]. PU network was initially

obtained from the adduct of trimethylol propane, toluylene diisocyanate, and poly

(oxypropylene)glycol (PPG) withMw¼ 2.000 g mol�1. The semi-IPNs with 17, 37,

and 57 wt.% PHEMA were obtained by swelling PU network with 2-hydroxyethyl

methacrylate (HEMA) and its subsequent photo-polymerization (the wavelength of

UV light λ 340 nm).

For preparing the nanocomposites with PU, PHEMA, and semi-IPN matrices,

the ultra-dispersed diamond powder (NDs) obtained by the shock-wave method

(supplied by Alit Company, Ukraine), with the particle sizes of 2–100 nm and

specific surface area of 220 m2 g�1, was used. NDs were introduced with the

amounts of 0.25–20.00 wt.% into a polymer system at the stage of PU synthesis,

or into HEMA in the case of preparing the nanocomposite based on neat PHEMA.

NDs were dried for 48 h at 200 �C before using.
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The prepared films with 1 mm thickness were post-cured for 2 h at 100 �C, and
then were held for 36 h at 80 �C in vacuum 10�5 Pa.

9.2.2 Testing Methods

Vapor Sorption and Thermodynamic Calculations

The dichloromethane vapor sorption by semi-IPN samples and by nanocomposites

samples was studied using a vacuum installation and a McBain balance [12]. The

changes in partial free energy of dichloromethane by sorption (dissolution) were

determined from the experimental data using (9.1)

Δμ1 ¼ 1=Mð ÞRT In P=Poð Þ; ð9:1Þ

where M is the molecular mass of dichloromethane and P/Po is the relative vapor

pressure. The value Δμ1 changes with solution concentration from 0 to �1.

To calculate the free energy of mixing of the polymer components with the

solvent, the changes in partial free energy of the polymers (native polymers, semi-

IPNs, nanocomposites) need to be determined. This requires the calculation of the

difference between the polymer chemical potential in the solution of a given

concentration and in pure polymer under the same conditions (Δμ2). Δμ2 for the
polymer components were calculated using the Gibbs–Duhem equation:

ω1d Δμ1ð Þ=dω1 þ ω2d Δμ2ð Þ=dω1 ¼ 0; ð9:2Þ

where ω1 and ω2 are the weight fractions of a solvent and of a polymer. This can be

rearranged to give (9.3)

ð
d Δμ2ð Þ ¼ �

ð
ω1=ω2ð Þd Δμ1ð Þ: ð9:3Þ

Equation (9.3) allows the determination of Δμ2 for each polymer from the exper-

imental data by integration over definite limits. The average free energy of mixing

of solvent with the individual components, semi-IPNs of various compositions for

the solutions of different concentration, was then estimated using (9.4) and using

computational analysis.

Δgm ¼ ω1Δμ1 þ ω2Δμ2: ð9:4Þ

Dynamic Mechanical Analysis

The dynamic mechanical analysis (DMA) measurements were carried out using a

Dynamic Mechanical Thermal Analyzer Type DMA 2980 from TA Instruments
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over the temperature range from 133 to 473 K and at fixed frequencies (5, 10,

15, 20, 30 Hz) with a heating rate of 3 K/min. The experiments were performed in

the tension mode on rectangular specimens (35 mm� 5 mm� 1 mm). As poly

(2-hydroxyethyl methacrylate) is a hydroscopic polymer, all samples were dried at

353 K for 48 h under vacuum before measurements. The samples were subse-

quently subjected to the following thermal cycle during DMAmeasurements: a first

run from 293 up to 373 K, then second run from 133 up to 473 K. The second run

was used for analysis of the results.

Creep Rate Spectroscopy

CRS, the high-resolution method of relaxation spectrometry and thermal analysis,

developed at Ioffe Institute [15], was used here for analysis of the heterogeneity of

segmental dynamics over the broad temperature regions of PU and PHEMA glass

transitions in the studied semi-IPNs and nanocomposites based thereon. The CRS

setups and the experimental technique have been described in detail elsewhere [15].

It consists in precisely measuring creep rates at a constant low stress as a function of

temperature, using a laser interferometer based on the Doppler Effect. The time

evolution of deformation is registered as a sequence of low-frequency beats in an

interferogram whose beat frequency ν yields a creep rate

_ε ¼ λν

2I0
; ð9:5Þ

where λ¼ 650 nm is a laser wavelength, and I0 is an initial length of the working

part of a sample. The stress was chosen in the preliminary experiments as capable of

inducing sufficient creep rates to be measured, while maintaining also a high

spectral resolution, without smoothing and distortion of a spectral contour, and

preventing a premature rupture of a sample.

Mechanical Testing

Mechanical properties of the neat PU and PHEMA, their semi-IPNs, and

ND-containing nanocomposites were measured using a Series IX Automated

Instron Materials Testing System. The samples were cut into micro dumb-bell

shapes with gauge length of 20 mm, widths between 4 and 5 mm and sample

thickness between 0.7 and 0.9 mm. Samples were processed at a continuous strain

rate of 25 mm/min.
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9.3 Results and Discussion

9.3.1 Thermodynamic of Polymer–Filler Interactions
in the Nanocomposites

Figure 9.1 shows the sorption isotherms of dichloromethane vapor at 298 K by

samples of polyurethane (1), poly (2-hydroxyethyl methacrylate) (2), polyurethane,

containing artificial nanodiamonds (3, 5, 7), and poly (2-hydroxyethyl methacry-

late), containing nanofiller (4, 6, 8). The sorption isotherm for PU (1) has the form

characteristic of sorption isotherms polymers that are in viscoelastic state. For poly

(2-hydroxyethyl methacrylate) (Fig. 9.1, curve 2) at P/Po< 0.6 sorption is low,

due to the dense packing of the macromolecules in the glassy state of this polymer

[16, 17]. In the relative solvent vapor pressure P/Po> 0.6, the transition of poly

(2-hydroxyethyl methacrylate) from glassy state to the viscoelastic state takes place

and an increase in vapor sorption dichloromethane could be observed.

With the introduction of nanodiamonds into the PU, the decrease of

dichloromethane vapor sorption by filled samples occurs (Fig. 9.1, curves 3, 5, 7),

which qualitatively indicates the formation of densely packed boundary layers in

the filled PU’s samples. But reducing dichloromethane vapor sorption by filled

samples has nonmonotonic character: isotherm for PU containing 20 % of nanofiller

runs higher than for PU with 5 and 10 % of nanofiller. It should be noted that during

the formation of 3D polymer in the presence of nanofiller, except the densely

Fig. 9.1 Isotherms of

dichloromethane vapor

sorption at 298 K by

samples of polyurethane

(1), poly (2-hydroxyethyl

methacrylate) (2),

polyurethane, containing

5 % (3), 10 % (5), 20 %

(7) of artificial

nanodiamonds and poly

(2-hydroxyethyl

methacrylate), containing

5 % (4), 10 % (6), 20 %

(8) of artificial

nanodiamonds [23]
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packed boundary layers, the appearance of a number of defects (reduction of the

number of chemical junctions, “free” ends) could appear.

Moreover, as the amount of nanofiller within the network structure increases, the

material becomes more defective [18]. This could explain the non-monotonic

nature of dichloromethane vapor absorbed by the sample of filled PU.

For filled poly(2-hydroxyethyl methacrylate), the decrease of dichloromethane

vapors sorption compared to unfilled polymer could also be observed, and the

dependence of sorption has non-monotonic character with the amount of nanofiller

(Fig. 9.1, curves 4, 6, 8). Sorption isotherms for poly(2-hydroxyethyl methacrylate)

stand much lower than for polyurethane. This means that investigated polymers

have significantly different sorption capacity, which allows calculation of the

thermodynamic parameters for this pair of polymers [19].

Application of the thermodynamic methods and calculations based on the

experimental data of vapor sorption of dichloromethane by nanocomposites sam-

ples allowed us to estimate a number of characteristics of the system, namely, the

free energy of interaction of polymers with solid surfaces. In [19] for the thermo-

dynamic parameters of the polymer–polymer interaction estimation, the approach

based on the fundamental assumptions of independence of thermodynamics

enthalpy and free energy of the system from the way of the process was used

[19]. In [20, 21], this approach was applied to polymer–filler systems. Under this

approach, we can calculate the parameters of interaction of polymer with a filler

when parameters of the interaction of each of them and their mixtures with fluid are

known. Based on sorption isotherms, the change of the partial free energy of

dichloromethane Δμ1 was calculated using (9.1). The change in the partial free

energy of individual polymer components, semi-IPNs and filled systems under

sorption process Δμ2 was determined in accordance with the Gibbs–Duhem equa-

tion (9.2). Free energy of mixing of individual polymers and semi-IPNs with

solvent Δgm was determined in accordance with the (9.3).

Figure 9.2 shows calculated parameters Δgm for individual polymers, semi-IPNs,

and filled systems. All systems under investigation, polyurethane-dichloromethane,

poly(2-hydroxyethyl methacrylate)-dichloromethane, semi-IPNs-dichloromethane,

and filled systems-dichloromethane are thermodynamically stable (d2Δgm/
dW2

2> 0). The affinity of dichloromethane to polyurethane is higher (Fig. 9.2,

curve 1) than to poly(2-hydroxyethyl methacrylate) (Fig. 9.2, curve 2). The affinity

of dichloromethane to samples of filled polyurethane decreases with filler content

(Fig. 9.2, curves 2, 4). For filled poly(2-hydroxyethyl methacrylate) is a

non-monotonic dependence of dichloromethane affinity from amount of filler was

found: affinity increases for nanocomposites containing 5 and 10 % of nanodiamonds

(Fig. 9.2, curves 3, 5), but decreases with the introduction of 20 % of the filler.

For filled semi-IPNs, the same dependence of dichloromethane affinity to sam-

ples with increasing amount of filler is observed: dichloromethane affinity

decreases with increasing filler content. Reduced affinity of dichloromethane to

filled polymers and to semi-IPNs may indicate the formation of strong adhesion of

polymers to the surface of filler and the formation of tightly packed boundary layers

of polymers in the filled samples.
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Based on the concentration dependence of the average free energy of mixing of

the solvent with individual polymers PU, PHEMA, and with the nanocomposites,

the values ΔG1 and ΔG111 were obtained. ΔG1 and ΔG111 are the free energies of

interaction of polymers with lots of solvent. For ΔG*
p-f calculation (free energy of

polymer-filler interaction), the (9.6) was used.

ΔG*
p- f ¼ ΔG1 þ nΔG11 � ΔG111; ð9:6Þ

where ΔG11—free energy of interaction of the filler with lots of solvent.

The results ofΔG*
p-f calculation are shown in Fig. 9.3. As could be seen, the free

energy of interaction of nanodiamonds with polyurethane (Fig. 9.3, curve 1) is

negative for all investigated concentrations of filler. This indicates the thermody-

namic stability of filled polyurethane samples, the high adhesion of polyurethane to

this filler. But the value of free energy of interaction of nanodiamonds with

polyurethane varies with the amount of filler. At high concentrations of filling

(20 %), the value of the free energy of interaction decreases.

For poly(2-hydroxyethyl methacrylate), the free energy of interaction with

nanodiamonds also has negative value for all concentrations of filler, but it is

much lower than the value of free energy for polyurethane (Fig. 9.3, curve 2).

This means that the affinity of nanodiamonds to polyurethane higher than to the

poly(2-hydroxyethyl methacrylate). With introduction of the filler into the mixture

of these two polymers, the overwhelming adsorption of polyurethane chains to

the filler surface will take place and the formation of boundary layers with the

prevailing amount of polyurethane in relation to the volume will occurs.

Fig. 9.2 Free energies of mixing of polymers and nanofiller with solvent dichloromethane Δgm:
nanodiamonds (1), polyurethane, containing 5 % of NDs (2), poly (2-hydroxyethyl methacrylate),

containing 5 % of NDs (3), polyurethane, containing 10 % of NDs (4), poly (2-hydroxyethyl

methacrylate), containing 10 % of NDs (5), semi-IPNs with 17 % PHEMA, containing 5 % of NDs

(6), semi-IPNs with 17 % PHEMA, containing 10 % of NDs (7), semi-IPNs with 17 % PHEMA,

containing 20 % of NDs (8) [23]
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For all filled semi-IPNs under investigation, the free energy of interaction with

nanodiamonds has also a negative value (Fig. 9.3, curves 3–5). This indicates the

thermodynamic stability of filled semi-IPN samples, the formation of strong adhe-

sive contact of polyurethane-poly(2-hydroxyethyl methacrylate) mixture with the

filler’s surface.

Generally, the negative values of free energy of interaction of nanodiamonds

with polymer components of the nanocomposites suggest that the nanodiamonds

could be acting as a reinforcing filler for the investigated polymer systems.

9.3.2 Dynamic Mechanical Analysis Data
of Nanocomposites

DMA data of unfilled semi-IPNs have revealed a pronounced change in the

viscoelastic properties of semi-IPNs with different amounts of PHEMA in the

samples. The semi-IPNs have two distinct maxima of tan δ related to the presence

of two polymers in their glass transition temperature domains (Fig. 9.4). The tan δ
maximum of PHEMA is shifted towards higher temperature and its amplitude

increases with the increasing fraction of PHEMA (Fig. 9.4). These results confirm

that the studied semi-IPNs are two-phase systems with incomplete phase separation

and “frozen” non-equilibrium structure. The segregation degree α was calculated

for semi-IPNs, and it was shown the values are varied from 0.22 to 0.35 depending

on the amount of PHEMA [12]. This means that phase separation in the semi-IPNs

was “frozen” in the initial stage by permanent entanglements of the chains.

The introduction of nanodiamonds in the semi-IPN samples result in essential

changes in dynamic mechanical behavior of materials especially in the temperature

range of PU glass transition (Fig. 9.5). The introduction just 0.25 % of filler into PU

network lead to decreasing of amplitude of tan δ and broadening of glass transition

domain of PU due to the formation of boundary layers of polymer on the surface of

filler particles and, as a result, some restriction of polymer dynamics.

Fig. 9.3 Free energies of

mixing of individual

networks and semi-IPNs

with artificial

nanodiamonds: PU (1),

PHEMA (2), semi-IPNs

with 17 % PHEMA (3),

with 28 % PHEMA (4),

with 37 % PHEMA (5) [23]
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The formation of PU in the presence of nanofiller particles could result also in

separation of hard and soft segments of polymer as the two maxima could be

observed in the glass transition temperature domains of filled polymer (Fig. 9.5,

curve 5). For filled semi-IPNs. the superposition of two glass transition temperature

domains of PU and PHEMA for small content of PHEMA and full suppression of

segmental dynamic of PU for large amount of PHEMA were observed (Fig. 9.5,

curves 2–4).

The essential changes of dynamic mechanical behavior of PU could be explained

by preferential adsorption of PU chains on the nanodiamond particles surface

during process of nanocomposites formation. This is correspondent with the ther-

modynamic affinity of the IPN’s components to the nanofiller particles (Fig. 9.3).

Fig. 9.4 Dynamic

mechanical measurements

of tan δ vs. temperature for

unfilled semi-IPNs:

PHEMA (1), semi-IPNs

with 57 % PHEMA (2), with

32 % PHEMA (3), with

17 % PHEMA (4), PU (5)

Fig. 9.5 Dynamic

mechanical measurements

of tan δ vs. temperature for

semi-IPNs contained

0.25 % of nanodiamonds:

semi-IPNs with 57 %

PHEMA (2), with 37 %

PHEMA (3), with 17 %

PHEMA (4), PU (5)
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In Fig. 9.6, the dynamic mechanical behavior of nanocomposites with different

amount of nanodiamonds is presented. Temperature dependence of tan δ for unfilled
semi-IPN containing 17 % PHEMA has two maxima in the range of glass transition

domains of polyurethane and PHEMA (Fig. 9.6, curve 1). This indicates a two-phase

structure of the investigated semi-IPNs. At the same time, the bridge between the

two maxima is high enough. This means that two peaks overlap to some extent, and

this is due to the microphase separation in the semi-IPN is not complete [12, 13, 17].

The introduction of nanodiamonds (Fig. 9.6, curves 2–4) leads to significant

decrease in the intensity maximum in the glass transition temperature of polyure-

thane (223–273 K) and leads to the shift of the peak towards lower temperatures.

This is consistent with results of investigation of nanocomposites, where the

polyurethane was the matrix, and this is the evidence of inhibition of segmental

motion of polyurethane in the nanocomposites where the matrix is a semi-IPN.

However, the impact of the introduction of the nanodiamonds to the maximum

tan δ in the PHEMA glass transition temperature (348–423 K) has the opposite

direction (Fig. 9.6, curves 2–4). It could be seen that the introduction of nanofiller

leads to an increase in the intensity these maxima, their expansion, and shift

towards low temperatures. This means that segmental motion of PHEMA in the

nanocomposites is more free than in the unfilled semi-IPN. This effect of nanofiller

is very different from the situation in filled PHEMA, where the introduction of

nanodiamonds resulted in restriction of segmental motion.

Introduction of nanofiller into the multicomponent polymer matrix during pro-

cess of polymers formation leads not only to the formation of surface layers of

polymers on the nanoparticles, but also leads to the changes in the microphase

separation of matrix’s components [14, 17, 22]. In this case, obviously, deepening

of microphase separation between the polyurethane and PHEMA in the presence of

nanofiller during process of the nanocomposites formation will take place. How-

ever, preferential adsorption of PU chains on the surface of filler particles during

process of nanocomposites formation resulted in inhibition of segmental motion of

polyurethane and thawing segmental motion of PHEMA at lower temperatures

(Fig. 9.6, curves 2–4).

Fig. 9.6 Dynamic

mechanical measurements

of tan δ vs. temperature for

semi-IPNs with 17 %

PHEMA (1) and for

nanocomposites based on

semi-IPNs with 17 %

PHEMA contained 0.25 %

(2), 1 % (3) and 3 % (4) of

nanodiamonds
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9.3.3 Creep Rate Spectroscopy Investigation
of Nanocomposites

The CRS investigation of nanocomposites produced the results consistent with

DMA results [17, 22]. The maximal effect was observed for samples containing

0.25 % of filler. The separation of hard and soft segments is clearly observed for

filled PU. Figure 9.7 shows the creep rate spectra obtained for neat PU network and

ND-containing nanocomposites based thereon in the temperature region of PU

glass transition. The pronounced dynamic heterogeneity in the glass transition of

this PU network has already been displayed by CRS in the previous work [14]. As

was shown, its CR spectrum, located between –60 and 50 �C, consists of four

overlapping peaks, with the maxima at about –30(I), –10(II), +10(III), and +40 �C
(IV). Peaks I–III were tentatively assigned to step-like unfreezing of a few seg-

mental dynamics modes within five-segment PPG crosslinks (Mw¼ 2.000 g mol–1),

due to different positions of segments regarding PU network junctions and different

hindering dynamics, respectively. Peak IV was assigned to unfreezing of network-

junction motion. Figure 9.7 shows that the introduction of NDs particles results in

some redistribution of the intensities of spectral peaks; nanofiller affects stronger

lower-temperature peaks. Interestingly, below 0 �C the suppression effect was the

largest at the minimal ND content in a nanocomposite.

Fig. 9.7 Creep rate spectra obtained for neat PU network and ND-containing nanocomposites

based thereon at tensile stress of 0.3 MPa in the temperature region of glass transition. ND weight

contents are indicated [22]
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Figure 9.8a, b shows the CR spectra of the 83PU-17PHEMA-ND

nanocomposites obtained over the temperature range covering both PU and

PHEMA glass transitions. The introduction of 17 wt.% PHEMA into PU network,

with the formation of hybrid semi-IPN, resulted in some suppression of segmental

dynamics at low temperatures [14]. Therefore, the increased tensile stress of 3 MPa

was used to register the distinct CR spectra of these compositions at �100 to 40 �C
(Fig. 9.8a). On the whole, the complicated influence of the added NDs on glass

transition dynamics in the 83PU-17PHEMA network is observed. Figure 9.8, a

shows some suppression of dynamics by ND particles at the lowest temperatures of

�80 to �40 �C but, contrarily, accelerated creep in nanocomposites with 1 or 3 %

NDs starting from �30 �C. This effect of increased mobility (creep rates) in

nanocomposites, compared to that in unfilled semi-IPN, is retained up to 50–

80 �C (Fig. 9.8b).

Further, a single, very intense glass transition peak with Tmax¼ 90 �C, observed
in the CR spectrum of neat PHEMA, changed only slightly in the PHEMA-ND

nanocomposite [17, 22].

At the same time, cardinal spectral changes in PHEMA glass transition were

observed in the 83PU-17PHEMA-ND nanocomposites (Fig. 9.8b): the introduction

of ND particles strongly changed the “relaxation picture” at elevated and high

temperatures. The main effect here is a sharp suppression of PHEMA segmental

dynamics (creep at low stress) over the range of 90–180 �C that corresponds to

disappearance of high-temperature heat capacity anomaly in the DSC curve. The

highest creep resistance at 150–180 �C is observed at the minimal ND content of

0.25 wt.% in the nanocomposite whereas, contrarily, the least effect of suppression

of dynamics by nanofiller is registered at 3 wt.% NDs (Fig. 9.8b).

Fig. 9.8 (a, b) Creep rate spectra obtained for the 83PU-17PHEMA network and ND-containing

nanocomposites based thereon in the temperature regions of PU glass transition, at tensile stress of

3 MPa (a), and of PHEMA glass transition, at tensile stress of 0.2 MPa (b). ND weight contents are

indicated [22]
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Again, the introduction of ND particles resulted also in the opposite effect of

some accelerating segmental dynamics at 20–70 �C (Fig. 9.8b), i.e., increasing

creep rates in the temperature region between the β- and α-transitions of PHEMA.

9.3.4 Mechanical Testing of Nanocomposites

Investigations of physico-mechanical properties of the nanocomposites have shown

that the results are in good agreement with the calculations of thermodynamic

parameters of polymer–fillers interactions. In Fig 9.9, the stress–strain curves

for a series of samples containing the same amount of nanodiamonds (0.25 %),

but different content of PHEMA in the matrixes are presented. Figure 9.10

presents the stress–strain curves for a series of samples having the same polymer

matrix—semi-IPNs with PHEMA content of 28 %, but different amount of

nanofiller.

It could be seen (Fig. 9.9) that for nanocomposites containing the same amount

of nanofiller, stress at break naturally increases with the content of the second

component of the semi-IPN—PHEMA. In this case, Young’s modulus, which is

proportional to the angle of initial part of curve’s slope, increases dramatically for

the sample containing 57 % of PHEMA. This may indicate a phase inversion of

polymers constituent of matrix, or the formation of two-phase continuity of structure

of two polymers constituent of matrix for semi-IPN containing 57 % of PHEMA.

In the study of the nanocomposites that have the same polymermatrix—semi-IPNs

with PHEMA content of 28 %, but different amount of nanofiller (Fig. 9.10), it

appears that all filled samples had higher stress at break and Young’s modulus in

comparison with unfilled samples (Fig. 9.10, curve 1). Thus, this result correlates

with the data of thermodynamic calculations and suggests that artificial

nanodiamonds could be a reinforcing nanofiller for investigated systems.

Fig. 9.9 Stress–strain

curves for nanocomposites

contained 0.25 % of NDs

based on different matrixes:

PU (1), PU/PHEMA semi-

IPN with 17 % PHEMA (2),

PU/PHEMA semi-IPN with

28 % PHEMA (3),

PU/PHEMA semi-IPN with

37 % PHEMA (4),

PU/PHEMA semi-IPN with

57 % PHEMA (5)
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At the same time, it could be seen (Fig. 9.10) that the maximum of stress at break

and maximum of Young’s modulus characterize the nanocomposite with filler

content of 0.25 % (Fig. 9.10, curve 2). With further increase of filler content

(1–10 %), the relative decrease in stress at break is observed (Fig. 9.10, curves

3–5). This may indicate the formation of aggregates and clusters of nanofiller in the

structure of nanocomposites with increasing nanofiller content, and as a result, the

reduction of effective filler surface that interacts with components of the polymer

matrix occurred [22].

At the maximum amount of artificial nanodiamonds (20 %), high Young’s

modulus observed, which is close to the value for the sample with minimal

nanofiller content (0.25 %). But at the same time, the strain of this sample is

dramatically reduced (Fig. 9.10, curve 6). This is connected with increasing

nanofiller aggregation, the formation of continuous cluster of nanofiller, which

prevents elongation of the nanocomposite’s specimen with 20 % of artificial

nanodiamonds [22].

9.4 Conclusion

The artificial nanodiamonds (NDs) with particle size of 2–50 nm (produced by

high shock blow method) were used as nanofiller for composites based on

multicomponent polymer matrix that consists of polyurethane and poly

(2-hydroxyethyl methacrylate). The thermodynamic miscibility, dynamic mechan-

ical, physical-mechanical properties, segmental motions, and morphology of com-

posites have been investigated.

The vapor sorption by filled composites and by nanodiamonds was studied, and

thermodynamic affinity of polymer components to the filler was estimated. The free

energy of interaction between the polymer components and nanofiller was negative;

Fig. 9.10 Stress–strain

curves for PU/PHEMA

semi-IPN with 28 %

PHEMA and with different

amount of nanodiamonds:

0 % (1), 0.25 % (2), 1 % (3),

5 % (4), 10 % (5), 20 %

(6) [24]
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this means that NDs can be considered as the reinforcing nanofiller for the inves-

tigated polymer systems.

The mechanical properties of semi-IPN samples reflect the changes in structure

with increasing amount of PHEMA in the systems. The stress at break changes from

3.5 to 24 MPa but strain at break has the extremum at 40 % of this polymer.

Young’s modulus increases from 13 up to 658 MPa with a fraction of PHEMA. The

introduction of nanodiamonds into the semi-IPN samples resulted in the significant

increase in stress at break and in Young’s modulus. The maximal effects have been

obtained for samples with 0.25 % of filler. The increasing amount of filler in the

semi-IPN samples resulted in a relative decrease of reinforcing effect.

Segmental dynamics and elastic properties were studied by CRS method, net-

work structure, and dispersion/spatial distribution of ND particles were studied by

AFM/IRS techniques. The effects of double hybridization, the pronounced dynamic

heterogeneity, the anomalous changes in PHEMA glass transition, sharp suppres-

sion of dynamics, and multifold enhancing elastic properties at only 0.25 wt % NDs

were found. It is due to improved dispersion-/distribution of NDs, and the united

glass transition, extending from –60 to 160 �C, and these effects are of interest for

the biomedical and technical applications.
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Chapter 10

Spin-Crossover Nanocrystals
and Ising Model

Iu. Gudyma, A. Maksymov, and V. Ivashko

10.1 Introduction

In the last decades become attractive the transition metal compounds as a new

molecular magnetic materials able to slightly improve the existing characteristics of

IT devices. The spin-crossover (SC) compounds belong to the family of bistable

molecular magnetic complexes and are functional switching materials that can

change their spin state under external physical perturbations (pressure, radiation,

temperature, the actions of magnetic or electric fields). To these materials are

attributed the coordination complexes with d4–d7 electronic configuration of tran-

sition metal ion situated in the center of ligand field with octahedral symmetry.

The action of ligand field split the d-level into two sublevels characterized by

different repartition of d-electrons on them. The formed electronic configuration

defines the spin state of the compounds. Typically, for spin-crossover compounds

the electronic configuration of transition metal ions may have one of two stable

states: high-spin (HS) or low-spin (LS) state. The setting of spin-state is related to

the balance between the orbital energy, which is necessary for populating all the 3d

sublevels, and the average energy of the Coulomb interaction between the electrons

on the d-levels. As a result of an external perturbation the spin state of ion changes

from paramagnetic LS to diamagnetic HS state [1–4].

The feature of SC lies in so-called spin transition that occurs within one bistable

molecule and phase (cooperative) transitions that are the result of intermolecular

interactions. These phenomena are related to the features of HS state of the

Iu. Gudyma (*) • A. Maksymov • V. Ivashko

Chernivtsi National University, Kotsiubynsky Str., Nr. 2, Chernivtsi 58012, Ukraine

e-mail: yugudyma@gmail.com

© Springer International Publishing Switzerland 2015

O. Fesenko, L. Yatsenko (eds.), Nanoplasmonics, Nano-Optics, Nanocomposites,
and Surface Studies, Springer Proceedings in Physics 167,

DOI 10.1007/978-3-319-18543-9_10

165

mailto:yugudyma@gmail.com


molecule that takes up more volume in space than LS one. Obviously, it should lead

to elastic effects during conversion. For considering both magnetic and mechanical

properties of materials we can use Ising-like model, which takes into account

internal and external factors of compressibility. The microscopic Ising-like model

for spin transition was suggested for the first time by Wajnflasz and Pick in papers

[5, 6]. Some time ago this model was used for two-step spin-crossover of binuclear

molecules [7, 8]. The microscopic Ising-like model was developed as two-level

model with additional degeneracies implicitly accounting for intramolecular vibra-

tions in paper [9]. These models reproduce the most equilibrium properties of SC

materials, but the explanation of the nature of cooperativity requires to take into

account the relation between the spin state and lattice degrees of freedom [10]. For

the examination of equilibrium properties of SC solids authors [10] introduced an

anharmonic Ising-like model developed in reference [11]. Based on this approach it

is possible to describe the phase transition with two order parameters [12].

Klinduhov, Chernyshov, and Boukheddaden proposed a generalized version of

the Ising-type Hamiltonian describing the spin-crossover SC solids, accounting for

the tunneling effect, lattice phonons, and spin–phonon interactions [13]. It has been

shown that under Lang-Firsov-type transformation, the model becomes isomorphic

to an effective Ising-type Hamiltonian in which the “exchange” coupling between

the spin operators originates from a multiphonon interaction, thus explaining the

origin of the elastic interaction between the SC units.

The last achievements of chemical technologies make able to obtain the

nanosized spincrossover materials through direct synthesis of coordination

nanoparticles and nanopatterned thin films as were reported in [14–16]. Magnetic

nanoparticles are of particular interest due to obvious applications for data storage

into high density media. In addition, functionalized at room temperature magnetic

nanoparticles can offer a wide variety of additional applications, specially for

biological/medical usage. Protein detection, drug delivery, or tumor treatment are

some other applications where magnetic nanoparticles can make a difference.

10.2 Ising-Like Thermodynamic Model of Spin-Crossover
Compounds

10.2.1 Theoretical Considerations

The complexes of transition metals with the electronic configuration d4–d7 can

have both high spin (HS) and low spin (LS) central ions. For example, the d6

complexes of ferrous Fe2+ ion can have both ground states with total spin S¼ 2

(HS) and S¼ 0 (LS). In octahedral symmetry Oh only the HS and LS states are

possible [17]. The five d-orbitals of bivalent iron ion are split into three t2g- and two
eg-orbitals. The spin state is established by the balance between the orbital energy

necessary to occupy all accessible 3d levels (measured by the size of crystal field Δ)
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and the average energy of the Coulomb repulsion of the d-electrons. If these values
are approximately equal, the difference between the energy minima of the

corresponding HS and LS terms becomes comparable to the thermal energy.

Under these conditions both states are populated and the system is bistable. In

addition HS and LS states have different molecular volumes and this difference

induces the HS–LS difference in inter-ion distances and generates both short and

long range interactions [18–21]. It is noted that the free HS ferrous ion has the larger

volume than the LS one. The spin conversion between the states in these com-

pounds may be induced by a change of temperature, of pressure, of magnetic or

electric fields or by light irradiation. The inter-conversion between the electronic

spin states, that occurs in coordination compounds of 3d elements, is known as the

spin-crossover transition [2–4, 22]. For example, the spin state of ferrous ion

changes from diamagnetic (S¼ 0, 1A1) in the LS state, to paramagnetic

(S¼ 2,5T2) in the HS state. The possibility of conversion of the spin states through

external stimuli opens the perspectives for switches and magnetic storage devices.

We consider thermodynamic model of spin-crossover compounds in the sim-

plest way: when all deformations are homogeneous and isotropic and magnetic ions

occupy lattice units of a cubic form, followed by their restriction to specific points

of a regular space. The Hamiltonian of the model has the form:

H ¼ �h
X
i

si �
X
fi, jg

Ji jsis j þ 1

2
Kξ2 � Pξ, ð10:1Þ

here si is a fictitious classical spin which has two eigenvalues� 1, corresponding to

the LS and HS states, respectively (i 6¼ j). Variable ξ ¼ ða� a0Þ=a0 is the change of
relative inter-ion distance, a0 is the average distance between neighboring spins at an
equilibrium temperature Teq and an atmospheric pressure, a is the average distance

between neighboring spins at temperature T and external uniform pressure P. This
Hamiltonian has often been proposed as phenomenological one and describes

isotropic elastic media with classical spins. A simple phenomenological approach

to the problem is the mean field approximation with the nearest-neighbor interac-

tions in form
X

jð j6¼iÞJij � zJ where z is the coordination (the number of nearest

neighbors of a given molecule in the lattice).

In the present model the effects of ligand molecules on the transitions are taken

into account mainly through the energy separation h between the 1A1g and 5T2g
states. In the discrete level approach, for the isolated magnetic molecule, the

uniform “magnetic field” h is generally the energy distance between the HS and

the LS states

h ¼ �ðΔ� kBT ln gÞ, ð10:2Þ

where the parameter Δ is directly related to the crystal field of the site, kBT is the

thermal energy, g ¼ gH =gL is the electrovibrational degeneracy ratio between

the HS and LS states. A characteristic temperature for spin conversion Teq is defined
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by kBTeq ln g¼Δ, which corresponds to 〈s〉 ¼ 0. The HS fraction nH of HS and LS

complexes in the crystal is the natural order parameter of the LS $HS transition.

Since nH þ nL ¼ 1 and nH � nL ¼ 〈s〉, so that nH ¼ 1
2
ð1þ 〈s〉Þ. Thus we can obtain

nH ¼ nL ¼ 1
2
for the equilibrium temperature Teq.

The second term in the model (10.1) describes the intermolecular interactions of

elastic origin through a phenomenological parameter accounting the ferromagnetic

coupling (J> 0) between neighboring spins i and j. This is the simplest way to

express the cooperativity between magnetic molecules [23–26]. In a first approach

we thus merely took into account the existence of cooperativity without giving

details of its origin.

The third term on the right in our Hamiltonian corresponds to the elastic energy

of the crystal lattice, which is represented by harmonic potential between the

nearest neighboring spin pairs, where K is the bulk modulus of the crystal lattice.

The last term in (10.1) includes the effect of a constant external pressure. In this

model, we have assumed that the relaxing diamagnetic state ð〈s〉 ¼ 0Þ at any

temperature is unstrained, thus we neglect the thermal expansion.

So far, the effect of coupling between the fictitious spin and the strain has been

neglected. This coupling gives rise to spontaneous strains in the process of ordering

of the quasispins. The linear approximation of the exchange coupling dependence

on lattice constant is motivated in such a way that only small deformations are

considered. We will take into account the major origin of the coupling as the linear

dependence of the exchange-like

J ¼ J0 þ J1ξ, ð10:3Þ

where J0 is the “exchange” function from the rigid-lattice value, J1 is the first

derivative of the exchange integral by strain. In this thermodynamic model, we also

deal with the interactions between the magnetic ions which have a finite range

(distance).

10.2.2 The Gibbs Free Energy

As is well known the free energy is that part of the internal energy of the system that

can be converted into work. On the semi-macroscopic level of description

neglecting fluctuations in the nearest-neighbor approach, the Hamiltonian (10.1)

satisfies the conditions of the following equation:

H ¼ NzJ þ 4NzJn2H � 4NzJnH þ 1

2
Kξ2 � Pξ� ðhþ 4zJnH � 2zJÞ

X
i

si, ð10:4Þ

where N is the number of molecules. The partition function is defined as:
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Z ¼
X
s1¼�1

X
s2¼�1

. . .
X
sN¼�1

expf�β½NzJ þ 4NzJn2H � 4NzJnH þ 1

2
Kξ2 � Pξ�g, ð10:5Þ

where β is the inversion heat energy. The Gibbs free energy is given by:

G ¼ �kBT ln Z: ð10:6Þ

The Gibbs free energy per spin can be calculated by using the next equation:

g ¼ G

N
¼ zJ < s>2 þ Kξ2 � pξ� kBT ln½zðxÞ�, ð10:7Þ

where z(x)¼ 2cosh(x) and x ¼ ð2zJ〈s〉þ hÞ=kBT, 〈s〉 ¼ 2nH � 1, K ¼ K
N, p ¼ P

N.

In Fig. 10.1 are presented the results of the calculation of the Gibbs free energy

per spin.

For the carried out calculations based on Eq. (10.7) we have used the following

values of the system parameters: Δ¼ 1.000, K¼ 1.000, z¼ 4, kB¼ 1, ξ¼ 0,

J0¼ 100, ln g¼ 5, p¼ 0. According to the resulting plots presented in Fig. 10.1 it

is clearly seen that during the change of temperature the stable and metastable state

are always realized for the fixed values of HS fraction of molecules, whereas

unstable state varies. The asymmetry of free energy that is shown is the main

reason of different properties for LS and HS states.

The minimizing of the free energy with respect to nH and ξ leads to

self-consistent equations:

nH ¼ 1

2
½1þ tanhðxÞ�, ð10:8Þ

ξ ¼ 1

2K
ðp� zJ1〈s〉

2Þ: ð10:9Þ

The physical solutions of this set of coupled equations minimize the free energy

and define the equilibrium properties of the system. Values nH and ξ are its two

coupled order parameters. Thus in the studies of spin-crossover transition, two

a b c

Fig. 10.1 The dependence of Gibbs free energy per spin on HS fraction of molecules below the

equilibrium temperature (T< Teq,T¼ 175K ) (a),ðT ¼ Teq ¼ 200KÞ (b) and (T> Teq,T¼ 225K ) (c)
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different quantities may serve as order parameters. Note that the lattice changes are

reflected in the sum of strain caused by the magnetization and the applied external

pressure. From high temperature expansion of the function in Eq. (10.8) we have

the following Tc
0:

T0
c ¼

2zJ0
kB

: ð10:10Þ

Now, if the temperature Tc
0 is replaced by Teq, the critical interaction parameter J0

c

may be defined as:

Jc0 ¼
kBTeq

2z
: ð10:11Þ

We will show next that the values Teq, Jc
0 determine a critical point.

Due to the non-linear character of the functions nH, ξ, Eqs. (10.8), (10.9) have
to be solved numerically. The corresponding order parameters are plotted in

Fig. 10.2 as the functions of T. Since the coordination number for 2D

system is z¼ 4, we set the parameter J0
c¼ 25K, which gives the realistic value of

transition temperature Tc
0¼ 200K. We will see that the system shows qualitatively

different dynamic behavior of nH and ξ. As is shown in Fig. 10.2, the equilibrium

state of the system corresponds to the values nH¼ 0. 5 and ξ¼ 0. The thermal

behavior of the dynamic order parameters characterizes the nature of phase

Fig. 10.2 The coupled dynamic parameters as functions of temperature. The result was obtained

for the case when J0¼ 25, J1> J1(cr)¼ 65 where J1(cr)¼ 64. 5497 and p¼ 0
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transitions that may be discontinuous or continuous, depending on the choice of the

values of J0 and J1.

The first-order phase transition results from zero coefficient at 〈s〉3 in above

expansion. Simultaneously the coefficient at 〈s〉also should be zero. When p¼ 0 this

criterion is as follows:

J21 crð Þ ¼
4

3

J20K

kBTc
: ð10:12Þ

The expression represents the condition for a tricritical point on the second-order

phase transition curve. For J1> J1(cr) the first-order phase transition is obtained. In

the opposite case, the second-order phase transition occurs. Thus the order of the

phase transition from diamagnetic to paramagnetic state is determined by J1(cr), the
parameter which depends on βc, the ferromagnetic exchange for nearest neighbors

J0, and the compressibility of the lattice.

10.2.3 The Behavior of Entropy

After substitution the solutions of Eqs. (10.8) and (10.9) for nH and ξ into the

expression (10.7) the thermodynamic potential is getting an equilibrium and may

be used for calculating the thermodynamic parameters. For example, we obtain the

entropy S ¼ �∂g=∂T, taking into account the explicit dependence of Gibbs free

energy on the temperature

S ¼ kBðln½zðxÞ� þ ðlng� xÞ〈s〉Þ � ∂K
∂T

ξ2: ð10:13Þ

For further calculations we neglect the term related to temperature dependence

of compression module. If we given the explicit form of the values Tc
0 (10.10) and

J1(cr) (10.12), the transformed view for the variable x takes the form

x ¼ 1

kBT
kBT

0
c �

zJ1 p

K

� �
〈s〉þ z2J21〈s〉

3

K
þ h

� �
: ð10:14Þ

We have shown that fluctuation of position of magnetic ion leads to additive term

proportional to 〈s〉3 and renormalize term proportional to 〈s〉.
In Fig. 10.3 we plot the entropy S(T ) for p¼ 0 and J1¼ 0 for different interaction

parameter J0. The curves describe the second-order transition obtained for J0¼ 20K
[line(1) (green online)] and the first-order transition obtained for J0¼ 30K [line

(3) (blue online)]. The line (2) (red online) calculated for J0
c¼ 25K demarcates the

regions with first-order phase transition and second-order phase transition. For this

boundary case the influence of the parameter J1 on the entropy and HS fraction is

investigated (see Fig. 10.4).
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Fig. 10.3 The entropy S(T ) as a function of temperature T for various J0. Inset: Computed HS

fractions nH corresponds to the entropy curves. The line 1 (green online) is for J0¼ 20K, the line
2 (red online) is for J0¼ 25K, and the line 3 (blue online) is for J0¼ 30K

Fig. 10.4 The entropy S(T ) as a function of temperature T for J0¼ 25K and J1¼ 45K (curve 1—

second-order transition), J1¼ 64. 5497K (curve 2—spinodal transition), J1¼ 85K (curve 3—first-

order transition). Inset: Computed HS fractions nH corresponds to the entropy curves
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The respective behavior of HS fractions nH during first-order and second-order

phase transitions together with transition curves for spinodal boundary is presented

in insets of Figs. 10.3 and 10.4. Figure 10.4 illustrates the effect of increasing the

strain force on the transition curves for HS fraction and the entropy. As Fig. 10.4

shows the increasing of J1 leads to a forthcoming of first-order phase transition.

To analyze the effect of applied pressure p, we have considered SC system for

J0¼ 25K and J1¼ 85K. The obtained results are reported in Fig. 10.5 and they

undeniably exhibit the dependence of the entropy function and the thermal vari-

ation of the HS fraction on applied pressure. All functions in Fig. 10.5 are calcu-

lated for equivalent J0 and J1, while corresponding applied pressures are p¼ 0K,
25K, 50K, and 100K from (1) to (4), respectively. The sharp change in the

difference of entropy, associated with the magnetic phase transition, is induced

by pressure.

From (10.8) and (10.14) close to the magnetic phase transitions the following

equation is obtained

A < s > þB < s>3 þ C < s>5 ¼ 0, ð10:15Þ

where

A ¼ T � Tc

T
, ð10:16Þ

Fig. 10.5 The entropy S(T ) as a function of temperature T for J0¼ 25K, J1¼ 85K and various

applied pressures p. Inset Computed HS fractions nH corresponds to the entropy curves
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B ¼ A
Tc

T
þ 1

3

Tc

T

� �3

� zJ1 pT
0
cTc

kBKT
4

� z2J21
kBKT

, ð10:17Þ

C¼ T0
c

T

� �2

þ J1 pz

kBKT

� �2
" #

� 4

3

Tc

T

� �3

þ 2

3

T0
c

T

� �4

þ J1 pz

kBKT

� �4
" #

� 2

15

Tc

T

� �5

� 2
J1 pT

0
cz

kBKT
2

1þ J1z

p
� J21z

2

kBKT
þ J21z

2

kBKT

� �

þ 4
J1 pzT

0
c

kBKT
3

Tc þ J1 pzT
0
c

kBKT

� �
� 8

3

J1 pzT
0
c

kBKT
4

T0
c

� �2 þ J1 pz

kBK

� �2
" #

þ 2

3

J1 pzT
0
c

kBKT
5

Tcð Þ � 4

3

J1 pzT
0
c

kBK

� �2
Tc

T5
þ J21z

2

kBKT
1þ T0

c

T

� �2

þ J1 pz

kBKT

� �2
" #

:

ð10:18Þ

The value of Tc depends on the pressure p according to (10.19). One observes that as
the pressure is raised the critical temperature Tc is decreased.

Tcð pÞ ¼ T0
c �

zJ1 p

kBK
: ð10:19Þ

For a given temperature T and intermolecular interaction J0 the equilibrium

values of nH and ξ can also be directly obtained by calculating the Gibbs free

energy (10.7) at all points in the J0 � T plane. We focus on the analysis of the main

properties of the phase diagram obtained for p¼ 0 and J1¼ 0 in the mean-field

approximation. In Fig. 10.6 we plotted numerically the phase diagram in a J0 �
T plane. The solid line stands for the boundaries between monostable and bistable

compositions. They correspond to the appearance of a secondary minimum in the

free energy. Above this line the transition occurs with the coexistence of two states.

By analogy with traditional equilibrium systems the metastable state corresponds to

the local minimum of the free energy while the stable state corresponds to the

global minimum. Accordingly, the change from the LS to the HS phases occurs

below a critical point (Teq; J0
c) with temperature rising. The critical point separates

the second-order transition region from the first-order one. The vertical dashed line

indicates the points of equivalent energy in both states. These are illustrated in the

inset of Fig. 10.6.

The plots shown in the phase diagram are closely related to the transitions

depicted in Figs. 10.3, 10.4, and 10.5. Below the critical point for value J0< J0
c

transition occurs gradually, if it takes the values above J0
c it is accompanied by

hysteresis. The width of the hysteresis is determined by the temperature interval T,
that may be defined by the intersection of horizontal straight line with the solid one

shown in the figure. Noted that the nonzero p has caused only quantitative changes

in comparison with the case for p¼ 0. The critical point has shifted to a smaller

value of J0 together with the solid line.
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10.3 The Breathing Crystal Field Model

10.3.1 General Aspects

The interconversion of the spin states HS and LS can be determined by a change of

an external variable such as temperature T or pressure p if the energy difference

between the octahedral ligand field splitting energy Δ and the mean spin-pairing

energyΠ slightly differs from zero. Therefore the value of Δ is crucial to control the

behavior of SC molecules. The SC compounds can be also switched from an LS to a

HS state and vice versa under irradiation by visible light or magnetic field. Several

physical theories, based on SC characteristic features, have been elaborated.

In the point charge model approximation of the ligand field theory [27]

Δ ¼ 5

3

Ze2

R5
〈r4〉, ð10:20Þ

where Ze is the charge (effective) of the ligand; R is the metal-ligand distance; 〈r4〉 is
the mean fourth power radius of the d electron. One has to note that this relation

Fig. 10.6 Phase diagram for a spin transition system described by a Hamiltonian (10.1) for p¼ 0

and J1¼ 0
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is valid only within an electrostatic model and for perfect octahedral symmetry. In a

more rigorous approach, if we consider the value of a ligand field splitting energy in

a small time interval, it is necessary to take into account its instantaneous and local

fluctuations.

The parameters defining the ligand field splitting energy are not characterized by

their precise meaning, but undergo spontaneous fluctuations, even in the thermo-

dynamic equilibrium. It is obvious that it leads to the random deviation from the

meaning value of the ligand field splitting energy. Since at the critical temperature

the crystal field is zero, the introduction of fluctuations is relevant and important for

the description of the evolution of systems around the thermal phase transition.

Fast and ultra-fast time-resolved diffraction provides direct experimental

method of probing such structural dynamics, corresponding to atomic motion or

changes of local structure in condensed matter [28–30]. The nature of these

fluctuations may be very different but due to its randomness they may be described

through addition of a stochastic term in the above expression for ligand field

splitting energy. The physical basis of the corresponding variation of semi-

empirical parameter Δ may take into account secondary effects as an asymmetric

distortion of the molecular unit, thermal lattice dilatation inherent to crystal solids

or the metal-ligand breathing mode. It may be also the result of structural disorder,

such as disordered ligands or counter ions. These secondary effects are local and

instantaneous and lead to the concept of breathing crystal field model developed in

the next section.

The concept of breathing crystal field may be primarily applied to explain the

behavior of breathing crystals characterized by changes in the metal-ligand bound

length and corresponding alteration in the shape and volume of molecules leading

to a change of the ligand field. Recent reports have shown [29, 31–34] that the

breathing of spin-crossover materials must be taken into account in order to

characterize their phase transition, but dynamic ligand field rearrangements can

be hardly observed in solid state. In the same time, one agrees that nanoscale

phenomena and spatiotemporal dynamics in cooperative SC systems will be the

main driving forces of spin crossover research in the forthcoming years both from

fundamental and applied scientific points of views [16]. In this work we restrict to

FeII SC compounds for which the LS state is characterized by diamagnetic proper-

ties with total spin S¼ 0 and HS state by paramagnetic ones with total spin S¼ 2.

10.3.2 Mathematical Description

For describing the behavior of spin-crossover compounds at molecular level we use

the microscopic Ising-like model, considering intermolecular interaction in the

nearest neighbors approach with the following Hamiltonian:

H ¼ �J
X
<ij>

sisj � h0
X
i

si, ð10:21Þ
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where si is the fictitious spin for each site i (i¼ 1, 2, . . .,N ) with the eigenvalues

� 1 which correspond to HS and LS states, respectively. The first term in the

model (10.21) describes the intermolecular interactions of elastic origin through a

phenomenological parameter accounting for the ferromagnetic coupling (J> 0)

between neighboring spins i and j. This is the simplest way to express the

cooperativity between magnetic molecules [23, 24]. In a first approach we thus

merely take into account the existence of cooperativity without giving details of its

origin. The second term characterizes the occurrence of intramolecular processes

and describes the action of the crystal field on the spin-crossover site including the

influence of the temperature:

h0 ¼ �ðΔ� kBT lngÞ, ð10:22Þ

where Δ is the energy gap between HS and LS states; T is the absolute temperature;

kB is the Boltzmann constant; g ¼ gHS=gLS is degeneracy of SC states. The

additional term of the ligand field proportional to heat energy kBT is justified by

the internal entropy effects. The Hamiltonian (10.21) is adapted from the

Wajnflasz–Pick model for the short-range Ising-like two-level interacting systems,

describing the main aspects of cooperative behavior of spin-crossover materials [6].

The model, successfully used for reproducing various aspects of the ordering

processes in spin-crossover compounds, reflects the molecular origin of the

spin-crossover phenomenon, and its dependence on intermolecular interactions

[7, 35–39]. As mentioned in the microreview [40] the characteristic features of

the Ising-like model (10.21), (10.22) include wide abstraction and generality,

providing suitable standards referred to as starting points by other new and more

refined approaches [11, 24, 41–44].

At microscopic level, an individual spin-crossover molecule is regarded as an

isolated bistable unit. The interaction with the surrounding medium basically

modulates the zero-point energy difference of the individual molecule and

the change of the spin state—SC phenomenon—may occur at microscopic scale

due to the coupling between the electronic and vibrational structures of the

molecules [45]. In the zero-order mean field approximation the external field h0
is regarded as identical for all molecules in the sample and for all times. This

approach works well for highly symmetric systems, but local and instantaneous

thermal fluctuations break their symmetry, creating deviations from zero-order

approximation, which can be treated by using statistical fluctuations. This approach

is based on the fact that the dynamics of the thermal switching span the microsec-

ond time scale, while the molecular expansion takes place on nanosecond

timescale [29].

It is obvious that the expressions (10.20), (10.22) in the present form describes

the zero-order approximation of the mean-field theory. Therefore the model (10.21)

must be improved for the case with “breathing” crystal field [26]. This means that

the external site-dependent field hi varies in time according to the relation

�hi ¼ �h0 þ ξiðtÞ, which leads to the Hamiltonian of the next form:
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H ¼ �J
X
<ij>

sisj þ
X
i

Δ� kBT ln gþ ξiðtÞ½ �si: ð10:23Þ

From the point of view of Ising model the stochastic process ξi(t) reflects the

external local random field statistically perturbed. From (10.23) it results that the

role of stochastic term becomes significant especially for critical temperatures.

In the simplest case the fluctuations are uncorrelated and can be represented by a

white Gaussian stochastic process. Without considering the local changes the

statistical characteristics of fluctuations can be written as:

〈ξðtÞ〉 ¼ 0,

〈ξðtÞξðt0 Þ〉 ¼ 2ε2δðt� t
0 Þ:

ð10:24Þ

Here ε is the strength of fluctuations (the spectral density of stochastic variable ξ(t)),
t and t

0
are distinct times.

However the fluctuations cannot be theoretically uncorrelated and in a first

approach, they can be described in terms of the Ornstein–Uhlenbeck

(OU) process with an exponential correlation function

〈ξðtÞξðt0 Þ〉 ¼ ε2

τ
exp � jt� t

0 j
τ

� �
, ð10:25Þ

where τ is the autocorrelation time of the stochastic process ξ(t), i.e. a measure of its

memory in time, which is also related to the cut-off frequency characteristic to the

Lorentzian power spectrum of OU noise:

SξðωÞ ¼ 2ε2

τ2ω2 þ 1
: ð10:26Þ

If τ! 0, then the stochastic process becomes white. As it can be seen from Eqs.

(10.25) and (10.26), for strong time correlations τ!1 the power spectrum of

stochastic process becomes virtually negligibly. The stochastic differential equa-

tion which governs its evolutions is written:

dξðtÞ
dt

¼ � ξðtÞ
τ

þ ε

τ
ηðtÞ, ð10:27Þ

where η(t) is the independent white-noise source 〈ηðtÞ〉 ¼ 0, 〈ηðtÞηðt0 Þ〉 ¼�
2δðt� t

0 Þ�. The stationary OU process is frequently used as model of real noisy

signal for which the values of ξ(t) and ξ(t
0
) are noticeably correlated at t� t

0		 		 � τ.
Actually, the fluctuations which provoke the breathing crystal field vary in time

and space. In addition, in the spin-crossover lattice the environmental field of each

site is different. Therefore, the system is characterized by nonzero interactions, which

means that the fluctuations of any individual site are affected by the fluctuation of all
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other sites, i.e. the fluctuations are correlated in space. The system fluctuative

environment may be described as a collection of harmonic oscillators [46]

∂ξi
∂t

¼ C

N

XN
j¼1

ðξ j � ξiÞ �
ξiðtÞ
τ

þ ε

τ
ηiðtÞ: ð10:28Þ

Here C is the global coupling of random component. The noise ηi(t) is Gaussian

with zero mean, and correlation < ηiðtÞη jðt0 Þ >¼ 2δi jδðt� t
0 Þ, where δij is the

Kronecker delta symbol.

10.3.3 Simulation Technique

We consider the spin-crossover molecules situated on a discrete two-dimensional

square lattice with side L between 10 and 120. The evolution of the system is

described by the nearest neighbors Ising-like Hamiltonian (10.23) and was exam-

ined by Monte Carlo (MC) simulation according to Metropolis algorithm. The

system was initialized with all spins up at a high enough temperature. Then we

decrease slowly the temperature and put the system in contact with heat bath at

every considered temperature T. We check then randomly the molecules and verify

if they switch or not using the classical Monte Carlo probabilities.

The Metropolis spin-transition probability is written as follows:

Pðsi ! �siÞ ¼ min 1, exp �ΔHfsig
kBT

� �� �
, ð10:29Þ

where Δ H{si} is the energy difference when a spin changes between si and � si

ΔHfsig ¼ 2Jsi
X
j

s j � 2hisi: ð10:30Þ

We use the unit kB¼ 1 for the Boltzmann constant.

A Monte Carlo step (MCS) is completed when all molecules have been checked

once in average. The sweeping rate is defined as the total number of MCS for every

K. We repeat this procedure till a temperature where almost all molecules have

switched to LS state, then we increase the temperature and proceed similarly till the

starting temperature.

Two types of boundary conditions were considered: (1) periodic boundary

conditions, where the nearest neighbors outside the lattice of the edge spins are

the spins on the opposite edges of the lattice and (2) free edges. In the first case, we

assume that we reach the behavior of infinite system, and therefore the surface

effects are almost negligible.

10 Spin-Crossover Nanocrystals and Ising Model 179



The simulation is an ergodic Markov process with homogenous discrete time

evolution.

The system behavior was examined through the magnetization per spinm, which

is the statistical average of the Ising variable 〈s〉 ¼ 1=L2Σisi. It is directly related to

the order parameter nH, i.e. the HS fraction, since m ¼ 2nH � 1. To avoid the

statistical fluctuation related with Monte Carlo procedure the final value of system

magnetization for each temperature was obtained by thermodynamic average on the

last quarter of MC steps assuming that the system has achieved the steady state.

Colored fluctuations (random component in crystal field) were considered as

numerical solutions of stochastic differential equations (10.24), (10.25) obtained

from Milshtein algorithm [47, 48].

10.4 The Behavior of Breathing Spin-Crossover
Nanocrystals

10.4.1 The Effects of System Size and Boundary Conditions

The behavior of a microscopic system, namely in the case of fluctuative dynamics,

depends very much on the system size because spatio-temporal aspects are obvi-

ously strongly related to the size-reduction effects [16]. The size-dependent prop-

erties are important practical aspect in SC clusters and nanostructures. Recent

developments in the synthesis and characterization of spin crossover

(SC) nanoparticles [49–51] have opened the way for their applications in lithogra-

phy, thin films and new detection methods adapted to nanometric scale [52]. Size

effects in spin crossover nanoparticles have been already investigated in framework

of the Husimi–Temperley model (or Weiss type model) in analytical manner [53,

54] but also using numerical approaches, related to Ising-like model [37],

mechanoelastic model [55] or by considering the size dependent rigidity of

nanoparticles [56]. In this subsection we discuss the influence of system size on

bistable properties of spin-crossover system in microscopic approach by Ising-like

Hamiltonian in the presence of fluctuations (10.23). The focus is done on the

change of hysteresis loop with increasing the system size after the paper [57]. For

our simulation, which are performed following [58], we chose the energy gap

between the system states Δ¼ 1,000 and the states degeneracy g¼ 150. The spin–

spin interaction J¼ 85 is chosen so that it leads to appearance of deterministic

hysteresis loop. These system parameters have been used for all the simulations in

the chapter. The width of hysteresis loop of spin-crossover systems is characterized

by two values of transition temperatures evaluated at nH¼ 0. 5: Tup and Tdown. The
estimation of hysteresis width ΔT ¼ Tup � Tdown for the system with white fluctu-

ations with intensity ε ¼ 100 and different boundary conditions is presented in

Fig. 10.7. The calculations of each point were performed for 5, 000 MC steps. With

increasing the system size the width of hysteresis loop monotonically decreases for
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the system with periodic boundary and monotonically increases for the open

boundary system. But in both cases from the lattices L� 70 the hysteresis width

does not change, i.e. it reaches the saturation. As we can see from Fig. 10.7 the

increasing of system size reduces the influence of fluctuations. We found that the

intensity of fluctuations sets the width of hysteresis loop which shows evident

dependence on system size for small system only. For the spin-crossover system

with constant crystal field the hysteresis width tends to zero for all system size.

The evolution of transition temperatures Tdown and Tup strongly differs for the

systems with open and periodic boundary conditions. In the insets of Fig. 10.7 are

shown the curves of Tdown and Tup for systems with periodic boundary condition

(top) and free boundary condition (bottom). In the first case the decreasing of

hysteresis width is provoked by decreasing of Tup and increasing of Tdown. The
behavior of Tup and Tdown for the second case is opposite: Tup increases and Tdown
decreases up to reach the saturation values of the system size, which takes place for

both cases. Nevertheless in the thermodynamic limit we have obtained the same

results which do not depend on the chosen boundary condition.

From a theoretical point of view, boundary condition effects in spin-crossover

materials have been suggested to play a key role in cluster formation [59]. To

compare the system behavior with periodic boundary condition and free boundary

condition we have calculated the transition curves. The results for the

fluctuationless system with side L¼ 15 are shown in Fig. 10.8. In the inset of

Fig. 10.8 we present the transition curves for the system size 70 � 70. For small

Fig. 10.7 The variation of the thermal hysteresis width as a function of the number of spins for a

system with periodic boundary conditions (black squares) and with free boundary conditions (red
circles) with the parameters Δ¼ 1, 000; g¼ 150; J¼ 85 and ε ¼ 100
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systems with periodic boundary conditions the transition is steeper than those

calculated for the free boundary systems, but for large system sizes this difference

vanishes.

In addition to the above results we were interested to understand how the limits

of finite-size regime depend on fluctuation intensity. For this purpose we calculated

the dependencies of hysteresis width Δ T on lattice size L � L for fixed values of

fluctuations intensity presented in Fig. 10.9. Here the curves marked by squares

(black online), circles (red online), and triangles (green online) are obtained for the

values of fluctuation intensity ε ¼ 100, ε ¼ 150, and ε ¼ 200, respectively. As it

can be seen for larger fluctuations intensity the dependence on system size disap-

pears for smaller system.

Fig. 10.8 The spin

transition in the

fluctuationless system

for different boundary

condition. The symbols
are the same as in Fig. 10.7

Fig. 10.9 The variation of

the thermal hysteresis width

for fixed values of

fluctuation intensity:

ε ¼ 100 (bottom curve);
ε ¼ 150 (central curve); and
ε ¼ 200 (top curve). The
other parameters are those

from Fig. 10.7
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10.4.2 Temperature Induced Hysteresis

We have subsequently examined the bistable behavior and the thermal phase

transition of Ising-like spin-crossover model (10.23) both without random field

action and for external random field with different statistical characteristics. The

results are shown in Fig. 10.10. The calculations in this subsection were performed

for 1, 000 MC steps for the square system with L¼ 70 and periodic boundary

conditions. According to the simulations carried out in previous subsection we

chose the system size large enough so that the system could be considered as an

infinite one. If the system cooperativity is higher than a threshold, the favorable

conditions for the occurrence of hysteresis establish. The values of energy gap,

states degeneracy, and spin–spin interaction chosen in previous subsection give the

critical temperature about 200 K and are not related with specific compounds;

however, similar parameters are frequently used for numerical simulations

[35, 60]. The LS and HS steady states become ordered for the range of saturated

values on the lower and upper parts of transition curves, respectively.

The transition curve marked by squares (black online) in Fig. 10.10a is calcu-

lated for the case without fluctuations. As we can see for the chosen spin–spin

interaction J the hysteresis is almost unnoticeable. The hysteresis loop marked by

circles (red online) corresponds to white fluctuations uncorrelated in space and

time. The curves marked by triangles up (green online) and triangles down (blue

online) describe the cases with space-uncorrelated colored fluctuation (C¼ 0) and

with autocorrelation times τ¼ 2. 5 and τ¼ 5, respectively. The case with correlated

space–time fluctuations (C¼ 0. 5 and τ¼ 5) is presented by the curves marked by

a b

Fig. 10.10 The spin transition curves for different statistical characteristics of fluctuations for

J¼ 85 (a) and J¼ 70 (b). The curve marked by squares (black online) corresponds to

fluctuationless system; marked by circles (red online) corresponds to white uncorrelated fluctua-

tions; marked by triangles up (green online) is for C¼ 0 and τ¼ 2. 5; marked by triangles down
(blue online) is for C¼ 0 and τ¼ 5; marked by diamonds (pink online) is for C¼ 0. 5 and τ¼ 5.

Here the system size is 70� 70. In the inset of (b) one presents the transition curves for fixed white
noise intensities ε ¼ 100 [black (squared) line)]; ε ¼ 115 [red (circled) line], and ε ¼ 120 [blue
(triangled) line] for J¼ 50
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diamonds (pink online). For the simulation of the transition curves in the case of a

random field action represented in Fig. 10.10a we have used the same intensity of

fluctuations ε ¼ 100 and threshold spin–spin interaction J¼ 85 corresponds to a

first-order phase transition regime. Noted that the thermal hysteresis width ΔT
plotted in the Figs. 10.7, 10.9 we have determined as represented in Fig. 10.10a.

For a spin–spin interaction J lower than the above-mentioned threshold, a

second-order phase transition is expected. However, the presence of fluctuations

of crystal field dramatically changes the behavior of the spin-crossover system. The

typical transition curves for an interaction J lower than threshold (J¼ 70), while

keeping constant the other parameters, are shown in Fig. 10.10b for deterministic

system and for a system with white and colored space–time correlated fluctuations

(the markings are sustained as in Fig. 10.10a). As we can see the action of fluctu-

ations promotes the occurrence of first-order phase transition and therefore the

cooperativity threshold for the first-order phase transition shifts toward lower

values. However, the critical transition temperature of the system for the second-

order phase transition region does not change, as one can see in the inset of

Fig. 10.10b where the transition curves for fixed values of white fluctuations

intensity ε ¼ 100 [black (squared) line)]; ε ¼ 115 [red (circled) line]; and

ε ¼ 120 [blue (triangled) line] are presented.

Therefore, for the first-order phase transition the fluctuations of external field

provoke the broadening of the hysteresis loop, and the hysteresis loop for the white

Gaussian stochastic process envelops the ones for fluctuationless and space-

uncorrelated colored fluctuations. With narrowing the spectrum of fluctuations

the hysteresis loop is also narrower. The opposite behavior is observed with

increasing the space coupling of OU random component (10.28). In other words,

if the fluctuations are strongly space-correlated, the hysteresis loop width increases

and finally it may become wider than for the case with white fluctuations. More-

over, for the space-correlated colored fluctuations the forward and reverse transi-

tions do not reach the saturation as for white noise perturbed system.

Transition temperatures Tup and Tdown are associated with the heating and

cooling branches of the spin-crossover process and start from the

low-temperature stable LS state and the high-temperature metastable HS state. In

general, the competition between octahedral ligand field splitting energy Δ and

energy of the molar entropy change ΔS¼Rln g determines which state (LS or HS)

is the preferred one but the breathing of crystal field cardinally changes this

situation. If Δ is larger than kBT ln g (the strong ligand field), the ground is

electronic configuration t2g
6 associated with LS state, otherwise the t42ge

2
g electronic

configuration which corresponds to HS state of iron(II) spin-crossover system

becomes ground. Our calculations show that the transition temperatures of the

system strongly depend on the breathing crystal field.

For a more detailed pictorial view the ferromagnetic phase transition as transi-

tion from a non-magnetically ordered phase to a magnetically ordered we have built

up the snapshots of states during the cooling process for all described types of

hysteresis. The critical temperature of deterministic system was found from the
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Eq. (10.22) and is Tc’ 199. 6. For all other cases the critical temperatures were

found from numerical simulations as temperatures for which the fractions of LS and

HS molecules are the same. In Fig. 10.11 we present the samples of the evolution of

the spin configuration on the square lattice of 70 � 70 spins, for the system without

fluctuations (a); with white uncorrelated fluctuations (b); with time correlated

fluctuations (c) and with correlated space–time fluctuations (d) from starting con-

figuration in which all the spins are aligned and have the value {si}¼ 1.

In Fig. 10.12 one shows the histograms describing the number of sites at a given

value of fluctuating field for colored in time [left hatching (blue online)] and

correlated space–time fluctuations [right hatching (red online)] relative to the

distribution of the field with Gaussian white fluctuations (in the background,

marked by dash line). The narrowing of distributions is a result of increasing of

the autocorrelation time and corresponds to the distribution of OU stochastic

a b

c d

Fig. 10.11 The evolution of spin configuration in the system without fluctuations (a); with

stochastic external field uncorrelated in time and space (b); with time correlated fluctuations (c)
and with space–time correlated fluctuations (d)
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process. It must be noted that in the case of diffusive coupled OU processes (the

space–time correlation of fluctuating centers) the stochastic process becomes

non-Gaussian and non-Markovian [46].

For the system with white random field, with time correlated and colored in space

and time random field with autocorrelation time τ¼ 5 and global coupling C¼ 0. 5

for the last case, the critical temperatures are Tc ¼ TdownðnH ¼ 1=2Þ ’ 197:6,
Tc ¼ TdownðnH ¼ 1=2Þ ’ 198:8, and Tc ¼ TdownðnH ¼ 1=2Þ ’ 196:3, respectively.
One notices the difference in the formation of domain of spins of the same sign near

the critical temperature for the nonfluctuating external field and random field action.

Indeed as are displayed in Fig. 10.11 the spin-crossover system at critical point may

respond in different ways. As we can see from Fig. 10.13a the deterministic system

evolves around the equilibrium value of order parameter nH ¼ 1=2. In the case with
breathing crystal field the system evolves from LS to HS state. This evolution is

gradual for the system with white uncorrelated fluctuations (Fig. 10.13b) and abrupt

for the system with correlated space–time fluctuations (Fig. 10.13c). For all cases in

Fig. 10.13 besides the Monte Carlo trajectories during cooling process for critical

temperatures we show just the ones at temperatures before phase transition and just

after phase transition.

Fig. 10.12 The histograms

of fluctuating crystal field

plotted for the Gaussian

white fluctuations, time

correlated fluctuations for

the τ¼ 5 and space–time

correlated fluctuation for

the τ¼ 5 and C¼ 0. 5 (the

corresponding markings are

described in the text).

Lattice size was 70 � 70

a b c

Fig. 10.13 The evolution of HS fractions of the system close to phase transition as a function of

MC steps without fluctuations (a); with stochastic external field uncorrelated in time and space (b)
and with space–time correlated fluctuations (c)
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To understand these results, one has to note that the system undergoes a weak

first-order phase transition by formation of longer wavelength fluctuations as shown

in Figs. 10.11b and 10.13b. At critical point, this is similar to a spinodal decompo-

sition shown on snapshots. Mean field applied to magnetic ion vanishes and the

system becomes similar to a classical Isingmodel with a second-order transition. For

shorter wavelength fluctuations, this system has a discontinuous phase transition.

10.4.3 The Effect of Correlation of Fluctuations

Now we focus on the dependence of hysteresis loop on the main statistical charac-

teristics of random field: the intensity of fluctuations, autocorrelation time, and

global coupling representing the spatial relationship of fluctuating centers. In order

to study the evolution of hysteresis width under the breathing of ligand field of

various strength we realized a numerical experiment. An example of such simula-

tion for lattice with L¼ 70 and periodic boundary condition is presented in

Fig. 10.14. Here we have considered the space–time uncorrelated Gaussian noise

with τ¼ 5 and C¼ 0. 5. All parameters for numerical simulation are the same as in

previous subsections. As we can see the hysteresis loop width monotonically and

slowly increases with increasing of fluctuation intensity. The monotonic depen-

dence is also observed for the transition temperatures Tdown and Tup. From the inset

of Fig. 10.14 it can be seen that the transition temperature Tdown undergoes a

stronger influence of fluctuations than Tup. Thus the intensity of fluctuations leads

to a broadening of the hysteresis loop due to increasing of Tup and decreasing Tdown
and displays evident dependence on the system size for small system only as

previously shown.

While the above treatment is straightforward, there are reasons to consider the

colored fluctuations with global coupled components which give more realistic

Fig. 10.14 The hysteresis

width vs the intensity of

fluctuations (L¼ 70)
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descriptions of the interactions of SC system with environment. Figure 10.15 shows

the variation of the hysteresis width as a function of fluctuations and coupling constant.

The calculations in the Fig. 10.15 were carried out for a system under influence of

fluctuationswith intensityε ¼ 100and lattice with side L¼ 80. It is worthwhile to note

that the dependencies of the hysteresis width as a function of the autocorrelation time

of fluctuations τ and the global coupling of random component of environment C are

opposite. Contrary to C degree of fluctuations color τ leads to narrowing of ΔT. Such
system behavior may be interpreted as a consequence of vanishing of total power

spectrum of fluctuations with τ!1, which is clearly seen from Eqs. (10.25)

and (10.26). The action of fluctuations is diminished and the system behavior becomes

similar to the deterministic one, which partially can be seen from Fig. 10.11.

10.5 Conclusion

By taking into account the solid strain, we considered a simple Ising-like model with

applied pressure. On the basis of this model we have obtained the free energy per

spin-crossover molecule that makes possible to derive the state equations of the

system. The thermodynamic functions show the transitions that may be divided into

two basic types: (1) continuous high-spin Ð low-spin transitions over a broad

temperature range; (2) discontinuous high-spin Ð low-spin transitions associated

with a first-order phase transition at a definite temperature. The kind of phase

transition in general depends on the magnitude of inter-ion interaction J0. The
obtained results show that increasing the strain component J1 leads to the

Fig. 10.15 The hysteresis

width as a function of the

autocorrelation time of

fluctuations τ and the global

coupling of random

component of environment

C. Lattice size was 70 � 70
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forthcoming first-order phase transition. The obtained phase diagram gives a more

complete description of diffusionless processes occurring in the spin-crossover

system.

Also we have applied the concept of breathing crystal field to spin-crossover

materials examined in the framework of Ising-like Hamiltonian. The essential

feature of the model is the existence of an external (relative to magnetic ion) crystal

field of random statistical nature.

By using Monte Carlo simulations we have computed transition curves for

different external field: (1) without fluctuations; (2) with white fluctuations;

(3) with colored fluctuations without space correlation; and (4) with fluctuations

colored in time and space. The breathing of crystal field provokes the broadening of

the hysteresis loop. Depending on statistical characteristics of fluctuations term the

loop width shows different behavior. For the case with colored fluctuation the width

of hysteresis loop increases with decreasing the color degree of fluctuation and

increasing its global coupling. In the latter case the hysteresis width may be larger

than the one obtained in the case of white fluctuations. The action of fluctuations

decreases the threshold spin–spin interaction of the first-order phase transition.

The influence of the size effects on the hysteresis loops of spin-crossover system

perturbed by fluctuations has been investigated. We have shown that the effects of

fluctuations are more evident for small systems and the increasing of the system

size reduces the influence of fluctuations until the saturation regime is not reached.

The study evolution of HS fractions close to phase transition under various

realizations of the crystal field has also been provided. One may notice the abrupt

evolution of the HS fractions for correlated space–time fluctuations.

It is important to note that the concepts proposed in this chapter may be also

applied for other magnetic breathing crystals different from spin-crossover

materials.
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Chapter 11

Formulation and Rheology of Tape Casting
Suspensions Based on BaTiO3 Nanopowders

S.E. Ivanchenko, I.O. Dulina, S.O. Umerova, A.G. Nikulin,

and A.V. Ragulya

11.1 Introduction

Reducing the size of microelectronic objects is always an important goal. Reducing

the size and increasing of the capacity of multilayer ceramic capacitors can be

achieved by reducing the thickness of its dielectric layers.

Tape casting is an important technology which obtains thin elastic films with

high density, predetermined thickness, and a uniform distribution of powder in

volume of the tape. By using a not complicated equipment, this high-performance

and environmentally friendly technology obtains thin tapes from all materials in

powder state [1].

The method is widely used as a basis for the manufacturing of all modern

electronics and is constantly being upgraded.

Application of the nanoscale powders in this work causes significant differences

in the nature of flow and viscosity of the suspension, due to their high specific

surface and activity [2]. Therefore, for the preparation of a suspension, we cannot

use the classic compound formulation, so it’s necessary to create and explore new

systems. Use of nanopowders will reduce the thickness and roughness of the tape as

well as improve its mechanical properties.

This work investigated the effect of changing the type of the main components

and their quantities on the properties of suspensions and casted tapes based on

nanopowders.
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The suspension for tape casting consists of the following components: solid phase

in powder form which determinates the main features and sphere of application

of the film, the polymer solution which will form a matrix which is uniformly

distributed in the solid phase, plasticizer which will provide the required flexi-

bility and elasticity to the polymer matrix, and solvent required for the preparation

of the polymer and plasticizer solutions, which is also used for wet milling of

the powder. In addition to these basic components, additional components are

used to help improve the stability of the system, to obtain specific properties, and

so on [3].

11.2 Materials and Methods

As solid phase used BaTiO3 powder of our own production with mean particle size

of 20–25 nm, ethanol, butanol, and the azeotropic mixture of low polar solvents

were used as the solvents. Polyvinyl butyral with molecular weights from 40,000 to

75,000 was used as a polymer binder and dibutyl phthalate as a plasticizer.

Preparation of polymer and binder solutions was carried out by dissolving polymer

and plasticizer in chosen solvents.

Milling of powder and preparation of suspensions were carried out using a

planetary mill Pulverisette 6. Rheological properties of suspensions of powder

BaTiO3 were determined by using a rotation rheometer “Rheotest RN4.1.” Films

of BaTiO3 suspensions were formed on casting machine TTC-1200. Measuring of

thickness and topography of the samples was carried out on an optical profilometer

Micron-alpha. Investigation of the microstructure of casted BaTiO3 films was

carried out on metallographic microscope XJL-17AT.

11.3 Results and Discussion

First, change of rheological properties at different stages of preparation of suspen-

sions was carried out in order to identify the role of the effect of individual

components in changing the nature of the flow and to obtain further suspensions.

The main goal is to obtain suspension with predefined nature of the flow.

Firstly, the nature of the polymer solution flow was investigated, and then

plasticizer was added and another study was conducted. These curves were com-

pared with a final BaTiO3 suspension, based on the same polymer solution and

plasticizer (Fig. 11.1).

Reduction of the viscosity after adding the plasticizer can be explained by the

fact that the addition of weakly polar substances such as dibutyl phthalate leads to

better dispersion of the polymer in the solvent which likely corresponds to the

molecular plasticization process [4]. Solutions 1 and 2 show the thixotropic nature

of flow, indicating the presence of structure-polymer networks.
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Adding a powder to the system causes thickening of the suspension. Also the

thixotropic nature of the flow changes to rheopexy (due to the formation of random

bounds after the destruction of the structure and the high activity of particles of

nanopowder).

In order to optimize the process of the preparation of suspensions, the influence

of changing the order of addition of the components on rheological properties was

studied.

In suspension TCS-23, dispersed powder was initially added to a solution of

polymer and then plasticizer solution. In TCS-24 suspension, the order of adding

the components was changed. First, dispersed powder was added to a plasticizer

solution and second a polymer solution. The obtained rheological curves show that

changing the order of addition of components in TCS-24 reduced the viscosity of

the system and changed the nature of the flow curve from pseudoplastic-rheopexy

to pseudoplastic-thixotropic (Fig. 11.2). The formation of a regular spatial pattern

and better passing of plasticizing process can explain this system’s behavior.

Thixotropy increases the viscosity of the suspension in the absence of mechan-

ical stress. During the time when there is no mechanical strain on the suspension,

the forces of short-range order start forming polymer networks. Polymer chains

form weak links all over the suspension creating a grid. The current grid has no

long-range order, such as in the crystal matrix, and is more similar to a short-range

order of the glass mesh [5]. The phenomenon of increase in viscosity with time used

in the casting of thick films of low viscous systems. In addition, thixotropy can

enhance the stability of the system due to the increase in viscosity and sedimenta-

tion stability during the storage of the suspension.

Fig. 11.1 Dependence of viscosity from shear rate for different systems. 1, polymer solution;

2, polymer solution with 15 % of plasticizer; 3, suspension with BaTiO3 powder and 15 % of

plasticizer
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11.4 The Influence of the Quantity of Polymer
in the Suspension on Its Rheological Properties

The quantity of polymer in the suspension greatly affects the viscosity but has a

little effect on the nature of the flow. Suspension with low polymer content shows a

weak rheopexy (Fig. 11.3). Rheopexy fluid remains liquid at the beginning of

mixing and becomes more viscous due to stirring.

Also a decrease in threshold of shearing stress is observed. Obviously, it happens

due to the fact that the quantity of particles in the powder in the presence of high

polymer content is not enough for leveling of the polymer chain [6–8].

In addition, there is a dependence of the viscosity of the suspension on film

thickness (Table 11.1).

11.5 The Influence of the Amount of Powder
on the Rheological Properties of Suspensions

Powder determines the initial properties of the films and has the greatest influence

on the microstructure, density, and dielectric constant [9, 10]. Increasing the

amount of powder into the system considerably increases the viscosity and strongly

modifies the nature of flow of the current suspension (Figs. 11.4 and 11.5).

The appearance of rheopexy can be explained by high concentration of solid

phase in the suspension and formation of random bounds after the destruction of the

structure. Powder particles collide and rub against each other. High effective

surface of particles will increase this phenomenon (Table 11.2).

There is also a natural increase in thickness of the obtained films.

Fig. 11.2 The dependence of viscosity from shear stress for suspensions with different order of

addition of the components during preparation. 1, TCS-23; 2, TCS-24
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Fig. 11.3 Dependence of viscosity from shear stress for suspensions with different amount of

polymer. 1, TCS-20 (5 % of polymer); 2, TCS-14 (10 % of polymer); 3, TCS-19 (20 % of polymer)

Table 11.1 The dependence of tape thickness of the polymer amount in the suspension

System name Amount of polymer in solution, wt% h, mcm Ra, nm

TCS-19 20 5 45

TCS-14 10 3 49

TCS-20 5 1.5 38

Fig. 11.4 Dependence of viscosity from shear stress for suspensions with different content of

powder. 1, TCS-17 (15 wt% of powder); 2, TCS 14 (30 wt% of powder); 3, TCS-22 (37.5 wt% of

powder)
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The increase of maximum shear stress along with increasing of powder content

in the system has been observed (Table 11.3). This happens due to a change in

spatial orientation (stretching) of the polymer chains resulting from the change of

electronic potential caused by the attachment of polymer molecules to the powder

particles. In this state, the polymer chain resists shear that corresponds to an

increase of the threshold of structural tensile strength.

Also noticeable is that, under small shear stresses, suspensions exhibit the

dilatancy nature of flow. However, with increasing shear stress, the nature of the

flow goes into pseudoplastic. With decreasing amount of powder in a system

transition point, dilatancy-pseudoplastic gradually shifted toward lower shear

stresses.

Tensile strength increases with increasing amount of powder in the system.

Fig. 11.5 Dependence of viscosity from shear stress for suspensions with different amount of

powder. 1, TCS-21 (45 wt% of powder); 2, TCS 18 (60 weight of powder)

Table 11.2 The dependence

of tape thickness from the

amount of powder in

suspension

System name Powder amount, wt% h, mcm Ra, nm

TCS-17 15 2 52

TCS-14 30 3 49

TCS-18 60 3.5 40

Table 11.3 Effect of powder amount in the system on the maximum structural tensile strength

System name Amount of powder, wt% Structural tensile strength, Pa

TCS-17 15 84.75

TCS-14 30 86.30

TCS-18 60 91.79
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11.6 The Influence of the Amount of Plasticizer
on the Rheological Properties of Suspensions

Plasticizer reduces the strength of intermolecular bonds between polymer chains

(Fig. 11.6). Plasticizer molecules between polymer chains prevent leveling of

chains circuit and reduce the van der Waals force between them [11]. This leads

to softening of the polymer matrix, resulting from the decrease in viscosity of the

suspension. Also the addition of plasticizer lowers the strength of the polymer

networks that can be seen from reducing the threshold of structural tensile strength

with increasing percentage of plasticizer in the suspension.

Effect of changes of solvent type on the rheological properties of suspensions.

Follows dependence between thickness and viscosity. Systems with lower vis-

cosity can produce tapes with low roughness (Table 11.4).

From these dependencies, changing the solvent can affect the viscosity of the

system (Fig. 11.7). Lower viscosity is achieved through better dispersion of the

particles in the suspension and better dissolution of the polymer. However, in

systems with low viscosity, a decrease in structural tensile strength can be

explained by twisting the polymer chains.

Also, notice that azeotropic solvent mixtures containing ethanol exhibit a small

degree of rheopexy.

Fig. 11.6 Dependence of viscosity from shear stress for suspension TCS-15 (butanol based).

1, 10 % of plasticizer; 2, 15 % of plasticizer; 3, 20 % of plasticizer

Table 11.4 Effect of changing solvent type on the surface profile and thickness of the tape

System name Solvent h, mcm Ra, nm Rz, nm

TCS-14 Menthone/EtOh—40/60 3.5 57–86 123–317

TCS-15 Butanol 3 45–93 128–210

TCS-16 MEK/EtOH—66/34 2 37–63 168–317
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11.7 Investigation of the Surface Profile
of the Obtained Tapes

Investigation of the surface profile obtained from suspensions using low polar

(TCS-2) and polar (TCS-5) solvent showed that replacement of a polar solvent in

the composition of suspension with low polar solvent gives tape surface less

roughness. In our opinion, this is due to the fact that organic binders and plasticizers

are used in the composition of suspensions; on the one hand, there is a low polar

substance, and on the other, the polarity of the surface-modified barium titanate

powder causes accession of binder and plasticizer molecules by its polar groups and

nonpolar extracted into solution. The formation of such nonpolar particles in the

suspension causes its splitting from polar solvent, resulting in the formation of

“islands” of solid-phase particles coated with a layer of organic bounds on tape

surface.

It should be noted that based on the results of optical profilometry (Figs. 11.8 and

11.9), this behavior of the solid-phase particles in the suspension does not change

the average thickness of the film.

11.8 Conclusions

Suspensions for tape casting based on barium titanate nanopowder characterized

mainly pseudoplastic—rheopexy nature of the flow. The mount of polymer in the

suspension greatly affects the viscosity but has little effect on the nature of the flow.

The change in viscosity affects the thickness of the obtained films. Increasing the

Fig. 11.7 Dependence of viscosity from shear stress for suspensions based on different solvents.

1, TCS-14 (menthone/ethanol); 2, TCS-15 (butanol); 3, TCS-16 (MEK)
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amount of powder in the system leads to increased viscosity and the appearance of

rheopexy due to the formation of random bounds after the destruction of the

structure. Structural tensile strength of the system increases with increasing amount

of powder. Adding plasticizer enhances the rheological characteristics of solutions

without changing the nature of flow curve and reduces the viscosity of the system

by passing the molecular mechanism of plasticization. Changing the solvent tape

can affect the viscosity of the system, the nature of the flow curve, and the surface

roughness. Lower viscosity is achieved through better dispersion of the particles in

the suspension. Replacing a polar solvent in the composition of suspension with low

polar solvent gives tape surface less roughness.
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Chapter 12

Nanodimension Layers on Stainless Steel
Surface Synthesized by Ionic Implantation
and Their Simulation

A.A. Cherny, S.V. Maschenko, V.V. Honcharov, and V.A. Zazhigalov

12.1 Introduction

Ionic implantation has proven to be excellent as a technology for synthesis and

modification of semiconductors in the production of the integrated circuits [1–5].

In the last decades, the high-energy methods of impact on the substance were

also used for the synthesis of materials with enhanced mechanical the properties

[6–16]. Special attention is paid to the issue of the influence of ionic doping on

optical, tribological, electric, and chemical properties. Studying the structure,

element composition, and valence state of the surface layer opens possibilities for

the application of ionic implantation in chemical technology, catalysis, and medi-

cine [17–22]. But the available publications relating to the research of the surface

properties are insufficient for the objective estimation of the prospects of implants

on the basis of materials, i.e., stainless steels, which are widespread due to their

mechanical, physicochemical, and other characteristics. The main reasons for this

are the complex composition of the substrate (because steel is an alloy of several

components), the dependence on the plasma-forming agent, and the complexity

of technology. In general, ionic doping includes a series of processes: ionic

implantation, sputtering, deposition, radioactive swelling, and point defect forma-

tion. Ionic implantation is also accompanied by chemical reactions, desorption,

interfusion of atoms, channeling, and diffusion. Some effects take place on the

substrate’s surface; other ones in a volume.
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During the bombing of solids by ions, effects contributing to their inhibition or

scattering arise. They are classified as follows [7, 8]:

– Inelastic collisions with bound electrons of the inhibitory substance (in such

collisions, energy loss occurs due to excitation of atoms or molecules)

– Inelastic collisions with nuclei (they produce bremsstrahlung, excitation of the

nucleus, or nuclear reactions)

– Elastic collisions with bound electrons

– Elastic collisions with nuclei or atoms (part of the kinetic energy is transferred to

the target atoms)

– Cherenkov radiation (it is excited by the particles, which move in a medium at a

velocity greater than the phase velocity of light)

During ionic implantation, particles move at a velocity less than the phase

velocity of light; therefore, there is no Cherenkov radiation. During braking of

particles, inelastic collisions with nuclei and elastic collisions with electrons do not

play such a large role as compared to inelastic collisions with electrons (electronic

braking) and elastic collisions with nuclei (nuclear braking). Therefore, it is expe-

dient to examine these two mechanisms only. Which effect will dominate depends

on the energy and mass of speed-up particles and mass and sequence number of

atoms of the substance.

The complications described do not allow to explain fully and to forecast exactly

the modification of the superficial properties of materials during ionic implantation.

The most authoritative physical models and methodologies of calculations of

implants are given in works [1, 2, 7, 10, 15, 23–28]. Obviously, now, there exists

no model which would take into account all the processes taking place during ionic

implantation full enough. That is why the studying, design, and prognostication of

results of implantation of ions in stainless steel have a scientific value and prospects

of practical application.

12.2 The Process Model

The depth of penetration of the implanted ions in a substance is characterized by

their range. The trajectory of separate ions in a crystal is similar to the polygonal

lines, in which every rectilinear section and complete length of which differ from

each other. All aggregate of ranges of separate ions are grouped according to the

law of normal distribution of the random variable with the value of the average of

the total range R and a standard deviation of ΔR. Of practical importance is the

average normal range of Rp—the projection of the trajectory of the average total

range in the direction of the initial ion velocity and its standard deviation ΔRp.

Many models, in particular the model of Lindhard-Scharff-Schiott (LSchSh)

[1, 23, 24], are based on the following suppositions:
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– A target is considered to be amorphous, that is, the cases of the correlated

successive collisions are eliminated from the consideration.

– In the process, a potential, calculated on the basis of the statistical model of

atoms by Thomas-Fermi, is used, taking into account electrostatic cooperation

between electrons only.

– Energy, passed to the target atoms in the process of collisions, is much less than

the kinetic energy of ion.

– The basic mechanisms of braking particles in the processed substance are the

inelastic collisions with electrons (electronic braking) and elastic collisions with

nuclei (nuclear braking). Both mechanisms are considered to be independent in

the processes of braking.

– Energy fluctuations conditioned in the process of braking only in cooperation

with nuclei are taken into account.

– Describing cooperation of an ion with the atoms of the substrate, the classic

approach of binary collisions is used.

The distribution profiles of the concentration of the implanted ions are deter-

mined by the character of distribution of average normal ranges on the depth of the

irradiated layer. The ion beam, getting in a substance, tests casual collisions with

atoms, and distribution of ranges is described by the law of distribution of the

random variable. In this case, the profile of the implanted atoms is described by the

Gaussian curve [1, 23].

When implantation the accelerated ions into the substrate at an angle to the

normal the maximum of concentration is shifted toward the surface. In this case,

both longitudinal standard deviation ΔRp and root mean square transverse deviation

ΔRp contribute to the value of the standard deviation ΔR. The mode of implantation

is in the range 1 keV–10 MeV, and the mode of sputtering surface�100 keV, and in

the case where it is necessary to get an implanted layer at a depth corresponding to

the lowest energy and avoid the sputtering process, it is possible to use an inclined

implantation and higher energy values.

Dispersion is an insignificant process—a process in which atoms in a solid, lying

close to the surface, get energy from an ion which is sufficient to escape into the

environment (vacuum). This phenomenon can be attributed to the formation of

defects in a subsurface layer during ionic implantation.

Depending on the density of collision cascades, there are three types of spray

processes: a simple ejection of atoms, a linear cascade mode, a peak of

displacements mode.

According to estimations and experiments, the top limit of implanted impurity,

resulting from the spray surface during implantation, is limited to 20–50 % of

atoms, which is quite sufficient to produce alloys and control the surface properties.

In fact, it corresponds to the range of doses 1017–1018 ion/sm2. In practice, the dose

of irradiation, as a rule, ranges from 1015 to 1018 ion/sm2 [9]. At doses less than

1015 ion/sm2, improving the performance of products is insignificant [12, 14]. Upon

increasing the dose of implantation higher than 1018 ion/sm2, improving the per-

formance of products is substantially slowed, and different undesirable effects
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begin to show up, for example, radiation swelling [8, 25], which results in destruc-

tion of the superficial layer of the processed material.

A very important effect that often accompanies ionic implantation is diffusion. It

is necessary to distinguish a few types of diffusion. The most known one is thermal

diffusion which can appear during realization of the necessary annealing or the

process of implantation, if a semiconductor standard is strongly heated due to the

distinguished power of bunch. Numerous vacancies, which even at a relatively

subzero temperature can cause diffusion during implantation because many atoms

of alloying elements are diffused on vacancies, appear under ionic bombardment.

Interstitial diffusion can also play a noticeable role, because a part of the implanted

atoms is stopped in a grate in non-nodal positions and before being captured they

can rapidly diffuse along the interstices [1, 3, 24, 27]. The process of diffusion

influences the distribution of admixture; however, the depth of maximal concen-

tration remains unchanged.

12.3 The Experimental Part

The synthesis of standards was carried out in an implanter, the main components of

which are a vacuum chamber, implanter (ion source), system providing vacuum

(vacuum pump, vacuum unit), control unit, and measuring devices. Material

processing was carried out by the next scheme. Plasma-forming gas (nitrogen) is

supplied into the implanter where it is ionized in an electromagnetic field and is

directed to a target made of the desired metal (in this work, we used titanium,

molybdenum, and aluminum). Ions of metal, knocked out from a target, form a

stream under the electric potential (to 50 kV) and bombard the stainless steel

substrate. Thus, as a result of processing, we’ve got such standards: SS (stainless

steel) and Me/SS (Ме-Al, Mo, Ti). The mode of operations was chosen so that the

dose of doping of standards was 5� 1017 ion/sm2.

The software used for the implementation of the models, taking into account the

effects of the above, is a computer module “RIO,” developed by the authors. In this

software, according to the user’s choice (by the models of Yudin and LSchSh), the

calculation of distribution of the implanted ions can be carried out for materials of

simple and difficult composition and homogeneous and multilayered structures.

The simulation simultaneously takes into account:

– Oblique implantation

– Process of dispersion and radioactive swelling

– Process of diffusion

– Doping process into multilayered structures

The results of the calculations executed by the program were compared to data

taken from the program SRIM-2012 [29], the calculations of which are based on a

quantum-mechanical model, and also to data taken from the classic simplified

model by Lindhard-Scharff-Schiott [23].
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Optical pictures to simulate the surface were obtained using a microscope

MIM-7 equipped with a digital camera Kodak EasyShare C1013.

Processing of the obtained photomicrographs and neural network modeling were

executed by means of the software “Gwyddion” [30, 31].

12.4 Results and Discussion

The target effect of ion implantation is the introduction of particles in the subsur-

face layer. Therefore, we compared the ions’ ranges in the material using different

models (Table 12.1). Because, as mentioned above, the publications relating to

investigations of implants based on stainless steel are not numerous, we gave the

data for silicon substrates to compare the results presented.

The data in Table 12.1 show that the models by Yudin and by LSchSh in the

program “RIO” have sufficient convergence both with the program “SRIM-2012”

and with the classical model LSchSh in a wide range of energies. And for the steel

substrate at energies up to 50 keV (operating range), the estimated depth of pene-

tration of the ions for all models is less than 100 nm. Hence, it can be concluded that

ionic implantation is a nanodimension steel modification technology. This conclu-

sion confirmed the results of scanning electron microscopy [30], according to which

the thickness of the modified layer with the aluminum implant is about 100 nm.

During ionic implantation, there occurs not only introduction of particles in the

subsurface layer but also erosion and deposition of the film. Largely, the nature of

what is happening depends on the angle at which the ion current falls on the

specimen surface. Calculations performed by the application “RIO” (Fig. 12.1)

for Ti/SS showed that under the deflection angles of the ion flux from the normal

not more than 50�, a film is formed (depositing the particles), and at the angle more

than 60� of etching, ejection substrate particles take place.

Thus, using the possibilities of the program “RIO,” it is possible to determine the

descriptions of geometry and the profile of the surface of standards after processing.

Using surface micrographs, 3D modeling, and calculation of texture parameters

by the software “Gwyddion” [31], surface profiles of the initial samples were

received. The surface profile of the untreated sample and Ti/SS after the simulation

using the program “RIO” is shown in Fig. 12.2. To calculate, the length of the

profile in 100 μm was taken.

Figure 12.2 shows the behavior of the surface profile of the sample after ionic

processing. For quantitative comparison of the profiles, roughness Ra was selected.

Analysis of the micrographs by the program “Gwyddion” showed that for real

samples with a similar mode of implantation, an increase of roughness is from

152 to 163 nm.

According to the calculations of the simulated profile, roughness during ionic

implantation increased from 152 to 165 nm, which is in excellent agreement with

the experimental data.
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Despite these results, the profiles obtained provide little information because

practical interest is in the surface characteristics of a sample, such as roughness KRa.

Important parameter of the surface geometry for different heat exchangers,

catalytic, optical and other devices is roughness coefficient KRa, which is deter-

mined by the ratio of the real surface area to the projective one. To find the

roughness coefficient, it is not enough to have one of the transverse profiles; you

need to have all the geometry of the surface, which is a simulation of a complex

process.

Initially, we tested the hypothesis that the roughness coefficient is dependent on

the relative length of the profile. To check it, we took 250 random profiles and

calculated the roughness coefficients. Based on the data, we calculated the depen-

dence with the magnitude squared R2¼ 0.87 (Fig. 12.3).

In parallel with the development of the model based on deposition and etching,

the variant of surface modeling using neural networks was considered. The program

“Gwyddion” allows us to make such prediction.

Neural network is a modeling method, which can reproduce extremely complex

relationships through learning by examples. The modeling process is to train the

Fig. 12.1 Dependence

of increase of layer on the

angle of slope of stream

of ions to the normal

Fig. 12.2 Profiles of surface texture of standards before and after ionic implantation (II)
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network by data set (model and the corresponding signal) and to use these “knowl-

edge” by the network to the model with an unknown signal.

In this work, neural network training was performed on the basis of photographs

of the surface area before implantation (model) and after implantation (signal).

Then, using the method of neural networks to the untreated surface photograph, we

got a simulation—a surface picture, as it should be after the implantation process.

In operation, neural network was trained on the basis of microphotographs

(10� 10 μm), obtained by the microscope MIM-7 (Fig. 12.4).

The similarity of profiles (Fig. 12.5) and values of KRa (Table 12.2) shows that

the neural network reliably reproduces the ratio of the height of peaks and cavities

of the surface.

Despite the ability to predict a number of parameters, the simulation using neural

networks has several disadvantages. Firstly, for full learning, it is necessary to use

large amounts of pairs “model-signal,” which makes this method practically

unusable if there are no initial experimental data. Secondly, the number of steps

of training and the number of hidden nodes should also be sufficient which, coupled

with high-resolution photos, makes the learning process long. Thirdly, a neural

network training and its application are possible only under the conditions where

Fig. 12.3 Dependence of

coefficient of roughness on

relative length of profile

Fig. 12.4 Micrographs of the surface of standards, 10� 10 μm: (a) SS; (b) Ti/SS; (c) Ti/SS,
modeled by neural network
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the substrate, the implantable material, and the mode of implantation (doping dose,

etc.) are identical, and the difference lies in the geometry of the surface, i.e., two

different implanted ions require two neural models.

12.5 Conclusions

This research has shown that, despite the complexity of the process of ionic

implantation, it is quite possible to be predicted by the models underlying the

program “RIO.” This software allows you to predict the concentration profiles

and the penetration depth of the target and related ions in terms of their implanta-

tion, diffusion, and deposition in the form of a film. These opportunities offer the

promise of an accurate selection of the operating mode setting without first

conducting experiments.

Fig. 12.5 Profiles of standards: (a) Ti/SS; (b) Ti/SS, modeled by neural network

Table 12.2 Coefficient of roughness of standards

Sample KRa

Initial steel Original, “Gwyddion” 3.72

Ti/SS Original, “Gwyddion” 4.14

Model based on neural network, “Gwyddion” 3.93

Model based on the profile, “RIO” 3.95
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Accumulated experimental results increase the level of learning and, therefore,

the accuracy of the simulation results with the help of neural networks. Combining

computer software and neural network modeling, it is possible to predict not only

the results of ionic implantation but also the textural characteristics of the samples,

which allows you to control the mechanical, physical, chemical, optical, and other

properties of the implants. Taking into account the unbounded localization of

reduced modeling, its application covers the macro- and microelement base of

catalytic heat-exchanging devices, precision and tribological pairs of products

with special requirements for strength and durability, etc.
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Chapter 13

Transport Properties of the Dirac-Weyl
Electrons Through the Graphene-Based
Superlattice Modulated by the Fermi
Velocity Barriers

A.M. Korol, N.V. Medvid, and S.I. Litvynchuk

13.1 Introduction

Graphene and the graphene-based structures draw the attention of researchers in recent

years. It is explained by the unique physical properties of graphene and also by good

prospects of its use in nanoelectronics (see, e.g., [1, 2]). It is convenient to operate the

Dirac-Weyl fermions in graphene by means of the external electric and magnetic

fields, and a lot of publications are devoted to the corresponding problem for this

reason. Recently, onemoreway of controlling the electronic properties of the graphene

structures, namely, by means of the spatial change of the Fermi velocity, was offered

[3–9]. Some ways of fabrication of structures in which the Fermi velocity of quasi-

particles is spatially dependent value were approved. This achievement opens new

opportunities for receiving nanoelectronic devices with desirable transport properties.

It is known that the solution of this problem can be promoted in no small

measure by use of the superlattices. This explains the emergence of a lot of

publications in which the charge carriers’ behavior in graphene superlattices of

various types is investigated; these SL include the strictly periodic, the disordered,

and the quasiperiodic ones and SL with barriers of various nature—electrostatic,

magnetic, and Fermi velocity barriers. (As the last, we understand the areas of

graphene where quasiparticles have different Fermi velocity, smaller or bigger than

that in the pristine graphene.) The authors of the papers cited above considered the

low-energy ranges and focused mainly on the analysis of the dependence of the
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quasi-electron transmission rates and conductance on the angle of incidence of

charge carriers on a lattice. In this work, we study the features of the transmission

spectra of the Dirac-Weyl fermions through a SL with Fermi velocity barriers in a

wide energy range, taking into consideration the action of the external electric field.

13.2 Model and Formulae

Consider the one-dimensional graphene superlattice in which regions with various

values of the Fermi velocity are located along the 0x axis. The areas for which the

Fermi velocity is equal to that as in a pristine graphene vw ¼ v0 are replaced in turn
by regions where the Fermi velocity υ is bigger or smaller than υ0.

We also assume that the external electrostatic potential can act on the barrier

areas. Thus, this paper deals with the SL with barriers of dual nature. The key

quantity that affects the transport properties of the system considered is the trans-

mission coefficient T of the quasi-electrons through the SL.

To calculate it, we turn to the massless Dirac-Weyl-type equation which takes

into consideration that the Fermi velocity is dependent on a spatial coordinate r
!
,

i.e., v
! ¼ v

!
r
!� �

, so the quasiparticles submit to the following equation:

�ihσ
! �∇

ffiffiffiffiffiffiffiffiffiffiffiffiffi
v
!

r
!� �r

φ r
!� �� � ffiffiffiffiffiffiffiffiffiffiffiffiffi

v
!

r
!� �r

¼ Eφ r
!� �

ð13:1Þ

where σ
! ¼ σx; σy

� �
the Pauli two-dimensional matrix, φ r

!� �
¼

φA r
!� �

,φB r
!� �h iT

the two-component spinor, and T the transposing symbol.

Introducing an auxiliary spinorФ r
!� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
v
!

r
!� �r

φ r
!� �

, one can rewrite equation

(13.1) as follows:

�ihv
!

r
!� �

σ
! �∇Ф r

!� �
¼ EФ r

!� �
ð13:2Þ

Assume that the external potential consists of the periodically repeating rectan-

gular velocity barriers along the axis 0x and the potential is constant in each jth
barrier. In this case, using the translational invariance of the solution over the 0y
axis, it is possible to receive from equation (13.2)

d2ФA,B

dx2
þ k2j � k2y

� �
ФA,B ¼ 0; ð13:3Þ

where indices A and B relate to the graphene sublattices A and B, respectively,

k j ¼ Ev j, and measurement units h ¼ v0 ¼ 1 are accepted. If we represent the
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solution for eigenfunctions in the form of the plane waves moving in the direct and

opposite direction along an axis Ox, we derive

Ф хð Þ ¼ a je
iqjx

1

gþj

	 

þ b je

�iqjx
1

g�j

	 
� �
ð13:4Þ

where q j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2j � k2y

q
for k2j > k2y and q j ¼ i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2y � k2j

q
otherwise and g�j ¼ �qjþiky

Evj
,

the top line in (13.4) pertains to sublattice A and the lower one to sublattice B.

Meaning that the Fermi velocity depends only on coordinate x, i.e.,

v r
!� �

¼ v xð Þ, it is possible to receive the boundary matching condition from the

continuity equation for the current density as follows:

ffiffiffiffiffi
vb

p
Ф x�bw
� � ¼ ffiffiffiffiffi

vw
p

Ф xþbw
� � ð13:5Þ

where indices b and w relate to a barrier and a quantum well, respectively, and xbw is
the coordinate of the barrier-well interface. The coefficient of transmission of quasi-

electrons through the superlattice T(E) is evaluated by means of a transfer matrix

method. Energy ranges, for which the coefficient of electron transmission through

the lattice is close to unity, form the allowed bands, while band gaps correspond to

values T� 1. Since the specified procedure of obtaining the value of T(E) was
described in literature repeatedly, we have the opportunity to proceed with analyz-

ing the results obtained.

13.3 Results and Discussion

As is well known, in practice, you can create sections of graphene with the values of

the Fermi velocity υ less (ζ¼ υ/υ0< 1) or larger than υ0 (ζ> 1). Normally, these

two cases are considered separately. But first, we want to draw attention to one

feature of the transmission spectra common for both cases ζ< 1, ζ> 1, which at the

same time distinguishes spectra for the SL with the velocity barriers from those of

other graphene superlattices. The thing is that the spectra of the SL with the velocity

barriers reveal the property of periodicity over the entire range of energy.

Figure 13.1a shows the dependence of log T(E) for the SL modulated with the

velocity barriers for the following parameters: ζ¼ 2, the barrier width b¼ 0.5, and

the quantum well width w¼ 2.

Periodic dependence of the energy spectra is explained by the fact that the

velocity barriers are dependent on energy [3]. If we make an analogy between

tunneling of quasiparticles in electrostatic barrier and tunneling through a velocity

barrier, for the potential of the last, it is necessary to write down

U Eð Þ ¼ E� E=vF ð13:6Þ
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In other words, expressions for the transmission coefficient T in the specified cases

coincide if the condition (13.6) is satisfied. This formula explains the fact that

spectra of dependence of T(E) for SL with the velocity barriers are periodic over all

energy scale.

Also for comparison, Fig. 13.1b shows the dependence of log T(E) for the SL,

composed of portions of gap and gapless graphene which alternately succeed each

other. The parameters are 1, the gap width Δ¼ 1, b¼ 0.5, and w¼ 2. (Calculation is

made on the basis of our previous works: [10, 11].) We see that the structure of the

second spectrum is also repeated periodically on the energy axis (this fact hasn’t

been noted in the literature yet), but in this case, the band gaps become narrower

with the energy increasing, so that the transmission coefficient T approaches

asymptotically to unity. Note that the shrinking of gaps occurs very rapidly.

Parameters for the spectra in Fig. 13.1 are chosen so as to show that their structure

for the graphene SL of different nature may be identical.

We now turn to a brief analysis of the spectra for the SL with the velocity

barriers for the case ζ< 1. There are gaps in the spectra when ζ differs from unity,

i.e., when the velocity barriers are present. Their width depends, naturally, on the

difference in the values of υ and υ0 (υ–υ0¼Δυ): when Δυ differs a little from zero,

narrow gaps are observed and they widen with Δυ increasing. We emphasize that

the occurrence of gaps takes place at the value of ky¼ 0, i.e., at normal incidence of

the quasi-electrons on a lattice—unlike the case of the SL with the electrostatic

barriers. And the electrons with ky¼ 0 make the main contribution to the conduc-

tance in accordance with the known Landauer-Buttiker formula. Interestingly, the

increase of Δυ not only leads to gap expansion but also to increase of their number

10 20 30 40

−10

−8

−6

−4

−2

log(T)

a

b

E

10 20 30 40

−10

−8

−6

−4

−2

log(T)

E

Fig. 13.1 Transmission spectra for two different kinds of superlattices: (a) SL modulated with

velocity barriers, (b) SL modulated with the gap
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in a certain energy range. In general, the spectra corresponding to ζ< 1 demonstrate

a set of narrow forbidden and allowed energy bands.

Turn next to the case of ζ> 1. The first step is to answer the question of whether

the velocity barriers are effective sufficiently. Here, we mean that since this paper

deals with a finite number of periods, it is obvious that, for the practical use of

forbidden bands in the transmission spectra, it is necessary that not only their

presence but also values of T must be sufficiently small for the corresponding

energy gaps (specially in the transistor-type devices). Calculations show that for

the double-barrier structure (N¼ 2) with the value of ζ¼ 1.5, minimum value Tmin

is approximately equal to 0.5; for the SL with N¼ 10, we have Tmin� 10�4; if ζ¼ 2,

then Tmin� 0.1 for N¼ 2, while for N¼ 10, Tmin� 10�9 (all figures are obtained for

typical values of b and w). Thus, it is clear that the velocity barriers are sufficiently

effective in the case of practically used parameters of the SL studied.

As well as for ζ< 1, there are gaps in the spectra if ζ> 1, the width of which

increases with increasing ζ. Generally, the spectra also are irregular, but for some

sets of the parameter values, they are regular and symmetrical with respect to a

certain point on the energy axis. Thus, there is a large variety of shapes of the

spectra, i.e., of the configurations of the forbidden and allowed bands. The width of

the gaps may be considerably larger than in the case of ζ< 1. Spectra of regular

shape may serve as the specific electrical filters for the charge carriers. On the other

hand, they are convenient for analysis, so we pay special attention to them (several

such spectra are shown in Fig. 13.1b). Periods of these spectra can be equal to

several units as well as to several tens of units of energy used in the system of units

adopted in this paper. Note that the coefficient T is equal to unity at low energies for

arbitrary values of the SL parameters, i.e., the effect of Klein tunneling is observed

for the SL modulated by the Fermi velocity barriers.

Behavior of charge carriers in graphene structures can be conveniently con-

trolled by an external electrostatic potential, so it is natural to consider its effect on

the motion of the Dirac-Weyl fermions in a given problem. Suppose that there is the

external potential U in the SL areas for which ζ 6¼ 1. Its effect on the transmission

spectra of quasi-electrons is illustrated in Fig. 13.2, which shows the spectra for

several values ofU,U¼ 0 (Fig. 13.2a),U¼ 2 (Fig. 13.2b), andU¼ 4.5 (Fig. 13.2c),

and the other parameters, ζ¼ 2, b¼ 1, and w¼ 0.5. We see that with the “inclusion”

of the potential U, additional gaps appear whose width increases with U increasing.

At the same time, the restriction of the initial gaps (i.e., those which are derived

from the velocity barriers) takes place. This confirms the observation done in the

paper [8] for simple models that the “switching” of the potential U can in principle

lead to the broadening or narrowing of the allowed bands of energies. Note also that

the displacement of gaps on the energy axis under the influence of the potential U is

observed.

The spectra analyzed reveal the periodic nature of their dependence on the value

of U. For example, the spectrum for a value of U� 1.5 repeats its shape when

U� 7.5; so the spectra period is approximately equal to 6 in the adopted system of

units of measurement.
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13.4 Conclusion

We show that a set of the forbidden bands in the transmission spectra of the Dirac-

Weyl quasi-electrons emerges due to Fermi velocity barriers of the graphene

superlattice investigated. The magnitude of the transmission rates is strongly

affected by small changes in the SL parameter values; it depends also on the

external electrostatic potential essentially.

Spectra demonstrate the rich variety of configurations (patterns) of the allowed

and forbidden bands’ location, and, for some special parameter values, they expose

the regular character, symmetrical with respect to a certain point.

Additional possibility for controlling the transmission spectra of quasi-electrons

through the superlattice considered (with the velocity barriers) is the use of an

external electrostatic potential of different values in different barriers.

Varying the parameters of the system considered, it is possible to change the

spectra flexibly; so the results of this work may be useful for applications in the

graphene-based electronics.
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Chapter 14

Study of the Dynamics of Formation
of Spatial Nanostructures

A.A. Dolinsky, A.A. Avramenko, A.I. Tyrinov, and T.L. Grabova

Nomenclature

b0 Equilibrium values of the valence lengths

eij Unit vector directed from particle j to particle i
F Forces acting on a particle

Kb, Kϑ, KΦ Respective force constants

m Particle mass

q Partial charge of particle

r Distance between the particles

rc Clipping radius at which ω¼ 0

U Potential energy

x, v Position and velocity of a particle, respectively

γ Coefficient of dissipative forces

δ Scale factor of random forces

θ Random variable with average value is 0 and values between 0 and 1

κ Torsion barrier multiplicity

π Scale factor of conservative forces

χ Phase shift

ω Weight function, which depends on the distance between the particles

ϑ0 Equilibrium values of angles

ϑ Current values of angles

ε* Well depth
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ε0 Medium permittivity

σij Distance at which the interaction energy becomes equal to zero

Superscripts

n Time step

Subscript

C–C, C–S Colloid–colloid and colloid–liquid, respectively

i, j Numbers of particles

14.1 Introduction

The application of discrete pulse input of energy (DPIE) thermal technologies is

promising for the formation of biological entities, organic and inorganic sorbents,

gel and paste systems, and other colloidal-disperse systems used in various

branches of industry [1, 2]. The formation of colloidal aggregates, clustering of

micelles, and nanoparticles play an important role in the creation of new materials,

biological entities with unique thermal physical, physicochemical, and functional

properties. Important aspect that affects the properties of colloidal systems is their

stability [3]. The complexity of the evaluation of experimental samples of colloidal

structures is the requirements to use expensive equipment based on optical methods

(ultramicroscopy, nephelometry, turbidimetry). Different methods for the numeri-

cal simulation of nano (1. . .100 nm) and mesoscale (100 nm. . .100 μm) processes

are used for the study of structure formation in the colloid systems.

The results of numerical simulation of heterogeneous media, based on the

Molecular Dynamics (MD) method and Dissipative Particle Dynamics (DPD)

method, are in [4–7]. There is aggregation of colloidal particles (CP) in various

structures as a result of colloidal interaction. Numerical simulation allows us to

observe the generation of the spherical and rod-shaped micelles and their formation

in stable structures.

The difference between spatial and time scales of the components of the

investigated medium is the main problem in the modeling of colloid structure

formation. For example, the water molecule has a diameter of about 0.3 nm in the

water colloidal solution with particle size of 10 nm. Consequently, the difference in

spatial scale is significant. It is very significant for time scales due to the difference

in the particles velocity (water molecules and colloid particles).

DPD method is particularly suited to simulate the liquid behavior considering a

liquid dispersion medium in colloidal systems, not as a set of molecules, and as a set
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of liquid droplets (soft particles), comparable in size to the colloidal particles. This

allows to equal system scales while maintaining the accuracy of the results. How-

ever, the drawback of the DPD method is the absence of attracting forces, the

presence of which makes for colloidal structures to be self-organized. In contrast

to the DPD method, used for mesoscale calculations, MD method is based on the

Lennard-Jones potential and, therefore, takes into account the forces of repulsion

and attraction between simulated particles. MD method is used for simulation

phenomena on the atomic scale. However, there are the results of simulation

meso- and even macroscale phenomena on the basis of MD method in [8]. Scaling

MD method allowed to obtain good results in the calculation of granular flows [9].

These results show that MD method with Lennard-Jones potential to describe the

interactions between colloidal particles and liquid is more preferable to use. Due to it,

there is the opportunity to simulate the attracting forces between the liquid and

colloidal particles. It is possibly easy to control the interaction by changing of

Lennard-Jones well depth, taking into account that both the colloid–colloid and

colloid–liquid particle interactions are represented by a single formula. This approach

makes it possible to calculate self-organization of the micelles and their aggregation.

A two-level simulation method of colloidal structures combining MD and DPD

methods is considered in this paper.

14.1.1 Mathematical Model

According to the MD method, molecule is treated as a system of particles that

interact with each other with a given interaction potential. In mechanics the state of

N system particles at the time t is uniquely determined by the vector coordinates

x¼ {xi(t)} and velocities {vi(t)} of the particles. The state of the system at any time

t is described by 3N Newton’s equations

mi
d2xi
dt2

¼ Fi xð Þ, i ¼ 1, 2, . . . , 3N; ð14:1Þ

Fi xð Þ ¼ �∂U xð Þ
∂xi

; ð14:2Þ

U(x)—potential energy, which depends on the relative positions of all atoms, is

electromagnetic, and usually given as a sum of contributions—valence (covalent)

and nonvalence interaction:

U ¼ Ub þ Uϑ þ Uϕ þ Uω þ ULJ þ Uel; ð14:3Þ

where interaction modes: Ub is chemical bonds; Uϑ is valence angles; Uϕ is torsion

angles; Uω is plain groups;ULJ is van der Waals interactions; andUel is electrostatic

bonds.
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Valence interaction occurs between the atoms of one molecule during the

formation of the chemical bond and is described by potential

Ub ¼ 1

2

X
b

Kb r � b0ð Þ2; ð14:4Þ

where the summation is over all the chemical bonds.

Valence angles form potential described by the equation:

Uϑ ¼ 1

2

X
ϑ

Kϑ ϑ� ϑ0ð Þ2: ð14:5Þ

Energy of torsion interactions (rotation of atomic groups around single chemical

bonds) and potentials appropriate to plane groups are given as the same view of

potential:

Uϕ ¼
X
ϕ

Kϕ cos κϕ� χð Þ þ 1½ �: ð14:6Þ

Van der Waals and electrostatic interactions are nonvalent interactions.

Van der Waals interactions between the atoms are described by Lennard-Jones

potentials:

ULJ ¼ 4
X
i, j

ε*
σij
rij

� �12
� σij

rij

� �6 !
: ð14:7Þ

These forces include orientation forces arising between the molecules, which are

permanent dipoles; inductive attraction forces formed between the permanent and

induced dipoles; and dispersion forces arising between the instant and induced

dipoles. Van der Waals forces are the main reason of the colloidal structure

formation and aggregate stability according to DLFO theory (Deriagin, Landau,

Fairway, and Overbeck).

Electrostatic interactions are defined by Coolon potential:

Uel ¼
X
i, j

qiq j

4ε0rij
: ð14:8Þ

Partial charges on the atoms are not multiples of the electron charge because of

the atoms of certain elements, which tend to draw to itself the electron pair of the

covalent bond stronger than the atoms of the other elements. ε0 is medium

permittivity.
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The DPD method is preferable to use to simulate the behavior of the fluid

particles. This method takes into account three types of interaction forces: conser-

vative FC, dissipative FD, and stochastic FC:

FC ¼ πω rij
� �

eij,

FD ¼ γmω rij
� �

ξi j � eij
� �

eij,

FR ¼ δθijffiffiffiffiffi
Δt

p ω rij
� �

eij;

ð14:9Þ

where the expressions (equations) for the dissipative and stochastic forces are

related through the fluctuation–dissipation theorem.

It is necessary to use the combination of techniques MD and DPD methods for

the calculation of colloid–colloid, colloid–fluid, and fluid–fluid particle interactions

as mentioned above. Consequently, two-level mathematical model is convenient to

use to describe the colloidal interactions of particle pair. In this model, the inter-

action forces between the fluid–fluid particles are calculated using DPD method

(14.10), since this method most describes the behavior of the fluid medium. To

calculate the interactions between the colloid–colloid and colloid–fluid particles,

the attractive forces must be considered, since they are responsible for the processes

of structure formation. Therefore, the MD method is the most suitable for the

calculation (14.3). Since van der Waals forces play the main role in colloidal

interactions, the two-level model can be written as [5]

Fn
ij ¼

πijω1 r nij

� �
� γijmiω2 r nij

� �
v n
ij � e nij

� �
þ δijθijffiffiffiffiffi

Δt
p ω1 r nij

� �
, if i and j dispercion medium

24εij
r nij

σij
r nij

 !6

� 2
σij
r nij

 !12
2
4

3
5, if i and j colloid

8>>>><
>>>>:

ð14:10Þ

and Fn
ij ¼ 0 for rij > rc; where

vn
ij ¼ vn

i � vn
j , ω1 r nij

� �
¼ 3

πr2cn
1� r nij

rc

� �
,

ω2 r nij

� �
¼ 6

πr2cn
1� r nij

rc

� �2

, enij ¼
rni � rnj

r nij
, r nij ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rni � rnj

� �2r
;

ð14:11Þ

where the second formula in (14.10) is obtained from (14.7).
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14.1.2 Realization Features of the Two-Level Model

Modeling is performed in dimensionless form since the actual size of the system

and the time steps are very small. The initial data becomes dimensionless according

to the following scales: the clipping radius of colloid particles is assumed as a linear

scale; the colloid particle mass is assumed as the unit of mass, and the time scale is

assumed the time of distance of colloid particle equal to its clipping radius. The

energies made dimensionless by value of Lennard-Jones potential scaling interac-

tions as colloidal particles with each other and with the fluid droplets. The maxi-

mum value of the attractive forces of Lennard-Jones potential is equal to the

absolute value of a conservative force in DPD interaction. Thus, the parameters

of the interaction of colloid–colloid and colloid–fluid particles will have the same

value. Scale factor of the conservative forces responsible for compressible fluid has

to be chosen so that the system of fluid particles behaves like a fluid in the

mesoscale range. In this case, its value is chosen such that the fluid considered

has the compressibility of water. The particle density is chosen such that the number

of particles in the clipping radius is approximately equal to 20 [10].

The system integration of equations (14.10) was carried out in a comprehensive

way [11]. The “leap-frog” method was used to calculate positions of the particles,

and the Adams-Bashforth method was used for the determination of their velocities.

The algorithm has a procedure for the conversion of the particle velocities every

10 time steps for system thermostatic control. It is assumed that the colloid particles

are uniformly distributed over the computational area at initial time.

14.1.3 Simulation Results

Numerical studies of the colloidal system dynamics have been carried out on the

basis of two-level mathematical model described above. The concentration of

colloidal particles was 20 %. The calculations were performed on a rectangular

lattice with periodic boundary conditions (if the particle leaved the computational

area through one of the boundaries, then it came back through the opposite

boundary). Several options with different values of the interaction potentials of

colloidal particles with each other and with the fluid particles were modeled.

Calculations were made before the system energy balancing, to the point where

the free energy of the system reached a minimum value.

The configuration of particles after the calculation of the interaction potential

ratio εC–C/εC–S¼ 1.1/0.9 is shown in Fig. 14.1. With this, the values of the poten-

tials are formed mainly by spherical micelles. This is due to the mutual repulsion of

the particles, which occurs when the values of the potential interactions εC–C
(colloid–colloid) are greater than 1. At the same time, there is the mutual attraction

of the particles (hydrophilic colloid particles) if the values of potential interactions

εC–S (colloid–solvent) are less than 1. In this case, formed spherical micelles, which
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are single hydrophilic colloid particles (orange), are surrounded by fluid particles

(turquoise).

The inverse options were further investigated. The ratio of the potential inter-

actions εC–C/εC–S was less than 1. In this case, the attraction forces between the

particles are predominant, and the colloid particles are hydrophobic.

The spatial configuration of the particles of the researched system for potentials

εC–C/εC–S¼ 0.9/1.3 is shown in Fig. 14.2. In this form, rod-shaped micelles

consisting of colloidal particle chains (orange) are surrounded by fluid particles

(turquoise). Such structures are formed due to the predominance of the attraction

forces between the non-wetted particles.

The worm-shaped micelles are formed at an intermediate stage with a further

increase in the attractive forces between colloidal particles and simultaneous

increase of their hydrophobicity (potential interactions εC–C/εC–S¼ 0.8/1.4) that

over time (in the equilibrium state) are transformed into globular structure. These

simulated particle configurations are shown in Figs. 14.3 and 14.4, respectively.

The results of numerical calculations based on the two-level model of colloidal

interactions with the experimentally determined structure of the colloidal system

are compared to verify the proposed method. Aerosil A-175® (Ukraine

manufactured) nonporous silica (SiO2) with specific surface area (175 m2/g) and

spherical particles with a size of 10. . .40 nm is taken as a model hydrophilic colloid

particles. Water is taken as a model fluid. The choice of such model system is

Fig. 14.1 Spherical

micelles, formed from

single colloid particles

(orange) are surrounded by

fluid particles (turquoise)

Fig. 14.2 Rod-shaped

micelles
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dictated by the wide practical use: sorbents, fine forms, gels, paint protection, and

other structured systems.

The researched system is obtained by a single passage through the disk-cylinder

apparatus AP-3000, by realizing the DPIE principle [2]. The frequency of the

generated pulses reaches 3.5 kHz, the shear rate—up to 200� 103 s�1, the average

circumferential speed¼ 17 m/s in AP-3000 apparatus with 4 stator–rotor pair.

The model system microstructure (see Fig. 14.5a), which after treatment has

been in static conditions before the end of structure formation process, was studied

using an optical method microscope Zeiss Axio Imager Z1. The configuration of the

particles, obtained by numerical simulation is shown in Fig. 14.5b. It can be seen

that the experimental and theoretical structures that contain clearly distinguishable

globular structure of colloidal particles are quite good correlated. This correlation

makes it possible to use the proposed model for the analysis of processes of

colloidal structure formation.

14.2 Conclusions

The colloidal structure form and its hydrophobic or hydrophilic nature depends on

the interaction parameter ratio εCP–CP/εCP–SP of colloidal particles (CP) and

solvent (SP).

Fig. 14.3 Configurations

worm-shaped structures

in the intermediate stage

of formation

Fig. 14.4 The globular

structure of the colloidal

particles
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Spherical micelles are dominant in case of prevailing repulsive forces between

the hydrophilic colloidal particles (εCP–CP> 1; εCP–SP< 1) in the resulting structure.

Rod-shaped micelles consist of the linear arrangement colloidal particles

surrounded by fluid particles. They are formed when the hydrophobic colloid

particles are attracted to each other (εCP–CP< 1; εCP–SP> 1). Worm-shaped struc-

tures are formed with further increase in the attraction forces and further-globular.

Two-level method quite well describes the processes of colloidal structure

formation that follows from the comparison of the experimental and theoretical

results.

The proposed method is appropriate for prediction and assessment of the prop-

erties of functional colloidal systems.
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Chapter 15

Colloid-Chemical and Nanochemical
Processes in Peloids on Basis of Ferrous
Clay Minerals

I.G. Kovzun, Z.R. Ulberg, A.V. Panko, V.A. Prokopenko, V.A. Oleinik,
and E.M. Nikipelova

15.1 Introduction

Clay-contained peloids (medical muds which role in medical and spa practice is

growing permanently) are recent or geologically young organo-mineral

fine-dispersed sediments of basins. They are forming as a result of biocolloidal

decomposition of flora and fauna with microorganisms and simultaneous micro-

and nanostructured reconstruction of inorganic peloid basis as a result of complex

biocolloidal (colloid-chemical and biochemical) processes [1–4]. Peloids contain

fine- and nanodispersed clay minerals, carbonates, feldspars, quarts, opal, diato-

mite, microorganisms and microalgae, bioactive organic substances, sulphur and

other compounds [3–7]. Medical muds have different properties such as chemical,

mineralogical and microbiological composition. Nevertheless, they have almost the

same multifunctional physiological and therapeutic influence on living organism.

They are wide world used as ingredients of therapeutic and cosmetic compositions.

Thus increasing practical use of peloids results in their reserve depletion and

decreasing of quality. This problem can be solved as by finding new deposits of

medical muds so as by doing systematic physicochemical, colloid-chemical,

biocolloidal and medical investigations of peloids from already known and new

deposits. Latter should be done for designing scientific basis of making new high

effective peloid compositions and its rational use in balneological and medical

spheres.
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One of the promising ways to solve this global problem is doping of

nanodispersed inorganic additives of clays, sorbents and salts into peloids along

with complex investigations of influence of such additives on them [3–11]. Recent

colloid-chemical and biochemical investigations of peloids with nanoadditives goes

in Institute of biocolloid chemistry of National Academy of Sciences of Ukraine in

cooperation with Ukrainian Research Institute of Medical Rehabilitation and Bal-

neology (microbiological and physiological researches, valuation of biological

activity and anti-inflammatory action of medical muds). These researches involve

as long-developed Ukrainian peloids (widespread at the Black Sea and Azov Sea

health-resort zone) so as new developed deep-sea (over 2 km) bottom sediments of

the Black Sea. It was deduced that bottom sediments of the Black Sea which

definitely contain in other seas and oceans (because of common mechanism of

pelagic sediment forming) have unique medical properties [4]. However, influence

of nanosized additives on occurring in peloids colloid-chemical and nanochemical

processes was almost absent. And this was the reason for conducting presented

investigations.

15.2 Experimental

The Black Sea deepwater peloid (UA) specimen was taken as an object of colloid-

chemical and balneological researches. It was prepared according to recommenda-

tions [2, 3]. Analysis of microscopic images of peloid samples (Fig. 15.1) showed

that there are particles from 0.1 to 5–10 μm in them. Mineral component of peloids

is clay minerals, carbonate decomposition of microorganisms’ products

(Fig. 15.1a), sulphide formations (central part of Fig. 15.1b) and rests of protozoa

crustaceans (Fig. 15.1c). Figure 15.1d shows microphotography of peloid compo-

sition with addition of chemically precipitated nano- and microparticles of calcium

carbonate. And in Fig. 15.1e there is shown a peloid composition containing nano-

and microparticles of calcium carbonate obtained by power-dispersion of initial

composition.

Microscopic images were captured on electron microscope PEMU (SELMI,

Ukraine) in light field mode. Morphology and chemical composition of specimens

were made on scanning electron microscope JSM6490 LV (JEOL, Japan) (3 nm

maximum resolution) with INCA ENERGY-450 (“Oxford”, England) energy dis-

persive analysis system. XRD analysis was made on DRON-UM1 (UA) with

filtrated CuKα emission and reading rate 1�/min at room temperature. Decryption

of XRD data were made using ASTM catalogue. Rheological data were obtained

with rotary viscometer Rheotest-2 (Germany), connected with PC [4].

Chemical composition spectral investigation of different parts of peloid on

microscopic images have shown the presence of carbonates, oxides of aluminium,

silicon, iron and sulphides in broad concentration interval (Table 15.1).

Microelemental peloid composition, wt%: 0.015 Mn; 0.003 Ni; 0.0003 Co; 0.03

Ti; 0.008 V; 0.006 Cr; 0.0003 Mo; 0.0006 Nb; 0.02 Zr; 0.005 Cu; 0.002 Pb;
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0.0001 Ag; 0.0001 Bi; 0.006 Zn; 0.0004 Sn; 0.0008 Ga; 0.0003 Be; 0.002 Sc; 0.02

Ce; 0.01 La; 0.003 Y; 0.08 P; 0.005 Li; 0.02 Ba.

Average chemical composition of used peloid, wt%: 54.57 SiO2; 11.35 Al2O3;

5.54 Fe2O3; 8.87 CaO; 1.80 MgO; 0.04 MnO; 1.19 Na2O; 1.86 K2O; 14.71 LOI

(loss on ignition).

On the whole, the investigation of peloids with physicochemical methods [4]

showed their full correspondence with medical and spa standards and requirements

by its colloid-chemical properties and composition.

Fig. 15.1 SEM images of peloid samples (a–e—description is in text)
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Natural iron-contained bentonite clay (Daschukovka section of Cherkassy

deposit, UA) and iron-contained saponite were used as nanoadditives to peloid.

They were ultrasonic treated to obtain micro- and nanoparticles (Fig. 15.2) to add

them into peloid. Chemical composition of bentonite, wt%: 53.61 SiO2; 14.02

Al2O3; 7.63 Fe2O3; 0.96 CaO; 4.43 MgO; 0.39 Na2O; 0.31 K2O; 18.61 LOI.

Chemical composition of saponite, wt%: 46.73 SiO2; 5.12 Al2O3; 2.76 Fe2O3;

23.21 FeO; 3.87 CaO; 11.43 MgO; 0.24 Na2O; 0.26 K2O; 13.67 LOI. Bentonite

was exposed to thermodestruction at 600 �C (Figs. 15.3 and 15.4) by method

[11]. Nanosized calcium carbonate which was used as an additive to peloids was

prepared by chemical precipitation according to method [12]. Received particle size

was within 20–100 nm (Figs. 15.3, 15.4 and 15.5). Physiological tests of peloid

compositions with nanomaterials (Fig. 15.1) were made according to recommen-

dations [13]—testing of composition influence on different systems of healthy

animal (white Wistar rats) organism. Hereat, peloid and peloid composition influ-

ence on central nervous system (CNS) and liver were tested by making thiopental

probe (0.75 mg of sodium thiopental on 100 g of body mass). Falling asleep time

(minutes after barbiturate injection) was taken into account, it characterizes the

Fig. 15.2 Microphotographs of Cherkassy bentonite (Ukraine) components: montmorillonite (a),
attapulgite (b)

Fig. 15.3 Micrograph of

nanoparticles of burnt at

600 �C bentonite with

organic precursor
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influence of compositions on CNS. On the other hand, medication sleep duration

characterizes antitoxic liver ability. Urine formation (uropoiesis) indexes were

determined too.

Composition components were transported into animal organism on special

stand by immersion of rat tails into tested suspensions on 2 h at 40� 1 �C
temperature.

15.3 Results and Discussion

Data given in Fig. 15.6 shows skin-resorptive influence of natural bentonites on

functional liver state of lab animals. Addition of 5 or 10 % of bentonite into peloid

almost has no influence on medication sleep during metabolic probe with barbitu-

rates. This assumes [13] that such compositions have no negative influence on

central nervous system (CNS) and liver. Increasing of bentonite concentration up to

15 % or addition of 5 % of saponite clay into peloid composition decreases

metabolic processes in liver. Latter indicates by increasing of animal’s metabolic

Fig. 15.4 Micrograph

of calcium carbonate

nanoparticles

Fig. 15.5 Micrograph

of polymineral clay with

calcium carbonate additive
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sleep during thiopental test. At the same time, functional state of CNS remains on

almost the same level.

Testing of functional state of conventional animals’ kidneys under skin-

resorptive influence of peloids with nanoadditives showed that functions of kidneys

remain almost the same with addition of 5 % of bentonite clay. Increase of clay

additive up to 10 % leads to negative effects, which exhibit in decreasing of primary

urine filtration in nephron glomerulus. This causes decreasing of diurnal diuresis in

1.5 times, diurnal urine excretion in 1.2 times and creatinine in 1.6 times.

Addition of 5 % of saponite clay into peloids stimulates mutually exclusive

processes of uropoiesis (urine formation): primary urine filtration and urine

readsorption. At the same time, we can see no changes in diurnal diuresis, increase

of creatinine excretion in 1.5 times and chlorides in 1.3 times. Daily chloride

excretion and reaction of daily urine remains without changes.

Investigation of thermodestructed at 600 �C bentonitic clay influence on biolog-

ical activity of peloids showed (Fig. 15.7) that addition of 5 and 10 % into peloid

changes this index notably. But its influence on CNS remains without changes, and

antitoxic liver ability increases. Latter confirms by decreasing of medication sleep

in three times for 5 % of bentonite and in 1.9 times for 10 % of bentonite.

Rat uropoiesis improves (Fig. 15.8) with addition of 10 % of burnt bentonite into

peloid. Increase of daily diuresis is determined by the growth of primary urine rate

and fixed water readsorption in tubular kidney structure.

Addition of 5, 10 and 15 % of chemically precipitated calcium carbonate

(Fig. 15.9) showed that functional state of CNS is stable but antitoxic liver ability

increases in 2–3 times. Addition of 5 and 10 % of calcium carbonate doesn’t change

kidney functional state while skin-resorptive use. Adding of 15 % of CaCO3 leads

Fig. 15.6 Time of falling asleep (a, min) and sleep duration (b, min) of laboratory animals with

addition of 5 % (1), 10 % (2) and 15 % (3) of natural clay into peloid. Black bar—check test, Grey
bar—experiment

Fig. 15.7 Influence of addition of bentonite burnt at 600 �C on falling asleep time (a, min) and

medication sleep duration (b, min) of lab animals. 1 and 2: 5 % and 10 % of bentonite corre-

spondingly. Black bar—control test, Grey bar—experiment
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to increasing of primary urine rate in nephron glomerulus in 1.5 times with

decreasing volume of readsorbed water in tubular kidney structure. And besides,

excrete kidney function is being intensified. It indicates by increasing of creatinine

excretion in 1.5 times and urea in 1.12 times. Chlorides are being excreted from rat

organism more actively as well.

However, mentioned results were received for peloid compositions with artifi-

cially added calcium carbonate suspension with nanoparticles. According to [14],

their role being decreased with time. It happens because of ageing of clay-carbonate

compositions in quiescent state due to isothermal distillation process. On the other

hand, same literature [14] shows that in opened dissipative systems (mixing con-

ditions) occurs nanochemical dispersion of carbonate microparticles with formation

of nanoparticles in condition of availability of dissolved NaCl and CO2 from air

goes. Latter could be shown by next scheme:

Fig. 15.8 Skin-resorptive influence of peloids with 5 % (1) and 10 % (2) of bentonite (burnt at

600 �C) additive on kidney functional state of Wistar white rats

Fig. 15.9 Influence of calcite nanoparticles on duration of falling asleep (a, min) and medication

sleep (b, min) of tested animals. 1, 2, 3—5, 10, 15 % of calcite correspondingly. Black bar—
control test, Grey bar—experiment
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According to the scheme, it is possible to disperse carbonate microparticles from

native salt peloids up to nanoparticles using intensive mixing by nanochemical

dispersion mechanism and further recondensation described in [14]. And indeed,

rheological investigation of model composition (90 % of montmorillonite clay and

10 % of microsized calcium carbonate) prepared according to recommendations

[14] showed material changing of peloid suspension indexes after its intensive

mixing. Thus, according to Table 15.2, effective viscosity of 50 % clay-carbonate

aqueous suspension increases in conditions of long-term mixing, and it decreases in

quiescent state. This indicates that the process goes according to the scheme.

Testing of real peloid suspensions after their mixing for 10 h showed that their

biological activity (within mistake limits) corresponds to data for artificially pre-

pared peloid compositions (Fig. 15.9).

Thus, the results undoubtedly indicate that mixing leads to realization of

nanochemical dispersion mechanism of carbonate microparticles and that it goes

under influence of mechanochemical processes [2, 15]. And that in turn influences

on colloid-chemical properties and biological activity of peloids.

Additional investigations of biological activity and anti-inflammatory action of

peloids with nanoadditives on intact animals and in conditions of ovalbumin

arthritis modelling showed that preventive course of medical mud applications

leads to significant effect. Latter is considered in improvement of metabolic and

immunity indexes under inflammation and by increasing of glucocorticoid back-

ground in organism.

15.4 Conclusions

Analysis of experimental results indicates that addition of nature bentonites and

saponites into peloids almost has no effect on biological activity of medical mud.

Also it is stated that peloid bioactivity increases with up to 15 % concentration of

burnt bentonites and calcite.

Thus, these results show that increasing of bentonite or calcium carbonate

nanoparticles concentration increases biological activity of peloids. This evidently

occurs due to raised sorption and ion-exchange ability of calcite and burnt (and

rehydrated while making suspensions) bentonite nanoparticles [4, 11, 16, 17].

Table 15.2 Dependence of clay-carbonate suspension effective viscosity from mixing duration

Duration of mixing

Viscosity of 50 % peloid suspension, Pa·s

Power-dispersion mixing state Quiescent state

0 min 0.83 15.50

10 min 5.30 14.30

1 h 10.20 10.10

10 h 15.70 8.90

3 month – 2.30
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At the same time, nanoparticle formation process is being suppressed in natural

bentonite in peloids with calcite admixture by mechanism described in [14]. And

this in turn does not improve biological activity.

Completed investigations and literature data about colloid-chemical and

nanochemical transformations of clay-carbonate structures [2, 14] allowed to

make a conclusion: the presence of nanoparticles in clay-carbonate peloids

(which contain salt media (brine) and have a contact with CO2 of the air) can

lead to considerable effect on colloid-chemical properties of peloid compositions

and their biological activity. The connection between nanochemical transforma-

tions, colloid-chemical properties, and biological activity of peloid compositions in

terms of mixing state (application on skin or mixing—thermodynamically isolated

or opened dissipative system, respectively) was established. That confirms conclu-

sions received earlier [2, 14] for other clay-carbonate colloid systems. However,

such connection is quite complex and the role of clay minerals in biocolloid

properties changing is still not clear enough. So this needs further investigations.
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Chapter 16

Magnetic and Neutron Diffraction Studies
of Magnetic Properties of the Nanoparticle
RMnO3 (R¼Tb, Dy) Manganites

W. Bażela, S. Baran, V. Dyakonov, A. Hoser, B. Penc, A. Zarzycki,
and A. Szytuła

16.1 Introduction

Physical properties of manganites were shown to depend on both doping and the

grain size [1, 2]. Usually, the nanocrystalline samples exhibit properties which are

different from those of the bulk material. An important factor is increasing surface-

to-volume ratio for the grains as the particle size is reduced to the nanoscale. As a

result, the small size effect and the surface effect perturb the properties of nano-

particle samples. In these samples, the magnetic behavior is additionally modified

by the interparticle interactions which can be both of the exchange and
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magnetostatic origins. The main motivation for these studies was to obtain the data

concerning the evolution of magnetic properties as a function of grain size.

In the last years, the RMnO3 compounds have attracted a lot of attention due to

strong coupling between ferroelectricity and magnetism [3].

Magnetic measurements of TbMnO3 indicate that this compound is antiferro-

magnet in which Tb3+ and Mn3+ moments order below 7 K and 41 K, respectively.

Neutron diffraction data indicate sine-modulated magnetic structure in both

sublattices. In Mn site the change of magnetic ordering at 27 K is observed [4].

In DyMnO3 below 6.5 K, the Dy magnetic moments order in a commensurate

structure with the propagation vector k¼ (½, 0, 0), while the Mn moments form

incommensurate structure below 39 K. At Tt¼ 18 K, the change in the magnetic

structure of the Mn sublattice is observed. Below Tt this ordering is collinear, while
above Tt it is sine modulated [5].

In this work the results of X-ray and neutron diffraction and magnetometric

measurements of the nano and bulk RMnO3 (R¼Tb, Dy) samples are discussed.

The obtained data are analyzed from the point of view of grain-size value.

16.2 Experimental and Results

The investigated nanoparticle RMnO3 compounds where R¼Tb and Dy were

obtained by a sol–gel technique described in Ref. [6]. The obtained products were

annealed at temperatures of 800 and 850 �C. Polycrystalline bulk samples as

references ones were synthesized at 1,170 �C in air for 20 h and then slowly were

cooled down to room temperature.

The quality of the products was checked by X-ray powder diffraction at room

temperature using a Philips PW-3710 X’PERT diffractometer with CuKα radiation.

The obtained data were analyzed with the Rietveld-type refinement FullProf pro-

gram [7]. For all the samples, the following dc magnetic measurements using a

commercial MPMS SQUID magnetometer have been carried out: magnetic sus-

ceptibility measurements in magnetic field of 1 kOe over a temperature range of 2–

300 K (from these data the effective magnetic moment μeff and the paramagnetic

Curie temperature θp were obtained) and magnetization measurements in magnetic

fields up to 50 kOe and at temperatures down to 2 K (in order to get the value of the

pseudo-saturated magnetic moment and character of the magnetization curve).

The ac magnetic susceptibility, χac¼ χ0 + iχ00, where χ0 and χ00 are the real and

imaginary components, respectively, was measured versus temperature and fre-

quency between 100 Hz and 5 kHz in a magnetic field equal to 2 Oe with the use of

PPMS.

The neutron diffractograms were obtained at different temperatures using the E6

diffractometer at BERII reactor (Helmholtz-Zentrum Berlin). The incident neutron

wavelength was 2.44 Å. The data were analyzed using the Rietveld-type program

FullProf [7].
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The X-ray diffraction data indicate that all the samples studied are homogenous

single phase and have orthorhombic crystal structure described by the space group

Pnma. In this structure the atoms occupy the following sites: R and O1 in 4c site:

(x, y, ¼), O2 in 8l site: (x, y, z) and Mn in 4b site: (½, 0, 0). All the fitted structural

parameters, lattice constants and positional xi, yi, and zi parameters, are listed in

Table 16.1. The obtained data indicate that the crystal structure parameters of the

nanosamples are slightly less than the values for bulk materials.

In the next step, the grain sizes were determined using the Scherrer relation

d¼ λ/β cos θB, where d is the grain size, λ¼ 0.154178 nm the X-rays wavelength,

θB the corresponding angle of Bragg diffraction, and β the difference between half-

widths of the Bragg reflex of the nanopowder and the standard sample (Si powder

with the size 10 μm). The grains sizes were calculated using the experimental X-ray

data and the following relations [8]:

1. d1¼ β� β0, where β is the half-widths of the Bragg reflex of the investigated

sample and β0 the similar value for the standard sample of Si powder.

Table 16.1 Structural parameters of TbMnO3 and DyMnO3 at room temperature derived from

X-ray diffraction data (S1, polycrystalline sample, S2 and S3, the nanocrystalline samples annealed

at 800 �C and 850 �C, respectively); Δ1, difference between the volume of nano and bulk samples;

Δ2, difference of volume between Dy and Tb samples

TbMnO3 DyMnO3

Samples S1 S2 (800) S3 (850) Samples S1 S2 S3

a (Å) 5.8456 (1) 5.8191 (1) 5.8152

(2)
a (Å) 5.8385

(2)

5.8334

(1)

5.8306

(1)

b (Å) 7.4040 (2) 7.4092920 7.4104

(2)
b (Å) 7.3792

(2)

7.3794

(2)

7.3806

(1)

c (Å) 5.2995 (1) 5.2862 (1) 5.2847

(2)
c (Å) 5.2789

(1)

5.2742

(1)

5.2738

(1)

V (Å3) 229.37 (1) 227.914

(14)

227.733

(23)
V (Å3) 227.433

(19)

227.04

(1)

226.95

(1)

R x 0.0806 (2) 0.0806 (2) 0.0805

(2)

R x 0.0819

(2)

0.0820

(1)

0.0822

(1)

Y �0.0140

(5)

�0.0167

(2)

�0.0154

(3)

y �0.0139

(4)

�0.0156

(2)

�0.0185

(2)

O1 x 0.469 (2) 0.465 (1) 0.467 (2) O1 x 0.473 (2) 0.462 (2) 0.463 (1)

y 0.101 (2) 0.104 (1) 0.107 (2) y 0.102 (3) 0.104 (2) 0.105 (1)

O2 x 0.329 (2) 0.315 (1) 0.311 (2) O2 x 0.324 (2) 0.327 (1) 0.323 (1)

y 0.053 (1) 0.050 (1) 0.052 (1) y 0.049 (1) 0.054 (1) 0.052 (1)

z 0.705 (2) 0.695 (1) 0.703 (2) z 0.705 (2) 0.699 (1) 0.704 (1)

RBragg

(%)

6.6 9.2 8.6 RBragg

(%)

8.1 6.6 6.6

Rprof

(%)

7.3 11.1 9.7 Rprof

(%)

10.0 9.3 6.3

Δ1 (Å3) �1.456 �1.637 Δ1 (Å3) �0.393 �0.483

Δ2 (Å3) Δ2 (Å3) �1.937 �0.874 �0.783
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2. d2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β2 � β20

q
.

3. d3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

β � β0ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β2 � β20

qr

.

The grain-size values di (i¼ 1, 2, 3) determined from these relations are listed in

Table 16.2. Presented data indicate that the grain size increases with increasing

annealing temperature.

The temperature dependences of reciprocal magnetic susceptibility and dc
magnetic susceptibility for all the samples are shown in Fig. 16.1. The inset

shows the low-temperature data.

The reciprocal magnetic susceptibility of all the compounds indicates breakdown

near 40Kwhich is connectedwithmagnetic ordering in theMn sublattice. Above and

below this temperature, χ(T)�1 fulfils the Curie–Weiss law. The χ(T) data are

analyzed using relation C/(T� θp) at high temperature and χ0 +C/(T� θp) at low
one, where χ0 is the independent term equal to 2� 10�2 emu/molOe for TbMnO3 and

2–6�10�3 emu/molOe for DyMnO3 samples and C the Curie constant. The fitted

values of the paramagnetic Curie temperature θp and effectivemagneticmoments μeff
are listed in Table 16.3. In both temperature regions, the paramagnetic Curie tem-

peratures are negative which indicate the antiferromagnetic interactions. Comparison

of the paramagnetic Curie temperatures determined from the high temperature data
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Fig. 16.1 Temperature dependences of the reciprocal magnetic susceptibility of polycrystalline

bulk and nanosize of (a) TbMnO3 and (b) DyMnO3 samples. Inset shows the low-temperature part

of magnetic susceptibility. The data for S2 ( filled square) and S3 ( filled triangle) coincide in the

broad temperature region

Table 16.2 Values of

the grain size in (nm) of

nanopowder of TbMnO3

and DyMnO3 prepared at

temperature 800 �C (S2)

and 850 �C (S3)

d1 (nm) d2 (nm) d3 (nm) hdi (nm)

TbMnO3

S2 28.0 22.8 25.3 25.4

S3 35.8 29.4 33.3 32.8

DyMnO3

S2 31.6 25.2 28.2 28.3

S3 57.2 40.0 47.8 48.3
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with those determined from the low-temperature data indicates that the magnetic

interaction in Mn sublattice is dominant.

For the bulk samples, in low-temperature region, the effective magnetic moments

are close to values for free R3+ ion equal to 9.72 μB (R¼Tb) and 10.65 μB (R¼Dy),

while in high temperature region, they are close to values calculated from the relation

μeff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μR
eff

� �2 þ μMn
eff

� �2
q

for free R3+ and Mn3+ (4.9 μB) ions equal to 10.88 μB for

TbMnO3 and 11.72 μB for DyMnO3.

For the nanosamples, the values of both the paramagnetic Curie temperature and

the effective magnetic moments decrease slightly with decreasing grain sizes.

At low temperatures, the maximum of temperature dependences of magnetic

susceptibility indicate magnetic ordering in rare earth sublattice. The maximum

temperature decreases for TbMnO3 nanosamples and does not change for DyMnO3

ones. The magnetization isotherms measured at 2 K show a metamagnetic transition

in a magnetic field equal to 17.6 kOe for TbMnO3 and 14.5 kOe for DyMnO3. For

all the samples, magnetization is not saturated in the magnetic field up to 50 kOe.

The magnetic moment values at T¼ 2 K andH¼ 50 kOe are less than the values for

free R3+ ion equal to 9.0 μB for R¼Tb and 10.0 μB for R¼Dy. The values obtained

for the nanosamples are less than these for bulk material. Reduction of the moment

is larger in TbMnO3 samples. The hysteresis loop at 2 K in low magnetic field

shows the difference in the coercivity field equal to 350–500 Oe for TbMnO3

samples and 160 Oe for the DyMnO3 samples. This result indicates the large

number defects in TbMnO3 compounds.

Temperature dependences of the ac susceptibility real component (Fig. 16.2)

show the broad maximum at 8 K for nano-TbMnO3 and 9.0 K and 9.5 K for nano

and bulk DyMnO3, respectively. The imaginary component χ00 does not give

anomalies at critical temperatures corresponding to magnetic ordering in the Mn

and R sublattices. This shows that in the magnetic ordering, the ferromagnetic

component is absent. For all the samples, below 5 K, the strong increase of χ00

component probably connected with change of magnetic structure is observed.

Presented data do not exhibit the anomaly near 40 K connected with ordering of

the magnetic moment in the Mn sublattice.

The neutron diffraction patterns for the samples annealed at 850 �C are shown in

Fig. 16.3. For both samples, the data obtained at 50 K confirm the crystal structure

Table 16.3 Magnetic data for DyMnO3 and TbMnO3

Name

High temperature Low temperature μ (μB)
at 2 K

H (kOe)

at 2 Kθp (K) μeff (μB) θp (K) μeff (μB)

DyMnO3 S1 �27.33 (4) 12.36 (1) �10.2 (1) 10.96 (4) 4.8 14.1

S2 �24.95 (5) 11.90 (1) �9.7 (2) 10.53 (5) 4.5 14.2

S3 �26.90 (6) 11.97 (1) �11.1 (2) 10.71 (6) 4.4 14.8

TbMnO3 S1 �30.79 (11) 11.413 (3) �6.5 (1) 9.49 (3) 4.15 17.6

S2 �27.93 (6) 11.084 (2) �8.9 (1) 9.42 (3) 3.7 17.6

S3 �28.29 (3) 10.954 (1) �10.7 (3) 9.41 (8) 3.5 17.6
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magnetic field of HA¼ 2 Oe at frequencies varied between 100 Hz and 5 kHz

15 20 25 30 35 40 45

15 K
32 K
50 K

In
te

ns
ity

 [a
. u

.]

1.6 K

32 K

50 K

15 K

In
te

ns
ity

 [a
. u

.]

2Θ [o] 2Θ [o]

TbMnO3 850°C

TbMnO3 800°C

DyMnO3, 850°Ca b

1.6 K

20 40 60 80 100

T = 1.6 K

T = 12 K

In
te

ns
ity

 [a
. u

.]

T = 50 K

Iobs. Ical.

Iobs.-Ical. HKL

Fig. 16.3 Neutron diffraction patterns for (a) TbMnO3 and (b) DyMnO3 obtained at different

temperatures

250 W. Bażela et al.



determined from the X-ray data. The data at T¼ 15 K for TbMnO3 and 12 K for

DyMnO3 confirm the antiferromagnetic ordering in the Mn sublattice described by

the Ax mode [9]. The Mn magnetic moments parallel to the a-axis form the

modulated magnetic structure with the propagation vector k¼ (kx, 0, 0).
At T¼ 1.6 K, the additional peaks corresponding to the magnetic ordering in rare

earth sublattice are observed. The magnetic order is described by the propagation

vector k¼ (kx,0,0) with the kx values which differ from the values for the Mn

sublattice. In TbMnO3 the magnetic ordering of Tb moments is noncollinear and is

described by the FyAz mode [9], while in DyMnO3, the magnetic ordering of Dy

moments is collinear and is described by the Axmode. The magnetic ordering in Mn

sublattice in both compounds and Tb moments in TbMnO3 is incommensurate with

respect to the crystal structure, while in Dy sublattice, it is commensurate. The

shape of these peaks is different, namely, it is broad for TbMnO3 and narrow for

DyMnO3. The magnetic ordering parameters are summarized in Table 16.4.

16.3 Discussion

Presented in the work data indicate that the investigated nanosamples RMnO3

(R¼Tb, Dy) have the orthorhombic crystal structure which is similar to that for

bulk materials. The structural parameters indicate the small influence of the grain

size on atomic ordering. The grain-size values determined from X-ray data are

shown to be less than 100 nm.

The nanosamples are characterized by the lesser values of the unit cell volumes

(see values Δ1 in Table 16.1). The difference is larger for the Tb samples. The

volume values are smaller for the Dy samples that are connected with the lanthanide

contraction.

The grain-size values determined for the Tb and Dy samples are close to each

other.

The effective magnetic moments values suggest the localization of the magnetic

moments on the Mn and R (Tb, Dy) elements ordered at different temperatures.

Table 16.4 Parameters of the magnetic structure for nano-800 (S2) and nano-850 (S3) samples of

RMnO3 (R¼Tb, Dy)

T [K]

TbMnO3 DyMnO3

nano-800 (S2) nano-850 (S3) nano-850 (S3)

μMn (μB) kx μMn (μB) kx μMn (μB) kx

32 1.60 (12) 0.326 (4) 1.35 (15) 0.326 (5) 3.24 (14) 0.360 (1)

15 2.29 (8) 0.312 (2) 2.08 (10) 0.315 (2) 3.74 (12) 0.370 (2)

1.6 2.94 (2) 0.321 (2) 3.03 (4) 0.328 (2) 4.24 (11) 0.376 (4)

3.68 (11) 0.443 (5) 4.43 (7) 0.451 (3) 8.71 (18) 0.501 (12)
aData for R sublattice
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Magnetic and neutron diffraction data indicate that all the samples have

antiferromagnetic ordering. Negative values of the paramagnetic Curie temperature

confirm the antiferromagnetic interactions.

The macroscopic magnetic data do not give the large difference in magnetic

properties of two series (see Table 16.3).

Presented in the work, the neutron diffraction data indicate the different char-

acter of influence of the rare earth element on the properties of nanosamples

including magnetic ordering.

For nano-DyMnO3, a small change of the magnetic ordering character in the Dy

sublattice is observed [10]. In contrary, in the TbMnO3 nanosamples, the neutron

diffraction data suggest the cluster-like character of the magnetic ordering in the Tb

sublattice [11].

This result is surprising taking into consideration similar macroscopic magnetic

properties and similar magnetic ordering described by sine-modulated structure.

The magnetic ordering in the rare earth sublattices is different: noncollinear in

TbMnO3 and collinear in DyMnO3. Second difference is connected with the rare

earth magnetic moment values, namely, 3.68 (11) μB and 4.43 (7) μB in TbMnO3

and 8.71 (18) μB in DyMnO3 which are 40.9 and 49.2 % of the value for free Tb3+

ion (9 μB) and 87.1 % of the value for free Dy3+ ion (10 μB). The large decrease of
the observed Tb magnetic moment is probably a result of a strong influence of the

crystal electric field or the existence of nonmagnetic layer on the grain surface.

The large values of χ0 and coercive field indicate large number of the atomic

defects in TbMnO3 samples which play an important role in magnetic interactions.
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Chapter 17

Temperature Dependence of the Bandgap
of CdTe/CdS Core–Shell Quantum Dots

O.O. Tynkevych, N.M. Vyhnan, P.M. Fochuk, and Yu. B. Khalavka

17.1 Introduction

Quantum dots or semiconductor nanocrystals exhibit the so-called quantum con-

finement effect when synthesized with a crystallite size below to Bohr exciton

radius of the bulk material. The QDs are characterized by the physical and chemical

properties which significantly differ from their individual molecules or bulk forms

[1]. The quantum confinement effect gives rise to unique size-dependent electro-

optical properties, which are important for their potential use in lasers, solid-state

lighting, solar cells, and biomedical fields [2–7]. While optical absorption mea-

surements yield information on the QD size and the relative energy level configu-

rations, they do not allow the determination of absolute energy levels positioned

with respect to a standard potential. These values are vital for completing our

understanding of the confinement effect in QDs. The most common method for

the determination of the size-dependent conduction and valence band edge shift in

quantum confined systems to date is cyclic voltammetry (CV) [8].

Studies on the temperature dependence of QDs optical and electrochemical

properties are important for their potential application because the desired device

should emit in the visible spectral range at room temperature.

Previous works by Poznyak et al. [9], Haram et al. [10], and Jasieniak et al. [8]

investigate the band edge size-dependent electrochemical behavior of CdTe, CdS,

CdSe, PbS, and PbSe nanocrystals by means of cyclic voltammetry [8–11]. Kucur

et al. [12] investigated the surface defect state energy levels in the bandgap of

CdSe nanocrystals and their behavior under excited conditions due to blue-light
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irradiation [12]. On the other hand, the temperature dependence of the bandgap

energy in different QDs by using photoluminescence (PL) and absorption

(Ab) techniques was studied by other groups [13–17]. In this report, we present

the results of optical and electrochemical investigations of bandgap structure and its

temperature dependence behavior for CdTe/CdS QDs.

17.2 Experimental

17.2.1 Synthesis of CdTe/CdS QDs

The thioglycolic acid-stabilized CdTe/CdS nanocrystals were synthesized at room

temperature in alkali aqueous solution by the reaction of CdBr2 or CdSO4 and

H2Te. The H2Te was produced by the electrochemical reduction of tellurium on the

tellurium cathode. The oxygen was removed from the system by bubbling argon

through it for 10–15 min. In the next step, the temperature was raised to 100 �C for

growth of CdTe/CdS QDs of the required size. Samples with an average size of 2.3–

3.8 nm have been produced this way.

For our studies, two series of samples were synthesized. The first series of

samples was prepared by varying the time of H2Te passing through the solution.

The second series of samples was synthesized with different heat treatment times,

which allowed us to obtain a wide range of QDs sizes in both cases.

17.2.2 Material Characterization

Photoluminescence (PL) spectra were excited by the solid-state diode laser

(405 nm) and recorded by the Ocean Optics USB-4000 spectrophotometer. The

electrochemical measurements were performed using Reference 3000 Potentiostat/

Galvanostat. A three-electrode system with platinum or glassy carbon counter

electrodes, an Ag/AgCl reference electrode, and the flat platinum electrode as the

working electrode was used for the CV measurements. The cyclic voltammograms

were obtained by scanning the potentials from �2 to 2 V at scan rates of 10, 20,

50, 100, and 200 mV/s. Measurements were carried out in the range starting from

room temperature up to 55 �C. The size of the particle was determined using

spectroscopic data, namely, absorption peak maxima according to [18].

17.3 Results and Discussion

17.3.1 Optical Characterization of the CdTe/CdS QDs

The optical properties of the prepared CdTe/CdS QDs were characterized spectro-

scopically. Figure 17.1 shows absorption (a) and photoluminescence (b) spectra of
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the thiol-capped CdTe/CdS QDs in colloidal solutions which were chosen for the

investigation of the temperature dependence of the electrochemical bandgap vari-

ations. Aliquots of CdTe NCs of different sizes were taken from the crude solution

at different heat treatment times. When prolonging the refluxing time, the growth of

the CdTe NCs can be clearly seen by the “red” shift of absorption and PL spectra.

The characteristic absorption and PL peaks for two series of samples were

observed in the range of 499–653 nm. The average particle sizes and optical

bandgap (Egopt) for all the samples were obtained from the absorption peak maxima

and are listed in Table 17.1.
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Fig. 17.1 Absorption (a) and PL (b) spectra of thioglycolic acid-capped CdTe/CdS QDs of

different sizes (time of ripening at 100 �C is shown in the legend)

Table 17.1 Band structure parameters of thiol-capped CdTe/CdS QDs of different sizes obtained

from spectroscopy and cyclic voltammetry

QDs

diameter, nm

Abs

peak, nm

Eg (opt),

eV

Peak C

(Ered), V

Peak A

(Eox), V

Conduction

band edge

vs. vacuum

Valence

band edge

vs. vacuum

Eg (CV),

eV

First series of samples

3.8 640 1.94 �0.33 1.60 �3.91 �5.86 1.93

3.3 593 2.09 �0.46 1.51 �3.78 �5.75 1.97

3.0 569 2.18 �1.02 1.09 �3.22 �5.33 2.11

2.6 523 2.37 �1.03 1.07 �3.21 �5.31 2.10

2.5 519 2.39 �1.18 0.92 �3.06 �5.16 2.10

2.4 512 2.42 �1.32 0.90 �2.92 �5.14 2.22

2.3 504 2.46 �1.57 0.89 �2.67 �5.13 2.46

Second series of samples

2.3 499 2.48 �1.38 0.82 �2.86 �5.06 2.20

2.4 503 2.35 �1.34 0.82 �2.90 �5.06 2.16

2.5 519 2.39 �1.38 0.84 �2.86 �5.08 2.22

2.7 541 2.28 �1.33 0.77 �2.91 �5.01 2.10

2.8 558 2.25 �1.32 0.83 �2.92 �5.07 2.15
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17.3.2 Electrochemical Characterization of the CdTe/CdS
QD Band Structure

Cyclic voltammetry (CV) is the most widely used electrochemical technique, is

used for the characterization of redox systems, and is often the first experiment

performed in an electroanalytical study. It can provide rapid information about the

number of redox states of the electroactive species, as well as qualitative informa-

tion about the stability of these oxidation states and the electron transfer

kinetics [19].

A cyclic voltammetry method was applied to determine band structure of the

particles, for instance, the bandgap (Eg), conduction band edge, and valence band

edge as a function of quantum dot size. In case of nanoparticles, the lowest energy

level available to accept electrons (bottom of the conduction band) corresponds to

the reduction potential, and highest level from which electrons can be taken away

(top of the valence band) is related to oxidation potential. On typical CV (Fig. 17.2),

cathodic and anodic peaks at �0.330 V (marked as C) and 1.605 V (marked as A),

respectively, are observed.

The potential difference of 1.935 V between C and A is in accordance with the

optical bandgap of 1.940 eV. CV for different samples shows the presence of

similar cathodic and anodic peaks that correspond to the electrochemical activity

of CdTe QDs.

As the bandgap (Egopt) is a function of particle size, the electrochemically

determined bandgap (EgCV) should also increase with decreasing particle size. It

was found that distance between the oxidation and reduction peaks increases with

decreasing QDs sizes. This difference can be used to estimate electrochemical

bandgap, energy of conduction band edge, and valence band edge levels of QDs.

The results of optical and electrochemical calculations are presented in Table 17.1.

It should be noted that the CV bandgap energy (EgCV) is 0.1–0.3 eV lower than

the optical Egopt in most cases (Fig. 17.3). This difference decreases for larger

Fig. 17.2 A typical cyclic

voltammogram recorder for

CdTe/CdS core–shell QDs

colloidal solution

(d¼ 3.8 nm). The scan rate

was 100 mV/s
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particles due to the less impact of surface states and vanishes when the particle size

reaches 3.8 nm.

Like the authors of [9], we also expected to observe oxidation at more positive

potentials and reduction at more negative potentials for smaller QDs, since the top

of the valence band usually shifts toward lower energies and the bottom of the

conduction band rises to higher energies with decreasing particle size. In our case,

the oxidation peak A shifts to the negative direction with decreasing QD size too. A

reason for these disagreements may be related to the oxidation of surface defects

forming surface states in the bandgap that act as electrically active local trap states.

In Fig. 17.4, we plotted our experimental data in comparison to the similar data

of other authors [8, 9, 11, 20] that were performed by cyclic voltammetry. A good
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Fig. 17.3 Comparison of

the optical (Eg (opt)) and

electrochemical (Eg (CV))

bandgaps for varied sizes of

CdTe/CdS core–shell QDs

Fig. 17.4 Plot of valence (blue line) and conduction (green line) band edge positions for CdTe/

CdS QDs, obtained as a function of size from the respective anodic (A) and cathodic (C) peaks

(blue triangles)
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correlation in the trend of the data between these studies and our own is observed.

However, the magnitude of the values does show some variation, due to slight

surface chemistry differences between samples.

It is important to note that we have observed the appearance of an additional

oxidation peak in the cyclic voltammograms at 1.8 V (not shown) described in [9]

for samples with heat treatment time over 4 h. This may indicate the additional

oxidation process that may be caused by the presence of a CdS shell of a certain

thickness.

To understand the electron transfer reactions, the effects of scan rates on peak

current were studied. CV of CdTe QDs aqueous colloidal solutions obtained at

10, 20, 50, 100, and 200 mV/s scan rates showed similar features of oxidation/

reduction waves (Fig. 17.5). The inset shows a plot of anodic and cathodic peaks

current values relative to square root of the scan rates. The solid lines indicate the

corresponding linear regression the data fitted in the Randles-Sevcik equation [21],

suggesting that the electron transfer is limited by diffusion. Slopes for cathodic

peaks are shallower than for anodic peaks due to differences in the kinetics of

reduction and oxidation reactions.
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17.3.3 Temperature-Dependent Bandgap Variation
in CdTe/CdS QDs

A cyclic voltammetry method can also be applied to determine the temperature-

dependent bandgap variations of CdTe/CdS QDs. While incubating CdTe/CdS QDs

colloidal solutions at different temperatures from 293 to 328 K, we observed a

symmetrical shift of the oxidation and redaction peaks (Fig. 17.6a). As seen in

Fig. 17.6b, this shift was linearly dependent on temperature. The estimated energy

bandgap tends to decrease as the temperature increased. A reason for such behavior

may be the increase of interatomic spacing when the amplitude of the atomic

vibrations increases due to the increased thermal energy and as a result of enhanced

quantum confinement [16, 18].
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A relation for the variation of the energy gap with temperature in semiconduc-

tors described by the Varshni equation [22]:

Eg ¼ E0 � α
T2

T þ θ
ð17:1Þ

where E0 is the energy gap at 0 K, θ is the Debye temperature (for bulk CdTe

θ¼ 160 K), and α is the temperature sensitivity.

As previously shown [14], the shift of PL band of the QDs with temperature is

almost the same as that of the temperature-dependent bandgap decrease of the bulk

material. Therefore, the Varshni equation can be used to describe the temperature

dependence of the energy gap of QDs. We noticed that similar to optical bandgap

(Egopt), electrochemical (EgCV) bandgap of QDs demonstrates the same trend, so

the temperature sensitivity of QDs of a certain size can be determined from the

slope of the linear regression approximation plotted in the coordinates Eg vs. αT2/
(T+ θ). In this case, the temperature coefficient α will describe the change in the PL

energy when the temperature is changed by 1 K, and E0 is the PL energy at 0 K [23].

While investigating the temperature dependence of the electrochemical bandgap

energy, we noticed that the temperature coefficient decreases with the increasing

radius of the QDs (Fig. 17.7) as we reported before.

The fact that the temperature coefficients (determined from optical and electro-

chemicalmeasurements) are similarmeans that they have the same origin and provide

valuable information to design desired multishell structures and photocatalysts.

17.4 Conclusions

We used optical and electrochemical studies to refine positions of energy levels in

CdTe quantum dots. It was found that the difference between the oxidation and

reduction peaks on CV correlates well with the optically determined bandgap of QD

sizes. We observed that heating of CdTe/CdS QDs decreases bandgap energy as the
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result of decreased quantum confinement. Bandgap (Eg) diagrams for different

particle sizes were plotted on the base of the obtained results.
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Chapter 18

Dynamical Properties of Two-Dimensional
Aggregates in Patchy Particle Systems

A. Chrzanowska, J. Kurzyk, and P. Karbowniczek

18.1 Introduction

Over the last decades, there has been an enormous interest in studying properties of

the systems composed from the patchy particles—particles which are covered

discontinuously with spots interacting differently than the other parts of the surface.

This interest is spurred by two major reasons: (a) such systems can be used as model

systems that can be studied in a very detailed way as well by the theories as by the

simulations [1–3] (b) recent advances in producing patchy colloids, especially

DNA-guided colloids [4–7]. The efforts are also directed onto the possible appli-

cations for photonic band gap structures, functional materials or studies on directed

self-assemblies.

Major part of the computer investigations on patchy particle systems is done by

the use of the Monte Carlo methods and is focused on obtaining static properties

like phase diagrams or clusters statistics. Yet molecular dynamics techniques still

offer more possibilities allowing for better understanding of physical mechanisms

governing these systems [8–10].

In this paper MD results for a two-dimensional system of aggregated particles

have been presented for two chosen stages of clustering.
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18.2 The System

In our simulations we considered 986 spheres of the diameter 1 with three attractive

patches. The interactions between patches were modeled by an attractive square

well potential of the depth u¼ 0. 5. The temperature considered is equal to T¼ 0. 1.

Geometry of the interaction between two particles is given in Fig. 18.1. Such

localization of specific surface interactions is in accordance with a more general

rule that each site is involved at most in one bonded interaction. In contrast to the

Kern Frenkel model [11], the interactions are off-center (the spots are interacting,

not the centers of the particles) exerting torques on the bodies each time the particle

reaches the edge of the well of the interaction potential of the patch. Such a choice

of the interaction model is therefore realistic.

When the particles are close to each other in such a way that the patches interact

via the square well potential and have energies below the value characterizing the

potential well the particles form a bond. As a consequence of minimizing the

interaction energy the whole set of patchy particles will attain a certain clustered

state, in which the size and structure of the aggregates depend as well on the density

as on temperature of the system. The system reminds of a polymer, yet the bonds

are not very stable, thus one observes continuous process of bonds creations and

their unbonding with an average of bonds being at constant level. This interplay

introduces completely new features to the dynamical picture of the system. Another

crucial factor influencing dynamical properties is the structure of the aggregates. In

next section typical features of these properties will be presented.

18.3 Molecular Dynamics Results

The starting configurations have been obtained with the help of the Monte Carlo

simulations. Then the molecular dynamics has been applied to the systems for two

chosen densities that lead to different stages of aggregation, ρ¼ 0. 1 (case A) and

ρ¼ 0. 3 (case B), see Fig. 18.2. In the case B one practically deals with a single big

cluster that spans over the whole studied volume. In the case A several smaller

clusters are being observed. To perform MD simulation each particle must obtain a

A

B

C
C

A

BFig. 18.1 Geometry

of interaction
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certain value of linear and angular velocity. These values have been chosen

randomly from the Maxwellian distribution adjusted to the assumed system tem-

perature, here for kT¼ 0. 1. Molecular dynamics is performed by resolving subse-

quent dynamical events of collisions between hard parts of the spheres and

collisions at the edges of the square well potential (event driven molecular dynam-

ics). The last one requires analysis of all possible interactions of the patches. As a

consequence, the particle may freely move or be captured in the potential well

forming a bond. When two particles are within the range of the potential action they

can still freely move until the hard collision with the main sphere or with the edge of

the potential well takes place. If the energy is smaller than the potential depth, then

the particle bounces until it may get a new portion of energy from the third

companion interaction, then one deals with an unbonding. Thus bonding and

unbonding processes are connected with the transport of energy within the aggre-

gate and must depend on its structure.

In Fig. 18.3 the autocorrelations of the total value of the particles velocity are

shown for two different stages of aggregations. The presented profiles exhibit

regular features. One can distinguish three different parts: (a) a quick decrease of

the ACF-V value till a level of 40% (b) a pronounced minimum occurring after a

quick drop of the ACF-V value (c) a very slow decrease of the whole profile

showing that the velocity correlations are very long lasting. For a denser system

with a larger degree of aggregation the autocorrelation drops to a lower value than

for a less dense system, yet the slopes of the slow decay for two cases studied seem

to be very similar. Larger aggregates are less capable to preserve the information

about the particles velocity.

A minimum after the fast decay is caused by particle’s rattling within the

potential well. A similar single minimum structure occurs in simply liquids, for

instance, in liquid argon [12], but the argon minimum attains negative values. Here,

in the case of patchy particles aggregates strong correlations still exist having a long
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Fig. 18.2 Configurations of patchy particles at the density (a) ρ¼ 0. 1 and (b) ρ¼ 0. 3
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lasting character. Because of this, one may regard the occurrence of the minimum

as the feature related to the bonding process itself and not to the size of the

aggregates or their presence (in the case of argon the bonds are stable and there

are no aggregates). The time scope needed to drop ACF-V to the null level is about

four times larger than the ballistic regime time [see the figure for the mean square

displacement (MSD)]. This regime is recognized as determined by the aggregates

presence.

Profiles presented in Fig. 18.4 suggest possible influence of the structure on the

distribution autocorrelations. In the lower panel for a denser system with larger
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aggregates one observes a noticeable departure of ACF-VX from ACF-VY. This

effect is connected with a particular configuration considered (Fig. 18.2b) which, as

a system, is rather small and, in this particular case, exhibits a certain degree of

structural anisotropy—the voids are dominated by elongated shapes in Y direction.

This feature, the relation between elongated in one direction aggregates and

velocity correlations, requires however more detailed studies.

In Fig. 18.5 the angular velocity autocorrelations (ACF-OM) are presented. One

can distinguish here also three characteristic regimes: a regime of fast decay (till

about 1,800 collisions or 2 collisions per particle), a regime with linear dependence

on time which lasts till about 11,600 collisions (or 12 collisions per particle), an

uneven profile where the angular ACF still remains at the level of several percent.

The first regime of quick decay seems to be identical for both studied configura-

tions. It is a very interesting observation that this regimes end at the level of the

minimum present in the velocity ACF-V, which, at the same time, becomes an onset

of the next regime.

Also in the second regime the characteristics are very similar, yet the curves are

distinguishable with ACF-OM for denser system having slightly smaller values

than smaller aggregates system (the vertical lines are the eye guides for the borders

of these regimes). This difference becomes more pronounced in the third regime

which suggests an existence of a constant level of ACF-OM of several percent,

(within the range of the simulation time). This feature is an interesting and novel

quality, hence more work is still needed on its time persistence. The linear regime is

also interpreted as related to the molecular mechanism of the bond exchange [8].

During the simulations also the MSD has been monitored. In both cases of

different states of aggregation one observes only two typical regimes. In the first

regime MSD is very well described by a quadratic function of time with departures

occurring only at the small number of initial collisions (presented in Fig. 18.6).

Then MSD becomes linear as is typical for the fluid and liquid cases. Figure 18.6

presents MSD profiles for the studied values of the density for the time interval

where the process is of the ballistic type. The simulation data, besides the narrow

regime of the initial time, fit very well to the square function of time. The type of the

departure for small times is given in Fig. 18.7.
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Chapter 19

Synthesis and Characterization of Titanium
(IV) Oxide from Various Precursors

T. Dontsova, I. Ivanenko, and I. Astrelin

19.1 General

19.1.1 Introduction

In the last decade, the photocatalytic processes attract growing interest due to their

wide industrial application in a variety of applications: the photocatalytic decom-

position of harmful organic compounds both in solution and in the gas phase, the

transformation of solar energy into chemical and electrical energy, the creation of

sensors and nanophotonics devices, the organic synthesis, etc. Often, photocatalytic

reaction can proceed at room or lower temperature by the action of visible light,

which allows using the solar energy for useful processes [1].

Decomposition of organic pollutants in air and water due to the photocatalytic

reactions attributed to high-end technologies of environmental protection [1–3].

Photocatalytic processes or so-called activated oxidation processes (AOP), which

are used in wastewater treatment, refer to the methods of deep oxidation and are

highly effective in the case of the removal of organic pollutants that cannot be

decomposed by biological methods. These processes include various combinations

of homogeneous and heterogeneous photocatalysis, and other methods (see

Fig. 19.1) are able to generate a strong oxidizer—the hydroxyl radical (OH•). The

hydroxyl radical has a high potential and can oxidize a great amount of organic

pollutants.

Heterogeneous photocatalysis is the most environmentally friendly and econom-

ical technology due to its use of nontoxic catalyst-based semiconductor materials. It

is becoming more widely used in various water treatment processes. The reasons for
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this are the possibility of oxidation of organic compounds with a sufficient degree

of mineralization at low temperatures and the substantial reduction of energy

consumption in the transition through the use of sunshine.

A great variety of photocatalysts proposed and synthesized currently, which

accelerate the different reactions of synthesis and decomposition under light irra-

diation. Most semiconductor materials used as photocatalytic substance are metal

oxides ZnO, SnO2, Fe2O3, CdO, WO3, In2O3, and TiO2. Such materials have been

successfully used for water and air purification from organic pollutants as well as to

kill the bacteria [4].

Titanium (IV) oxide is the most popular photocatalyst. The prospects of the

practical application are associated with its high photocatalytic activity (it allows to

implement a number of physical and chemical oxidative type processes [5]), as well

as chemical stability, low cost, and nontoxicity. However, the photocatalysis with

titanium oxide (IV) has a number of significant drawbacks. The bandgap of

titanium (IV) oxide is 3.0–3.2 eV, the light absorption by them is in the UV region

of the spectrum, and therefore the efficiency of this photocatalyst by visible light is

small. Also, there is a slight quantum yield of photoconversion that is associated

with a high degree of recombination of carriers, low specific surface area, and

adsorption ability of TiO2 catalysts.

Consequently, the increasing photocatalytic activity and quantum yield of cat-

alysts based on titanium (IV) oxide (especially in the visible light range) are an

actual task of modern photocatalysis.

H2O2/O2/UV

H2O2/O3 Sonolysis

ElectrolysisHOO3/UV

UV/TiO2 UV/TiO2/H2O2

UV/Fe3+H2O2

Fig. 19.1 Basic activated oxidation processes (AOP) [2]
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19.1.2 Use of Titanium (IV) Oxide

There are a variety of application materials based on titanium (IV) oxide: pigments,

catalysts and photocatalysts, fillers, and cosmetic and food additives. Titanium

(IV) oxide is becoming increasingly used in the special purpose (see Fig. 19.2).

Especially interesting is its use in photocatalytic sterilization for medical and food

industries as well as its use in solving environmental problems.

Lately the combination of titanium oxide with ultraviolet radiation is one of the

best disinfection technologies, because this technology does not form dangerous

(carcinogenic, mutagenic, bad smelling) compounds unlike others [6].

19.1.3 Methods of Obtaining Titanium (IV) Oxide

The lower the crystallite size and the higher the degree of crystallinity and porosity,

the more the photoactivity of the catalyst. To achieve these characteristics, different

methods and techniques in the photocatalysts synthesis have been used [7–11] and

in this sense have had some successes.

Today metal oxides can be prepared with different morphologies, mainly

nanoparticles, nanotubes, nanowires, nanorods, and mesoporous structure [7]. For

this purpose, we use the synthesis from liquid phase (hydrolysis of metal salts [8],

hydrothermal and solvothermal methods [9], sol–gel technology [10]) and the

synthesis from gas phase (chemical vapor deposition (CVD) [11]) and some

specific methods (electrodeposition and sonochemical and microwave methods).

All these methods can be successfully used for the synthesis of photocatalysts with

specified physicochemical characteristics.

TiO2

Photolysis H2O
Purification

wastewater and air

SensorsSolar cells

Self-cleaning
surface 

Fig. 19.2 Scheme practical

use of TiO2
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19.1.4 Mechanism of Photocatalysis on the Surface
of Titanium (IV) Oxide

TiO2 naturally exists in three polymorphic modifications: anatase, rutile, and

brookite [12]. Usually in photocatalysis, rutile and anatase modifications are used

that have tetragonal crystal structures which are composed of octahedrons TiO6 that

differ by distortion of each octahedron and octahedral chains (see Fig. 19.3). Each

Ti4+ ion in the octahedron is surrounded by six ions O2�. The difference in the

lattice structure of anatase and rutile causes their different densities and electronic

band structures. Therefore, light absorption of anatase and rutile occurs at a

wavelength of 388 and 413 nm, respectively.

Formation of photoactive TiO2 surface includes the appearance of holes in the

valence band (h+vb) and electrons in the conduction band (e�cb) due to the absorp-

tion of the photon energy. The conduction band must be equal to or greater than the

width of the bandgap (hν�Egb) semiconductor (bandgap of TiO2 is for rutile,

3.0 eV; for anatase, 3.2 eV) [13]. Holes contribute to the formation of hydroxyl

radicals and oxidation of organic compounds, and electrons promote the superoxide

radicals and the decomposition and oxidation reactions [14].

Hydroxyl and superoxide radicals characterized the photocatalytic activity of

TiO2 and formed by the reaction [15]:

TiO2 þ hυ ! TiO2 e�CB þ hþVBð Þ; ð19:1Þ

TiO2 e�CB þ hþVBð Þ ! TiO2 recombinationð Þ; ð19:2Þ

TiO2 hþVBð Þ þ ОН� ! TiO2 þ ОН˙; ð19:3Þ

TiO2 e�CBð Þ þ О2 ! TiO2 þ О2
˙; ð19:4Þ

where CB is the conduction band and VB is the valence band.

Furthermore, formed hydroxyl and superoxide radicals react with organic pol-

lutants, and their oxidation occurs. The general scheme of the photocatalytic

degradation of organic pollutants can be represented as [15]:

Fig. 19.3 Crystallographic

form TiO2: (a) anatase, (b)
rutile, and (c) brookite [12]
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Organic pollutants Pð Þ !TiO2=hυ
intermediates ! CO2 þ H2O: ð19:5Þ

Schematically, the mechanism of photoactivation of TiO2 particles by ultraviolet

is shown in Fig. 19.4.

Thus, the photocatalytic oxidation of organic pollutants occurs in the following

steps [15]:

1. Transfer of organic pollutant mass from liquid phase to the TiO2 surface

2. Adsorption of organic pollutants on the photoactivated TiO2 surface (surface

activation by photon energy takes place with the first step simultaneously)

3. Photocatalytic reactions on the TiO2 surface

4. Desorption of products (including intermediate) from the TiO2 surface

5. Transfer of product mass in the liquid medium

According to the present mechanism, it is obvious that for effective

photocatalytic process, in general, TiO2 must have a high specific surface area

(in order to increase the efficiency of adsorption of organic compounds) and a small

particle size (to reduce the recombination of electron–hole pairs).

Using nanoscale of metal oxide particles leads to significant improvement of

their properties such as photo- and electroconductivity and catalytic reactivity and

more. Metal oxide nanoparticles as photocatalysts have obvious advantages com-

pared with microparticles due to high probability of exit charges on their surface.

Due to the fact that the depth of UV penetration light into TiO2 particles (~100 nm)

is limited, in the case of microparticles, it is active only on external surface [16].

Figure 19.5 shows the diagram absorption of light quanta of TiO2 micro- and

Energy level

hν

E3

P+

P

H+ + OH

H2O

Reduction

Oxidation

Degradation
intermediates

TiO2

h+

e−

O2

O2

Recombination

Fig. 19.4 Schematic representation of the photoactivation mechanism and photocatalysis on the

TiO2 surface [16]: P pollutants, Egb the width of bandgap
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nanoparticles. Reducing the particle size photocatalyst to nanoscale promotes the

absorption of all the light volume of particles.

Creation of catalyst based on titanium (IV) oxide with smaller bandgap, which

would work in the visible range, is a very important scientific and practical task. To

solve this problem, modification of titanium oxide (IV) or obtaining its

nanocomposites is proposed [17–20].

Application of metal and nonmetal dopants in semiconductor surface significantly

alters the physical and chemical properties, thus changing the photocatalytic proper-

ties. Creating composites (including heterostructures) based on two semiconductors

presents promising direction for increasing the photocatalytic process efficiency

through better charge distribution and range expansion of existing light [21].

It is necessary to obtain titanium (IV) oxide in a highly dispersed state with

maximum surface area and less bandgap to develop effective technology of

photocatalytic purification with using TiO2.

TiO2 nanopowders are synthesized most widely and successfully by sol–gel

technology, which allows to obtain high purity nanoparticles at relatively low

temperatures with a uniform particle size distribution [22–26].

Purpose of the present work is to study the effect of precursors and modifiers in

sol–gel synthesis on the structure, morphology, and photocatalytic activity of

nanosized titanium (IV) oxide.

19.2 Experimental

19.2.1 Obtaining of Titanium (IV) Oxide Samples

TiO2 samples were obtained with the use of a precursor 15 % solution of titanium

(III) chloride in chloride acid as follows (Fig. 19.6). Initial solution of titanium

chloride (III) was diluted with distilled water at pH 0.8 and left 168 h for hydrolysis,

which took place slowly. First, turbidity and opalescence became visible only after

72 h. Next, on the basis of this solution, five samples were prepared. The conditions

of synthesis are summarized in Table 19.1. Separation of solid phase in the

Fig. 19.5 The absorption

of light quanta in micro- and

nanoparticles [16]
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Diluting solution TiCl3

Hydrolysis salt and formation
of colloidal solution TiO2

Precipitation using
NH4OH

Separation of solid
phase

Precipitation
using NH4OH

Separation of solid
phase

Separation of solid
phase

Fig. 19.6 Scheme of synthesis of TiO2 particles from TiCl3

Table 19.1 Conditions for the synthesis of TiO2 samples

Sample Precursor Solvent Τhydr, h Precipitator Modifier Тsynthesis,
�С

1 ТіCl3 in
chloride

acid

Water 168 – – 20

2 NH4OH to

рН 9.4

3 0

4 168 – K2SO4

(molar ratio

(Ті3+): (SO4
2�)

¼ 1:2)

5 KF

(molar ratio

(Ті3+): (F�)
¼ 1:2)

6 ТіCl4 Water 72 – – 60

7 CdS (0.5 % mas.)

8 CdS (2 % mas.)

9 CdS (4 % mas.)

10 CdS (7 % mas.)

11 Water–

isopropyl

–

12 CdS (0.5 % mas.)

13 CdS (2 % mas.)

14 CdS (4 % mas.)

15 CdS (7 % mas.)

16 Water–

isobutyl

–

17 CdS (0.5 % mas.)

18 CdS (2 % mas.)

19 CdS (4 % mas.)

20 CdS (7 % mas.)
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suspensions obtained by hydrolysis and/or precipitation was performed by

centrifuging with intermediate decantation. Further, precipitates were dried at

room temperature and triturated in an agate mortar. The syntheses of samples

4 and 5 were carried out in the presence of ions SO4
2� by adding a calculated

amount of K2SO4 in a molar ratio (Tі3+):(SO4
2�)¼ 1:2 and fluoride ions by the

addition of KF from ratio (Tі3+):(F�)¼ 1:2.

Synthesis of TiO2 using precursor titanium (IV) chloride was carried out as

follows (Fig. 19.7). Cooled titanium (IV) chloride under stirring was slowly input-

ted into alcohol or cold distilled water (0 �C) with the addition of cetyltrimethy-

lammonium bromide (CTAB) in an amount of 1 g. Next, the solution was stirred for

30 min and allowed to age at 60 �C for 72 h. The resulting precipitates were

collected by centrifugation, and after they were dried and calcined at 400 �C for

3 h to remove residual CTAB. Thereafter, samples were triturated in an agate

mortar. Thus, the five samples were obtained, which differed in the number of

dopant CdS (see Table 19.1) used for the preparation of aqueous solutions of

sodium (I) thiosulfate and cadmium (II) nitrate.

19.2.2 X-Ray Analysis

X-ray analysis of the samples was carried out on a diffractometer Rigaku Ultima IV

in copper Cu Kα radiation (λ¼ 0.154184 nm) at the rate of 0.02�/s, voltage of

Mixing

Synthesis 

Evaporation and
washing

calcination
400°C, 3 hour

Titanium chloride (IV)

alcohols

Cd(NO3)2 and Na2S2O3,
CTAB

Fig. 19.7 Scheme of

synthesis of TiO2 particles

from TiCl4
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40 kV, and amperage of 40 mA. X-ray diffraction analysis was carried out using the

instrument software.

The particle size was determined by transmission electron microscope PEM

125 K with an accelerating voltage of 80 kV.

Structural-sorption characteristics of the samples were explored by

low-temperature nitrogen adsorption–desorption on the Quantachrome®

ASiQwin™ device at �195.6 �C. The specific surface area (Ssp, m2/g) and the

allocation of pore radius were calculated by the software of the device according to

the method of density functional theory (density functional theory, DFT method).

The photocatalytic activity of synthesized samples was evaluated by the ability

to decolorize model solutions of methylene blue dyes (cationic) and Congo red and

methylene orange (anionic type) under ultraviolet radiation with a wavelength of

368 nm at room temperature.

Synthesis of titanium (IV) oxide from titanium (III) precursor was carried out as

follows. As is known from the literature [21, 22], the transition of Ti (III) to Ti

(IV) occurs due to hydrolysis:

4TiCl3 þ O2 þ 2H2O ¼ 4TiOCl2 þ 4HCl: ð19:6Þ

Further, TiO2 was formed by the hydrolysis of titanium (IV) oxychloride:

TiOCl2 þ H2O ¼ TiO2 þ 2HCl; ð19:7Þ

and the effect of the precipitator:

TiOCl2 þ 2NH4OH ¼ TiO OHð Þ2 þ 2NH4Cl; ð19:8Þ

TiO OHð Þ2 ¼ TiO2 þ H2O: ð19:9Þ

Synthesis of titanium (IV) oxide from titanium (IV) chloride was carried out

according to the reaction:

TiCl4 þ 2H2O ¼ TiO2 þ 4HCl: ð19:10Þ

CdS dopant in this case was formed according to the reaction:

Cd NO3ð Þ2 þ Na2S2O3 þ H2O ¼ CdSþ 2NaNO3 þ H2SO4: ð19:11Þ

Figure 19.8 shows diffraction patterns of the obtained samples, which were

automatically analyzed by the software package PDXL using databases ICDD/

PDF-2, COD, and files JCPDS.

Accordingly, for cards 00-001-0562 (anatase TiO2, base ICDD/PDF-2),

03-065-0190 (rutile TiO2, base ICDD/PDF-2), №29-1360 (brookite TiO2, Files

JCPDS), and 00-041-1049 (CdS, base ICDD/PDF-2), the samples were identified

as follows.
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Hydrolysis of ТіCl3 solution in the absence of any precipitator or modifier

contributes to the formation of pure rutile phase (Fig. 19.8, sample 1).

Using NH4OH as a precipitator after hydrolysis of this solution creates condi-

tions for forming almost equal amounts of rutile and anatase (Fig. 19.8, sample 2).

Crystal phase does not form if hydrolysis stage is absent. Sample 3 synthesized

by precipitation method without hydrolysis turned out to be X-ray amorphous.

Addition of K2SO4 modifier during synthesis creates conditions for crystalliza-

tion mixture of anatase and brookite (Fig. 19.8, sample 4). Pure anatase phase was
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Fig. 19.8 X-ray analysis of synthesized titanium (IV) oxide samples 1–6
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formed as a result of synthesis without a precipitator but with modifier KF

(Fig. 19.8, sample 5).

IfТіCl4 solution was used without a modifier or with a small amount (CdS 0.5 %

mass) in an aqueous medium, it would form a pure rutile modification of TiO2

(Fig. 19.8 sample 5 and Fig. 19.9 sample 6). Further, increasing CdS amount causes

crystallization of both phases of TiO2—anatase and rutile (Fig. 19.9, samples 7–9).

While the amount of modifier increases, the content of anatase also increases. It

should also be noted that CdS phase is detected only in samples 9 and 10 (Fig. 19.9,

samples 8 and 9).

In samples obtained in aqueous–alcoholic medium, rutile phase (Fig. 19.9,

samples 16) and rutile–anatase modification (Figs. 19.9 and 19.10, samples

11–15, 17–20) were identified. Using ТіCl3 as precursor allows to get samples

with different phase compositions and using ТіCl4 with rutile and anatase–rutile

modifications.

Table 19.2 shows the calculated crystallite size and specific surface areas for the

TiO2 samples. It can be seen that values of specific surface area are a variety.

19.2.3 Microscopy

Represented TEM images of samples 1–5, 9, 14, and 19 (Fig. 19.11) indicate

different morphologies and structures of obtained TiO2 particles. TEM images of

samples 6–8, 10–13, 15–18, and 20 are identical with samples 9, 14, and 19.

On Fig. 19.11a, b, we can see that globular formations of sample 1 mostly consist

of small crystal-like particles, which is proved by semitransparency and gray color.

Globules themselves are about 100–250 nm. They are surrounded by rod-shaped

separated TiO2 particles about 15 nm wide and 50 nm long.

Aggregates of sample 2 (Fig. 19.9c, d) formed by crystalline TiO2 with rods are

20–30 nm wide and 50 nm long.

TEM image of sample 3 shows globules associated with bigger agglomerates of

amorphous titanium (IV) oxide with an average size of 800–1,000 nm. Crystal

phase starts to form at the edge of these structures (Fig. 19.11e). Average size of

sample 3 globules ranges between 250 and 500 nm. Amorphous composition of

conglomerates is also confirmed by X-ray analysis of this sample.

Particles of sample 4 (Fig. 19.11f) have a shape of a sphere with an average size

of about 1 μm.

Aggregates of almost spherical-shaped particles may be seen at the image of

sample 5 (Fig. 19.12a, b). Average size is from 30 to 70 nm. Each TiO2 aggregate is

surrounded by shell, probably hydrate, because desiccation of this sample was held

at room temperature.

Samples 6–10 (Fig. 19.12c–f) have clearly limited edges of crystal of almost

spherical-shaped separated particles that differ only in size.
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Sample 7 Sample 8

Sample 9 Sample 10

Sample 11 Sample 12

Sample 13 Sample 14

Fig. 19.9 X-ray analysis of synthesized titanium (IV) oxide samples 7–14
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19.2.4 Photocatalytic Properties

Only sample 1 among five synthesized samples of TiO2 (from TiCl3 precursor) was

photocatalytically active against Congo red (representative of anionic dyes).

Degree of discoloration for this sample reached 100 %. Samples 2 and 3 did not

Sample 15 Sample 16

Sample 17 Sample 18

Sample 19 Sample 20

Fig. 19.10 X-ray analysis of synthesized titanium (IV) oxide samples 15–20
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absorb Congo red solution, and samples 4 and 5 changed the color of this dye from

red to blue.

TiO2 powders behave differently against methylene blue (representative of

cationic dyes). It is represented by a diagram on Fig. 19.13.

Sample 1 showed favorable results in its ability to discolor methylene blue: the

maximum fixed conversion rate did not exceed 13.5 %.

Sample 2, in contrast, showed high activity toward methylene blue (X¼ 88.5 %)

but does not exhibit photocatalytic activity to the Congo red at all.

Sample 3 is very similar to sample 2 in their ability to remove dyes; it discolors

methylene blue by almost 91 % and is absolutely not active against Congo red.

Sample 4 does not discolor the methylene blue and Congo red. Moreover, Congo

red upon contact with a sample 4 changes its color from red to blue. Low

photocatalytic activity of sample 4 is due to low specific surface area, as well as

the isolation of crystals of the titanium oxide (IV) by sulfur-containing particles

which aggregated and formed the globules with round shape and with size of about

1 μm, which resonates with the opinion of the authors [22].

The degree of discoloration of the methylene blue solution by sample 5 is 17 %,

while the discoloration of the Congo red solution on it does not occur at all.

Table 19.2 Characteristics of synthesized TiO2 samples

Sample Phase composition, % Crystallites size, nm Ssp, m2/g

1 Rutile 100 6.2 270

2 Anatase 50, rutile 50 6.3 270

3 Amorphous – 430

4 Anatase 40, brookite 60 1.2 5

5 Anatase 100 6.0 355

6 Rutile 100 23.0 9

7 Rutile 100 14.9 37

8 Anatase 26, rutile 74 14.6 45

9 Anatase 56, rutile 42, CdS 2 13.1 67

10 Anatase 63, rutile 35,CdS 3 13.5 60

11 Anatase 36, rutile 64 10.5 16

12 Anatase 70, rutile 30 8.3 55

13 Anatase 72, rutile 28 8.0 70

14 Anatase 64, rutile 32, CdS 2 10.2 63

15 Anatase 64, rutile 33,CdS 3 10.9 61

16 Rutile 100 21.0 13

17 Anatase 52, rutile 48 13.3 27

18 Anatase 37, rutile 63 10.9 41

19 Anatase 32, rutile 66, CdS 2 10.2 70

20 Anatase 56, rutile 41,CdS 3 13.0 63
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The photocatalytic activity of synthesized titanium (IV) nanostructures was

compared with the reference photocatalyst Degussa P25, which is a decolorized

solution of methylene blue by 60 % and Congo red by 83 %.

Figure 19.14 shows data on the photocatalytic activity of samples 6–10

(obtained from precursor TіCl4) in solution of methylene orange (anionic dye)

and methylene blue.

As the diagram shows, this series of samples is most active catalysts for

cationic dye type, and its activity increases with the increase of dopant amounts.

Fig. 19.11 TEM images of synthesized samples of titanium oxide (IV): (a, b) sample 1, (c, d)
sample 2, (e) sample 3, and (f) sample 4
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Samples 6–10 are also active to the anionic dye and improve with the increase of

dopant amounts too. Samples 11–20 in photocatalytic experiments have shown

themselves similarly.

Fig. 19.12 TEM images of synthesized samples of titanium oxide (IV) (a, b) sample 5, (c) sample

9, (d) sample 14, and (e, f) sample 19
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Fig. 19.13 Photocatalytic activity (X, %) of synthesized samples 1–5 toward methylene blue
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Fig. 19.14 The photocatalytic activity (X, %) of synthesized samples 6–10 toward methylene blue
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19.3 Conclusions

Thus, this study considered the benefits of using heterogeneous photocatalyst

titanium (IV) oxide and photocatalysis mechanism on their surface. The perspec-

tives of oxidative method for the removal of organic pollutants from the water are

proven. The ways of increasing the photocatalytic activity of the photocatalyst

titanium (IV) oxide by modifying methods are proposed.

The two series of samples from different precursors TiO2 with and

without modifiers are synthesized. It is shown that the use of different precursors

and/or modifiers allows to get a variety of photocatalysts properties, the phase

composition and structural-sorption characteristics (Ssp¼ 5–430 m2/g).

It was established that the obtained samples exhibit a high activity against

anionic dyes (up to 100 %) and the dye of cationic type (90 %). At the same

time, the represented low-temperature methods of synthesis of TiO2 are technolog-

ically and economically feasible. It was revealed that the individual sample that

obtained titanium (IV) oxide exhibits the activity even higher than commercial

products.
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Chapter 20

Silicon Submicron Rods Imaging by Surface
Plasmon Resonance

O.V. Rengevych, G.V. Beketov, and Yu.V. Ushenin

20.1 Introduction

Nanoparticle technology plays an important role in providing opportunities and

possibilities for the development of new generation of sensing tools. Characteriza-

tion of nanoparticles and accessing the nanoparticle-based devices requires devel-

opment of experimental techniques capable of revealing the nanoscale objects.

Though methods utilizing the scanning probe principle (STM, AFM, NSOM,

etc.) offer unravelling spatial resolution, in many cases optical techniques are

preferable. In particular, this concerns applications, which exploit phenomena

related to or involving interaction of visible light with the nanoparticles, like

localized surface plasmon resonance (LSPR) [1–3].

Resolution of conventional far-field optical microscopy is limited to roughly half

the wavelength due to diffraction. However, during last decades a great progress

has been achieved in development of imaging methods capable of attaining a

resolution beyond the diffraction limit. One of particularly fruitful approaches

was based on the use of an evanescent wave which appears as a side effect of

total internal reflection. Existence of the evanescent wave is a consequence of

boundary condition of continuity for the tangential components of E and H fields,

following from Maxwell’s theory [4]. In the contexts of optics, evanescent waves

occur at the boundary between two media with different optical constants, when the

incident wave comes from the medium having higher optical density. Since at the

angle of incidence which exceeds the critical angle no travelling transmitted wave

can exist, the electromagnetic field behind the boundary exhibits exponential decay
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without absorption as a function of the distance from the boundary. For this reason,

it can be considered as a near-field wave.

Similarly to the propagating wave, the evanescent waves can experience scat-

tering from near- and subwavelength objects. This effect has been employed for

demonstration of existence of the evanescent light [5]. Practical applications of

evanescent waves in microscopy essentially rely upon sharp dependence of their

intensity on the distance, thus providing enhanced vertical resolution. Evanescent-

wave microscopy, or total internal reflection microscopy (TIRM), has been

employed in the fields of biology and chemistry since the 1970s. The TIRM

technique has long been used in cell biology studies. With this technique, cells on

a glass substrate are illuminated by the evanescent field, created at the cell/glass

interface through a total internal reflection, and the scattered light produces image

of the surface in the optical microscope. TIRM appeared to be very suitable for

measurements of chemical kinetics and surface diffusion, molecular conformation

of adsorbates, cell development during culturing, visualization of cell structures and

dynamics, and single molecule visualization and spectroscopy [6].

In physics, this technique allowed for real-time monitoring the separation

distance between the colloidal particles and the plain surface. Distance dependence

of scattered light intensity when the particles are illuminated by an evanescent wave

provides a sensitive, nonintrusive, and instantaneous measure of the gap between

the particle and the surface. Reported sensitivity of this method to the vertical

position of the particle is sufficient to detect ~1 nm shift [7].

However, the most impressive achievements were obtained due to fluorescence-

enhanced TIRM, referred to as TIRF [8–11]. This method is based on a highly

localized evanescent-wave excitation of fluorescent dyes. With recently discovered

biocompatible fluorescent markers, green fluorescent protein (GFP) and its cyan,

yellow, and red derivatives (CFP/YFP/DsRFP), TIRF provides tools for exploring

the biochemical processes in living cells at a molecular level. Further enhancement

of this technique, the stimulated emission depletion (STED) microscopy [12],

provides superior axial sectioning capabilities with the potential to reduce photo-

bleaching and photo-damage in live cell imaging.

The aim of the present study is to explore potentialities of the other enhancement

of TIRM technique, based on the phenomenon of surface plasmon resonance (SPR).

Surface plasmon is a confined mode of coupled electromagnetic waves and oscil-

lations of free electron gas propagating along the boundary between the metal and

the dielectric. The electromagnetic field of a surface plasmon decays exponentially

into both media, thus providing a possibility to realize a visualization method

similar to conventional TIRM. On the other hand, SPR phenomenon underlies the

operating principle of optical sensors, which at present has grown to a principal tool

for characterizing and quantifying biomolecular interactions and detection of bio-

logical species related to medical diagnostics, environmental monitoring, and many

other fields. This allows the SPR-enhanced TIRM to inherit the major advantages of

SPR biosensors: capability of label-free real-time operation and high specificity to

the biological nature of species to be detected. At the same time, this method has
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also a potentiality to attain much higher sensitivity compared to standard SPR

biosensors due to possibility of implementation of counting instead of analogous

principle of measurements.

20.2 Background

It has become common to use term surface plasmons as a synonym for surface

polarization waves. Actually, the concept of surface plasmon was first introduced by

Ritchie [13] to explain discrete electron energy loss spectra in thin films and refers to

quanta of plasma wave field. For the purpose of theoretical description of SPR as a

linear optical effect, exhaustive background is provided by classic Maxwell theory.

In this theory, electromagnetic excitations propagating at the interface between the

two media and evanescently confined in the perpendicular direction appear when

dielectric constants of these media have opposite sign [14]. This condition holds true

for metals with high conductivity brought into contact with dielectrics. In classic

theory, the optical response of metals is described by the Drude model, where

electrons are considered as a free electron gas:

εD ωð Þ ¼ 1� ω2
p

ω2 þ iγω
ð20:1Þ

where ωp is the plasma frequency, and γ is a damping factor due to electron–

electron and electron–phonon collisions [15]. Averaged real and imaginary parts of

dielectric constant of gold at λ¼ 0.65 μm are, respectively, �13.0 and i�1.3 [16].

Neglecting the small imaginary part, gold can be considered as a medium with

negative dielectric constant. Surface plasmons can also be observed at surfaces of

Ag, Cu, In, and Al. Nevertheless, the nonzero imaginary part results in plasmon

decay when propagating along the interface. In the newly emerged discipline of

plasmonics, much efforts are directed toward engineering of new lossless materials

with negative dielectric constant for plasmonic waveguides, circuits and devices

[17]. The simplest example is the system which consists of two dielectrics or

dielectric and semiconductor, in which dielectric constant can possess negative

value due to the presence of resonant states, provided that the dipole strength and

oscillator density are high enough. More elaborated approaches include use of

superstructures, quantum dots, and metamaterials [18–20], but till now these new

developments have not found yet substantial application in SPR sensors.

Real plasmon-supporting structure used in SPR sensors consists of thin metal film

deposited onto transparent dielectric substrate, usually glass plate. For gold, optimal

thickness of metal film is about 50 nm. With this thickness, the metal film is

semitransparent, that allows for optical excitation of surface plasmons. Dispersion

relation for surface plasmon shows that its propagation constant, kp, exceeds that of the
travelling electromagnetic wave [16]. The excitatory light wave will couple to a
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surface plasmon at a metal-dielectric interface if the component of its wavevector

which is parallel to the interface, k||, matches the propagation constant of the surface

plasmon. In context of SPR sensors, the most commonly used technique for optical

excitation of surface plasmons utilizes prism couplers. In the Kretschmann configu-

ration, tangential components of wavevectors characterizing propagation of surface

plasmon and the incident light are matched by using the attenuated total reflection

(ATR) prism (Fig. 20.1). In this configuration, exact match is achieved at a certain

angle of incidence, referred to as a resonant angle,φres. Excitation of surface plasmons

manifests itself as a dip in the angular dependence of reflected light intensity [16].

Application of SPR in sensor instruments relies upon dependence of the resonant

angle on changes of refractive index in a thin volume adjacent to the metal surface.

In biosensors, this change can be caused by adsorption or selective binding of

biomolecules, the angular shift of the resonance being the measure of the amount of

adsorbed species. This principle can also be used in studying physical adsorption,

electrochemical processes, corrosion, oxidation, and in other fields. Since SPR can

be described in terms of classic theory, the angular dependence of refraction can be

calculated on the base of well-known theoretical approaches, in particular, using

Abeles matrix method for layered structures [21]. Response of the SPR sensor to

formation of external layers on the gold surface can be evaluated by numerical

simulation. Computation using software described in [22] shows that 1 nm thick

surface layer with n¼ 1.42 changes the resonant angle from 66.40 to 66.52 angular

degrees when the measurements are carried out in water environment. For this

estimation, optical constants of Au, prism glass, and water were assumed to be,

respectively, N*¼ 0.18� i�3.0, npr¼ 1.615, nwt¼ 1.332, and light wavelength,

λ¼ 0.65 μm. This sensitivity is sufficient for biological applications, since, for

example, IgG antibodies are large molecules, having a molecular weight of approx-

imately 150 kDa. The minimal distance between the two hapten binding sites of

rabbit immunoglobulin G molecules in solution was deduced around 8 nm from

studying singlet-singlet energy transfer [23].

Fig. 20.1 Experimental

setup. 1—ATR prism,

2—semitransparent Au

film ~50 nm thick, 3—
microscope lens, 4—CCD-

camera, 5—external source

of directional light
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To achieve higher sensitivity, necessary for characterization of smaller adsorbed

molecules, various extensions of standard SPR sensor are actively studied. Among

them worth mentioning phase-sensitive SPR sensors [24], bandgap-assisted sur-

face-plasmon sensors [25], and sensors utilizing plasmonic nanohole arrays [26].

Biological applications of SPR are based on high specificity of biomolecular

interactions, or molecular recognition, which plays a fundamental role in virtually all

biochemical processes in living organisms. Experimental exploration of these interac-

tionswith SPR biosensors requires immobilization of one counterpart of the interacting

pair at the surface of the plasmon-supportingmetal (normallyAu),while another one is

dissolved in the liquid probe. When the solution is brought in contact with the sensor

surface, selective binding between these species can be monitored by measurement of

the resonance angle shift [27]. To date, plentiful immobilization techniques have been

developed, and further investigations in this area are in progress [28].

It should be emphasized that specific biomolecular interactions, especially

interactions of antigen-antibody type, can be used for detection of whole pathogen

cells due to specific binding of immobilized antibodies to their target biomolecules

(usually proteins or glycoproteins) expressed in the cell membranes [30–32]. Nev-

ertheless, the operation principle of the standard SPR sensor has considerable

drawback when applied for pathogen detection. It assumes that distance between

adsorbed or specifically bound particles at the metal surface is at least of the order

of the surface plasmon wavelength or smaller. This is a condition for non-disturbed

and, consequently, nonradiative propagation of surface plasmons. In other words,

only the integral response to specific binding can be measured using this principle

that impose intrinsic limitation on its sensitivity. Implementation of SPR-enhanced

TIRM method for pathogens detection has the potentiality to counting of single

bacterial cells or complete viral particles, thus attaining the absolute sensitivity for

revealing pathogenic microorganisms and viruses.

20.3 Experimental Results and Discussion

Feasibility of SPR-enhanced TIRM was investigated using VLS-grown silicon rods

as a test object. The reason for this choice was that their geometric shape can easily

be recognized, and high index of refraction (n¼ 3.865) along with relatively low

optical absorption (k¼ 0.015) for λ¼ 0.65 μm are conducive to strong optical

scattering. The rods were grown by VLS process in a closed volume using the

chemical gas-conveying reaction with Au nanodroplets as a catalyst [32]. The

as-grown Si filiform crystals (FC) formed entangled clots in the ampoule volume.

To avoid mechanical destruction, the tangles of Si-rods were disengaged by stirring

in ethanol until a homogeneous suspension is formed. Ethanol was found to be the

most suitable solvent, producing a stable enough suspension without addition of

surfactants. The Si-rods were then separated by size using sedimentation method.

Experiments were performed with Si-rods distinguishable by the optical micro-

scope. Plasmon-supporting sensor chips were prepared by thermal evaporation of
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Au onto F1 glass substrates 20� 20� 1 mm in size with a Cr adhesive sublayer.

Optimal thickness of Au film for efficient excitation of SPR is ~50 nm. Si-rods were

deposited onto the Au surface of the sensor chips from the ethanol suspension.

Special measures were taken to avoid conglutination of Si-rods during deposition

and form uniformly dispersed sediment.

Microscopic images of Si-rods deposited onto Au layer were obtained using

custom-built experimental setup based on the SPR biosensor model Plasmon-6

(ISP NASU, Ukraine). The optical layout of the setup is shown in the Fig. 20.1.

The Kretchmann configuration was used for optical excitation of SPRwith the 3 mW

GaInP/AlGaInP semiconductor laser diode (λ¼ 650 nm) as a light source, and a total

internal reflection (TIR) prism as a coupler. The laser radiation was focused into

5� 1 mm spot. Measurements were carried out in air environment with TIR prism

made fromK8 (BK7) optical glass. The setupwas also equippedwithmovable source

of directed light to obtain images of Si-rods by standard light microscopy. Specific

features of images retrieved using SPR-enhanced TIRM and the light microscopy

were compared for different orientations of the external light source and the substrate.

For K8 glass prism (n¼ 1.5141 at λ¼ 0.65 μm) and Au thickness 45 nm, the

calculated value of the resonant angle, φres, is 43.368
�. For calculation, the optical

constants of Au were assumed to be 0.2 + i�3.8. Precise positioning of the prism at

the resonant angle was made under control of both the intensity of the reflected

beam and the visual brightness of the specimen surface. The presence of Si-rods at

the Au/air interface results in breaking the momentum conservation for surface

plasmons thus letting the electromagnetic waves to be emitted into the external

medium (air). The scattered light was focused by the objective lens onto the solid-

state imaging device, and the images were acquired using standard software. All the

images were obtained using the objective lens with numerical aperture 0.11.

Typical images of Si-rods are shown in Fig. 20.2. In the SPR-enhanced TIRM

image (Fig. 20.2a), the Si-rods look like bright touches on a dark background.

Ideally, at the resonance angle no radiation should be transmitted into the air

Fig. 20.2 Images of Si-rods in the SPR-enhanced TIRM (a), image of the same area obtained

using standard light microscope under directional illumination (b). Correspondent details are

indicated with numbered arrows. There is no visible counterpart for the rod 3 under directional

light. Bold arrows indicate the illumination direction
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through the Au layer. Nevertheless, numerous luminous spots and faintly glowing

nebulas can also be observed in the background. This radiation was attributed to

initially existing surface defects resulted from contamination or imperfect technol-

ogy and/or deposition of nanoparticles still remaining in the suspension. In this

image, drastic difference stands out in scattering intensity between the rods oriented

in a direction perpendicular to the direction of SPs propagation, and the other

randomly oriented rods.

The image in Fig. 20.2b was obtained using standard light microscope under

directional illumination. It is evident that correspondence between these two

images is incomplete. Besides the orientation dependence of scattering intensity

in SPR-enhanced TIRM, another reason for this may originate from dependence of

brightness on illumination direction. Under conditions of directional illumination,

strong dependence of visibility for long, thin objects on the direction and polariza-

tion of the incident light was also observed in regular light microscopy [34]. The-

oretical analysis of this effect shows that intensity of light scattering by infinite

homogeneous cylinders is a function of illumination angle, polarization of the

incident light, and the observation angle [35]. Though this analysis is not directly

applicable to the scattering of light by the particle interacting with the evanescent

field, dependence of intensity on the observation angle can be conjectured also for

this case. An important point is that image in Fig. 20.2a contains much more details

than the image in Fig. 20.2b. This fact demonstrates high efficiency of

SPR-enhanced TIRM, which is probably due to field enhancement under SPR

conditions [16].

Angular dependence of visibility on the illumination direction is demonstrated in

Fig. 20.3, where Si-rods were deposited on the chemomechanically polished mono-

crystalline Si wafer. This substrate does not support surface plasmons that exclude

their possible influence on the obtained images.

To ascertain that scattering of evanescent light is also orientation dependent,

images of the same Si-rod acquired at different angular orientations were compared

(Fig. 20.4). It is clearly seen that for the Si-rod the angular deviation of only

Fig. 20.3 Angular dependence of visibility on the illumination direction (bold arrows in frames

(a), (b) indicate different illumination directions). Si-rods are deposited on the chemomechanically

polished monocrystalline Si wafer
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5� causes drastic drop of light scattering intensity, while brightness of dot-like

scatterers remains practically unchanged.

In principle, brightness of Si-rods in SPR-enhanced TIRM images can be

influenced not only by angular dependence of the scattering intensity, but also by

other factors. In particular, in case of evanescent field, the intensity of scattered light

is dependent on the distance between the scattering particle and the surface [7]. Nev-

ertheless, this does not rule out the existence of other physical effects influencing the

visible brightness of the rods in dependence of their orientation. Thus, considering

the rod as a limiting case of a thin strip of transparent material at the Au surface, it

could be surmised that the total internal reflection also contributes to this effect. It is

evident that a wide strip oriented along the direction of SPs propagation, will not

transfer light into the external medium when its angle of incidence exceeds the

critical one. Unfortunately, this possibility could not be explored with the experi-

mental setup used in this study, and will be the subject of further research.

The proposed SPR-assisted visualization of small particles by light scattering

may appear a promising concept for development of fast, sensitive, label-free, and

real-time method for detection of pathogenic microorganisms and viruses. Several

drawbacks revealed in this study can be obviated by several improvements. First,

background produced by imperfections of the starting gold film which affects the

quality of the image can be removed by computer processing of the images taken

before and after measurements (Fig. 20.5). In this picture, brightness of the rods is

relatively weak because of nonoptimal orientation, but brightness of the point-like

objects is excellent. Though supposed practical applications of this method scarcely

will include imaging of extended objects, orientation dependence of their visibility

can also be removed by using rotation of the plasmon exciting light beam around

the vertical axis in conjunction with the hemispherical or conical ATR prism. To

reduce influence of the angular dependence of the scattered light, objective lens

with larger numerical aperture, which collects light in a wider angular range, is to

be used. These improvements are subject of further studies.

Fig. 20.4 Images of the same Si-rods acquired at different angular orientations. The bent filiform

crystal shows nonuniform brightness as different parts have different tilt against the plasmon

propagation direction. Substrate in the frame (b) was turned against the frame (a) by ~5�.
Correspondent points in the images as well as illumination direction are indicated by arrows
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The proposed technique can also readily be combined with fluorescence micros-

copy and, possibly, with surface-enhanced Raman scattering, providing additional

information about the objects under study.

20.4 Conclusions

Advantages of the novel method, the SPR-enhanced TIRM, for imaging of micro-

scopic particles immobilized at the surface of the plasmon-supporting film have

been demonstrated. Usage of microscopic silicon rods as a test object allowed for

clear distinguishing their images from extraneous defects usually present at the

surface.

Pronounced difference in scattering intensity between the rods oriented in a

direction perpendicular to the direction of SPs propagation, and the other randomly

oriented rods has been observed. Experimental evidence was obtained that this

behavior can be partially attributed to angular dependence of scattering intensity on

the observation angle. Other possible mechanisms of this dependence are discussed.

The ways of overcoming several drawbacks revealed in this study are proposed.

This study was aimed at development of a novel type of SPR-based technique

relied upon direct count of biological species of interest (bacteria, viruses, large

biomolecular complexes), rather then measuring the integral effect of specific

binding exploited in current SPR-based biosensors.

The search for innovative principles of nanodiagnostic assays for detection of

infectious pathogens is an active area of investigation. It is expected that the

proposed method could find applications in biochemistry, biomedicine, food safety

inspection, and environmental monitoring, especially for fast detection and identi-

fication of trace amounts of pathogens in the natural water resources.

Fig. 20.5 Background SPR-enhanced TIRM image of the starting gold plated substrate (a); the
same place with the deposited Si-rods (b); the result of the background subtraction (c)

20 Silicon Submicron Rods Imaging by Surface Plasmon Resonance 303



Acknowledgments The authors would like to extend their most sincere appreciation to Prof.

A. Klimovskaya for providing the VLS-grown silicon rods for this study.

This work was partially supported by Swiss National Science Foundation through SCOPES

Joint Research Project IZ73Z0_152661 “Manufacturing of Biosensors Aided by Plasma

Polymerization.”

References

1. Sagle LB, Ruvuna LK, Ruemmele JA et al (2011) Advances in localized surface plasmon

resonance spectroscopy biosensing. Nanomedicine 6(8):1447–1462

2. Wang F, Ron Shen Y (2006) General properties of local plasmons in metal nanostructures.

Phys Rev Lett 97:206806

3. Zeng S, Yong K-T, Roy I et al (2011) A review on functionalized gold nanoparticles for

biosensing applications. Plasmonics 6(3):491–506

4. Born M, Wolf E (1975) Principles of optics, 5th edn. Pergamon, London

5. Papathanassoglou DA, Vohnsen B (2003) Direct visualization of evanescent optical waves.

Am J Phys 71(7):670–677

6. Guasto JF, Huang P, Breuer KS (2008) Evanescent wave microscopy. In: Li D

(ed) Encyclopedia of microfluidics and nanofluidics. Springer, New York, pp 638–645

7. Prieve DC (1999) Measurement of colloidal forces with TIRM. Adv Colloid Interface Sci 82

(1–3):93–125

8. Axelrod D (1990) Total internal reflection fluorescence microscopy. In: Grinstein S, Foskett

JK (eds) Modern non-invasive techniques in cell biology, Cell biology series. Wiley-Liss,

New York, pp 93–127

9. Axelrod D, Hellen EH, Fulbright RM (1992) Total internal reflection fluorescence. In:

Lakowicz J (ed) Fluorescence spectroscopy: principles and applications, vol 3, Biochemical

applications. Plenum, New York, pp 289–343

10. Schneckenburger H (2005) Total internal reflection fluorescence microscopy: technical inno-

vations and novel applications. Curr Opin Biotechnol 16(1):13–18

11. Knight AE (2014) Single-molecule fluorescence imaging by total internal reflection fluores-

cence microscopy (IUPAC Technical Report). Pure Appl Chem 86(8):1303–1320

12. Farahani JN, Schibler MJ, Bentolila LA (2010) Stimulated emission depletion (STED)

microscopy: from theory to practice. In: Méndez-Vilas A, Dı́az J (eds) Microscopy: science,

technology, applications and education, vol 2. FORMATEX, Spain, pp 1539–1547

13. Ritchie RH (1957) Plasma losses by fast electrons in thin films. Phys Rev A 106:874–881

14. Yariv A, Yeh P (1984) Optical waves in crystals. Wiley, New York

15. Kittel C (1996) Introduction to solid state physics. Wiley, New York

16. Raether H (1988) Surface plasmons on smooth and rough surfaces and on gratings. Springer

tracts in modern physics, vol 111. Springer, Berlin

17. Maier SA (2007) Plasmonics: fundamentals and applications. Springer, New York

18. Fu Y, Thylen L, Agren H (2008) A lossless negative dielectric constant from quantum dot

exciton polaritons. Nano Lett 8(5):1551–1555

19. Ginzburg P, Orenstein M (2008) Metal-free quantum-based metamaterial for surface plasmon

polariton guiding with amplification. J Appl Phys 104:063513

20. Withayachumnankul W, Abbott D (2009) Metamaterials in the Terahertz Regime. IEEE

Photonics J 1(2):99–118

21. Abelès F (1950) Recherches sur la propagation des ondes électromagnétiques sinusoidales
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Chapter 21

Synthesis of Photoactive Styrylquinoline
Containing Polymers

V.O. Smokal, O.M. Krupka, and A.Yu. Kolendo

21.1 Introduction

In recent years, the development of modern technologies enables one to create

polymer materials with a number of properties which would be impossible to

realize in a single polymer. Therefore, we focus on development of a new type of

methylmethacrylic-based polymers with styrylquinoline moiety.

Families of styrylquinolines are interesting due to their photochemical and

photophysical properties [1]. On the other hand, to an increasing extend, technical

processes based on the interaction of light with polymers have become important

for various applications [2–4]. The photochromic transformations are always

accompanied by changes in physical properties. There are changes in dipole

moment and in the geometrical structure at the molecular level, etc. [5, 6]. Light-

induced transformations from one structure to another have been studied with many

organic compounds.

Moreover, 2-styrylquinoline and 4-styrylquinoline undergoes reversible trans–
cis photoisomerization [7, 8] have been used for designing molecular logic

gates [9]. The principles of design of various molecular photoswitches and logical

devices [10–12], in particular, those based on the photoisomerization reaction of

diarylethylenes [13, 14] have been actively investigated in recent years. The

presence of additional functional groups in molecules of diarylethylenes, for exam-

ple, crown ether groups [15], makes it possible to control the photochemical

properties of diarylethylenes by the action on these groups. In styrylquinolines,

the role of such a functional group is played by the endocyclic nitrogen atom,
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protonation of which changes the quantum yield of the trans–cis photoisome-

rization reaction [7].

Therefore, such chromophore systems offer a unique opportunity for applica-

tions involving photo-induced isomerization.

21.2 Experimental

21.2.1 Materials

2-(4-Hydroxystyryl)quinoline (p1a): 5 g of quinaldine was added to a solution of

benzoyl chloride 0.98 g in 1 mL dimethylformamide (DMF). The reagents have

been mixed during 20 min at room temperature after that 0.85 g of

4-hydroxybenzaldehyde were added to a solution. The reaction mixture was heated

for 12 h on a steam bath at 80–90 �C and then poured into water. The resultant solid

product was collected, washed with cold ethanol, hot water, ethanol, and then

small amount of hexane and then dried to afford compound as yellow solid, yield

40 %. 1H NMR spectrum, (400 MHz, DMSO-d6), δ, ppm: 6.8 d (2H, Ar-H ), 7.17 d

(1H, –CH¼CH–), 7.44–7.53 m (3H, Ar-H ), 7.66–7.72 m (3H, –CH¼CH–, Ar-H,
pyridine-H ), 7.81 d (1H, Ar-H ), 7.92 d (1H, Ar-H ), 8.19 d (1H, pyridine-H ), 9.57

br. s (1H, OH).

Styrylquinoline containing compound (m1a), (p1b) was synthesized analogously

to p1a as described previously.

2-(3-Hydroxystyryl)quinoline (m1a): yield 45 %. 1H NMR spectrum, (400 MHz,

DMSO-d6), δ, ppm: 6.7 d (1H, Ar-H ), 7.0–7.13 m (2H, Ar-H ), 7.22 d (1H,

–CH¼CH–), 7.36 d (1H, Ar-H ), 7.53 d (1H, –CH¼CH–) 7.7–7.74 m (2H, Ar-H ),

7.8 d (1H, pyridine-H ), 7.9 d (1H, Ar-H ), 8.0 d (1H, Ar-H ), 8.3 d (1H, pyridine-H ),

9.5 br. s (1H, OH).

2-(4-Hydroxystyryl)-6-methoxyquinoline (p1b): yield 40 %. 1H NMR spec-

trum, (400 MHz, DMSO-d6), δ, ppm: 3.9 s (3H, –OCH3), 6.77 d (2H, Ar-H ),

7.12 d (1H, –CH¼CH–), 7.18 s (1H, Ar-H ), 7.3 d (1H, Ar-H ), 7.44 d (2H, Ar-H )

7.56–7.65 m (2H, –CH¼CH–, pyridine-H ), 7.81 d (1H, Ar-H ), 8.0 d (1H, pyridine-

H ), 10.25 br. s (1H, OH ).

2-(4-Methacryloxystyryl)quinoline (p2a): 2-(4-Hydroxystyryl)quinoline 2 g was

dissolved in 3.25 mL of methacrylic anhydride. The reaction mixture was heated for

4 h at 80 �C and then poured into water. The light yellow powder was collected by

filtration. The product was recrystallized from EtOH, yield: 80 %. 1H NMR

spectrum, (400 MHz, DMSO-d6), δ, ppm: 2.05 s, (1H, –CH3), 5.85 s, (1H,

CH2¼), 6.31 (s, 1H, CH2¼), 7.17 d (2H, Ar-H ) 7.42 d (1H, –CH¼CH–), 7.51 t

(1H, Ar-H ), 7.69–7.83 m (7H, –CH¼CH–, Ar-H, pyridine-H ), 7.98 d (1H, Ar-H ),

8.25 d (1H, pyridine-H ).

2-(3-Methacryloxystyryl)quinoline (m2a) obtained as described for

2-(4-Methacryloxystyryl)quinoline. The yellow powder was collected by filtration.
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The product was recrystallized from EtOH, yield: 70 %. 1H NMR spectrum,

(400 MHz, DMSO-d6), δ, ppm: 2.06 (s, 1H, –CH3), 5.85 (s, 1H, CH2¼), 6.33

(s, 1H, CH2¼), 7.07 d (1H, Ar-H), 7.43–7.56 m (5H, Ar-H,–CH¼CH–, –CH¼CH–),
7.7 t, (1H, Ar-H), 7.78–7.8 m (3H, pyridine-H, Ar-H), 7.9 d (1H, Ar-H), 8.26 d (1H,

pyridine-H).

2-(4-Methacryloxystyryl)-6-methoxyquinoline (p2b) obtained as described for

2-(4-methacryloxystyryl)quinoline. The beige powder was collected by filtration.

The product was recrystallized from EtOH, yield: 80 %. 1H NMR spectrum,

(400 MHz, DMSO-d6), δ, ppm: 2.05 (s, 1H, –CH3), 3.93 (s, 1H, –OCH3), 5.85

(s, 1H, CH2¼), 6.32 (s, 1H, CH2¼), 7.16 d (2H, Ar-H ), 7.24 s (1H, Ar-H ), 7.32–

7.38 m (2H, –CH¼CH–, Ar-H ), 7.71–7.74 m (4H, –CH¼CH–, Ar-H, pyridine-H ),

7.86 d (1H, Ar-H ), 8.16 d (1H, pyridine-H ).

21.2.2 Polymers

Polymers with styrylquinoline fragments were synthesized by free radical poly-

merization in DMF. The polymerization was carried out in 10 wt% DMF solution

monomers and MMA with initial mole ratios 1:3. The polymerization was

conducted using azobisisobutyronitrile (AIBN) as a free radical initiator (1 wt%

of monomer) at 80 �C 35 h in argon atmosphere. Previously, initial mixture was

degassed with repeated freeze-pump-taw cycles.

The polymerization was stopped by pouring the reaction mixture into methanol.

This procedure was repeated several times to ensure the removal of unreacted

methacrylic monomers and finally the polymers dried under vacuum at 50 �C
overnight. The copolymerization ratios in the corresponding polymers were calcu-

lated based on the integrated peak areas of 1H NMR spectra in DMSO-d6. The

polymerization ability of the new styrylquinoline containing monomers was inves-

tigated kinetically for radical copolymerization using the dilatometric method. The

process was conducted in 10 % DMF solution at 80 �C contractions were measured

by KM-6 cathetometer. The resulting viscous solution was added dropwise into

methanol to precipitate polymeric material. Polymers were purified from ethanol.

The conversion rates were controlled gravimetrically. The conversion rate

during the copolymerization processes of p2a with MMA was 60 % in 240 min,

m2a with MMA was 57 % in 260 min, p2b with MMA was 55 % in 260 min. The

structures of all copolymers are approximately the same in all cases as the structure

of the initial mixture 1:3.

21.3 Results and Discussion

The common structure of synthesized quinaldine containing compounds is

represented in Fig. 21.1.

21 Synthesis of Photoactive Styrylquinoline Containing Polymers 309



The initial hydroxystyryl derivatives were obtained by condensation of 4- and

3-hydroxybenzaldehyde with quinaldine and 6-methoxyquinoline in DMF solution

with benzoyl chloride. Methacrylic monomers with quinaldine fragments were

obtained by acylation adapting procedure.

Methacryloyl chloride is reacted with the suitable hydroxy derivative of p1a,

m1a, p1b in the presence of triethylamine. The polymers were synthesized by

radical polymerization using AIBN as radical initiator. The kinetic characteristics

of polymerization process were investigated for new monomers with

styrylquinoline fragment. The kinetics of the polymerization for p2a, m2a, p2b

were investigated during radical copolymerization with MMA using the dilatomet-

ric method.

The spectral properties of substituted styrylquinolines have been studied in

relation to the problem of intramolecular charge transfer [16–18]. The photochem-

ical properties were studied previously for some substituted styrylquinolines and

their quaternized salts [19].

It is well known that as most of diarylethylenes, 2-styrylquinoline isomerizes

reversibly by adiabatic mechanism [8], so it is impossible to convert completely one

isomer into another photochemically. Under irradiation, the photostationary state

can be reached, and concentrations trans- and cis-isomers in the mixture depend of

the irradiation wavelength [9]. The absorption spectra m1a during UV irradiation in

ethanol are represented in Fig. 21.2. In the spectrum of absorption, the ethanol

solutions of m1a have intensive long-wave band with a molar absorption coefficient

on the order 2.72� 104 M�1 cm�1 with approximate maximum of 340–345 nm and

absorption band with its maximum about 282 nm (2.5� 104 M�1 cm�1). During the

m1a solution irradiation process was observed decrease of absorption intensity at

340 and 282 nm with isosbestic point at 376 nm. The presence of isosbestic points

prompting the total invariability of the running processes.

The spectral changes observed by the irradiation of polymers with

styrylquinoline fragments using the light source with a wavelength 365 nm in

solution of 1,2,2-trichlorethane and solid state are shown in Figs. 21.3, 21.4, 21.5,

and 21.6, respectively. The initial spectra in Figs. 21.3–21.6 belong to the trans-
isomers, and the final spectra belong to the photostationary states PS365 consisting

of a mixture of trans- and cis-isomers. The photostationary states were stable upon

further irradiation for all compounds under study.

Fig. 21.1 The chemical

structure of synthesized

styrylquinolines
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Fig. 21.3 Absorption

spectra of copolymer based

on p2a and MMA (1:3)

in 1,2,2-trichlorethane

before—1 and after 1,680 s

of irradiation—8 with light

at a wavelength of 365 nm

at room temperature

Fig. 21.4 Absorption

spectra of copolymer based

on p2b and MMA (1:3) in

1,2,2-trichlorethane

before—1 and after 1,440 s

of irradiation—7 with light

at a wavelength of 365 nm

at room temperature

Fig. 21.2 Changes in

the absorption spectra

of m1a in ethanol

(С¼ 1.2� 10�5 mol L�1)

before—1 and after 3,180 s

of irradiation—21 with light

at a wavelength of 365 nm

at room temperature
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21.4 Concluding Remarks

The polymers with MMA with styrylquinoline fragments were obtained. The

polymerization ability of the new monomers was investigated kinetically for radical

copolymerization using the dilatometric method. It was found that optical activity

of styrylquinoline fragments is maintained in the polymers thereby photochemical

properties of new polymers with styrylquinoline fragments will be according to the

properties of styrylquinoline compounds. The styrylquinoline polymers have been

characterized as compound with non-repeatable trans-cis isomerization process.

These polymers can prove to be important candidate for optical signal processing

and information storage.
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Chapter 22

The Effects of Disorder on the Optical
Spectra of Synthetic Opals

V. Moiseyenko, A.V. Yevchik, M. Dergachov, O. Spichak,

and V. Gorelik

22.1 Introduction

One way of enlarging element base of nanophotonic devices, integrated optics, and

sensorics is the use of templates based on synthetic opals (SO’s) with active fillers

[1–3]. Opal-like structures composed of globules of SiO2, TiO2, polystyrene, or

polymethylmethacrylate are considered as a promising material for photonic crys-

tals (PC) fabrication [4]. In PC, we may observe optical Bragg’s diffraction, as the

result of which light waves within certain frequency range are completely reflected

at some angles. This frequency range corresponds to the photonic band-gap where

the density of optical states (DOS) is zero in a case of an ideal periodic structure.

Currently, special attention is paid to the creation of artificial defects in PCwhose

appearance and concentration can be controlled [5, 6]. The presence of single defects

in such structures leads to the appearance of local photonic states and consequently

to the nonzero values of DOS in the photonic band-gap, like in semiconductors. The

number of local photonic states increases with the increase of defects amount up to

complete disappearance of band-gap [7]. From the applied point of view, regular

structures with single defects can be used for channeling light in optical waveguides,

splitters, and multiplexers [8–10]. In structures with a certain disorder degree, the

effect of photon localization predicted earlier [11, 12] should be expected.

The structure of initial SO’s composed of SiO2 globules and air in interglobular

space is not completely regular and includes various types of defects [13, 14].
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Owing to that the light channeling can be disturbed. At the high concentration of

uncontrolled defects, SO are interested in studying random-lasing effects

[15]. Thus, there is a necessity to establish objective criteria to identify the

applicability of SO in one of the mentioned research directions.

The aim of this work is to study both theoretically and experimentally the effects

of structural defects on the optical properties of globular PC based on SO.

22.2 Fabrication and Characterization of Synthetic
Opal Samples

Bulk SO samples were grown by natural sedimentation of SiO2 globules suspen-

sion. Film SO were grown by deposition of globules on the vertical substrate and by

spraying suspension to the substrate. Synthesis of silica globules was performed by

the modified St€ober method [16]. According to that, the silica particles were

produced by hydrolysis of the ether of tetraethyl orthosilicate (TEOS) in ethanol.

Ammonia was used as a catalyst. The precipitate after drying on air was annealed at

125 �C for a 1 h, and then at 750 �C for 2 h. Dimensions of obtained bulk samples

were about 1.0� 1.0� 0.2 cm3.

Characterization of initial opals was performed by analyzing the surface struc-

ture with the use of X-Ray Microanalyzer JEO JXA 8200 and by measuring

transmission and reflection spectra within a visible spectral range.

The experiments on the diffraction were carried out by using the semiconductor

lasers at λ ¼ 407nm and λ ¼ 635nm, and diode pumped solid-state laser at

λ ¼ 532nm. The SO films with a thickness of 2–3 μm were used in these experi-

ments. Optical scheme of the experiment was implemented in transmission geom-

etry. Focused laser radiation pathed through film along h111i direction.
Opal structure is a face-centered cubic lattice formed by hexagonal close packed

layers of monodisperse globules. Globule diameter D and distance d between the

planes (111) are determined by peak position λ0 in the Bragg reflection spectra or

minimum position in transmission spectra using Bragg’s law

λ0 θð Þ ¼ 2d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εeff � sin 2θ

p
ð22:1Þ

where θ is the angle of incidence of the light beam upon the system of {111} planes,

D ¼ d
ffiffiffiffiffiffiffiffi
3=2

p
, and εeff is the effective dielectric permittivity. The last one is deter-

mined by the total contribution of the dielectric permittivities εi of substances in SO

pores, according to their volume fraction fi (εeff ¼ 0:74 � εSiO2
þ
X

i
f i � εi,

X
i
f

¼ 0:26). The globules diameter and interplanar distance for the different samples

were in ranges D¼ 250–270 nm, d¼ 200–220 nm.

Initial SO samples have band-gap only in certain spatial directions, the so-called

stop-band. The spectral width and position of photonic stop-band were determined

by position λ0 and half-width Δλ of Bragg reflection band. For the initial SO

samples, it corresponds to the 53–620 nm spectral range along h111i direction.
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22.2.1 The Classification of Defects Types
in Fabricated Samples

The first characterization problem of SO was to perform the microscopic analysis of

the sample structure and to classify defects. All observed defects by the size and

volume fraction may be divided into macroscopic and microscopic defects. Mac-

roscopic defects include violations of the SO regular structure with the size

significant larger than the wavelength of light and can be observed with an optical

microscope, even under a small magnification. Such defects are cracks (Fig. 22.1a),

relief surface (Fig. 22.1a, b), pits (Fig. 22.1b), regions with different brightness

of iridescence (Fig. 22.1b, c). These regions can be represented as the domains

(Fig. 22.1c) with different orientations relative to each other and to the surface

plane of the sample. All these defects lead to the fact that the growth (111) plane

of the whole sample do not coincide with the corresponding planes of individual

domains.

Fig. 22.1 Photos of SO surface with different types of macroscopic defects made with an optical

microscope under the �40 magnification, (a) sample with cracks; (b) sample with relief surface

and pits; (c) sample with domains; (d) photonic glass
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The sample surface (Fig. 22.1d) without any iridescence is an example of

photonic glass which has no both local and long-range order in the arrangement

of globules.

Microscopic defects include violations in size compared to the lattice parameter

of SO. These violations consist of vacancies (label 1 in Fig. 22.2a) and local

disorder at distances from a few to several hundred lattice parameters (label 2 in

Fig. 22.2a). Three-dimensional defects are expressed as micro pits and cracks

(labels 3 and 4 in Fig. 22.2a). These types of defects are transitional to the

macroscopic defects. Several hundreds of such defects combined together can be

form macroscopic defects described above. Label 5 shows defects arising from

presence of globules with different diameters. A photomicrograph of the surface

with a complete absence of local and long-range order is shown in Fig 22.2b.

Defectiveness of structure is easy to see in diffraction patterns of film opals.

Diffraction patterns registered from the different points of the sample have a

significant redistribution of the reflex intensity (Fig. 22.3b, c), blurring the reflexes

and diffuse background (Fig. 22.3a, b). The last two effects may indicate to the

presence of microscopic defects and structure disordering. Pattern with the six

reflexes preserves symmetry C6, despite the blurring, and shows the relative

integrity of hexagonal layers. A number of reflexes less than six indicates the

presence of cracks, channels, pits while number more than six is due to the presence

of binary structures [13] (several differently oriented domains take part in diffrac-

tion process).

Fig. 22.2 Photomicrographs of the SO surface made by X-Ray Microanalyzer JEO JXA 8200, (a)
photonic crystals with different types of the structure defects: vacancy (1), local disorder (2), pit

(3), cracks (4), different size of globules (5); (b) completely disordered structure (photonic glass)

with an absence of local and long-range structural order
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22.2.2 The Relative Ordering Parameter of Samples
Structure: Characteristics of Optical Spectra
for Samples with the Different Degree
of Defectiveness

Investigation of structural defects and their effect on the optical properties of SO

requires an introduction of a quantitative parameter, describing the degree of

sample structure ordering.

Suppose that regions with iridescence in the sample volume are distributed

uniformly, and their number coincides with the number of regions, corresponding

to the non-defective structure. Then, the relative amount of ordered regions on the

surface should correspond to the relative amount of ordered regions throughout

the investigated volume. The relative ordering parameter is expressed as the ratio

of the total area of the regions with irisdescence Siris to the overall area of the

sample surface Soverall as follows

ηorder ¼
Siris

Soverall
ð22:2Þ

In order to correctly estimate the Siris and Soverall values, the photographs of samples

were subjected to software processing. Photographs were discolored so that the

amount of whitened regions coincided with the number of iridescence regions.

Then, the parameter ηorder is expressed as the number of whitened pixels per the

total number of pixels

ηorder ¼
nwhite
noverall

ð22:3Þ

The results of the software processing for samples with different numbers of defects

and appropriate values of the relative ordering parameter obtained by (22.3) are

shown in Fig. 22.4.

For each sample, the Bragg reflection spectra were measured, and the relation

between the reflection band half-width Δλ and ηorder was found (Fig. 22.4).

Fig. 22.3 Diffraction patterns of film opals with different types of defects, (a) blurring of reflexes;
(b) less than six reflexes; (c) more than six reflexes
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22.3 The Model of 1D Periodic Defective Structure

The model of 1D periodic structure with defects, typical for SO’s was developed in

order to calculate the effect of the structural defects on the optical spectra of opals.

Simulation of reflection spectra R(λ) was performed by transfer-matrix method

[17], while the simulation of DOS(λ) spectra was done by the plane wave expansion
method [18–20]. The analytical expressions for DOS and reflection or transmission

spectra include the structure period d. In our model the value of d were randomly

changed.

Fig. 22.4 Left—reflection spectra of SO surfaces with different ηorder, right—software processing

of samples surface photographs with the corresponding ηorder
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The value of the maximum disorder amplitude (maximum amplitude of devia-

tion of structural element from its correct position) was introduced as a quantitative

evaluation of the disorder degree ddisamp (Fig. 22.5). The maximum deviation

amplitude of globules diameter from the values corresponding to the maximum

value of the distribution function of globule diameter, represented as Ddisamp.

Simulation was carried out using the mathematical package GNU Octave.

DOS(λ) and R(λ) simulation was performed by sequential iteration of wavelength

λ in the range from 350 to 650 nm. For each iteration step, the structure period was

determined by the expression d ¼ d0 � Δ � ddisamp, where d0 was the period of

regular structure,Δ took random values within the range from –1 to +1. The globule

diameter was expressed in a similar way asD ¼ D0 � Δ � Ddisamp, where D0 was the

most probable globule diameter, Δ took the same values as within the case of a

period structure. For more accurate calculations, one thousand iteration cycles were

performed with a subsequent averaging of the obtained spectra. Combination

of cycles with d ¼ d0 (D ¼ D0 ) and cycles with d ¼ d0 � Δ � ddisamp (D ¼ D0�
Δ � Ddisamp) allowed to introduce the relative ordering parameter in this model. The

relative ordering parameter ηorder was expressed as the ratio of the cycles amount

that define regular structure Cnorder to total cycles amount Cnoverall

ηorder ¼
Cnorder
Cnoverall

In order to adapt the model to real samples the ddisamp, Ddisamp, and ηorder values
were assigned by analyzing the photomicrographs.

22.3.1 Reflection Spectra: Simulation and Experiment

Simulation of reflection spectra were performed for multilayer structure with a

couple of layers with n1, n2, d and D, consistently alternating. The case of normal

incidence of light was considered. The disorder effect was taken into account by

Fig. 22.5 Determination of the ddisamp and Ddisamp
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assigning d and D the values in accordance with the above mentioned expressions.

Reflection spectrum was defined asR ¼ a
b

�� ��2 where a
b

� � ¼ n0 �1

n0 1

� �
�MN

12 � 1
nfin

� 	
,

n0 was the refraction index of medium from which the light comes to multilayer

structure and nfin was the refraction index of the medium in which the light comes

from multilayer structure, N was the number of pairs of layers. The product of

matrices describing the propagation of light in a pair of layers was

M12 ¼ cos δ1ð Þ 1

n1
i sin δ1ð Þ

in1 sin δ1ð Þ cos δ1ð Þ

0
@

1
A � cos δ2ð Þ 1

n2
i sin δ2ð Þ

in2 sin δ2ð Þ cos δ2ð Þ

0
@

1
A

where δ1 ¼ 2π
λ n1d and δ2 ¼ 2π

λ n2D.

The dependences of the relative half-width of reflection band via the value ηorder
for calculated and measured reflection spectra are presented in Fig. 22.6. The

difference between curve 1, calculated by the described procedure, and experimen-

tal curve 3 is probably caused by neglecting the multiple elastic scattering processes

in the considered model.

In order to improve the model, the reflection spectrum of photonic glass was

measured at the normal incidence of light. Since the constructive interference is

absent in this structure, the only processes, that form the spectral response in opals

(with eliminating absorption and inelastic scattering), are the elastic scattering

processes. The right part of Fig. 22.6 shows the reflection spectrum of the photonic

glass. The dashed line shows the fitted function of this spectrum.

The product of this function and simulated reflection spectra brings the model

close to real conditions. Figure 22.7 shows comparison of reflection spectra,

simulated with taking into account of the scattering effect, and experimental

reflection spectra (at the normal incidence of light) for the appropriate ηorder.
Curve 2 on Fig. 22.6 shows the dependence of Δλ/λ0 on the ηorder with respect to

Fig. 22.6 Left—the dependence of the relative half-width of Bragg reflection band on coefficient

ηorder: calculated dependence (1), calculated dependence taking into account the elastic multiple

scattering (2), experimental dependence (3); right—the normal reflection spectrum of the photonic

glass (solid line) and a fitted curve of this spectrum (dashed line)
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the effect of scattering. As can be seen from Fig. 22.6, the experimental and

simulated curves demonstrate a good agreement.

Thus, together with Bragg’s diffraction, the effect of multiple elastic scattering

should be taken into account for describing optical response of SO, too.

22.3.2 The Influence of Disorder on Density of Optical
States Spectra

As well known, the function of the DOS in PC has singularities at the edges of the

photonic band-gap as a result of structure regularity. The DOS function play an

important role in optical processes. This is why it is necessary to investigate the

influence of structure defects on its behavior.

Analytical expression of DOS as a function of light frequency ω, for

one-dimensional structures is obtained on the basis of the plane wave expansion

method as follows

Fig. 22.7 Right—
measured normal reflection

spectra of the sample

surface with different value

of ηorder, left—the simulated

reflection spectra for

one-dimensional layered

structure with the

corresponding ηorder
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 �
, εs and ε p are the dielectric

permittivities of globules and pores, respectively.

Consideration of the disorder effect was carried out over values d and

D as described above in the model. DOS was plotted as a dependence of the

wavelength λ.
Figure 22.8 shows the changes in DOS with the increase of ddisamp and Ddisamp. It

can be seen that very small deviations of the proper structure 203 period and globules

diameter (ddisamp, Ddisamp ¼ 6nm is not more than 2–3 % of the values of d ¼ 200

�220nm andD ¼ 250� 270nm) results in filling of states in the middle of the band

gap until its complete filling. Owing to the microscopic defects, real SO always have a

deviation of structure period at least a few percent, and the deviation from the normal

globules diameter is at least 5%. Thus, it suggests that we have studied samples where

optical states within the photonic stop-band are completely filled.

Fig. 22.8 The evolution of

the DOS spectrum with a

gradual increase of values

ddisamp and Ddisamp (from

bottom to the up: ddisamp,

Ddisamp ¼ 0; 2; 4; 6nm)

324 V. Moiseyenko et al.



22.4 The Influence of Disorder on the Fluorescence
and Raman Spectra

Two basic mechanisms of the radiation amplification can be expected in SO. The

first one is due to Bragg’s diffraction of the short-wave radiation on the system of

{111} planes at larger angles with the following escaping of radiation along h111i
direction [1]. The second one, determined by multiple scattering of the exciting

photons by the structural defects, results in increasing the mean time of photon

residence in the opal volume, and consequently, their accumulation. At a significant

amount of structural defects the closed paths both of source and the emitted photons

can arise, and it may lead to the conditions for the occurrence of lasing effect [15].

22.4.1 Fluorescence Spectra of Opal-R6G Samples

The fluorescence spectra of rhodamine 6G (R6G) embedded in opals with different

ordering degree (signed as SO1, SO2, and SO3) were measured in the “reflection”

geometry under absolutely identical conditions. The concentration of R6G mole-

cules in the infiltrated solution for all samples was the same. Initial samples before

the infiltration have been characterized to determine the relative of half-widthΔλ/λ0
of the Bragg reflection band. The relative ordering parameter ηorder of initial opals
was defined by the value of Δλ/λ0 obtained from the measured normal reflection

spectra through experimental dependence depicted in Fig. 22.6.

The value ISO/I0 given in Table 22.1 is the ratio between integral fluorescence

intensities of R6G in SO (ISO) and in an ethanol solution in optical cell (I0). This

value is the criterion that indicates an amplification of the spontaneous emission

intensity in SO.

Thus, the fluorescence spectra show an increase of integral intensity of fluores-

cence with the increase of the number of structural defects inside opals. The

increase in fluorescence intensity correlates with the increase of the relative order-

ing parameter ηorder and, consequently, an increase of the number of slowed

exciting photons with diffusive transfer.

Table 22.1 The dependence

of relative integral intensity

on relative ordering parameter

ηorder ISO/I0

SO1 0.95 2

SO2 0.70 3

SO3 0.00 6

22 The Effects of Disorder on the Optical Spectra of Synthetic Opals 325



22.4.2 Raman Spectra of Opal-Bi12SiO20

The Raman spectra of Bi12SiO20 powder (Fig. 22.9, curve 1) and SO filled by

Bi12SiO20 (Fig. 22.9, curve 2) were measured. Comparative analysis, besides some

redistribution in Raman intensity lines and the arising of new lines (that can be

treated as a result of crystallization in opal pores), shows significant, more than

three times, amplification of integral intensity of Raman lines.

The mismatch of Raman spectral range and spectral position of photonic stop-

band in our samples allows to conclude that the amplification in this case is due to

multiple scattering of exciting photons.

22.5 Conclusions

The classification of structural defect types in the SO samples was represented. All

defects were divided into two classes: macroscopic defects whose dimensions are

significantly larger than the light wavelength and microscopic defects whose size is

comparable to the lattice constant of SO. The relative ordering parameter of SO

structure was introduced. The reflection spectra by a transfer-matrix method and the

DOS spectra by a plane wave expansion method were simulated. The comparison of

the relative half-width of reflection band Δλ/λ0 depending on ηorder based on the

calculated and experimental data was shown. The best agreement between exper-

iment and simulation occurs if the effect of elastic multiple scattering is taken

into account in the simulation. It was established that the small deviation up to 3 %

of the quantities d ¼ 200� 220nm and D ¼ 250� 270nm leads to complete

filling of photon states within photonic stop-band. The amplification of fluorescence

spectra of R6G and Raman spectra of Bi12SiO20 in SO templates was observed.

Acknowledgments This work was supported by the project “Capture of electromagnetic emis-

sion in resonance structures and in resonance photonic crystals with luminescent centers”.

Fig. 22.9 Raman spectra of

Bi12SiO20 powder (1) and

opal-Bi12SiO20 sample (2)
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Chapter 23

Correlation Processing of Speckle
Pattern in Multimode Polymer Optical
Fiber for Deformation Monitoring
in Nanometer Range

V. Varyshchuk and Ya. Bobitski

23.1 Introduction

One of the mechanisms of optical fiber sensing is to convert the fiber strains caused

by external parameters into changes of the phase of the light traveling inside the

optical fiber. Hence, interferometric measuring systems should be employed to

detect phase changes with high sensitivity. Conventional interferometers require

two interacting waves with identical polarization state to ensure highly fringes

visibility. Such a requirement is easily achievable when, for instance, the sensitive

arm of the interferometer is a single mode fiber. However, in some practical cases

using a multimode optical fiber (MMF) is much more convenient than using a

single mode fiber.

Compared with a single mode fiber, the multimode type possesses higher

numerical aperture and higher light power carrying capacity. Moreover, multimode

optical fibers allow the easier implementation of efficient multiplexed fiber sensors.

However, during operative conditions conventional interferometers do not perform

well with MMF. Since an MMF has a bigger core than a single mode fiber, the light

propagation in an MMF is characterized by more than one propagation mode. When

highly coherent light travels through the MMF, the resulting wave at the fiber’s

output is characterized by a random distribution of the intensity and polarization

state of the light due to the intermodal interference. Whenever external parameters

such as strain, temperature, pressure, or even mechanical vibrations affect the

MMF, they also affect the propagations of spatial modes in MMF, thus changing

the distribution of the light field at its output. Based on this phenomenon, various

schemes of sensors for measurement of strain [1], displacement [2, 3], temperature
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[4], and vibration [5, 6] were reported. Particularly, for strain measurement the

great interest present using a polymer optical fibers (POF), because they have

additional advantage compared with silica fiber, including high elastic strain limits,

high fracture toughness, excellent flexibility, and high sensitivity to strain. In

addition, POF can be easily surface mounted or embedded in engineering structures

and composite materials to assess their reliability. Most of the reported applications

based on multimode POF are not suitable for the precise deformation monitoring

due to the limited dynamic range or the oversensitivity of the sensor principle.

Nevertheless, a strain measurement scheme has been reported [7] by adhering

MMF to a cantilever beam and measuring the speckle intensity variation that is

proportional to the applied strain. The obtained results exhibit a good linearity, but

dynamic range of scheme was fairly limited. This problem has been solved in [8] by

analyzing the geometrical properties of the speckle pattern and employs the corre-

lation value with the reference modal state of speckle pattern to determine the fine

strain measurements. In other work, some photorefractive materials are employed

to stabilize the processed speckle pattern [9]. This effect can be used to reduce the

extra noise due to the typical oversensitivity of fiber speckle pattern. However,

these systems were too complicated to implement in practice and is not suitable for

low-cost applications.

The correlation methods of signal processing allow constructed fiber optic

interferometer using only laser, multimode optical fiber, and digital camera. Even

the small deformation of multimode fiber causes the change of propagation condi-

tions of guided modes and, consequently, the change of speckle structure formed at

the exit end of fiber [10]. These changes can be detected by comparing the resulting

speckle pattern with a reference pattern. A good comparison of the speckle patterns

can be accomplished by spatially correlating them [1]. The intensity distributions of

speckle patterns before and after deformation action on the fiber are compared by

measuring the correlation coefficient for these signals.

We considered POF as they are more sensitive to deformation compared to silica

fibers [11]. The correlation method considered in the chapter allows one to measure

an axial elongation of the fiber within 0–5,000 nm for typical multimode POF. The

measuring range of such technique depends on properties of fiber and using

wavelength.

23.2 Multimode Optical Fiber Speckle Metrology

It is well known that propagation modes with different phase velocities appear in a

multimode optical fiber when coherent light travels through it. In this way, a

speckle pattern is generated at the output end of the fiber due to the superposition

of individual fields, each one with different phase delays. This phenomenon in

multimode fibers has been studied by several authors [12–14]. Nevertheless, the

problem of decoding this interference pattern is still not completely solved. How-

ever, we can already note some characteristics of speckle structures at the output of

multimode fibers:
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– The average speckle size decreases with increasing the number of excited

modes, i.e., increases with decreasing of normalized frequency.

– With increasing of the fiber length contrast of speckle pattern decreases.

– Speckle-pattern is depolarized and at rotation of the analyzer change of a form

and the position of individual speckle is observed.

– The distribution of the light in the far-field zone is determined by Fourier

transformation of the field at the end of the fiber and is a statistical function.

In general, the number of speckles projected by a multimode optical fiber on a

screen is approximately equal to the number of modes that supports the fiber. For a

step-index fiber, the number of modes M is given by the expression:

M � V2

2
: ð23:1Þ

where V is the normalized propagation constant.

V ¼ 2πa

λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n12 � n22

p
; ð23:2Þ

where a is the radius of the fiber core, λ is the wavelength of the light source, n1 is
core refractive index and n2 is cladding refractive index.

Of interest in speckle metrology is the average speckle size. The statistical

average size of the speckle diameter of the light field formed by an optical fiber

in the plane placed at the distance R from its output can be calculated as

Sd ¼ 2:44R
λ

d

� �
: ð23:3Þ

This equation demonstrates the relation between the speckle size and diameter of

the fiber and distance from the fiber to observation plane [4]. As example, the

speckle patterns at the end of the different fibers are shown in Fig. 23.1. The shown

data demonstrate the relation between the speckle size and diameter of the

multimode fiber.

Fig. 23.1 Photography speckle patterns at the end of the 1 m multimode fiber, which were

obtained with laser diode: (a) PCS fiber with diameter of 200 μm, (b) POF with diameter of

500 μm, (c) POF with diameter of 1,000 μm
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Due to the number of speckles present in a pattern is approximately equal toM, a

speckle pattern adaptable to the needs of the measured variable can be obtained just

by choosing a fiber with a suitable diameter and consequently by determining the

size of the speckles in the registration plane.

Fiber speckle patterns contain the information about propagation of coherence

modes in fiber, which can be used in metrological applications. In multimode

optical fibers, the speckle phenomenon can be explained by the coupled mode

theory in terms of the relative phases of the optical propagation modes traveling

throughout the fiber. Small perturbations on the multimode optical fiber will

produce changes in the spatial distribution of the speckle pattern which can be

detected by optical correlation techniques or by intensity changes. Sensing systems

based on fiber speckle analysis are known as fiber specklegram sensors (FSS).

23.3 Correlation Processing Method Description

For speckle image analysis, both image differencing and image correlation features

are widely used, and several different algorithms based on these two features are

reported in the literature [15–18]. In this section, we show that strain sensing in

nanometer range can be achieved by utilizing the intensity speckle fields in

multimode fiber. In other words, by taking the intensity speckle patterns before

and after the perturbation of the multimode fiber, the intensity inner product

between the two speckle patterns can be calculated. Since the fiber speckle field

is caused by the modal phasing of the fiber, the intensity inner product would be

highly sensitive to the fiber status changes, which can be used for strain sensing.

When the multimode sensing fiber is subjected to perturbation, the optical path

length of propagating modes undergoes changes. These changes can be detected by

comparing the resulting output speckle pattern with a reference pattern. The

correlation parameter is obtained between reference speckle image and varying

perturbation speckle images. This correlation values represent the signal values of

the perturbation. If I0(x,y) is the output pattern when there is no external effect to the
fiber, which is also called the reference output pattern, and I(x,y) is the

corresponding output pattern when there is a perturbation, the correlation coeffi-

cient between the two images can be expressed as

C ¼ I1 x; yð ÞI2 x; yð Þh i � I1 x; yð Þh i I2 x; yð Þh iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I21 x; yð Þ� �� I1

�
x, y

�� �2	 
2

I22 x; yð Þ� �� I2
�
x, y

�� �2	 
2
r ; ð23:4Þ

where the angle brackets mean averaging over spatial coordinates x and y. The
correlation coefficient takes the value one if the intensity distribution of speckle

pattern I2(x,y) correlated with I1(x,y) is identical to it and decreases gradually with

the change of speckle pattern.
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In [19, 20] it has been shown, theoretically and experimentally, that the corre-

lation coefficient between two speckle patterns at the output of multimode fiber

before and after deformation, respectively, is associated with maximal additional

phase difference between guided modes by:

C ¼ sin 2 Δϕmax=2ð Þ
Δϕmax=2ð Þ2 : ð23:5Þ

The value of an additional difference of phases between modes due to a change

of fiber length can be estimated:

Δϕmax ¼ knm þ kl
dnm
dl

� �
Δl: ð23:6Þ

where

nm ¼ n1 � ΔnU2
m=V

2 ð23:7Þ

is effective refractive index of mth guided mode; Δn¼ n1� n2 is the difference of
the refractive indices of the fiber core and cladding; Um is phase mode parameter in

fiber core, which can be calculated as:

Um ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2n21 � β2m

q
; ð23:8Þ

where k¼ 2π/λ is the wave number; βm is the propagation constant of the mth
guided mode. Equation (23.7) shows that the difference between the effective

refractive indices is greatest for the lowest order modes and modes for which

Um¼V. Maximum difference of the effective refractive indices of modes will be

determined by the difference of the refractive indices of the fiber core and cladding.

Accordingly, the phase shift of the mode caused by the axial deformation of fiber

can be written in the form:

Δϕmax ¼ kΔnþ kl
dΔn
dl

� �
Δl: ð23:9Þ

The change in the refractive index of the fiber due to its axial tension is given by

expression [11]:

dn ¼ 1� n21
2

p12 � v p11 þ p12ð Þð Þdl
l
; ð23:10Þ

where p11 and p12 are the Pockels coefficients, and v is the Poisson ratio of the fiber.
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Combining the expressions (23.5), (23.9), and (23.10), we obtain

C ¼ sin 2 πΔnΔl 1þ rð Þð Þ
πΔnΔl 1þ rð Þð Þ2 ; ð23:11Þ

where

r ¼ 1

Δn
1� n21

2
p12 � v p11 þ p12ð Þð Þ

� �
: ð23:12Þ

In this model, it is assumed that the correlation coefficient of speckle patterns is

determined by the fiber length change, and it is independent of the other factors.

The dependence C(Δl ) calculated from (23.11) for conventional step-index POF

with Δn¼ 0.021, the core diameter 980 μm, and wavelength λ¼ 655 nm is

presented in Fig. 23.2.

As shown in Fig. 23.2, some characteristic elongation of the optical fiber exists

above which a complete decorrelation of the speckle patterns is observed. In this

case, the further correlation processing is impossible. If Δl<Δl0 the correlation

coefficient can be high enough for calculating from its measured value a change in

the fiber length.

Fig. 23.2 Theoretical dependence of the correlation coefficient of speckle patterns on elongation

of multimode polymer optical fiber
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23.4 Experimental Results and Discussion

The experimental apparatus is shown in Fig. 23.3. A typical experimental setup

employs a 655 nm diode laser source, section of multimode POF, used as sensitive

element, and digital CCD camera.

The axial deformation of the sensitive part of fiber was produced by moving

mount 4 along the axis of fiber. Notice that a small displacement of the translation

stage would cause a small elongation of the sensing fiber. Thus, by capturing the

fiber speckle intensity distributions with a CCD camera, the intensity speckle

pattern evaluation can be performed by a computer. First digital camera records

the reference image of speckle pattern, which corresponds to the initial state of the

fiber waveguide. The deformation of the fiber due to external influence causes the

changes in the spatial position of the speckles. The correlation coefficient between

speckle patterns before and after deformation is calculated by using the developed

software.

To provide the optimal condition of the CCD camera illumination need to

average speckle size in registration plane is much larger than the cross size of the

matrix pixel. On the other hand, the average speckle diameter must be much smaller

than the light-sensitive area of the matrix. This is necessary that in the registered

image is well-separated individual speckles. The distance D between the sensor and

the fiber ends can be adjusted to obtain the desired speckle size.

The curves shown in Fig. 23.4 correspond to intensity diagrams recorded for

fiber elongations ranging from 1 to 5 μm, in 1 μm steps. Each point represents the

result obtained after applying the algorithm described in Sect. 23.3 to the initial

diagram correlated with that associated to the corresponding displacement. The

distance D between the fiber end and the CCD sensor was fixed to 4 cm. Accord-

ingly with the above description, for this value of D the periodic modulation of the

diagram can be resolved by the sensor. As a result, the expected decrease of the

Fig. 23.3 Scheme of the experimental setup: 1—laser, 2—holder for fixing and tension of optical

fiber, 3—multimode step-index POF, 4—moving mount for fiber deformation, 5—digital CCD

camera
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correlation coefficient can be observed. Next, we changed the distance D to 8 cm in

order to increase the speckle size to half of its previous value (Fig. 23.4b, d). Next,

we changed the distance D between the fiber output and the CCD camera to a larger

value, actually D¼ 15 cm, in such a way that the individual speckle can be resolved

by the detector.

In order to better illustrate the effect of the speckle size on the deformation

measuring, we present in Fig. 23.5 the corresponding curves for three values of the

distance D. As can be expected, the best sensitivity (highest slope) is obtained for

the shortest distance (smallest speckle size).

As can be observed, this system configuration of the fiber sensor allows to

measure sub-micrometers deformations. As mentioned above, the quantitative

measurements of the fiber elongation can be performed if the correlation coefficient

is sufficiently high. For values of the correlation coefficient С(Δl )< 0.6, the

decorrelation of speckle pattern was observed. This limits the measurement range

of fiber deformation. However, this problem can be solved by rewriting the refer-

ence speckle pattern in computer memory with a decrease in the correlation

coefficient to some specified value. This approach allows to use this technique for

measuring in a much larger strain range. With increasing of distance from fiber exit

face to CCD camera, and respectively increasing of speckle size, increases the

probability of erroneous results.

Fig. 23.4 Measured values of the correlation coefficient C for two different distances from fiber to

CCD sensor (a, b) and corresponding images of speckle pattern (c, d)
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23.5 Conclusions

In this work, we proposed an intrinsic polymer optical fiber sensor where the fiber

elongation originates from a spatial change in a intensity speckle pattern which is

measured through a correlation parameter. Our investigation shows that relative

strain of conventional polymer optical fiber can be measured with high accuracy by

correlation processing of speckle patterns formed at the exit face of fiber. The

measuring range of such strain gauge depends on properties of fiber used as

sensitive element of sensor and using wavelength. This method allows one to

measure an axial elongation of the fiber within 0–5,000 nm for typical multimode

POF with the length 1 m and core diameter 980 μm. As the correlation coefficient

decreases to the value at which decorrelation of speckle pattern is observed, the

rewriting of speckle image can be used for measuring strain in wide range. The

sensitive of sensor is determined by the changes of refractive index and temperature

variations due to fiber deformation. Device sensitivity may easily be modified to

coincide with required measurement sensitivity through careful choice of the active

Fig. 23.5 Measured values of the fiber elongation for three different distances from fiber to CCD:

D¼ 4 cm (a), D¼ 8 cm (b), and D¼ 15 cm (c)
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sensing fiber parameters. The device is simple, inexpensive, rugged, electrically

passive, and compatible with existing multimode technology. The sensing tech-

nique presented in this chapter is simple, effective, and low-cost solutions to the

problem of small deformation monitoring.
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Chapter 24

Biosynthesis of Quantum Dots
and Their Potential Applications
in Biology and Biomedicine

M.N. Borovaya, O.M. Burlaka, A.I. Yemets, and Ya.B. Blume

24.1 Introduction

Quantum dots are nanometer-sized crystals composed of semiconductors and are

one of the first high technological nanomaterials to be integrated with the biological

sciences. A decade after their introduction to biology, quantum dots are proven

powerful probes for fluorescence imaging and are being developed for a range of

additional applications including the detection of diseases, fluorescent assays for

drug discovery, single-protein tracking, and intracellular reporting. Quantum dots

have some distinct properties that give them their unique capabilities. First, the dots

themselves are small, ranging from 4 to 12 nm in diameter. Second, they have size-

tunable, narrow, Gaussian emission spectra that can be excited at a single wave-

length, enabling multiplexed experiments. Third, they have enormous absorption

extinction coefficients and high fluorescent quantum yields, making them excep-

tionally bright. Indeed, the emission of a single quantum dot can be discerned by the

eye with a fluorescent microscope. There is a growing interest in using semicon-

ductor QDs as optical labels for biosensing events [1]. Among various

nanoparticles, a great interest has been shown toward cadmium sulfide (CdS)

nanoparticles because of availability of discrete energy levels, size-dependent

optical properties, tunable band gap, and good chemical stability [2]. CdS

nanoparticles are categorized under the group chalcogenides, and they are II–IV

group semiconductor nanoparticles which show size-dependent optical and electri-

cal properties due to their high surface area to volume ratio and quantum confine-

ment. Due to their very high photosensitivity, they have usage in the detection of

visible radiations and in light-emitting diodes, solar cells, photochemical catalysis,
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gas sensors, various luminescence devices, optoelectronic devices, and a range of

biological applications [3]. Semiconducting optoelectronic materials play an

important role in a variety of application due to their unique optical, electrical,

magnetic, and piezoelectric properties. Modification of these properties of semi-

conductor materials depends upon the size, shape, morphology, and dimensions of

material.

The important issue of nanotechnology is to develop available experimental

protocols for the synthesis of nanocrystals (quantum dots) of different chemical

compositions and sizes using nontoxic biological systems. Mainly for the biosyn-

thesis of quantum dots, scientists predominantly use biological sources such as

viruses, bacteria, actinomycetes, fungi, and algae that can catalyze specific reac-

tions as a part of modern and realistic biosynthetic strategies. These nanocrystals

exhibit high stability in the aqueous solution and resistance to photobleaching [4–

6]. However, one thing important to mention is the eventual toxic effects of heavy

metals, in particular, Cd on the cell viability.

This chapter reviews the basics of QDs, methods of their synthesis, mechanisms

and advantages of biosynthetic process, potential biomedical applications, limita-

tions, and future perspectives. In particular, the possibility of utilizing the QDs as

fluorescent probes for cell biology purposes, DNA transformation, bioimaging, and

cancer therapy is discussed here.

24.2 Characteristics and Synthesis of QDs

24.2.1 Basic Information and Optical Properties of QDs

QDs are fluorescent semiconductor nanocrystals that predominantly have a spher-

ical morphology, composed of a semiconductor core including group II–VI or

group III–V elements encased within a shell comprised of a second semiconductor

material [7]. A typical QD has a diameter ranging from 2 to 10 nm containing

roughly 200–10,000 atoms. For instance, semiconductor nanocrystals include ZnS,

CdS, CdSe, CdTe, or InP and InAs [8]. Mentioned nanoparticles have been shown

to possess unique optical, electrical, and optoelectronic properties for a wide range

of applications [8]. It should be emphasized that QDs are highly photostable, with

broad absorption, narrow and symmetric emission spectra, and slowly excited-state

decay rates. Their emission color depends on their size, chemical composition, and

surface chemistry and can be tuned from the ultraviolet to the visible and near-

infrared (NIR) wavelengths [9]. It means that relatively large QDs have red

luminescence spectrum and low-intensity radiation. At the same time, smaller

nanocrystals observed green and blue fluorescence with appropriate higher level

of radiation intensity. The dependence of the optical characteristics on the diameter

of the nanocrystals is determined by the quantum confinement effect [10].
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However, it was found that the specific drawback of QDs is instability of their

fluorescence in time, the so-called blinking [11]. This phenomenon is a stochastic

process that is caused by the temporary transfer of QDs in a charged state.

Therefore, such lack of fluorescence can last for a few seconds. Blinking can be

reduced by modifying the nanocrystals (cover them by a thicker shell) or by adding

mercaptoethanol or other reducing agents to the solution with QDs [11]. Also an

interesting property of QDs is their ability to form conjugates with biomolecules;

this feature is essential for the detection of the localization of the nucleic acids,

peptides, and proteins within the living cells [12].

It is commonly known that there are several classifications of QDs depending on

their chemical composition, shape, and methods of synthesis. For example, there are

epitaxial and colloidal QDs [13]. Basing on the composition the semiconductor

material can be identified as wide-gap semiconductors (oxides ZnO, TiO2)—ultra-

violet radiation, transitional semiconductors (cadmium chalcogenides)—visible

radiation, and narrow-gap semiconductors (e.g., lead chalcogenides)—near infrared

radiation [9]. The shape of nanocrystals can also affect their properties. By the shape,

nanocrystals are divided into spherical particles (QDs) that have wide practical

applications; ellipsoid—a class of QDs—often is used as a source of polarized

radiation; they are called nanowires and nanocrystals with complex geometry [13].

The most common structure of QDs is “core–shell” which consists of CdSe core,

coated with ZnS inorganic shell [12]. This inorganic shell protects the CdSe core

from oxidation. The shell is composed of two monolayers of ZnS that is optimal to

ensure maximum quantum yield of the nanocrystals [14]. By varying the size of

CdSe core, it is possible to obtain fluorescent label with the luminescent maximum

at any part of the optical spectrum; such labels can be used in studies for tagging

various objects in cell biology, for optical encoding, and as donors for energy

transfer systems [14].

24.2.2 Chemical Methods of Synthesis of QDs

Basically, there are two approaches for nanoparticle synthesis, namely, the bottom-

up approach and the top-down approach. In the top-down approach, scientists try to

formulate nanoparticles using larger ones to direct their assembly. The bottom-up

approach is a process that builds toward larger and more complex systems by

starting at the molecular level and maintaining precise control of molecular struc-

ture [15]. The most effective method of chemical synthesis of QDs is a high-

temperature organometallic method or method of the growth in nonpolar media

[16]. During synthesis, process is necessary to maintain the stability of the QDs in

an aqueous solution. It can be achieved through the direct ligand exchange or by

steric stabilization, when the hydrophobic surface of the crystal is covered with

amphiphilic molecules or polymers [17]. Ligands (thiol-containing components)

should ensure the stability of the QDs and their solubility in biological buffers and
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resistance to photobleaching, and they should contain specific functional groups

that can form conjugates with biomolecules [15].

It should be noted that the organometallic approach has several advantages,

namely, it allows to control the growth stages of QDs and provides narrow size

distribution of the synthesized nanocrystals and further isolation and purification of

QDs [15]. This method of the chemical synthesis consists of three stages: nucle-

ation, growth of the crystal nuclei, and Ostwald ripening stage [18]. In that way,

luminescent CdSe QDs have been produced. CdSe nanocrystal nuclei were grown

at the temperature above 300 �C by varying the time period of their growth from

minutes to hours depending on the desired size of nanoparticles [18]. Apart from the

size indicated, technology allows you to control the shape of nanoparticles using

high anisotropy of nanocrystals and a high concentration of monomers. Given the

high growth rate of the nanocrystals, they started to stretch and form nanorods, the

so-called quantum rods [14]. An important condition for the production of the

spherical nanocrystals is a low growth rate. More complex shapes of the

nanocrystals are obtained by selecting the conditions when the crystal structure of

the nuclei differs from hexagonal, thereby providing crystal growth in four different

directions [19].

Another method of chemical synthesis is the synthesis of the QDs in an aqueous

phase using the stabilizing agents like thioglycerin and polyphosphate [20]. It was

noticed that the growth rate and the surface charge of the nanocrystals are deter-

mined by the choice of specific stabilizing agents. For example, utilizing a gluta-

thione, the component that eliminates heavy metals in plant cells, ensured

successful coating and high levels of the photoluminescence during the synthesis

of CdTe nanoparticles [21]. It is important that in order to obtain QDs with the high

fluorescence efficiency, it is necessary to maintain a high pH level (11.2–11.8)

during the synthesis in an aqueous phase [22].

The process of the CdTe synthesis can be represented as follows: inorganic

cadmium Cd (ClO4)2·6H2O or CdCl2 is dissolved in water with intensive stirring,

and then in solution thiol stabilizing agent is added. Depending on the origin of the

stabilizer, the required pH level is selected. Then, oxygen is removed from

the solution. After that the gas H2Te is passed through the solution under stirring,

with a weak stream of nitrogen, either the solution of NaHTe that is free of oxygen

is supplied [18]. Eventually, synthesized CdTe precursors with the use of additional

treatment are converted to QDs with desired sizes [22].

Significant improvement of the CdTe characteristics was achieved during addi-

tional treatment of the initial solution by combining selective deposition of the QDs

and their UV irradiation [20]. Consequently, larger QDs precipitate primarily.

Using this technique, the authors successfully separated the initial solution into

10–12 fractions containing the QDs with a narrow size distribution [20]. However,

it should be mentioned that the synthesis of QDs in an aqueous medium usually

occurs slowly, even over several days. Although this approach was commonly used
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earlier, now new methods for rapid synthesis of high-quality QDs are developing

fast, including hydrothermal synthesis under high pressure or under microwave

irradiation [23, 24].

Hence, indicated methods are the basic techniques for the chemical synthesis of

the biocompatible QDs. Many modifications of these approaches are known. Each

protocol has certain advantages and disadvantages that are important for the

subsequent applications of the synthesized nanoparticles [15].

24.2.3 Physical Methods of Synthesis of QDs

Apart from the described chemical methods for QD synthesis, some common

physical methods are also known. For example, one of the several methods of

depositing single crystals is molecular beam epitaxy [25]. Molecular beam epitaxy

takes place in high vacuum or ultrahigh vacuum (10�8 Pa). The most important

aspect of this method is the deposition rate (typically less than 3,000 nm per hour)

which allows the films to grow epitaxially. During operation, reflection high-energy

electron diffraction (RHEED) is often used for monitoring the growth of the crystal

layers [26]. It is important that this method is successfully applied to III–V

compounds. This class of semiconductors is effectively used to create high-speed

devices. At first, such compounds as GaAs, GaP, and GaAsx Sb1�x were synthe-

sized [26]. The driving force for the creation of the QDs in this case is to reduce the

strain energy. If on the substrate of GaAs the layer of InAs is increased, the elastic

stresses will arise leading to the growth of InAs QDs on the surface of GaAs. Thus,

the surface is covered by InAs pyramids with the size of several tens of

angstroms [26].

Another physical approach to grow crystals is the method vapor phase epitaxy. It

is a chemical vapor deposition method used to produce single or polycrystalline thin

films. It is a highly complex process for growing crystalline layers to create

complex semiconductor multilayer structures. In contrast to molecular beam epi-

taxy, the growth of crystals is by chemical reaction and not by physical deposition.

As such, this technique is preferred for the formation of devices incorporating

thermodynamically metastable alloys, and it has become a major process in the

manufacture of optoelectronics. Using this method, you can get not only InAs QDs

on the GaAs substrate but also such QDs as InAs on InP substrate, Ge on Si

substrate, and CdSe on ZnS substrate [27].

It is also an interesting fact that there is a common method for the preparation of

inorganic glasses colored by the nanocrystals that belong to II–VI groups. Such

method is associated with the commercial production of optical filters [26]. The

growth of semiconductor nanocrystals occurs by the decay of supersaturated ions in

the glass. As a result, you can get a stable solid glass with inserted nanocrystals.
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The growth of the crystals in a glass matrix occurs at the temperature 550–700 �C.
The disadvantages of this method include a wide range of particle sizes and the

inability to influence the parameters at the glass-nanocrystal border [26].

Summing up, it should be noted that ideal biocompatible QDs should have a high

size homogeneity and colloidal stability in aqueous solutions, exhibit pH stability,

and have a high fluorescence quantum yield [22]. These conditions are difficult to

enforce simultaneously, but extreme relevance of QDs with such properties is

stimulating for further investigations.

24.3 Features of the Biological Synthesis
of Semiconductor QDs

The enormous interest in the biosynthesis of nanoparticles is due to their unusual

optical, chemical, photochemical, electronic, and magnetic properties [28, 29]. It is

important to understand the biosynthetic mechanism involved in the fabrication of

metal nanomaterials mediated by a biological system in order to gain better control

of the process and products. Biosynthesis of nanoparticles is a kind of bottom-up

approach where the main reaction occurring is reduction/oxidation. The microbial

enzymes or the plant phytochemicals with antioxidant or reducing properties are

usually responsible for reduction of metal compounds into their respective

nanoparticles.

24.3.1 Biosynthesis of QDs Using Bacteria

In the recent years, great attention was focused on the synthesis of the nanocrystals

containing Cd and Zn using biological systems [30]. CdS nanocrystal is one typical

type of sulfide nanoparticle which has been synthesized by microorganisms [31]. It

was found that Clostridium thermoaceticum could precipitate CdS on the cell

surface as well as in the medium from CdCl2 in the presence of cysteine hydro-

chloride in the growth medium where cysteine most probably acts as the source of

sulfide [32].

Besides, for the first time it was proved that Escherichia coli have the capacity to
synthesize intracellular cadmium sulfide (CdS) nanocrystals, when incubated with

cadmium chloride and sodium sulfide [33]. The nanocrystals are composed of a

wurtzite crystal phase with a size distribution of 2–5 nm (see Table 24.1). Nano-

crystal biosynthesis increased about 20-fold in E. coli cells grown to stationary

phase compared to late logarithmic phase. These results highlight how different

genetic and physiological parameters can enhance the formation of nanocrystals

within bacterial cells [33]. The presence of cellular nanocrystals was strongly

dependent on the strain used as well as the growth phase of the cells and occurred
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predominantly in stationary phase. Attempts were made to correlate these observa-

tions with the amount of free thiols and the amount of glutathione present in the

cells. Although these parameters may contribute, no trend emerged that adequately

predicted nanocrystal formation. The bottom line is that cellular thiol content may

play a role but does not determine nanocrystal formation ability in different E. coli
strains and growth phase. Understanding the genetic and physiological factors that

underlie nanocrystal formation in E. coli may ultimately enable manipulation of

microbially derived nanocrystal production. For example, inorganic synthesis

employs different ratios of multiple capping agents in order to synthesize

nanocrystals of various shapes, such as rods or stars. By controlling the synthesis

and relative amounts of small thiols, polyphosphates, and fatty acids in E. coli, it
may someday be possible to control the crystallinity, shape, size distribution, and

optical properties of nanocrystals in unprecedented ways [33].

It is worth noting that in the paper [5] authors confirmed the effectiveness of

using culture supernatants of E. coli for successful biosynthesis of cadmium sulfide

nanoparticles. It was shown that their maximum luminescence peak was at 443 nm,

which is typical for cadmium sulfide nanoparticles synthesized using microorgan-

isms. The stability of obtained QDs was investigated for the first time by spectral

analysis. It was established that nanoparticles were aggregated; however, they

retained the ability to luminescence for 10 days, 1 month, and 3 months after a

sample preparation. By transmission electron microscopy, it was demonstrated that

QDs are approximate to a spherical shape, do not have surface defects, and have a

diameter from 2 to 6 nm [5].

Hence, E. coli represents a simple yet powerful prokaryotic genetic system with

the potential to elucidate the key features of nanocrystal synthesis in living cells. By

understanding parameters of nanocrystal synthesis in microbes, it might be possible

to modulate the properties of biosynthesized nanocrystals, such as size, shape, and

crystal structure [33].

Table 24.1 Semiconductor QDs synthesized by microorganisms [31]

Microorganisms Products

Size

(nm) Shape Location References

Rhodopseudomonas palustris CdS 8 Cubic Intracellular [34]

Escherichia coli CdS 2–5 Wurtzite

crystal

Intracellular [33]

Schizosaccharomyces pombe
and Candida glabrata

CdS 1–2 Hexagonal

lattice

Intracellular [4]

Rhodobacter sphaeroides ZnS 8 Hexagonal

lattice

Intracellular [37]

Desulfobacteraceae CdS 2–5 Hexagonal

lattice

Intracellular [31]

Fusarium oxysporum CdS 5–20 Spherical Extracellular [48]

Fusarium oxysporum CdSe 10 Spherical Extracellular [53]
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A simple route for the synthesis of cadmium sulfide nanoparticles by photosyn-

thetic bacteria Rhodopseudomonas palustris has been demonstrated in another

study [34]. The cadmium sulfate solution incubated with R. palustris biomass

changed to a yellow color from 48 h onward, indicating the formation of CdS

nanoparticles. The purified solution yielded the maximum absorbance peak at

425 nm due to CdS particles in the quantum size regime. Also, X-ray analysis of

the purified nanoparticles confirmed the formation of cadmium sulfide. Transmis-

sion electron microscopic analysis of the samples showed a uniform distribution of

nanoparticles, having an average size of 8.01� 0.25 nm (see Table 24.1), and its

corresponding electron diffraction pattern confirmed the face-centered cubic crys-

talline structure of cadmium sulfide [34].

Furthermore, it was observed that the cysteine desulfhydrase (C-S lyase) could

control crystal growth, because cysteine-rich proteins can produce S2� through the

action of C-S lyase. It was suggested that the content of C-S lyase in R. palustris
might be responsible for nanocrystal formation. CdS nanoparticles were not syn-

thesized in the growth media alone in the absence of bacteria. The result is

consistent with the fact that the C-S lyase is an intracellular enzyme and is located

in the cytoplasm. Large amounts of CdS nanoparticles are present in the solution

after S2� production, indicating that R. palustris was able to efficiently transport

CdS nanoparticles out of the cells. This conclusion is supported by the results of

ultracentrifugation. This technology thus has important advantages over other

biosynthetic methods [34].

Besides, nanoparticles of the semiconductor, zinc sulfide (ZnS), are the most

attractive materials for applications in areas such as infrared optical devices and fast

optical switching devices. ZnS nanoparticles can be prepared by different methods,

such as colloidal aqueous and micellar solution synthesis [35]. It is necessary to

obtain materials under simple and clean conditions. When ZnS nanoparticles are

used as biological probes for medical purpose, the synthesis of zinc sulfide is

expected to be clean [36].

Therefore, a novel, clean biological transformation reaction by immobilized

Rhodobacter sphaeroides has been developed for the synthesis of ZnS

nanoparticles with an average diameter of 8 nm (see Table 24.1). This average

diameter of ZnS nanoparticles was found to be dependent on the culture time

[37]. The nanoparticles were examined by X-ray diffraction, transmission electron

microscopy, energy-dispersive analyses of X-rays, UV–Vis optical absorption, and

photoluminescence spectra. The emission peaks at 335, 353, 376, and 450 nm each

correspond to the samples obtained at 25, 30, and 35 h. These luminescence spectra

show size-dependent quantum confinement effects [37].

In the biological synthetic process for ZnS nanoparticles, soluble sulfate acts as

the source of sulfur. The formation mechanism of ZnS nanoparticles by biological

transformation reaction of R. sphaeroides can be explained as follows. First, soluble
sulfate enters into immobilized beads via diffusion and later is carried to the interior

membrane of R. sphaeroides cell facilitated by sulfate permease. Then, the sulfate

is reduced to sulfite by ATP sulfurylase and phosphoadenosine phosphosulfate

reductase, and next sulfite is reduced to sulfide by sulfite reductase. The sulfide
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reacts with O-acetylserine to synthesize cysteine via O-acetylserine thiolyase [38],
and then cysteine produces S2� by a cysteine desulfhydrase in the presence of zinc.

Finally, ZnS nanoparticles are discharged from immobilized cells to the solution.

Thus, it is expected that the high-grade ZnS will be useful as biological probe in

medical testing [37].

24.3.2 Biosynthesis of QDs Using Yeasts

In early studies [4], scientists have used Saccharomyces pombe and Candida
glabrata (yeasts) to produce intracellular CdS nanoparticles with cadmium salt

solution (see Table 24.1). Short chelating peptides of general structure (γ-Glu/
Cys)n-Gly control the nucleation and growth of CdS crystallites to peptide-capped

intracellular particles of diameter 20 Å. The optical band gap of synthetic CdS

crystallites increases with decreasing diameter of the particles. These CdS QDs

were more monodisperse than CdS particles synthesized chemically. Moreover,

such CdS nanoparticles had a luminescent peak at 460 nm and were stable at a

physiological pH level [4].

In addition, a simple and efficient biosynthesis method to prepare easily

harvested biocompatible cadmium telluride (CdTe) QDs with tunable fluorescence

emission using yeast cells was suggested [39]. The CdTe QDs were synthesized by

an extracellular growth approach by incubating cheap inorganic salts CdCl2 and

NaTeO3 with yeast cells in a modified Czapek’s medium at mild temperatures (25–

35 �C). After incubation for 1 day, the CdTe QDs show an intense narrow absorp-

tion at ~440 nm from the first electronic transition and a strong emission centered at

492 nm with a narrow full width at half maximum (about 40 nm) in the PL spectra,

indicating that the QDs have a narrow size distribution [39]. The morphology and

crystallinity of the biosynthesized CdTe QDs were analyzed by TEM and XRD.

TEM images reveal that the biosynthesized CdTe QDs incubated for 8 days at 35 �C
are well-dispersed particles with a uniform diameter of ~3.6 nm. The

biosynthesized CdTe QDs show intense fluorescence, and varying the particle

size allows the emission to be tuned over the range from 490 to 560 nm. The

protein-capped CdTe QDs show excellent biocompatibility and are well dispersed

in the cells, and in situ bioimaging of the yeast cells is easily achieved [39].

24.3.3 Biosynthesis of QDs Using Earthworms

The earthworm Lumbricus rubellus can accumulate cadmium to levels in excess of

one-thousandth of its total dry bodyweight [40]. This is achieved using an isolation

strategy that relies on metallothioneins—a family of cysteine-rich proteins—to

transport heavy metals to the chloragogenous tissues (cells that resemble the liver
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in vertebrates) where toxins are neutralized [41, 42]. Although the cadmium

detoxification system in earthworms is well established, little is known regarding

the uptake, trafficking, and storage dynamics of tellurium. Authors suggested

that the tellurite was reduced by glutathione reductase, reduced nicotinamide

adenine dinucleotide phosphate (NADPH) and glutathione (GSH) via the GS–Te–

SG complex, to H2Te, a common Te precursor, and thus able to react with the

available Cd2+ [42].

Earthworms exposed for 11 days to standard soil spiked with CdCl2 and

Na2TeO3 were shown to transport the precursors, via metallated metallothionein

complexes, to the chloragogenous tissue located at the coelomic surfaces of the

worm gut, where they reacted to form QDs before isolation. The particles demon-

strated an absorption band edge of 450 nm with a slight excitonic feature at 360 nm,

consistent with CdTe QDs. The observed green emission from the QDs was

determined to be near the band edge, with Stokes shifted emission maxima at

520 nm and a second weaker component at 460 nm from residual autofluorescence

[42]. High-resolution electron microscopy analyses confirmed the presence of

crystalline nanoparticles with an average diameter of 2.33 + 0.59 nm (100 particles

measured) and clear lattice fringes, while selective area electron diffraction

(SAED) demonstrated diffuse rings consistent with CdTe nanoparticles. The resul-

tant particles were easy to harvest, demonstrated optical characteristics typical of

quantum-confined semiconductor materials, and were utilized for relevant cell

imaging applications. These particles are comparable to thiol-capped CdTe pre-

pared by typical benchtop methods, and, if extended to other technically important

semiconducting materials, this method promises to be a convenient source of

biologically compatible luminescent probes [42].

24.3.4 Biosynthesis of QDs Using Diatoms

A widespread detoxification mechanism developed by plants, algae, and fungi to

avoid heavy metal poisoning involves intracellular sequestration of metal ions by

means of glutathione-related peptides. These inducible peptides, named

phytochelatins, are synthesized by the enzyme PC synthase, which is activated by

the metal ions and uses glutathione as substrate. The structure of PC involves a

repeating sequence of γ-glutamyl/cysteine pairs to give polypeptides of general

formula (γ-Glu/Cys)n-Gly, with n values commonly ranging from 2 to 6. They bind

metal ions such as Cd, Pb, Zn, and Cu [43] yielding stable metal/PC complexes,

which effectively reduce the intracellular concentration of free metal ions. Most of

the literature on phytochelatin synthesis in phytoplanktonic algae in response to Cd

regards the induction of these chelating peptides [44], but only few papers deal with

the characterization of the complexes formed with this metal ion [45].

The marine diatom Phaeodactylum tricornutum is able to incorporate Cd-induced

sulfide ions in Cd/phytochelatin complexes, thus forming nanometer-sized
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phytochelatin-coated CdS nanocrystallites. This process of biomineralization

enhances the Cd-binding stoichiometry of the complexes [46].

P. tricornutum exposed to Cd forms Cd/phytochelatin complexes in which

sulfide ions (S2+) can be incorporated to stabilize phytochelatin-coated CdS

nanocrystallites [46]. Native CdS particles exhibited differences in their particle

size, sulfide content, and optical spectroscopic properties. The lmax of the UV

transition ranged from 290 to 260 nm. Characterization of these complexes showed

that CdS nanoparticles were mainly coated with γ-glutamyl peptides with n value

from 3 to 5. The phytochelatin 2 oligopeptide was not found as a coating peptide.

CdS particles were stable in the pH range from 8 to 6 and showed half-dissociation

at pH 4.9. Native phytochelatin-coated CdS crystallites from P. tricornutum exhibit

heterogeneity in the particle size. By using the reported relationship between lmax

and the radius of nanocrystallites [47], the radii of phytochelatin-coated CdS

nanocrystallites synthesized by this microalga were predicted to vary from 9 to

11 Å. The earliest eluting fractions produced optical spectra characterized by the

lowest energy of the electronic transition and exhibited the highest sulfide/Cd ratio.

The smallest-sized CdS particles, with low sulfide/Cd ratio, showed propensity to

sulfide-mediated accretion in vitro. Thus, difference in size is due to different

sulfide content, and a spectrum of complexes differing in their sulfide/Cd ratio

exists in cells of P. tricornutum after exposure to Cd during their growth

cycle [46]. The formation of phytochelatin-coated CdS crystallites in

P. tricornutum could explain the low sensitivity to Cd of this alga, as compared

with other marine diatoms.

24.3.5 Biosynthesis of QDs Using Fungi

While enzymatic processes in sulfate-reducing bacteria are relatively well under-

stood and identified [48], the intracellular synthesis of CdS in yeast occurs by a

process involving sequestering of the Cd2 ions by glutathione-related peptides and a

consequent production of CdS within the yeast cells [4]. Also it has been discovered

that eukaryotic organisms such as fungi may be used to synthesize CdS and some

other metal sulfide nanoparticles extracellularly by a purely enzymatic process

[48]. The use of specific enzymes such as reductases secreted by fungi opens up

the exciting possibility of designing a rational biosynthesis strategy for

nanomaterials of different chemical compositions [48].

More specifically, Fusarium oxysporum, when exposed to aqueous Cd2+ and

SO4
2+ ions, leads to the formation of extremely stable CdS nanoparticles in solution

(see Table 24.1). The reaction solution with CdSO4 at the beginning was colorless.

The bright yellow color of the solution after reaction between inorganic compo-

nents and the Fusarium oxysporum biomass indicates the presence of CdS

nanoparticles in solution [48]. UV–visible spectra recorded from the Fusarium
oxysporum CdSO4 solution at different time intervals (in days) exhibit the
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appearance of a weak absorption edge, which progressively increases in intensity as

the reaction progresses. The presence of the absorption edge at 450 nm is charac-

teristic of CdS particles in the quantum size regime [49]. The colloidal solution of

CdS nanoparticles was extremely stable in time with no evidence for aggregation

even after 1 month of storage [48]. The presence of an absorption at 280 nm attests

to the presence of proteins in the reaction medium [50]. Authors believed that the

long-term stability of the CdS nanoparticle solution is due to the presence of the

proteins in the nanoparticle solution that bind to the surface of the nanoparticles and

prevent aggregation [48].

The formation of extracellular CdS nanoparticles by enzymatic reduction of

sulfate ions by Fusarium oxysporum was extended to the formation of PbS, ZnS,

and MoS2 nanoparticles starting with appropriate sulfate-containing salts. Prelim-

inary investigations indicate that it is indeed possible to realize such chemical

compositions by fungus-based extracellular biotransformations [48].

Another important potential benefit of the process described herein is the fact

that the semiconductor nanoparticles, which are quite stable in solution, are syn-

thesized extracellularly, and this is thus a very important advantage over other

biosynthetic methods where the nanoparticles are entrapped within the cell matrix

[51]. The extracellular synthesis of semiconductor nanoparticles makes it possible

to harness and immobilize/deposit such nanoparticles onto desired solid surfaces

for different practical purposes [48].

Moreover, in the paper [52] which is the first report on the successful biosyn-

thesis of CdS QDs, authors used the mycelium of the basidiomycete fungus

Pleurotus ostreatus during culturing with salts CdSO4 and Na2S. Using the spectral

analysis of formed particles, it was established that the absorption peaks which

were obtained are typical for CdS nanoparticles. They were at the range 440–

524 nm. By the method of transmission electron microscopy, it was demonstrated

that obtained QDs form dense clusters with a diameter from 40 to 70 nm. The size

of individual nanoparticles within these clusters is from 5 to 8 nm [52]. Thus, the

fungus P. ostreatus was found to be an effective biological capacity for nanotech-

nological transformations [52].

In addition, CdSe semiconductor nanocrystals are very promising luminescent

probes. These crystalline clusters of semiconductors, also known as QDs, have a

size of 1–10 nm and exhibit unique optical properties that arise due to their quantum

confinement effect [53]. For the synthesis of highly luminescent CdSe QDs at room

temperature, the fungus Fusarium oxysporum was incubated with a mixture of

CdCl2 and SeCl4 salts [53]. The strong surface plasmon resonance centered at

370 nm is clearly visible indicating the formation of CdSe nanoparticles. Absorp-

tion band at 270–280 nm is also visible which is contributed by proteins present in

the extracellular broth [54], suggesting a possible reducing enzyme-based process

for the synthesis of CdSe nanoparticles. The solution was extremely stable, with no

evidence of flocculation of the particles even a month after reaction. Luminescence

characteristics were studied by fluorescence measurement of the CdSe

nanoparticles by exciting the reaction mixture at 370 nm. An emission band

centered at 440 nm [53].
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24.3.6 Biosynthesis of QDs Using Plants

Employing plants toward synthesis of nanoparticles is emerging as advantageous

compared to microbes with the presence of broad variability of biomolecules in

plants that can act as capping and reducing agents and thus increases the rate of

reduction and stabilization of nanoparticles [55].

In particular, researchers have reported a novel, eco-friendly route for rapid

synthesis of ZnS nanoparticles by using 0.3 % latex solution prepared from

Jatropha curcas L. [56]. It is interesting that Jatropha latex has some ethnomedical

uses like wound healing and blood coagulation activities [57]. Particularly, the use

of latex, proteins, and phytochemicals for the synthesis of metal nanoparticles has

dual advantage that they not only act as a reducing agent but also act as a capping

agent and deter the particle aggregation. Latex of J. curcas L. constitutes two cyclic
peptides, curcacycline A (an octapeptide) and curcacycline B (a nonapeptide), and

curcain (an enzyme) as possible reducing and stabilizing agents [56]. The average

size of ZnS nanoparticles was found to be 10 nm. Latex of J. curcas L. itself acts as
a source of sulfide (S�2) ions that are donated to Zn ions under present experimental

conditions. Source of sulfide (S�2) ions is still unclear, but authors speculate that

cysteine or thiol residues present in enzyme curcain may be donating these sulfide

(S�2) ions. It was found that 0.3 % latex solution prepared from J. curcas L. latex
and 2.5 mM aqueous solution of zinc acetate were optimum to get maximum yield

of ZnS nanoparticles [56].

But nowadays there is a little information about biosynthesis of semiconductor

CdS QDs with plants. For instance, a novel approach to the biosynthesis of

cadmium sulfide QDs using hairy root culture of flowering plant Linaria
maroccana L. was suggested recently. By the method of transmission electron

microscopy, it was revealed that obtained QDs have spherical shape and size in

the range of 2–8 nm. Optical measurements showed clear absorption peaks at

362, 398, and 464 nm, whereas luminescent peaks corresponded to 425, 462, and

500 nm [58].

24.3.7 Advantages of the “Green” Synthesis of Nanoparticles

Summing up, “green” synthesis of nanomaterials is low-cost, eco-friendly, rapid,

and nontoxic for medical applications. But, on the other hand, some studies have

been carried out to evaluate the possible toxicity of these nanoparticles [59]. The

toxicity of QDs is associated with their physicochemical properties. Due to the

large diversity of semiconductor nanoparticles (CdTe, CdSe, CdS, CdS/Zn, PbSe,

PbTe, and others) and different capping techniques (MAA, zinc sulfide, MAS)

employed, it is not possible to elucidate all the toxicity mechanisms. Several

attempts have been made to reduce toxic effects of nanoparticles by selecting the

capping of the nanoparticles, using minimal concentrations, and modulating the
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nanoparticle size [59, 60]. All these factors are important for cell toxicity response

and consequently to the use of QDs as fluorescent marker.

The major QD toxicity is related to the induction of reactive oxygen species

(ROS) formation or the direct release of metal ions (e.g., Cd2+). In most cells, these

reactions can cause cellular changes culminating in DNA damage. However, some

biological questions remain open and need to be answered in order to optimize the

use of QDs in the target cells [59].

24.4 Applications of Semiconductor QDs in Cell Biology,
Biotechnology, and Biomedicine: Current
Perspectives and Limitations

24.4.1 CdSe/ZnS QDs as Fluorescent Probes
for Cytoskeleton Imaging

QDs have attracted enormous interest as labels for bioimaging because of their

increased fluorescence intensity and bleaching resistance [9, 12]. A reliable and

promising strategy for QD-mediated labeling of molecules and cell structures is

based on the direct fluorescence detection. For instance, when QDs which are

associated with streptavidin, are bound to the target molecules. For example, in

[61], the observation of self-assembly process of tubulin molecules in microtubules

was reported. QDs covered with inert silica shells were conjugated to tubulin. This

resulted in good visualization of assembly process. QD-labeled antibodies were

used then for direct immunofluorescence following the dynamic reorganization of

microtubules during the cell cycle [61]. In this study, two strategies, through a

biological surface (bovine serum albumin (BSA)) and through an inorganic surface

(silica), were used to couple CdSe/ZnS QDs to monoclonal antibodies against

tubulin. Both types of QD-based conjugates were used then for labeling microtu-

bules in cells of tobacco cell line BY-2 (Nicotiana tabacum L. cv. Bright Yellow 2).

Nanocrystals covered with BSA and conjugated to antitubulin antibodies were used

to obtain the discontinuous signal from nanoparticles associated with microtubules

[61]. To obtain a continuous microtubule signal, silica-shelled nanocrystals conju-

gated with antitubulin antibodies were used for imaging [62]. In premitotic inter-

phase cells, the QD-based antitubulin conjugates visualized punctate signals in the

cell periphery. During the prophase, when the DNA is condensed into chromo-

somes, nanocrystals were found to surround the forming spindle. Later on in

metaphase, the nanocrystal signal was then attached to the chromosomes spread

in the equatorial cell plane and redistributed to the newly reestablished nuclear

envelopes of the daughter nuclei and at the newly forming cross wall in the final

telophase. Thus, the localization, general appearance, and orientation of

nanocrystal–antibody conjugate signals inside cells corresponded to microtubular

redistributions during the cell cycle.
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24.4.2 QDs as Labels for the Investigation of Intracellular
Molecules

Understanding of the signal transmission mechanisms and sensitivity of cell com-

pounds to the changes in extracellular environment is one of the most important

problems in cell biology [63]. Most of these processes are mediated by the binding

of extracellular ligands, such as growth factors, lipoproteins, and transferrins, to

membrane-bound receptors at the plasma membrane. Subsequently, the receptor–

ligand complexes are endocytosed and delivered to endosomal compartments

[64]. The development of new QD-based bioimaging techniques is essential for

improved understanding of the regulation of receptor-mediated endocytic pathways

in cells and tissues [63].

Because of their brightness and photostability, QDs have been used to track

many receptor-mediated endocytic trafficking events in living cells using fluores-

cence microscopy [17]. Labeled conjugates enter cells via endocytosis pathway or

through the attachment to the cell membrane surface proteins [63]. For example,

QDs conjugated to epidermal growth factor (EGF) molecules have been used to

track the dimerization of the EGF receptor and its ability to elicit downstream signal

transduction events [65]. QD–EFG conjugates were also used for the detection of

early stages of tyrosine kinase-dependent signal pathway in cells [66]. This study

revealed high specificity and high capacity of QDs to bind to and activate the EGF

receptor erbB1. The investigation of this binding process is thought to be helpful for

the understanding of intracellular retrograde transport mechanism. QDs conjugated

to nerve growth factor (NGF) have been used to visualize the real-time endocytic

behavior of NGF receptors at a nanoscale resolution [67]. Importantly, QDs are

very effective for the long-term labeling of endosomes without significant negative

effects [63]. Biotinylated α-bungarotoxin was bound to streptavidin-conjugated

QDs to characterize the assembly dynamics of acetylcholine receptor clusters in

the postsynaptic membrane [68]. Thus, QDs are promising tracking molecules for

the investigation of membrane receptor surface dynamics [63].

In studies on living cells, QDs are used for nonspecific cell labeling as well as for

targeted labeling of individual cell structures (membrane-binding proteins, for

example) [9]. Experimental data show that QDs targeted to bind intracellular

transport proteins are efficient for tracking molecules in cells of human bone

marrow and embryonic blood [69]. It was shown that cells are labeled effectively

by QDs during proliferation, and QD-derived signals are detectable after many cell

division cycles [69]. Another study revealed that QD-RGD peptide (tripeptide

composed of L-arginine, glycine, and L-aspartic acid) conjugates are useful for

labeling of mesenchymal human stem cells during their differentiation into osteo-

blasts, chondrocytes, and adipocytes, without causing any detectable negative

effects on normal cell function [70].

Another important field for QD exploitation is the detection of specific proteins

and protein activity studies. QD-based labeling technology is viewed to be effective

and suitable for investigation of protein in vivo dynamics, especially for
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neurophysiology. Thus, specially designed QDs were used to study the presence

and mobility of nicotine receptors in living tissues [71]. It is also possible to study

translocation and redistributions of QD-labeled proteins in cells using luminescence

microscopy [72]. In the study [73] QDs demonstrated the ability to bind amyloid

protein and synuclein. It can be useful for the development of QD-based strategies

for the detection of amyloid aggregates inside cells—an important issue for the

diagnosis of neurodegenerative diseases.

24.4.3 QDs for the Fluorescent In Situ Hybridization

It should be underlined that QDs are thought to be suitable and promising

biodetectors for cell biology. In particular, QDs can be designed for the DNA

sensing. QDs demonstrated high imaging capacity in the luminescence microscopic

studies of location and orientation of individual native DNA molecules inside the

cells [74]. Besides, QDs can be exploited for the detection of mutations in DNA. In

the study [75], the method for detecting DNA spot mutations based on CdS

QD-mediated probing is reported. DNA methylation is also investigated using

QDs during the PCR reaction [76].

As it was mentioned above, QDs can be efficiently designed for the DNA

molecule detection [74, 75]. First, successful exploitation of QDs for fluorescence

in situ hybridization (FISH) analysis was reported in [77]. The detailed hybridiza-

tion protocol for the DNA analysis using comparatively short probes (150–600

nucleotides) tagged with digoxigenin was developed [78]. QDs with maximum

emission in 655 nm wavelength were conjugated with antibodies targeted against

digoxigenin and then used for detection. This method is viewed to be suitable for

chromosome analysis and histological section examination. However, it is suitable

for the only one DNA locus identification per one analysis [78].

Since QDs possess improved temperature stability in comparison with organic

fluorochromes, they can easily undergo high hybridization temperature for the

telomere labeling [79]. The vast majority of fluorochromes are damaged and lose

their fluorescence after this procedure. In a study reported in [79], QD-based

conjugates with luminescence emission maximums at 605, 655, and 705 nm wave-

lengths were used for labeling. Results obtained with the use of QDs were similar to

results of conventional FISH and Southern blot analyses. Advantage of QD use in

this case appears to be due to the possibility of combining immunophenotyping and

telomere length definition analyses [79].

However, it is important to take into account the fact that an effective probe to

nucleic acid binding depends on the presence of appropriate mediating molecules

between the QD surface and hybridizing DNA sequence [80]. Besides, fluorescent

hybridization using QDs has its limitations, in particular high noise and irregularity of

staining when probes are used for the analysis of the whole of chromosome [81].
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It should be underlined that QDs can be used for the detection of individual genes

through the hybridization with short (100 times shorter than conventional) DNA

probes due to the high intensity of QD signal [78]. QD–streptavidin-based probes are

already designed for the detection of mRNA in tissue sections [80, 82].

24.4.4 QDs for Plant Genetic Transformation

It has been found that when certain DNA-coated nanoparticles are incubated with

cells not having a cell wall, the cells take up the nanoparticles and begin expressing

genes encoded on the DNA. Semiconductor nanoparticles (QDs) within the size

range of 3–5 nm have also been used as carriers to deliver molecules into cells [83].

Delivery of foreign nucleic acid molecules to plants is challenging due to the

presence of plant cell walls. Current methods rely on invasive delivery for genetic

transformation of plants. In plant cells, the cell wall is a barrier against the delivery

of exogenously applied molecules [83]. Many invasive cell delivery methods, for

example, biolistic delivery (gene gun), microinjection, electroporation, and

Agrobacterium-mediated transformation, have been employed to achieve gene

and small molecule delivery into walled plant cells, but delivery of proteins has

only been achieved by microinjection. Where nanoparticle delivery of nucleic acid

molecules to plant cells is desired, the cell wall is removed before the addition of

the particles to protoplasts of the plant. In some embodiments, the distinctive

properties of linear nucleic acid molecules allow the delivery of specific gene

sequences of interest without extraneous nucleic acid sequences that may have

regulatory consequences for a transgenic target organism. In some embodiments,

nanoparticles may be PEGylated with linear nucleic acid molecules. In particular

embodiments, the nanoparticles may be semiconductor nanoparticles, such as

QDs [83].

Authors of this patent have disclosed also methods for introducing a molecule of

interest into a plant cell having a cell wall [83]. The methods may comprise

providing the plant cell having a cell wall, coating the surface of nanoparticles

with PEG to produce PEGylated nanoparticles, coating the PEGylated

nanoparticles with at least one linear nucleic acid molecule of interest, placing

the plant cell having a cell wall and the PEGylated nanoparticles coated with the

linear nucleic acid molecule(s) of interest in contact with each other, and allowing

uptake of the nanoparticle and the linear nucleic acid molecules of interest into the

cell comprising a cell wall.

Further, these approaches open efficient ways for introgressing a trait into a

plant. In some cases, the method may comprise providing a plant cell, coating the

surface of nanoparticles with PEG to produce PEGylated nanoparticles, coating the

PEGylated nanoparticles with a means for expressing the trait in the plant, placing

the plant cell and the PEGylated nanoparticles coated with a means for expressing
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the trait in the plant in contact with each other, allowing uptake of the nanoparticle

and the means for expressing the trait in the plant into the plant cell to produce a

transformed plant cell, regenerating a whole plant from the transformed plant cell,

and propagating the plant.

Further, authors disclosed also the methods for generating stable plant lines

comprising a desired trait or nucleic acid molecule of interest, wherein the desired

trait or nucleic acid molecule of interest may be first introduced by uptake of a

nanoparticle across a plant cell wall. Methods of generating stabilized plant lines

are well known to biotechnologists and may include techniques such as selfing,

backcrossing, hybrid production, and crosses to populations [83]. Finally, authors

propose that plant cells comprising a desired trait or nucleic acid molecule of

interest first introduced into the plant or cell (or its predecessors) by uptake of a

nanoparticle across a cell wall can be used in crosses with other different plant cells

to produce first-generation (F1) hybrid cells, seeds, or plants with desired

characteristics [83].

24.4.5 QDs for Cancer Diagnosis: Bioimaging Applications

It is known that early cancer diagnosis is critical for successful treatment. Due to

shortcomings of existing clinical diagnosis methods, new advanced solutions

remain the issue of primary interest in this field. Semiconductor nanocrystals

ZnS, CdS, ZnSe, CdSe, and CdTe and CdTe/CdS and CdS/ZnS structures possess

high surface area, suitable for the attachment of functional groups responsible for

binding to antibodies [84]. They are viewed to be suitable for the design of

nanodevices for the cancer early diagnosis and therapy. Semiconductor

nanoparticles demonstrate great efficiency when used as contrasting agents for

the magnetic resonance imaging or fluorescent labels for the fluorescence

tomography [85].

The critical stage for tumor growth and development is the vascularization or

angiogenesis process. Its mechanisms are driven by signaling proteins—Basic

fibroblast growth factor (FGFβ) and vascular endothelial growth factor (VEGF)

produced by tumor cells. Thus, detection of FGFβ and VEGF using fluorescent tags

can pose the basic step for early diagnosis of tumor [85]. Besides, in [85], the design

of fluorescent nanoparticles with conjugated antibodies targeted against intercellular

adhesion proteins E-cadherin, N-cadherin, vimentin, and factor 1-alpha is reported.

In this work, two phenotypes of prostate tumor cells ARCaPE and ARCaPM were

studied. Cells were stained with nanoparticle–antibody conjugates allowing the

luminescence microscopic detection of tag distribution and their quantitative ratio

evaluation [84]. Also, androgen receptors CD10, Ki-67, and p27, as well as insulin-

like growth factor 1 receptor andMTA1 (metastasis-associated protein) receptor, are

thought to be suitable specificmarkers for the development of QD-based approaches

for the early diagnosis of prostate cancer [86].
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Carbohydrate antigen 125 (CA 125) is an epithelial antigen and a useful tumor

marker in the detection and therapy of ovarian cancer [87]. In [88], using QDs with

maximum emission wavelength 605 nm to detect CA 125 in ovarian cancer

specimens of different types (fixed cells, tissue sections, and tumor xenografts)

with high specificity and sensitivity is reported. Several studies on the detection of

human epidermal growth factor receptor (HER 2) for breast cancer diagnosis with

QDs have been completed [89]. HER 2 on breast cancer cell membrane is found to

be overexpressed in approximately 25–30 % breast cancer and plays an important

role in breast cancer prognosis and treatment selection. CdSe/CdS/ZnS QDs with

improved photoluminescence efficiency and stability were used as optical agent for

imaging pancreatic cancer cells using transferrin and anti-claudin-4 [90]. Pancreatic

cancer-specific uptake is also demonstrated using the monoclonal antibody anti-

claudin-4. The mean survival of pancreatic cancer is around 6 months due to the

fact that most patients are diagnosed at advanced stage, due to the lack of specific

symptoms and limitations in diagnostics. QDs can target the purpose of early

diagnosis of pancreatic cancer, even at an early stage of development, with the

help of proteins/peptides directed against overexpressed surface receptors on the

cancer cells/tissues such as the transferring receptor, the antigen claudin-4, etc. [7].

Intravital tumor imaging techniques rely on the accumulation of fluorescent

substances (fluorophores) inside pathological cells [85]. Fluorescence of

nanoparticles is more detectable and easy to distinguish from the autofluorescence

of natural compounds occurring in tissues [91]. Sensitivity of photographical

method allows imaging of tumors containing at least 10–100 pathological cells

[91]. However, one of its main drawbacks is the difficulty of tumor deeper layer

imaging. It is caused by low penetrating power of used UV irradiation and visible

light for fluorescence excitation in biological tissues [83]. To overcome these

limitations, efforts are implemented to develop fluorescent probes that are able to

accumulate selectively in pathological tissues and having maximum fluorescence

emission wavelengths in NIR range. Semiconductor nanocrystals having emission

maximum within 700–800 nm wavelength range with high quantum yield of

fluorescence are shown to be the most perspective materials for tumor imaging

[85]. Radiation in wavelength range of 650–950 nm is able to penetrate deep inside

biological tissue; therefore, it can be efficiently exploited for the intravital tumor

imaging using florescent tomography techniques [92].

24.5 Conclusions

Due to their unique optical and chemical properties, QDs have significant advan-

tages over organic fluorophores, which allows them to be used as fluorescent labels

for a wide range of biological applications. At present, mechanisms of biological

synthesis of QDs are extensively studied and still remain unclear. Conventionally,

biological synthesis is divided into intracellular and extracellular, according to the

location of the nanoparticles.
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One of the major challenges of modern nanobiotechnology is the development of

hypersensitive methods for rapid detection of proteins, genes, and cells, because

application of semiconductor nanocrystals can provide higher sensitivity of many

biological parameters. The use of nanocrystals can be the basis for new nonde-

structive imaging techniques for intracellular visualization of individual proteins,

nucleic acids, or tracking molecules that allow to detect them, as well as to track

their evolution and interaction in real time. The ability to determine a large number

of biological parameters with sensitivity at the level of single molecules is neces-

sary for the precise diagnosis and the development of new effective drugs.

Future prospects of QDs are associated with the development of new generations

of particles that have small monodisperse dimensions with different optical char-

acteristics. This is especially important for nanoparticles with long-wave infrared

spectrum, because their large size has complicated their employment for intracel-

lular labeling.
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Chapter 25

Computer Simulation Study of the Molecular
Dynamics in Homocysteine Systems

P. Raczyński, A. Dawid, and Z. Gburski

25.1 Introduction

Homocysteine is an amino acid given by the formula C4H9NO2S [1–3]. The role

homocysteine plays in a human body is not fully understood and is the subject of

the current debate. For example, a high level of homocysteine (homocysteinemia)

is considered as a risk factor for cardiovascular disease [4–9]. Elevated level of

homocysteine has been linked to increased fractures in humans [10, 11]. More-

over, higher homocysteine and lower folate concentrations in early pregnancy are

associated with lower placental weight and birth weight, and higher risk of

adverse pregnancy outcomes [12, 13]. It is not clear yet whether high serum

homocysteine is itself the problem or if it as merely an indicator of other existing

problems [14, 15]. In this chapter, we applied the molecular dynamic simulations

method (MD) to the study of the homocysteine systems. Computer simulations

are used to examine interesting structural and dynamical properties of various

nanosystems [16–31].

The molecular dynamics of homocysteine was studied in case of pure cluster and

in the presence of water, for several temperatures (including physiological). Knowl-

edge of the properties of homocysteine systems may help, when one would attempt

to clarified the role it plays in the biological environment.

P. Raczyński (*) • A. Dawid • Z. Gburski

Institute of Physics, University of Silesia, Uniwersytecka 4, Katowice 40-007, Poland

e-mail: przemyslaw.raczynski@us.edu.pl

© Springer International Publishing Switzerland 2015

O. Fesenko, L. Yatsenko (eds.), Nanoplasmonics, Nano-Optics, Nanocomposites,
and Surface Studies, Springer Proceedings in Physics 167,

DOI 10.1007/978-3-319-18543-9_25

365

mailto:przemyslaw.raczynski@us.edu.pl


25.2 Simulation Details

Molecular dynamics simulations were performed with NAMD 2.8 for BlueGeneQ-

MPI simulation code [32, 33] and visualized with VMD 1.8.7 [34, 35]. In the first

part of our work, we studied clusters consisting the finite numbers n¼ 30, 65, 140,

860, 2,500 of homocysteine molecules, using MD technique. Next, we surrounded

these clusters with water and repeated all MD simulations with periodic boundary

conditions and Particle Mesh Evald (PME) long range, electrostatic interactions

summation method [36–40]. The charge distribution in the homocysteine molecule

was calculated using ab initio method with 6-31G** basis set. Water was described

with TIP3P, CHARMM adapted model [41, 42]. Homocysteine molecule was

modelled with CHARMM27 force field for nucleic acids [41].

All simulations were performed for four temperatures (including physiological),

T¼ 290, 300, 310 and 320 K. The initial configurations of the systems were

obtained from a series of NVT simulations. All the systems studied were equili-

brated for 1� 106 simulation time steps in NVT ensemble. Moreover, the systems

with water were equilibrated in NPT ensemble before the equilibration in NVT. The

0.5 fs integration time step was applied in all performed simulations.

25.3 Results

First, we present the results for the homocysteine free clusters (without water). Five

ensembles of homocysteine (n¼ 30, 65, 140, 860 and 2,500) at four temperatures

(T¼ 290, 300, 310, 320 K) have been examined.

In Fig. 25.1, we show the configurations for all studied systems, after 1� 106

equilibration time steps. In other words, it is the beginning of “production” phase,

i.e. at this moment we start to collect the simulation data. In each sample

(Fig. 25.1a–e), the homocysteine molecules are close to each other. Moreover, in

all studied systems the equilibration process leads to spherical shape of the clus-

ter—energetically most favourable structure.

The first quantity we discuss is the mean square displacement (MSD)��Δ r
!

tð Þ��2
D E

of the centre of mass of homocysteine, where Δ r
!

tð Þ ¼ r
!

tð Þ � r
!

0ð Þ
and r

!
is the position of centre of mass of a single molecule. Figure 25.2 shows the

MSD plot for all homocysteine clusters at several temperatures.

In all samples, the slope of Δ r
!

tð Þ
���

���
2

� �
increases with an increasing of the

temperature. The greater slope of Δ r
!

tð Þ
���

���
2

� �
reflects a higher mobility of

molecule. Greater mobility of homocysteine molecules with heating of the cluster

is natural. In MSD graph for n¼ 65 one can observe that at temperatures T¼ 290 K,
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T¼ 300 K and T¼ 310 K the plots of Δ r
!

tð Þ
���

���
2

� �
are similar. This may indicate

that the similar processes occur in these temperatures for the cluster n¼ 65. For all

studied systems, there are no drastic differences between the values/slopes of MSD

function among particular clusters. This can be interpreted that the homocysteine

systems do not vaporize and the phase transitions do not occur. It can be confirmed

by plots of the radial distribution function g(r) of the centre of mass of homocys-

teine, showed in Fig. 25.3.

As an example, we present the plots of g(r) for two homocysteine clusters only,

the smallest and the largest one (n¼ 30 and n¼ 2,500), since in all studied systems

the shape of the g(r) curves is similar. The radial distribution functions (Fig. 25.3)

vary only very weakly with the changing of the temperature, for all considered

systems. For all temperatures, the shapes of g(r) and their maximal values are

congruous. In case of the smallest cluster, the maximal g(r) values for the highest
peaks are 6.27� 10�3, 6.01� 10�3, 6.08� 10�3 and 6.08� 10�3, for T¼ 290 K,

T¼ 300 K, T¼ 310 K and T¼ 320 K, respectively. In case of the largest cluster

(n¼ 2,500), the calculated maximal values of g(r) are 8.5� 10�3 (T¼ 290 K),

8.49� 10�3 (T¼ 300 K), 8.41� 10�3 (T¼ 310 K) and 8.36� 10�3 (T¼ 320 K).

The first two maxima of g(r) are located at 6.1 and 10 Å and do not depend on

the size of the cluster or temperature. Indicated similarities apply also to the plots of

Fig. 25.1 The initial configurations for the clusters consisting of: (a) n¼ 30, (b) n¼ 65, (c)
n¼ 140, (d) n¼ 860 and (e) n¼ 2,500 homocysteine molecules
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Fig. 25.2 The calculated mean square displacement of the centre of mass of homocysteine for the

clusters consisting of: (a) n¼ 30, (b) n¼ 65, (c) n¼ 140, (d) n¼ 860 and (e) n¼ 2,500 molecules,

for all temperatures studied
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g(r) (not presented here) for the remaining clusters. It confirms the previous

conclusion about the absence of phase transitions in studied clusters at the inves-

tigated temperature range.

In g(r) plots two distinct peaks appear. The first peak (r� 6.1 Å) can be

connected with the distance to the nearest neighbours in the cluster, while the

second peak (r� 10 Å) points to the second homocysteine neighbours. It is worth

noting that the functions of g(r) differ at the long distance part (for r> 12 Å). The
radial distribution function in case of n¼ 30 cluster approaches zero at r¼ 20 Å
while in the case of n¼ 2,500 the value of g(r) is about 4.5� 10�3 at the same

distance r¼ 20 Å. Moreover, for the largest homocysteine cluster, the third peak

(r� 14.2Å) appears. These differences can be explained by the size of clusters. The
smallest cluster contains only 30 homocysteine molecules, while the largest 2,500.

This means that in case of n¼ 30 cluster the homocysteine molecules are

surrounded by the smaller number of neighbours and the diameter d of the cluster

Fig. 25.2 (continued)
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is much smaller. We have found that the diameter of the smallest cluster is d� 20Å
whereas for the largest cluster d� 90 Å. The number of neighbours also explains

the differences in the maximal values of the first and, particularly, second peak of

g(r) function (the second peak of g(r) function is almost 2.2 times higher in case of

n¼ 2,500).

Figure 25.4. shows the comparison of the MSD of the centre of mass of

homocysteine for all temperatures and for all clusters studied.

Fig. 25.3 The radial distribution function for the clusters containing: (a) n¼ 30 and (b) n¼ 2,500

homocysteine molecules, for all temperatures studied
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At the lowest temperature (T¼ 290 K), the homocysteine molecules in clusters

with n¼ 30 and n¼ 65 exhibit congruous mobility and their mobility is the highest.

Larger size of the cluster means the lower mobility of homocysteine molecules.

Inside the bigger cluster, the molecules are more crowded, hence their mobility

decreases. In cluster with n¼ 30, the homocysteines have a greater mobility since in

such a small cluster almost all molecules are located on a surface of the cluster.

Only a few homocysteines form the less mobile, internal core (surrounded by

majority of surface molecules). The surface molecules are loosely tied, have less

number of neighbours, their mobility is higher.

Note, that the mobility of molecules with n¼ 2,500 is the lowest for all temper-

atures studied (Fig. 25.4a–d). It is connected with the large internal core of this big

cluster. The core molecules are closely packed, they can move in a very limited

volume.

Figure 25.5 shows the radial distribution function g(r) for all studied clusters, at

the temperature T¼ 290 K.

The graphs at the other temperatures are very similar and we do not present

them. With an increasing number of homocysteine molecules included in the

cluster, the height of the first and second peak of g(r) also increases. This confirms

that in larger clusters the number of neighbours increase, but the distance between

the nearest and second neighbours does not change (the maxima of first and second

peaks does not depend on the number of molecules inside the cluster). Only the

positions of the third peaks are not overlap which may be associated with different

orientations of small but elongated homocysteine molecules with respect to each

other. Note that for the largest cluster the first peak of g(r) is very sharp and distinct;
hence, the homocysteine molecules inside this cluster move in a very small area and

they are close surrounded by a large number of neighbours.

In Figs. 25.2 and 25.4, we show the plots of Δ r
!

tð Þ
���

���
2

� �
. The MSD is connected

with the diffusion coefficient via Einstein relation Δ r
!

tð Þ2
���

���
D E

� 6Dt, where D is

translational diffusion coefficient. Figure 25.6 shows the calculated diffusion coef-

ficient of the centre of mass of homocysteine for three largest clusters with n¼ 140,

n¼ 860 and n¼ 2,500, as a function of temperature. The values of D[Å2/ps] are

given in Table 25.1.

In case of clusters with n¼ 140 and n¼ 860 molecules, there are no significant

differences between the values of D, but for the cluster n¼ 2,500 the values of

diffusion coefficient are lower. Comparing this result with the slope of the MSD

(Fig. 25.4), one can notice that the molecules in the largest cluster are less mobile.

All observables presented ( Δ r
!

tð Þ
���

���
2

� �
, g(r) and D) do not indicate the appear-

ance of the phase transition in any cluster (at the temperature range studied). To

confirm that conclusion, we have also calculated the Lindemann index δL [43]:
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Fig. 25.5 The comparison of the radial distribution function of homocysteine for all studied

systems, at T¼ 290 K

Fig. 25.6 The calculated diffusion coefficient of the centre of mass of homocysteine for the

clusters containing: n¼ 140, n¼ 860 and n¼ 2,500 homocysteine molecules, as a function of

temperature
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δL ¼ 2

N N � 1ð Þ
XN
i< j

r2ij

D E
� rij
� �2� �1=2

rij
� �

where rij is the distance between the centre of mass of ith and jth molecule. The

evolution of δL for all studied clusters (for all temperatures) is showed in Fig. 25.7.

There is no jump in the value of δL, which would be an indicator of the phase

transition. Therefore, the phase transition does not appear [43–50].

Next, we surrounded the clusters (after equilibration process) by water and we

repeated all simulations as a bulk samples with a determined/periodic boundary

conditions.

First, we show an example of Δ r
!

tð Þ
���

���
2

� �
, for the system containing

860 molecules of homocysteine, surrounded by water (Fig. 25.8).

One can observe that the slope of MSD increases with an increasing of the

temperature. This means that the mobility of molecules grow up at higher tempera-

tures. This observation is repeated for the other systems studied so we do not present

them here. More conclusions can be drawn from the comparison of MSD function of

the centre of mass of homocysteine, with water and without it (Figs. 25.9 and 25.10).

Table 25.1 The values of

diffusion coefficient D [Å2/

ps] for the three largest

clusters and for all

temperatures studied

n¼ 140 n¼ 860 n¼ 2,500

T¼ 290 K 0.009 0.005 0.002

T¼ 300 K 0.010 0.008 0.0037

T¼ 310 K 0.015 0.012 0.0038

T¼ 320 K 0.020 0.018 0.008

Fig. 25.7 The evolution of the Lindemann index for all studied clusters and for all temperatures
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Figure 25.9 shows the MSD for the system containing 140 homocysteine mol-

ecules (with water and without water) for all temperatures. Figure 25.10 shows the

plots of Δ r
!

tð Þ
���

���
2

� �
for one temperature (physiological, T¼ 310 K) and for all

systems studied (with water and without it). In Figs. 25.9 and 25.10 distinct

differences are evident. These figures show that the mobility of homocysteine

molecules is significantly higher when they are surrounded by water. Surrounding

the cluster by water substantially affects the dynamics of homocysteine molecules,

which further emphasizes the diffusion coefficient. The comparison of calculated

D is presented in Table 25.2 and Fig. 25.11 (comparison ofD for the system n¼ 860

with water and without it). The first value of D is given for the pure homocysteine

cluster, the value after the slash is given for the system with water.

The values of the diffusion coefficientD are much lower for the clusters (without

water). Therefore, the homocysteine molecules in pure clusters have much smaller

mobility comparing to the mobility in the systems with water. The large differences

between D indicate the process of dissolving of a group of homocysteine molecules

by water.

To confirm this conjecture, we have also calculated the radial distribution

function g(r) for the systems with water (Fig. 25.12).

In small systems (n¼ 30 and n¼ 65), the maximum value of the radial distri-

bution function significantly decreases with growing of the temperature. In the

systems containing the largest number of homocysteine molecules (n¼ 2,500) g(r)
functions change only very slightly and they are quite similar to the g(r) plots in
Fig. 25.3. Moreover, in case of small systems the second peaks do not appear at the

Fig. 25.8 The calculated mean square displacement of the centre of mass of homocysteine for the

cluster consisting of n¼ 860 molecules, for four temperatures
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Fig. 25.10 The calculated mean square displacement of the centre of mass of homocysteine for

the systems consisting of: (a) n¼ 30, (b) n¼ 65, (c) n¼ 140, (d) n¼ 860, (e) n¼ 2,500 molecules,

at T¼ 310 K. The solid line represents the pure cluster, the dotted line corresponds to the system

with water
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high temperatures (T¼ 310 K and T¼ 320 K). The differences between the smallest

system and the largest one are better visible in Fig. 25.13.

In case of the largest system (with water), the g(r) function (at T¼ 320 K) is

similar with the pure cluster. However, for the smallest system, the differences are

distinct. In the smallest system with water, the peak associated with the second

neighbours does not appear, homocysteine has only a few first neighbours. Fig-

ures 25.12 and 25.13 confirm that the water dissolve the groups of molecules.

Moreover, water very easily dissolve small groups of homocysteine molecules

Fig. 25.10 (continued)

Table 25.2 The comparison

of calculated D [Å2/ps]

between the clusters and

systems with water, for all

temperatures studied

n¼ 140 n¼ 860 n¼ 2,500

T¼ 290 K 0.009/0.03 0.005/0.012 0.002/0.015

T¼ 300 K 0.010/0.059 0.008/0.026 0.0037/0.025

T¼ 310 K 0.015/0.086 0.012/0.048 0.0038/0.034

T¼ 320 K 0.020/0.072 0.018/0.054 0.008/0.042
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while the large groups of molecules keep together and water has no significant

impact on them.

Figure 25.14 shows the snapshots of the final configuration of the systems

surrounded by water in case of n¼ 30 and n¼ 2,500 (the smallest and the largest

system), for T¼ 290 K and T¼ 320 K.

One can see, that in case of n¼ 30 the water molecules very easily smashed the

group of homocysteine molecules. Moreover, the destructive impact of water on the

group of homocysteine is clearly visible even at the lowest temperature T¼ 290 K.

At the highest temperature (T¼ 320 K), the group of molecules practically does not

exist, it reflects the plot of g(r) (Fig. 25.13). In case of the largest system n¼ 2,500,

the impact of water at the lowest temperature is negligible, while at the highest

temperature T¼ 320 K is small. Comparing to the number of molecules in the

largest system, a very few homocysteine molecules broke away from the group. It

can be seen in the plot of g(r) function (Fig. 25.13), the plots for pure cluster and

system with water are similar. One have to keep in mind that in case of the largest

system the dissolving process, although relatively slow, will be continued and it

will finally leads to solvation dissolution of the cluster.

25.4 Conclusions

The homocysteine systems (with water and without it) were studied by MD

technique. The systems consist of n¼ 30, 65, 140, 860 and 2,500 homocysteine

molecules were taken into account. Each system was simulated for four

Fig. 25.11 The comparison of diffusion coefficient for the systems build of n¼ 860 homocysteine

molecules, with water (dotted line) and without it (solid line), as a function of temperature
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Fig. 25.12 The calculated radial distribution function of homocysteine for the systems with water

and consisting of: (a) n¼ 30, (b) n¼ 65, (c) n¼ 140, (d) n¼ 860 and (e) n¼ 2,500 molecules and

for all temperatures studied



temperatures, including physiological (T¼ 290, 300, 310 and 320 K). Presented

results show that homocysteine molecules in clusters keep together in all temper-

atures studied, the clusters do not disintegrate. The phase transition does not appear

in the temperature range studied. The mobility of homocysteine molecules in

clusters moderate increases with the raising of temperature. In case of homocyste-

ine molecules surrounded by water, the process of dissolving homocysteine ensem-

ble appears, even at the lowest temperature. This is particularly visible in the small

systems (n¼ 30, 65 molecules).

Fig. 25.12 (continued)
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Our simulations show that at the physiological temperature and in water

environment the homocysteine cannot create the groups of molecules even at

high concentration. Homocysteine is sometimes seen as one of the presumptive

factors increasing the risk of cardiovascular disease. However, our simulations

suggest that homocysteine’s action, if contributes to the development of athero-

sclerosis, could be different from the formation of atherosclerotic plaques, triggered

out by the settlement of cholesterol lodgment. That is because the homocysteine in

water environment (water is substantial component of blood) cannot create the

lodgment.

Fig. 25.13 The comparison of the radial distribution function of homocysteine for the systems

build of: (a) n¼ 30 and (b) n¼ 2,500 molecules, at T¼ 320 K. The solid line represents the pure
cluster, the dotted line corresponds to the system with water
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Chapter 26

Nanocomposites in Technology
of Cryopreservation of Sperm Boars

S.I. Kovtun, N.P. Galagan, O.V. Shcherbak, O.S. Osypchuk,

and N.Yu. Klymenko

26.1 Introduction

Currently, in modern livestock, the method of deep-freezing of reproductive cells and

animals embryos in so-called cryomedium is used, which provides for long-term

preservation of genetic resources. Those media promote reduction of waste resulting

in cold shockwhich causes damage of cell structure and decrease of cell viability. That

is why the improvement of long-term preservation of gene pool essentially depends

upon cryomedium which can promote increase of cell viability after thawing. Thus,

the search of substances for cryomedium providing increase of undamaged cells

during freezing is an important factor for optimization of cryotechnology.

Pig breeding is a traditional branch of livestock in Ukraine. But methods of

cryoconservation of boar sperm are still complicated due to its physiological

peculiarities. That is why obtaining of stable high results of artificial insemination

is a complicated task. It is known [1] that preservation of vitality of boar sperma-

tozoa during low-temperature treatment depends first of all upon methodical

approach to the problem.

It is known also [2] that the addition of ultrafine silica (UFS) as an admixture to

standard cryomedium in certain concentrations is able to stimulate viability of bull

spermatozoa. Modification of UFS surface by some biomolecules, for example,

mono- and oligosugars, allowed to synthesize on this basis promising
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nanocomposites (NC) which being admixed to various cryomedia containing

spermatozoa of bulls, rams, and men provide for better mobility and survival [3].

The method of cryoconservation for spermatozoa, extracted from boar epididymis

of the testicles using lactose-glycerol-yolk (LGY) medium [4] and some other NC

synthesized in theO.O.Chuiko Institute of SurfaceChemistry ofNASofUkraine using

bovine serum albumin (UFS/BSA) and carbohydrate sucrose (UFS/sucrose). It was

found out that preliminary treatment of UFS surface by protein with next immobiliza-

tion of sucrose on its surface decreased biological activity of such NC, opposite to NC

UFS/BSA. As the result of those studies, it was proposed to use carbohydrates, serving

as terminal fragments of cell receptors and a number of biopolymers.

Among them, it concerns so-called sialic acids (acylated neuraminic acids)

including N-acetyl-neuraminic acid (NANA) [5]. They play the main role in

reception of media signals and in contact mechanisms of the cells. It is known

also [6, 7] that viability of cells depends essentially upon negative charge of its

surface. It was also shown in [5] that value of electric charge of cell surface depends

essentially upon NANA. Decialization of cell surface decreases functional activity

of the cell due to decrease of its surface charge.

It is accepted [8] that formation of complexes on the cell membrane is based on

the principle of complementarity of chemical structures. That is why in synthesis of

NC, the aim was to use NANA to provide for essential affinity to cell surface. But

previously [9] it was found out that non-covalent adsorption was not efficient in

immobilization of NANA on the surface of UFS. That is why the pretreatment by

BSA was used for fixation of the carbohydrate on the surface.

26.2 Materials and Methods

UFS (A-300, Ssp¼ 285 m2/g, Ukraine, Kalush) was used as an adsorbent to obtain

nanocomposites (NC) with protein and NANA. The surface was preliminary ther-

mally treated at 400 �C for 2 h. NC was obtained by non-covalent adsorption in

consequent order from water solution, firstly BSA (“Fluka,” Swiss) and then NANA

(“Sigma-Aldrich,” USA).

Adsorption conditions are 2 h for protein and 1 h for NANA with permanent

mixing at 22–23 �C. The adsorbate-to-adsorbent ratio was 1:10. The concentration

of protein solution was 1–14mg/mL and NANA solutions 16–60 μg/mL. The

protein was adsorbed at pH 4.8. Solid phase was separated by centrifugation

(4,000 fr/min, 10 min). Then residue was dried at 37 �C and mechanically crushed.

Then the desorption of biomolecules to water was done and samples were dried

once more and used in further experiments.

In the liquid layer concentrations of protein or NANA were measured by

methods (according to [10, 11]) using spectrophotometer Lambda-35 (Perkin-

Elmer, USA) and photoelectrocolorimeter KFK-2.

Adsorption parameters were calculated according to formula by [12]: A�
(Cinit�Cequil) V/m, where Cinit is the initial concentration in solution, mg/mL or
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μg/mL; Cequil, equilibrium concentration, mg/mL or μg/mL; V, volume, mL; and m,
mass, g.

Efficiency of adsorption interaction of biomolecules with UFS was estimated by

isotherms of adsorption. The calculation of maximum adsorption value A1 was

done according to [13].

The presence of immobilized protein on the surface of UFS nanoparticles was

confirmed by mass spectrometry and infrared spectroscopy (IR spectroscopy). The

surface of NC UFS/BSA/NANA was studied by IR spectroscopy.

Mass spectrometric measurements were conducted by temperature-programmed

desorption mass spectrometry (TPD MS) method using MX-7304A equipment

(Ukraine, Sumy). Specific details and features of TPDMSmethod are revealed in [14].

IR spectra were obtained using Thermo Nicolet Nexus FTIR in the range of

4,000–400 cm�1. The probes were mixed with slightly dried KBr (Riedel-de Haen,

France) in ratios of 1:19 (for protein) and 1:4 (for NANA). Spectra treatment was

done using program “Omnic.”

To assess the biological activity of NC, we used cryopreserved ejaculation boar

sperm. The research was conducted in the Laboratory of Biotechnology, Institute of

Animal Breeding and Genetics nd.a. M.V. Zubets of NAAS. NC after thawing sperm

was added in three concentrations—0.1, 0.01, and 0.001% (experimental group). The

effect of adding UFS/BSA/NANA on the viability of thawed ejaculatedMirgorodska

breed boar sperm was therefore investigated (Dnipro 641, Komush 853, Kohanyy

289). The effect on the viability of gametes in three concentrations (0.1, 0.01,

0.001 %) was assessed by motility percentage. It was expected that the use of this

nanocomposite added after thawing the sperm eliminates existing complications and

will increase the viability of the genetic material of endangered pig’s breeds.

26.3 Results and Conclusions

It is known that adsorption isotherms depend upon the mechanism of adsorbent-

adsorbate interaction. According to Fig. 26.1a, b, the isotherms of BSA and NANA

may be attributed to Langmuir type [15]. It confirms the strong interaction of

Fig. 26.1 Adsorption isotherms of BSA (a) and NANA (b) on UFS surface

26 Nanocomposites in Technology of Cryopreservation of Sperm Boars 389



protein and the surface of UFS. Maximum adsorption (A1) is 410 mg/mL and

desorption does not exceed 11.3 %. The isotherm presented in Fig. 26.1b makes

clear that preliminary immobilization of protein on the UFS surface promotes

NANA adsorption. Desorption of NANA is insignificant (less than 0.015 %).

TPD MS and IR spectroscopy in accordance with adsorption results allow

studying the specific features of surface layer formation of NC.

In Fig. 26.2 thermograms of BSA in condensed and adsorbed on UFS surface

states are presented. The appearance of the peak at 34 a.u. during the UFS

decomposition in condensed state was observed which was interpreted as molecular

mass of hydrogen sulfide which appeared as the result of decomposition of sulfur-

containing amino acids of protein. In accord with results in extension of maximum

thermal liberation adsorption of 34 a.u. from 30 to 60 �C and more, process of

thermal destruction loses its cooperative character as the result of becoming a

possible interaction of BSA with the surface of ultrafine carrier. It is caused also

by both decrease of number of OH groups on UFS surface and also by increase of

adsorbed protein amount. Decrease of peak intensity is caused by the stabilization

of protein molecule as the result of contact with the adsorbent.

During thermolysis three maxima of dehydration are observed. The first one is

located about 100 �С and it is the most intense for condensed BSA. The second one

is observed about 200 �С, which coincides with sulfur hydride by localization and

kinetics. And the third one is located between 250 and 300 �С and correlates with

temperature maxima of 27 and 28 a.u. Previously [16] we found out that the peak at

34 a.u. may serve as a test one for protein layer. Later [17] the presence of the same

peak was confirmed also by other authors as the result of fixation of protein on

carbon material.

In IR spectra of initial silica (Fig. 26.3, curve 2), the stripe of valent OH

vibrations was detected in the 3,750 cm�1 region, which belongs to isolated OH

groups. Decrease of adsorption stripe intensity at λ¼ 3,750 cm�1 which was

observed after the contact of BSA or NANA with UFS/BSA (Fig. 26.3) testifies

in favor of the possibility of formation of hydrogen links with surface layer of

hydroxyl groups, thus confirming immobilization of biomolecules on adsorbent

surface.

Fig. 26.2 Thermograms of decomposition of BSA in condensed (a) and adsorbed (b) states
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It testifies in favor of their connection with functional groups of adsorbed

molecules [18]. In the case UFS/BSA the shift of absorption bands is observed

for amid I, the valence oscillations ofС¼О and С–N– (from 1,650 to 1,657 cm�1),

and amid II, valence C–N and deformation vibrations N–H – (from 1,550 to

1,657 cm�1), which are characteristic of IR spectroscopy of proteins [19]. So,

there is reason to suppose formation of H-bond between N–H-groups of BSA

molecule and hydroxyl groups of UFS [20].

In IR spectra NC UFS/BSA/NANA (Fig. 26.3, curve 3), disappearance or

decrease of absorption bands in the region of 3,500� 3,100 cm�1, characteristic

for N–H-band in amino acids of carbohydrates, band 1,730 cm�1 and also a number

of bands in the region of 1,241� 1,015 cm�1, which are caused by deformation

vibrations of CH3
�, CH2

� та СН� groups [21]. Thus, the immobilization of

NANA on the surface of the biocomposite UFS/BSA occurs with participation of

hydroxyl, carbonyl, and amino groups both of protein and carbohydrate.

Through surface modification UFS by the protein BSA, made possible immobi-

lization NANA, which allowed the production NC.

It is shown that sperm freshly obtained boars were active on average at 86.7 %

(Fig. 26.4). After dilution and 3-h equilibration at +4 �C, sperm activity decreased

by an average of 5 %. The process of cryopreservation has affected them so that,

Fig. 26.3 IR spectra of

biomolecules adsorbed on

the surface of ultrafine

silica: 1, BSA; 2, UFS;

3, UFS/BSA/NANA;

4, UFS/BSA
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Fig. 26.4 Indicators of viability of ejaculated Mirgorodska breed boar’s sperm
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after thawing, boar sperm activity was 65 % lower compared to this indicator before

freezing.

When analyzing the viability of sperm after thawing, it was found that their

average survival rate is about 4.5 h (Fig. 26.5).

In experimental groups (Fig. 26.6) in 30 min, most active were the average

sperm that were of 0.001 % concentration UFS/BSA/NANA (30 %� 0.58), which

is 13.3 % higher compared to the control (sperm with no added nanocomposites).

The lowest activity have spermatozoa that incubated in concentration 0.1 %

UFS/BSA/NANA for 30 min, their activity decreased, compared with control at

5.1 %. In analyzing the activity of sperm, the remaining research groups with 0.1 %

concentration nanocomposite UFS/BSA/NANA established that their activity

decreased by 18 % compared to 0.001 % and 11.7 % compared to 0.01 % concen-

tration UFS/BSA/NANA. Therefore, it is inappropriate to add 0.1 % UFS/BSA/

NANA to thawed boar sperm, as significant decrease in its activity is observed. This

indicates that high concentration nanocomposite, leads a rapid saturation of surface

cell receptors spermatozoa this nanocomposite, which reduced their activity.
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Fig. 26.5 Survival (in hours) of thawed ejaculated Mirgorodska breed boar’s sperm
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After 60 min of the start of the experiment, sperm from 0.001 % UFS/BSA/

NANA (23.3 %� 3.33) were the most active. As a control for this period, signif-

icantly lower activity of sperm (15.8 %� 3.0), compared with the above experi-

mental group and 0.01 % concentration UFS/BSA/NANA, was observed.

After 1.5 h from baseline, the control and experimental groups had a gradual

decrease in activity. Absence of activity was observed in the control group at 5 h.

In the experimental group, with 0.1 % concentration UFS/BSA/NANA, absence

of activity was noted at the fourth hour of the experiment. It should be noted that

research groups containing 0.001 and 0.01 % UFS/BSA/NANA, as well as control,

were similar period of survival that does not exceed 5 h. When we study the effect

of different concentrations of nanocomposites, boar sperm viability proved most

active sperm when adding 0.001 % concentration UFS/BSA/NANA. This concen-

tration provided the initial increase in activity of sperm (Fig. 26.6) to the level of

30.0 %, but with more rapid declines at 5.5 h.

Thus, due to preliminary modification of UFS surface by protein, the immobi-

lization of NANA on its surface was realized and NC on this basis was obtained.

There is a reason to state that increase of gamete activity in the presence of NC is

caused by high chemical affinity of synthesized NC to certain components of semen

or to corresponding cell receptors. It is not excluded that this effect can accelerate

metabolic transformations in energy supply system.

Have been worked out the conditions of synthesis the NC based on UFS, protein,

and NANA by the method of their consecutive adsorption on the surface of the

carrier. The NC samples as an admixture to cryomedium for thawed boar sperm.

It is shown that the most active proved to concentration 0.001 % UFS/BSA/

NANA, this concentration NC in thawed ejaculation boar spermatozoa provide a

positive impact on the viability of sperm.

In the present research we used the method of cryopreservation of ejaculation

boars sperm Mirgorodskaya breeds and set efficiency UFS/BSA/NANA on

improved viability sperm.

So, we proposed scheme of use nanocomposites in technology thawing of sperm

boar’s, that is essential for the implementation tasks of conservation and manage-

ment of genetic resources of farm animals and reproduction of endangered breeds

of pigs.
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Chapter 27

Plasmonic Nanochips for Application
in Surface-Enhanced Fluorescence
Spectroscopy: Factor of Dielectric Substrate

V.I. Chegel, O.M. Naum, A.M. Lopatynskyi, and V.K. Lytvyn

27.1 Introduction

The progress in modern nanotechnology, particularly nanoplasmonics, has initiated

the development of a new class of optical sensor devices having sensing elements in

the form of a nanochip with an array of high-conductive nanostructures, which is

based on a localized surface plasmon resonance (LSPR) phenomenon. Such

nanochip presents an optically transparent substrate, which the nanostructured

surface of the noble metal, e.g. silver or gold, is somehow created on. If fluorophore

molecules are placed at such a surface, then under certain conditions their emission

intensity enhancement can be obtained compared to the case in the absence of

nanostructures [1–3]. Sensors of this type make it possible to increase the sensitivity

of measurements (e.g. detect the signal even from single molecules [4, 5]), and they

are promising for applications in biochemistry and medicine.

To better understand the processes that affect the fluorescence intensity, we must

examine in detail the interaction between the fluorophore molecule and the metal

nanoparticle. The main characteristic of this interaction is the magnitude of the

efficiency of energy exchange between the donor (fluorophore) and acceptor (nano-

particle). The energy exchange between the metal nanoparticle and fluorophore

may occur involving the radiative and nonradiative processes that affect the

enhancement and quenching of fluorescence. Which processes will dominate,

depends on the characteristics of the system, such as the distance between donor

and acceptor, the mutual orientation of their dipole moments, the fluorophore

quantum yield, the size, and shape of metal nanoparticles. The possibility to change

these characteristics allows regulating fluorescence response of fluorophore
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molecules, adsorbed on the surface of metal nanostructures, and obtaining the

enhancement or quenching of their radiation intensity.

Attention should be paid to the fact that during the nanochip fabrication metal

nanoparticles in most cases are located on the surface of the dielectric substrate,

which also makes its impact on the enhancement of the local electromagnetic field

near metallic nanostructures and the enhancement of emission intensity of fluores-

cent molecules that are situated in this field. It should be noted that in the literature

on the subject theoretical approaches are considered that do not account for the

presence of a dielectric substrate, which the nanostructures are situated on [6–

9]. Therefore, in this study the influence of the substrate dielectric permittivity on

the behaviour of the local electromagnetic field intensity near the surface of

spherical gold nanoparticle was theoretically demonstrated and the effect of the

presence of a substrate on the quantum yield and emission of fluorophore mole-

cules, located at the surface of such nanostructure, was determined.

27.2 Theory

Under the influence of external excitation, the metal nanoparticle in certain condi-

tions induces the local electromagnetic field, which has a much higher strength than

the field of external excitation. If a fluorophore molecule is placed at a certain

distance from nanostructure, enhancement or quenching of molecule fluorescence

can be observed. In order to mathematically simulate this problem, it is rational to

divide it into two parts.

The first part of the problem is to find the local field strength near spherical gold

nanoparticle on a dielectric substrate induced by external radiation, and hence the

fluorophore molecule excitation rate. The second part involves finding the quantum

yield and fluorescence rate of a fluorophore molecule.

Analysis of electromagnetic properties of nano-objects is closely related to the

solution of Maxwell’s equations [6]

∇� E rð Þ ¼ iωB rð Þ,
∇�H rð Þ ¼ �iωD rð Þ þ j rð Þ,
∇D rð Þ ¼ ρ rð Þ,
∇B rð Þ ¼ 0;

ð27:1Þ

where

D ¼ εε0E,
B ¼ μμ0H:

The solution of the equations will be electric and magnetic fields as functions of the

coordinates of a given distribution of currents j that create these fields. In

nanophysics, unknown parameters of the electromagnetic field can be found using

the analytical Green’s function method [7]. This method reduces to integration over
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the volume, which the currents are distributed in. For convenience, we write the

fields E and H in terms of the vector potential A and scalar potential φ [6]:

E rð Þ ¼ iωA rð Þ �∇φ rð Þ,
H rð Þ ¼ 1

μμ0
∇� A rð Þ: ð27:2Þ

Applying the Lorentz gauge to A

∇A rð Þ ¼ iωμμ0εε0φ rð Þ

and taking into account

∇�∇� ¼ �∇2 þ∇∇;

we obtain inhomogeneous Helmholtz equations for the vector and scalar potentials,

if we substitute these equations into the second equation of (27.1):

∇2 þ k2
� �

A rð Þ ¼ �μμ0 j rð Þ,
∇2 þ k2
� �

φ rð Þ ¼ � ρ rð Þ
εε0

:
ð27:3Þ

Solution of equations (27.3) consists of a sum of homogeneous and particular

solutions.

In many works [6–8], the dyadic Green’s function defined by the environment is

applied to calculate the electromagnetic field, which is created by a source of

currents. The electric field E at a point r, which is created by a point dipole μ
radiation at a point r 0 (Fig. 27.1) will be determined by the following equation:

E rð Þ ¼ ω2μμ0 G
$

r, r0ð Þμ: ð27:4Þ

j(r')

V
r

G (r,r')
E(r)

r'

Fig. 27.1 Illustration for

the determination of the

electric field E at a point r,
generated by the radiation

of a current source j at a
point r0
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For a point current source, Green’s function is given by the inhomogeneous

equation [6]

LG
$

r, r0ð Þ ¼ I
$
δ r� r0ð Þ; ð27:5Þ

where L is an arbitrary linear operator, I
$

is the unit dyad, δ r� r0ð Þ is the delta

function. In deriving the scalar Green’s function for the Helmholtz equation, we

replace the current source in (27.3) by the point current source, which is defined by

the delta function, and get the following equation:

∇2 þ k2
� �

G0 r, r0ð Þ ¼ �δ r� r0ð Þ: ð27:6Þ

If a definition for the scalar Green’s function is found, one can get a partial solution

of (27.3). For vacuum, the only solution of (27.6) is

G0 r, r0ð Þ ¼ e�ik r�r0j j

4π
��r� r0

�� : ð27:7Þ

To determine the dyadic Green’s function, we consider the wave equation for the

electric field in a homogeneous medium:

∇�∇� E rð Þ � k2E rð Þ ¼ iωμ0μ j rð Þ: ð27:8Þ

Taking into account Eq. (27.4), we obtain

∇�∇� G
$

r, r0ð Þ � k2 G
$

r, r0ð Þ ¼ I
$
δ r� r0ð Þ: ð27:9Þ

Within this approach, the general expressions for the strength of the electromag-

netic fields generated by arbitrary-shaped nanoscale objects when irradiated with

electromagnetic waves are called volumetric Lippmann-Schwinger equations and

are as follows:

E rð Þ ¼ E0 rð Þ þ iωμ0μ

ð
V

G
$

r, r0ð Þ j r0ð ÞdV 0, r =2V,

H rð Þ ¼ H0 rð Þ þ
ð
V

∇� G
$

r, r0ð Þ
h i

j r0ð ÞdV0, r =2V;
ð27:10Þ

where E(r) and H(r) are electric and magnetic fields at a point r, respectively,

which are generated by a current source j at a point r 0 (Fig. 27.1), V is a

nanostructure volume.

The local fieldE can be found from the Lippmann-Schwinger equation (27.10). It

is known that the local electromagnetic field enhancement observed near the metal-

lic nanoscale objects of given shape and size occurs due to the surface plasmon

resonance phenomenon. Localized surface plasmons can exist only at fixed
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frequencies for specific conditions, which are called plasmon resonance frequencies.

Nanoparticles with defined shapes and sizes have specific resonance frequency

values, which the plasmon resonance line is observed at. For the theoretical deter-

mination of the plasmon resonance frequency and distribution of the corresponding

electromagnetic fields inside and outside the nanoparticle, the method of effective

susceptibility [10] is used as one of the main approaches in recent years. For

convenience, this method does not operate with the resonant frequencies, but uses

the corresponding dielectric permittivities. In this method, the main characteristic of

the nanoparticle is its polarizability, which contains information about the dielectric

constant of the nanoparticle material and depends on the environment. To calculate

the local field strength in the case of spherical nanoparticles, the quasistatic polar-

izability is used, which is determined by the formula [6]

α$ ¼ 4πε0ε1R
3 ε� ε1ð Þ

εþ 2ε1
I
$
; ð27:11Þ

where R is a nanoparticle radius, ε is the relative dielectric permittivity of the

nanoparticle material, ε1 is the relative dielectric permittivity of the environment,

I
$

is the unit dyad. Plasmon resonance in this case is observed when approaching

the condition ε ¼ �2ε1.
The presence of the substrate will affect the polarizability of the nanosphere.

According to [11], polarizability of a nanoparticle on a dielectric surface can be

calculated by the formula

α$ φð Þ ¼ 1� ε2 � ε1
ε1 þ ε2

� �
α$ I

$ � α$ ε2�ε1
ε1þε2

32πε0ε1 Rþ φð Þ3
" #�1

; ð27:12Þ

where ε2 is the relative dielectric permittivity of the substrate, φ is the surface-to-

surface distance between the nanoparticle and the substrate.

So, if the polarizability of high-conductive nanoparticle is known and when its

size is much smaller than the light wavelength, replacing the spherical nanoparticle

with a point dipole with dipole moment α$ φð ÞE0 r0ð Þ leads to the electric field

strength generated by the dipole radiation, which can be calculated by the formula

[9, 10]

E rð Þ ¼ k2

ε0
G
$

r, r0ð Þ α$ φð ÞE0 r0ð Þ; ð27:13Þ

where in accordance with [6] Green’s function for the electromagnetic field at a

given point will look like

G
$

r, r0ð Þ ¼ I
$ þ 1

k2
∇�∇

� �
G0 r, r0ð Þ: ð27:14Þ
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Taking into account (27.7), (27.14) transforms as follows:

G
$

r, r0ð Þ ¼ eikW

4πW
1þ ikW � 1

k2W2

� �
I
$ þ 3� 3ikW � k2W2

k2W2

W�W

W2

� �
; ð27:15Þ

where W ¼ r� r0, W ¼ r� r0j j.
In the case of near field, when W � λ, Eq. (27.15) is dominated by near-field

components. In this approximation, Green’s function can be found by the following

formula [6]:

G
$

NF r, r0ð Þ ¼ 1

4πW

1

k2W2
� I

$ þ3
W�W

W2

� �
: ð27:16Þ

Changes in the studied system configuration due to the nanosphere being placed on

a dielectric substrate influence the distribution of electromagnetic field. Green’s

function in the presence of heterogeneity (in this case, the dielectric substrate)

consists of two parts:

G
$

r, r0ð Þ ¼ G
$

D r, r0ð Þ þ G
$

I r, r0ð Þ; ð27:17Þ

where G
$

D r, r0ð Þ is the direct part, where the presence of field heterogeneities is

ignored, G
$

I r, r0ð Þ is the indirect part, which takes into account existing field

heterogeneities and the boundaries between them. When the field source and the

point, which the field is observed at, are located in the same half-space with

dielectric permittivity ε1, and the inhomogeneity dielectric permittivity is ε2, the
indirect part in (27.17) will be as follows:

G
$

I r, r0ð Þ ¼ ε1 � ε2
ε1 þ ε2

1

4πk2W3
� I

$ þ3
W�W

W2

� �
; ð27:18Þ

where r 0 is the point, where the field source is situated:

r0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� x0ð Þ2 þ y� y0ð Þ2 þ zþ z0ð Þ2

q
:

Now the total electric field strength near the nanoparticle can be expressed as

follows:

E rð Þ ¼ E0 rð Þ þ k2

ε0
G
$

r, r0ð Þ α$ φð ÞE0 r0ð Þ: ð27:19Þ

The second part of the problem involves finding the quantum yield and the

fluorescence rate of a dye molecule and shows the substrate effect for these values.

For this, we consider a single molecule that emits light under the influence of
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external excitation. Let this molecule be located at a point rm and have a dipole

moment p and transition frequency ω (Fig. 27.2). The centre of the spherical

nanoparticle with a radius of R is at a point rp. In the case of weak excitation,

molecule fluorescence rate γem depends on the molecule excitation rate γexc and
quantum yield q [9]. Let us consider the excitation rate in more detail. Excitation

rate is proportional to the local field strength and dipole moment p [9]:

γexc1
��p � E��2: ð27:20Þ

In the absence of nanoparticle, external radiation Ε0 excites the molecule with an

excitation rate γ0exc. As mentioned earlier, the presence of nanoparticle leads to the

occurrence of an additional local electromagnetic field. To assess the impact of the

local electromagnetic field intensity near the surface of the metal nanoparticle on

the molecule fluorescence rate, we will operate the normalized excitation rate [9]

γexc
γ0exc

¼ n p � E rmð Þ� �
n p � E0 rmð Þ� �

�����
�����
2

; ð27:21Þ

where np is a unit vector pointing in the direction of p.

Knowing the electric field strength near the nanoparticle surface (27.19), we

have everything needed to calculate the normalized excitation rate of a dye mole-

cule (27.21), which is located near the surface of a spherical gold nanoparticle.

rp

External excitation

k

y

z

x

R

Nanosphere

Fluorophore

k
e

Em

E0

rm

d

Substrate

e1

e2

j

Fig. 27.2 Schematic drawing of the system under investigation. Spherical gold nanoparticle with

a radius R is situated at a certain distance φ from the glass dielectric substrate. Fluorophore

molecule is located at a distance d from the surface of the nanoparticle
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Taking into account (27.11–27.12, 27.16–27.19), we can write an explicit expres-

sion for the normalized excitation rate:

γexc
γ0exc

¼ 1þ k2

ε0
G
$

rm; r p


 �
α$ φð Þ

����
����
2

: ð27:22Þ

Fluorescence signal is proportional to the emission probability of molecule (fluo-

rescence rate) γem:

γem ¼ γexc � q: ð27:23Þ

If γr is the radiative decay rate and γ is the total decay rate, then quantum yield is

q ¼ γr=γ: ð27:24Þ

Then, the normalized molecule fluorescence rate near a spherical gold nanoparticle

can be written in the following form [9]:

γem
γ0em

¼ γexc
γ0exc

q

q0
: ð27:25Þ

Here, variables with superscript “0” correspond to the molecule in the absence of

nanoparticle and without superscript in its presence. Let us denote the total decay

rate of the molecule in the absence of nanoparticle as

γ0 ¼ γ 0r þ γ 0nr; ð27:26Þ

where γ0r and γ0nr are the molecule radiative and nonradiative decay rates in the

absence of nanoparticle, respectively. The presence of nanoparticle introduces

additional losses into the system, such as ohmic losses in the nanoparticle γabs
[9]. Then, in the presence of a nanosphere quantum yield of the molecule can be

written in the modified form:

γ ¼ γr þ γnr þ γabs,

q ¼ γr
γr þ γnr þ γabs

:
ð27:27Þ

If γ0nr ¼ γnr, then expression for the quantum yield can be presented as

q ¼ γr=γ
0
r

γr=γ0r þ γabs=γ0r þ 1� q0ð Þ=q0 : ð27:28Þ

The rate of energy transfer from the molecule to the nanoparticle γabs can be

calculated via the molecule emission power Pabs in the presence of the nanoparticle

[6, 9]:
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γabs
γ0r

¼ Pabs

P0
: ð27:29Þ

In general, the emission power of the classical dipole in free space

P0 ¼ ω4 p2

12πε0c3
;

and, according to [6, 9]

Pabs ¼ 1

2

ð
V

Re j�E*ð Þdr3; ð27:30Þ

where the integration is performed over the volume of a nanoparticle, j is the

current density, which is created by the molecule field in the volume of a nanopar-

ticle, E is the electric field strength.

Further, given that γr is proportional to the emission power of the classical

dipole, we can find the normalized radiative decay rate [6]:

γr
γ0r

¼ n p þ α$ φð Þ k
2

ε0
G0 r p; rm


 �
n p

����
����
2

: ð27:31Þ

The above-stated Eqs. (27.25, 27.28, 27.29, 27.31) allow calculating the molecule

quantum yield and fluorescence rate near the surface of a spherical metal nanopar-

ticle. The presence of the substrate is taken into account similarly to the approach

used to determine the field strength in the vicinity of the nanoparticle. That is, the

Green’s function contains the term, which depends on the optical characteristics of

the substrate, and polarizability of a nanosphere on a substrate is calculated by the

formula (27.12).

27.3 Results and Discussion

Simulation shows a significant influence of the dielectric substrate on the local

electric field strength in the vicinity of gold nanoparticles and, consequently, on the

fluorophore molecule excitation rate. The field strength and, therefore, the excitation

rate fall with increasing dielectric permittivity of the substrate material and, con-

versely, grow with the increasing size of the nanoparticle. Such multi-vector behav-

iour is explained, in the first case, by the increasing energy losses upon the interaction

of the nanoparticle field with the substrate material while its dielectric permittivity

increases. In the second case, the increase in the excitation rate as a result of

increasing size of the nanoparticle prevails over the dielectric losses with a significant

decrease of the excitation rate in general. It should be noted that in both cases the
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significant dependence of the excitation rate on the distance between the fluorophore

molecule and nanoparticle was observed, which exhibits a nonlinear behaviour.

In Fig. 27.3, the distribution of electric field strength near the surface of a

spherical gold nanoparticle with a radius of 20 nm in the absence of the glass

substrate and in the case of its presence (ε2 ¼ 2:59) is depicted. The maximum field

strength for these cases is 3.75 and 2.41, respectively; therefore, in this case the

presence of a dielectric environment inhomogeneity reduces the maximum strength

of the local electric field generated by a gold nanosphere under the influence of an

external excitation. Obviously, the nanoparticle behaves as a classical dipole that

emits light, which is consistent with the dipole approximation used in this approach.

Fig. 27.3 Distribution of the electric field strength near the surface of a spherical gold nanopar-

ticle with a radius of 20 nm at an external excitation wavelength of 650 nm (a) without and (b) in
the presence of the glass substrate (ε2¼ 2.59). The maximum E/E0 value in the case (a) is 3.75, and
in the case (b) is 2.41

Fig. 27.4 Fluorophore

molecule excitation rate

change near spherical gold

nanoparticles of different

sizes in the absence and

presence of the dielectric

glass substrate (ε2¼ 2.59).

R is the spherical

nanoparticle radius, d is the

distance from nanoparticle

surface to the point of

fluorophore molecule

location
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Figure 27.4 shows the dependence of the fluorophore molecule excitation rate

near spherical gold nanoparticles of different sizes on the distance to the surface of

the nanoparticle. It should be noted that with increasing gold nanoparticle size and

distance from the surface of the nanoparticle, the excitation rate derivative

decreases due to the exponential nature of the field distribution.

Effect of substrate on the nanostructure’s local electromagnetic field is deter-

mined by the dielectric permittivity of the material from which it is made, and, like

in the previous case, there is an obvious dependence of excitation rate on the

distance from nanoparticle surface to the point of fluorophore molecule location.

The nature of this effect is shown in Fig. 27.5, which shows that in the presence of

the glass substrate fluorophore excitation rate value is reduced by almost half

compared with the case when the substrate is absent. Thus, the best way to obtain

the fluorophore excitation rate enhancement is to use the substrate material with the

least possible value of the dielectric permittivity.

The decrease in the fluorophore quantum yield, when it approaches the surface

of a nanoparticle being in the resonant plasmon oscillations generation mode, is

well known. Reduction of the quantum yield shows a gradual nonlinear decline to

zero in contact of fluorophore with the surface of the nanoparticle. Usually, to

enhance the fluorescence, a separating layer of dielectric material between the

nanoparticle and fluorophore is used [12]. In this study, for modelling generalized

system properties we first use the vacuum as an environment. Subsequently, to

agree with experiment, simulation results for a particular case of a dielectric

material that was used in the experiment will be presented. Figure 27.6 shows the

typical behaviour of the molecule quantum yield dependence on the distance to the

surface of a gold nanoparticle. It is noticeable that the presence of the substrate

generally somewhat reduces the quantum yield. The figure shows the results for a

gold nanoparticle with a radius of 40 nm and a model fluorophore with the

maximum initial quantum yield q0 (without the presence of a nanoparticle),

Fig. 27.5 Fluorophore

molecule excitation rate

change near the spherical

gold nanoparticle with a

radius of 20 nm for different

values of the substrate

dielectric permittivity. ε2 is
the substrate dielectric

permittivity, d is the

distance from nanoparticle

surface to the point of

fluorophore molecule

location
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which equals to 1. Thus, we can conclude that the resulting reduction of the electric

field strength near the nanoparticle in the presence of the dielectric substrate will

subsequently reduce the fluorophore molecule quantum yield.

Theoretical approach using the Green’s function, which is applied in this study,

for the first time allowed us to estimate the fluorescence rate enhancement for

fluorophores with different quantum yield in the presence of a spherical gold

nanoparticle located on a dielectric substrate (Fig. 27.7). In confirmation of the

results of [9], dependence of fluorescence rate enhancement factor on the distance

between the fluorophore and surface of the nanoparticle exhibits a non-monotonic

character and expresses a maximum depending on several factors. Known nonlinear

dependence on the initial fluorophore quantum yield, nanoparticle size and the

Fig. 27.6 Fluorophore

molecule (q0¼ 1) quantum

yield Q depending on the

distance to the surface of the

spherical gold nanoparticle

with a radius of 40 nm in the

absence (solid line) and in

the presence (dashed line)
of the glass substrate with

ε2¼ 2.59. d is the distance

from the molecule to the

nanoparticle surface

Fig. 27.7 Dependence of

the fluorescence rate

enhancement factor for a

fluorophore molecule

(q0¼ 1) on the distance

from the surface of the

spherical gold nanoparticle

of different radii. d is the

distance from the molecule

to the nanoparticle surface
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distance between the fluorophore and nanoparticle is supplemented in our case with

the influence of the presence of the dielectric substrate. It is evident from Fig. 27.7

that the presence of the dielectric substrate slightly reduces the amount of fluores-

cence rate enhancement in equidistant point, which increases in proportion to the

size of the gold nanoparticle.

It is known that the value of the molecule initial quantum yield significantly

affects their emission enhancement factor [13, 14]. Since the enhancement factor is

inversely proportional to q0, then the smaller the q0 value, the more significant

enhancement of emission can be obtained (Fig. 27.8). Simulation results show that

the dependence of the fluorescence rate enhancement factor on the value of the

initial quantum yield is pronouncedly nonlinear. In particular, in the case of the

fluorophore molecule with q0 ¼ 0:1, located near the gold nanoparticle with a

radius of 80 nm, simulation revealed that the maximum γem/γ
0
em value is 22.5 in

the absence of substrate and 16.1 in the presence of the glass substrate (ε2 ¼ 2:59).
An important result of the simulation obtained is to find the existence of an optimal

distance between the fluorophore and nanoparticle depending on the size of the

initial quantum yield. As shown in Fig. 27.8 (inset), the optimal distance for a

maximum fluorescence rate enhancement factor is markedly different in the case of

low and high values of the fluorophore quantum yield. For example, forq0 ¼ 0:1 the

optimal distance is 12 nm, and for q0 ¼ 1 it is 18 nm. Significant differences in

enhancement values, which are introduced by the presence of the dielectric sub-

strate, indicate the need to consider the impact of this factor in the design of

plasmonic nanochips and optimization of dimensional parameters of nanostructures

depending on the dielectric characteristics of the substrate. Factor of the substrate

becomes even more important in the further consideration of the fluorescence

enhancement mechanism depending on the wavelength resonance positions of the

fluorophore molecule and nanoparticle.

Performed simulations identified common approaches in the development of

nanochips for the fluorescence signal enhancement. Based on the experimental

study conditions, we conducted simulation and experiment to determine the fluo-

rescence signal level of Rhodamine 6G (R6G) organic dye in a polymer matrix near

the gold nanostructures depending on the distance of the fluorophore molecules to

the nanoparticles. As the plasmon-generating elements, random arrays of gold

nanostructures were used with an average base diameter of 97 nm and an average

height of 54 nm and a dielectric coating (SiO2) of varying thickness on the surface

of the glass substrate (Fig. 27.9). Gold nanostructures were fabricated by thermal

annealing (450 �C, 2 h) of gold island films with a mass thickness of 10 nm. Gold

island films and dielectric coatings were produced by evaporation in vacuum

(10�5 Pa) with the film thickness control using a quartz balance. Samples with

the thickness of the separating dielectric layer of about 10, 15, 20, and 25 nm were

investigated. A layer of polymer composite with a thickness of about 2 μm (based

on atomic force microscopy (AFM) data), consisting of an aqueous solution of

polyacrylic acid and R6G, was deposited on each of the samples using the vertical

dipping method, followed by a gradual (5 mm/min) withdrawal and drying. R6G

concentration in a polymer matrix was equal to 10�5 mol/L. The measurements
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Fig. 27.8 Fluorescence rate enhancement factor for fluorophores with different initial quantum

yield near the surface of a spherical gold nanoparticle with a radius 80 nm (a) in the absence and

(b) in the presence of the glass substrate with ε2¼ 2.59. d is the distance from the molecule to the

nanoparticle surface. Insets: dependences of the optimal distance between the fluorophore and

nanoparticle on the initial quantum yield value
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were performed using the method of fluorescence spectroscopy on the laser fluo-

rimeter “FluoroTestNano-2S”.

Prepared samples with different dielectric coating thickness were irradiated

using a laser source with a wavelength of 532 nm and R6G fluorescence spectra

were measured. The measurement results have shown (Fig. 27.10) that for all

samples fluorescence enhancement of the dye near the gold nanostructures was

observed in comparison with the signal obtained at similar samples without metal

nanoparticles. Maximum fluorescence enhancement was obtained for samples with

a thickness of the dielectric layer of about 20 nm, and the dependence of the

fluorescence signal intensity on the dielectric thickness was nonlinear (Fig. 27.11).

For the simulation of the experimental results, the above-stated theoretical

approach with point-dipole approximation was used. Known dimensional ratio of

light wavelength and size of nanostructures used allows applying this approach. In

the model, a spherical gold nanoparticle with a radius of 40 nm having the volume

Fig. 27.9 AFM images of the random array of gold nanostructures: (a) top view and (b) 3D view

Fig. 27.10 Spectral

dependences of the R6G

dye fluorescence intensity

for the different thickness of

SiO2 dielectric coating on

the gold nanostructures
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equal to the average volume of nanostructures, which the nanochip consisted of, was

located on a glass substrate (ε2 ¼ 2:59). Due to the close values of the refractive

indices of SiO2 (1.45) and polyacrylic acid (1.53), separating dielectric layer and

polymer matrix were treated as a homogeneous environment with a refractive index

1.49 that surrounded the gold nanoparticle. Excitation wavelength (532 nm) and

fluorophore quantum yield (0.95) conformed to the experimental values.

The simulation resulted in a dependence of fluorescence rate enhancement factor

on the distance between the molecule and the nanoparticle surface shown in

Fig. 27.12. As it can be seen from Figs. 27.11 and 27.12, applied theoretical

approach can qualitatively describe non-monotonic dependence of experimental

fluorescence enhancement factor on the distance between the fluorophore and

nanoparticle and gives close to experimental values of the optimal distance between

the fluorophore and nanoparticle providing maximum fluorescence enhancement

(19–20 and 15 nm for the experiment and simulation, respectively).

Fig. 27.11 Dependence of

the fluorescence

enhancement factor of R6G

dye on the thickness of the

SiO2 dielectric coating on

the gold nanostructures

Fig. 27.12 Fluorescence

rate enhancement factor for

a fluorophore with initial

quantum yield q0¼ 0.95

near the surface of a

spherical gold nanoparticle

with a radius of 40 nm,

located on a glass substrate

(ε2¼ 2.59) in a

homogeneous medium

(ε1¼ 2.22), upon the

excitation with light

wavelength of 532 nm. d is

the distance from the

molecule to the nanoparticle

surface
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27.4 Conclusions

Using the dyadic Green’s function and volumetric Lippmann-Schwinger equations,

computer simulation of fluorescence excitation rate enhancement in the vicinity of

nanostructures, which are spherical gold nanoparticles, was conducted in order to

study its dependence on the size of the gold nanoparticles and distance from their

surface to a fluorophore molecule, as well as on the dielectric permittivity of the

substrate, which the nanoparticle is located on. Calculations have shown that the

local electric field strength values and the fluorophore quantum yield decrease with

increasing value of the dielectric permittivity of the substrate. Simulation of the

fluorophore molecule fluorescence rate enhancement γem/γ
0
em revealed that γem/

γ0em value increases with the size of the spherical gold nanoparticle and the presence

of the substrate slightly reduces its value. Special attention should be given to the

discovered fact of existence of an optimal distance between the fluorophore and

nanoparticle depending on the value of the initial quantum yield. Through experi-

mental studies we have shown the possibility of up to 38-fold fluorescence enhance-

ment for Rhodamine 6G dye near gold nanostructures with separating dielectric

layer, located on the surface of the glass substrate, and have demonstrated the

applicability of the developed theoretical approach for such systems. Developed

theoretical approach and obtained results are important for the improvement of the

fluorescence analysis method using the surface enhancement effect on nanoparticles

and are useful for the development of novel nanochips based on gold and silver

nanostructures for exploitation as sensitive elements of fluorescence sensors for

registration of low-intensity fluorescence signals in biochemical applications.
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Chapter 28

Influence of Gold Nanoparticles on Human
Fibroblast Before and After
Cryopreservation

E.V. Pavlovich and N.A. Volkova

28.1 Introduction

Nowadays a colloidal gold as a chemically inert metal is used in clinical practice for

the treatment of autoimmune diseases such as rheumatoid arthritis, as well as in

medical diagnostics as a contrast agent. The use of gold nanoparticles as structural

basis of nanocomposites, which are used for the delivery of molecules into cells

with a therapeutic effect, is a new promising direction. In all these cases, the gold

nanoparticles enter inside a human body and contact the cells. Nanocompounds in

high concentrations can have a toxic effect on the body and cell culture, therefore

the examining of a dose-dependent toxic effect of nanoparticles is an actual task for

the researchers. Unfortunately, there are no clear conclusions on this issue as for the

variability of parameters such as physical and chemical properties of the particles

and the type of cell study parameters [1]. Results of application of gold

nanoparticles during culturing both monolayer and suspension cell lines are of

contradictory nature [2–4]. To elucidate the effect of metal nanoparticles on cells

of different types of the cultures, it is necessary to assess morphological and

functional parameters, namely, the viability (membrane integrity) and ability to

adhere and proliferate.

For the development of current trends of biotechnology and medicine it’s

necessary to design optimal methods of long-term storage of cell lines of different

etiology. To ensure the maximum preservation rate of cell cultures, a large number

of protocols for cryopreservation, taking into account the individual characteristics

of different cell types, have been developed. However, even under optimal
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conditions after freeze-thawing in the cells, the injuries, significantly reducing

biological properties of cell cultures, are detected. The search for methods capable

of activating the regenerative processes in the post-thaw cells is actual as well. Due

to their unique structure and properties, the gold nanoparticles can be applied in a

wide range of biological and biomedical researches [5, 6]. One among perspective

areas is the use of gold nanoparticles as a stimulator of proliferation of cell cultures.

The research aim was to study the morpho-functional state, changes in proliferative

potential, and apoptotic processes of human fibroblast cell culture (HFCC) prior to

and after cryopreservation in the presence of gold nanoparticles.

28.2 Materials and Methods

HFC were cultured in plastic flasks in Dulbecco’s modified eagle medium (DMEM)

(Sigma, USA) with 5 % fetal bovine serum (FBS) (v/v) (HyClone, USA)

supplemented with penicillin/streptomycin (PAA, Austria) and amphotericin В
(5 μg/mL) as reported [7]. Total number of the cultured cells was calculated by

traditional method in Goryaev’s chamber. Seeding concentration was 1.2� 104 cells

on petri dish. The cells were cultured in Sanyo incubator under 37 �С with 5 % СО2

in humid atmosphere [8]. Cells were passaged at 100% confluence. Culture medium

was replaced every 3 days. HFC had expressed growth properties and during serial

passage preserved initial morphological structure of monolayer without evidences

of cell degeneration in the culture [9, 10]. In order to determine the number of cells in

the control and in the presence of AuNPs there were counted the cells at 3, 5 and 7

days by enzymatic removal from plastic dish.

AuNPs were prepared by citrate synthesis [11] with the initial metal concentra-

tion of 45 μg/mL. The average size of nanoparticles was 15 nm. AuNPs were

introduced in cells by passive diffusion at 37 �С.
Cryopreservation was performed under protection of 10 % DMSO and 20 %

FBS on the base of nutritive medium in the presence of AuNPs in concentrations of

1.5, 3, and 6 μg/mL. The samples were cooled in cryostorage conditions with the

rate of 1�/min down to �70 �C in liquid nitrogen vapors with following plunging

into liquid nitrogen. The cryoampules were thawed on water bath at 40 �C up to the

appearance of liquid phase.

Apoptotic and necrotic processes in HFC were investigated with FACSCalibur

using Annexin V (BD, USA) and 7-amino-actinomycin (BD, USA) dyes. The group

of comparison (control) was HFC cryopreserved under the same conditions without

AuNPs. The results were analyzed with WinMDI v.2.8 program. The results were

statistically processed using Excel software and Student t-test.
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28.3 Results and Discussion

We have previously studied the effect of AuNPs on adhesive and proliferative

properties of SPEV cells related to inoculated lines [8]. Change of cell state of HFC

with AuNPs was investigated to obtain a comparative pattern of nanoparticles on

different types of cultured cells. In previous studies, it has been found when

culturing the cells with AuNPs, most of the particles concentrate on a cell mem-

brane, but some of them penetrate into the cells and adsorb on membrane of cell

nucleus. Experimental data testify to the fact that the nanoparticles penetrate into

the cell passively, along with other substances [8].

There is endocytosis in the cells at 37 �C, i.e., capturing substances with a cell by
retraction of plasma membrane site with the following formation of vesicles within

the cell with extracellular content [1, 9].

We studied the effect of AuNPs within the concentration range of 1.5–6 μg/mL

on proliferative processes in HFC.

At observation term of 1–7 days, the growth dynamics of adhered cells was

studied, and a number of proliferating cells were calculated. In the studied cell

culture of fibroblasts in the control and in the groups with AuNPs at concentrations

of 1.5, 3, and 6 μg/mL, the cells that adhered to the culture plastic were of

fibroblast-like morphology.

After a day of observation of cell culture with AuNPs of 1.5, 3, and 6 μg/mL, a

cell number did not significantly differ from the control (Fig. 28.1).

Stimulating effect of AuNPs of 6 μg/mL was manifested to the third, fifth, and

seventh days of observation. The number of cells in the samples cultured with NPs

increases if compared with the control in 1.16 times (the fifth day) and 1.13 ones

(the seventh day), respectively. Culturing fibroblasts with AuNPs of 3 μg/mL
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Fig. 28.1 Proliferation dynamics of HFC after exposure of AuNPs
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resulted in a faster growth of fibroblast culture from the third to seventh days, but

changes were statistically insignificant when compared with the effect of AuNPs of

6 μg/mL from the fifth to seventh days. Tendency to decrease in a cell number

compared with the control at all the stages of culturing from third day was observed

with AuNPs of 1.5 μg/mL in HFC.

Human fibroblasts are elongated and spindle shaped due to the uneven distribu-

tion of pseudopodia over the cell and oval nuclei. The cell morphology at the

studied concentrations of NPs did not differ from the control during observation

period. After 2 h, there occurs a radial spreading of fibroblasts. After 1 day of

culturing, most cells have well-defined and stable edges. To the seventh day of HFC

culturing in the control samples, a 90 % confluent was found; in the samples with

AuNPs of 6 μg/mL, the monolayer density reached 95 %. The dynamics of culture

growth in the control and groups with AuNPs of 1.5, 3, and 6 μg/mL was similar,

but it differed in a rate.

Thus, AuNPs of 6 μg/mL stimulate the proliferative capacity of cells. Gold

nanoparticles in other concentrations do not significantly affect adhesion and

proliferation and do not change morphological picture of cells.

It is known [10–12] that metal nanoparticles can induce apoptosis of different

origin in cells. Thus, NPs of titanium dioxide and iron oxide result in cell death due

to generation of oxidative stress and the following apoptosis on activation of

caspase-3 [13–19].

Simultaneous staining with Annexin V and 7-AAD enables to reveal both

necrotic and apoptotic cells. At early stages of apoptosis, the cell membrane

integrity is preserved, but there is rearrangement of its phospholipid components,

and phosphatidylserine appears on cell surface. Annexin V is a protein, which has a

high affinity for phosphatidylserine and binds with the cells expressing it only on

external surface of membrane.

To clarify the appearance of apoptosis in HFC as a response to introduction of

AuNPs, HFC suspended cells were incubated with NPs for 1 h.

The number of living cells in cell suspension containing AuNPs of 1.5, 3, and

6 μg/mL differed from the control at 1.3, 1.6, and 2%, respectively (Table 28.1). The

number of Annexin V+/7-AAD� cells at the early apoptosis stages increased in the

presence of NPs in all the studied concentrations. An increase in the percentage of

necrotic cells during incubationwithNPs of 6 μg/mL for 1 h (p� 0.05)was observed.

Table 28.1 Cytofluorimetric analysis of HFC after incubation with AuNPs for 1 h, staining with

Annexin V and 7-AAD

Sample/region

Annexin

V+/7-AAD�
Annexin

V�/7-AAD�
Annexin V+/7-AAD++Annexin

V�/7-AAD+

Control 3.0� 0.9 92.1� 1.6 4.9� 1.2

HFC+Au_NPs _1.5 μg/mL 3.2� 0.9 90.8� 1.5 6.0� 1.1

HFC+Au_NPs _3 μg/mL 3.4� 0.8 90.5� 1.4 6.1� 1.1

HFC+Au_NPs _6 μg/mL 3.1� 0.9 90.1� 1.5 6.8� 1.2*

Note: *р� 0.05 is significant if compared with the control
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Percentage of Annexin V+/7-AAD+ and Annexin V�/7-AAD+ cells (late stages

of apoptosis, necrosis) during incubation with NPs for 1 h at concentrations of 1.5

and 3 μg/mL did not differ significantly from the indices of the control samples.

When further culturing fibroblasts, a reduction in the number at apoptosis and

necrosis in all the investigated samples both in the control and in HFC with

AuNPs was observed.

HFC were cultured with AuNPs under standard conditions for 3 days, whereat

the cells were suspended and the number of living, necrotic cells and the ones at

early stages of apoptosis was evaluated. The number of living cells (Annexin V�/7-
AAD�) in suspensions of the cells with NPs of 1.5, 3, and 6 μg/mL did not differ

from the control (Table 28.2).

Culturing with AuNPs in 1.5, 3 and 6 μg/mL concentrations did not lead to a

significant reduction in a viable cell percentage in respect to the control.

Cell state during samples’ culturing with AuNPs within 7 days was also under

study; the data obtained were presented in Table 28.3.

The AuNPs in 1.5 and 3 μg/mL concentrations during fibroblasts culturing

with them within 7 days resulted in some increase in a viable cell percentage

against a decreased percentage of the cells, being at a late stage of apoptosis and

necrotic ones.

Thus, we have established the fact that the AuNPs’ presence in the studied

concentrations does not result in the enhancement of apoptosis and necrosis in

cells during culturing and may result from a reparative effect of gold nanoparticles

on cells when cultured.

Table 28.2 Cytofluorimetric analysis of HFC after 3-day culturing with AuNPs for 3 days,

staining with Annexin V and 7-AAD

Sample/region

Annexin

V+/7-AAD�
Annexin

V�/7-AAD�
Annexin V+/7-AAD++Annexin

V�/7-AAD+

Control 2.3� 0.3 92.0� 1.1 5.7� 0.5

HFC+Au_NPs _1.5 μg/mL 2.6� 0.5 91.6� 1.1 5.8� 0.6

HFC+Au_NPs _3 μg/mL 2.3� 0.6 92.5� 1.0 5.2� 0.8

HFC+Au_NPs _6 μg/mL 2.6� 0.5 91.7� 1.0 5.7� 0.7

Table 28.3 Cytofluorimetric analysis of HFC after 3-day culturing with AuNPs for 7 days,

staining with Annexin V and 7-AAD

Sample/region

Annexin

V+/7-AAD�
Annexin

V�/7-AAD�
Annexin V+/7-AAD++Annexin

V�/7-AAD+

Control 1.4� 0.7 93.0� 1.0 5.6� 0.2

HFC+Au_NPs _1.5 μg/mL 1.2� 0.4 95.0� 1.0 3.8� 0.1*

HFC+Au_NPs _3 μg/mL 1.6� 0.6 96.4� 1.1* 2.0� 0.2*

HFC+Au_NPs _6 μg/mL 2.0� 0.7 92.1� 1.2 5.9� 0.3

Note: *р� 0.05 is significant if compared with the control
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The index of HFC proliferative activity after cryopreservation in the presence of

nanoparticles was studied. Our findings testify to the fact that after HFC cryopres-

ervation, the capability to proliferate within culturing terms up to 7 days decreased

in 1.8 times (comparison of the control samples prior to and after cryopreservation).

The dynamics of HFC growth in the presence of nanoparticles of all the studied

concentrations was similar (Fig. 28.2). The AuNPs presence in 1.5 μg/mL concen-

tration in cryopreservation medium resulted in a slight stimulation (the tendency to

growth) of proliferative activity in further culturing. Generally the index of prolif-

erative activity of HFC, cryopreserved with AuNPs, did not differ from the control

at all the terms of observation.

When culturing HFC, cryopreserved with AuNPs in 1.5 and 3 μg/mL concen-

trations within 7 days, no significant changes in a cell distribution in respect to the

control were noted.

This research tasks included the tracing of appeared apoptotic and necrotic

processes in HFC under AuNPs effect. In order to solve the task of apoptosis/

necrosis presence after cryopreservation with AuNPs, we assessed the state of cells

cryopreserved with AuNPs during further 7-day culturing (Table 28.4).

When culturing HFC, cryopreserved with AuNPs in 1.5 and 3 μg/mL concen-

trations for 7 days, no significant changes in cell distribution in respect to the

control were observed.

After 7-day fibroblast culturing in the presence of gold nanoparticles (6 μg/mL

concentration), there occurred a decrease in viable cell percentage by 4.7 % and an

increase in cell number at an early stage of apoptosis by 4.1 % relative to the control

samples.
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Thus, the AuNPs presence in 6 μg/mL concentration in culturing medium was

established to cause an increased proliferative activity of HFC. Using the flow

cytometry, we revealed the fact that the cryopreservation and subsequent 7-day

culturing of fibroblasts with AuNPs in 1.5 and 3 μg/mL concentrations caused no

strengthening of apoptosis and necrosis processes in cells, which might be due to a

reparative effect of gold nanoparticles on cells during culturing. The AuNPs

presence in 1.5 μg/mL concentration in cryoprotective medium during cryopreser-

vation causes a slight increase (the tendency to growth) of proliferative activity of

cells during their further cultivation.

Fibroblast cryopreservation with 1.5 μg/mL gold nanoparticles did not result in

the development of necrosis and apoptosis in cells during further culturing. When

applying AuNPs in 6 μg/mL concentration, a decrease in the percentage of viable

cells and a growth of cell number at an early stage of apoptosis occurred. In

apoptotic cell, the phosphatidylserine moves from the cytoplasm to an external

part of bilayer, resulting in activation of caspase cascade, chromatin condensation,

disorder in electron-transport chain in mitochondria, and eventually the cessation of

ATP synthesis. Therefore we do not recommend using gold nanoparticles in the

concentration higher than 3 μg/mL for cryopreservation of cells of stromal origin.

28.4 Conclusions

1. AuNPs in 6 mg/mL concentration render a stimulating effect on proliferative

ability of HFCC cells.

2. The flow cytometry results suggest that AuNPs in the studied concentrations

during culturing with the cells for 7 days do not cause the development of

apoptosis/necrosis in HFCC cells.

3. Cryopreservation of fibroblasts with gold nanoparticles in 1.5–3 mg/mL con-

centrations does not lead to the development of necrosis and apoptosis processes

in cells at further culturing. At 6 μg/mL concentration of AuNPs in cryopreser-

vation medium, a decrease in the percentage of viable cells and during culturing

the growth of cells at the early stage of apoptosis occur.

Table 28.4 Cytofluorimetric analysis of cryopreserved HFC after 7-day culturing with AuNPs for

3 days, staining with Annexin V and 7-AAD

Sample/region

Annexin

V+/7-AAD�
Annexin

V�/7-AAD�
Annexin V+/7-AAD++Annexin

V�/7-AAD+

Control 2.2� 0.5 92.5� 1.0 5.3� 0.2

HFC+Au_NPs _1.5 μg/mL 1.5� 0.6 92.6� 1.1 5.9� 0.1

HFC+Au_NPs _3 μg/mL 2.3� 0.7 92.1� 1.3 5.6� 0.1

HFC+Au_NPs _6 μg/mL 6.3� 0.6* 87.8� 1.2* 5.9� 0.2

Note: *р� 0.05 is significant if compared with the control
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Chapter 29

Anodic Alumina-Based Nanoporous Coatings
for Sensory Applications

I. Voitovich, T. Lebyedyeva, A. Rachkov, O. Gorbatiuk, and P. Shpylovyy

29.1 Introduction

Over the last few years, the research on nanoporous coatings for sensors intended for

medical diagnostics, environmental monitoring, study of biomolecular interactions,

etc. has been growing in popularity. A wide range of impedance, capacitive,

acoustic, optical, and other sensors and biosensors are being developed. The devices

on the surface plasmon resonance (SPR) [1] and waveguide sensors, including

sensors on a metal-clad waveguide (MCWG) [2–4], where the remaining

unanodized Al (near 15 nm) acted as the metal layer to excite the plasmon for

waveguide coupling, are among the most sensitive optical sensors. SPR andMCWG

sensors can be implemented by observation of shift of the resonance angle of

incidence light or the wavelength. The shift corresponds to the changes in dielectric

properties of the layer of molecules near the surface of the sensor (Fig. 29.1).

Coatings for sensors of porous anodic oxides generated by electrochemical

oxidation on metal surfaces, such as porous anodic alumina (PAA), are being

intensively developed [5, 6]. Highly porous surface provides the larger area of

interaction of receptor and analyte and thus enables increase in the sensitivity of

sensors. The unique structure of the vertical self-ordering pores and possibility to

form into them the nanowires and nanodots can also serve as a basis for the

development of new sensors, involving not previously used physical phenomena [7].
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An advantage of PAA for practical application is the simplicity and the

cheapness of its production, the possibility of forming arrays of homogeneous

pore diameters ranging from a few to hundreds of nanometers. Moreover, PAA

has a number of chemical, mechanical, electrical, and optical characteristics,

including high hardness and thermal and chemical stability that are important for

sensor applications. Biocompatibility of PAA is especially important for biosen-

sors. Sensor devices with PAA can be used as chemical sensors and biosensors in a

wide range of tests for the presence of gas molecules, organic molecules, bio-

molecules (DNA or proteins), microorganisms (viruses, bacteria), and cancer cells.

These devices can be used in gaseous and aqueous environments [6].

Most of the works оn PAA were conducted at sufficiently thick layers of

aluminum (thin plate or foil). Formation of porous anodic oxides on Al films is

much less studied, though the thin-film structures with PAA can be efficiently used

for coating of biosensor, in particular for SPR sensors and MCWG. It is the

thickness and structure of the PAA film that determine the sensitivity of the sensors,

as well as the shape of the resonance curve and design features of sensor devices

[5, 6]. Special types of sensors and biosensors are developed on the PAA coating
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with an additional layer of nanoparticles or ultrathin metal film [7, 8]. The use of

gold enables implementation of well-developed bioimmobilization techniques for

SPR sensors [1] and in the case of MCWG improves the sensitivity of the sensors

due to the redistribution of the intensity of the light wave field. Due to relative

simplicity, cheapness of production, and good compatibility with modern thin-film

technologies, PAA has strong potential for routine use in sensors for environment,

food control, and medical diagnostics.

We should remark that while PAA have the potential for numerous applications in

sensor technology, it can also be used in other fields such as separation of molecules,

catalysis, photonics, tissue engineering, controlled drug delivery, etc. [9].

The ultimate aim of our current studies is to develop nanoporous coating on PAA

for optical waveguide sensors on a metal-clad waveguide (MCWG).

29.2 Development of the Technology of Nanostructured
PAA as a Part of MCWG Sensors

We developed the technology of MCWG sensors with nanostructured PAA coating

that includes the following steps (Fig. 29.2):

1. Magnetron deposition of aluminum films on optical glass plates

2. One-step anodic oxidation to form PAA and a semitransparent aluminum film

with in situ control of the optical parameters of nanostructured coatings

3. Chemical etching for widening of pores with in situ control of the optical

parameters of nanostructured coatings

4. Thermal deposition of nanometer-thick gold for the formation of covering with

metal nanoparticles or nanofilms

Formation of aluminum films was carried out by magnetron sputtering at

constant current. We used the round-shape magnetron with Al (purity 99.99) target

of a diameter 140 mm. As an adhesive layer, we used thin (1–2 nm) layer of

niobium. Thickness of deposited aluminum was preliminary calculated so that

thickness of anodic oxide for the first waveguide mode has been formed and the

aluminum layer 15 nm thick remains on glass.

1 2 3 4

Al film

adhesive
Nb film

glass plate

pore

Al2O3

widened pore Au

Fig. 29.2 Steps of MCWG sensors formation with nanostructured covering
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The study of anodic oxidation of Al films was carried out on a specially designed

computer-controlled stand, providing various regimes of forming and continuous

time control of electrical parameters of the process of anodic oxidation and

temperature stabilization [8]. Anodization was carried out in an aqueous solution

of H2C2O4 0.3 M as electrolyte. The test areas were limited by photoresist mask.

For potentiostatic oxidation, we used two-electrode cell with a flow of electrolyte

and thermal stabilization. The oxidation was carried out at the temperature of 10 �C.
In the galvanostatic mode, we used a capillary cell without any temperature control.

Kinetic curves of the anodization of aluminum films of 250 nm thickness on glass

are shown in Fig. 29.3.
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29.3 Formation of Nanostructured MCWG Sensor
with Monitoring of Reflective Curves In Situ

In order to control the optical characteristics of MCWG sensors, we developed an

original technique of PAA formation with simultaneous monitoring of the reflection

curves. A specially designed clamping cell for anodic oxidation and etching was put

on the sample and placed on the prism of the Plasmontest device [4]. Optical setup

of the device corresponds to Fig. 29.1a. Refractive index of prism and sensor plate

is 1.61. As the light source, the Hamamatsu LED L7868 with wavelength 670 nm is

used. The Plasmontest device provided monitoring of reflective curves for the

waveguide mode after reaching the front of the oxidation the thickness of aluminum

that provides for the penetration of light into the waveguide layer. Sensogram

(change of the angle of the reflection curve minimum) was recorded simultaneously

with the above process.

Glass plates with initial thickness of deposited Al films in the range of

270–400 nm were used. The thickness of final Al films was 15–25 nm, the thickness

of PAA was 300–450 nm, and the porosity of PAA constituted 0.1–0.5 depending

on the regimes of oxidation and etching.

Reflective curves received under oxidation at a constant voltage 40 V are shown

in Fig. 29.4a. The waveguide minimum on the reflective curve appeared

when aluminum layer was thinning down to about 45 nm. In the processes of

porous layer growth and Al layer thinning, the minimum on the reflective

curves becomes deeper and the angle of the minimum increases. After formation

of PAA by anodic oxidation, the etching was carried out in a 5 % aqueous solution

of H3PO4 at room temperature. Sequence of the reflective curves reveals decreasing

of the angle of the minimum in the process of pore widening by etching (see

Fig. 29.4b). The sensogram of the process of MCWG formation is shown in

Fig. 29.4c. Anodizing and etching were stopped once the reflective curve achieved

the desired shape.

29.4 Study of Coatings by SEM

Samples of PAA on glass and Si produced by anodizing and etching as it was

described above have been investigated by SEM. Studies have shown that traces of

the polishing on glass substrates make the surface of aluminum film wavy. It leads

to disordering of pore position in PAA film (Fig. 29.5a). Two-step anodization

resulted in significantly smaller pore size distribution; however we have not

received the self-ordering in the structure of PAA on glass.

SEM images of the samples PAA/Au on Si formed by anodic oxidation of

aluminum film in 3 % oxalic acid at 30 V and then etched during 30 min at room

temperature in 5 % phosphoric acid solution with subsequent thermal deposition of
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12 nm thick gold film are shown in Fig. 29.5b, c. The cross-sectional SEM image

shows vertically aligned pore structures of PAA. Figure 29.5c shows that the film of

gold that was exfoliated from the PAA surface at cracking of sample is perforated at

places of pore location.

58
0

3000
a b

2500

2000

1500

1000

500

2

1

646362616059

R
ef

le
ct

an
ce

, a
rb

. u
ni

ts

Angle of incedence, degrees

58
0

3000

2500

2000

1500

1000

500

123

646362616059

R
ef

le
ct

an
ce

, a
rb

. u
ni

ts

Angle of incedence, degrees

c

10

59,5

60,5

60

50403020
Time, minutes

A
ng

le
 o

f m
in

im
um

, d
eg

re
es

Anodic
oxidation

H20

H20

Etching

Fig. 29.4 Monitoring of formation of sensor structures Al/porous Al2O3 by the Plasmontest

device. (a) Change in the shape of the reflection curve in the process of anodic oxidation of

aluminum film on glass for MCWG Al/porous Al2O3 fabrication: 1, appearance of waveguide

mode; 2, final of anodic oxidation. (b) Change in the shape of the reflection curve in the etching

process: 1, beginning of the etching; 3, final structure. (c) Sensogram received during the process

of formation of MCWG structure Al/porous Al2O3

428 I. Voitovich et al.



29.5 Biosensory Experiments

We conducted preliminary experiments on the MCWG sensor substrates Al/porous

Al2O3/Au employing a couple of immunoreagents—Staphylococcal protein A

(SPA) and immunoglobulins (IgG). SPA can bind immunoglobulins mostly for

their Fc fragments exposing their antigen-binding sites into solution. Preparation of

recombinant analogue of PA modified by an additional cysteine residue (SPA-Cys),

which due to the exposed SH-group strongly interacts with the gold sensor

surface, can increase the reliability of its immobilization. Genetically engineered

Fig. 29.5 SEM images of the samples PAA and PAA/Au. (a) Image of the surface of PAA on

glass, (b) surface of PAA/Au on Si, (c) cross-sectional image showing vertically aligned pore

structures of PAA and perforated Au film
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protein SPA-Cys contains five immunoglobulin-binding domains—His-tag for

chromatographic purification and C-terminal cysteine residue. SPA-Cys was

received in a soluble form at its expression in Escherichia coli. The

immunoreagents were dissolved in phosphate buffer (PBS, pH 7.4); the same buffer

was used for washing. The sensogram of test immunochemical experiments of

SPA-Cys-IgG on MCWG with nanostructured coating Al/PAA/Au is shown in

Fig. 29.6.

The experiment showed that SPA-Cys efficiently immobilized on gold surface of

SPR sensors and nanostructured coating PAA with thin gold layer retaining its

ability to bind human IgG. The data proved high sensitivity of immunosensors with

nanoporous coatings and their potential for further use in biosensorics. To increase

the sensitivity of biosensors with nanoporous coatings, it is necessary to develop the

procedures of surface modification and structural engineering of PAA.

29.6 Conclusion

As the result of the research, the technology of optical metal-clad waveguide

sensors with nanoporous anodic alumina covering was developed. It includes

processes of magnetron deposition of Al films on optical glass plates, anodic

oxidation, and chemical etching. Original technique of PAA formation with simul-

taneous monitoring of the reflection curves gives the opportunity of timely stop of

the anodization and etching for fabrication of sensor substrates with optimal

characteristics. Samples of PAA and PAA/Au have been tested by SEM. Prelimi-

nary investigations on the MCWG Al/porous Al2O3 and Al/porous Al2O3/Au
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biosensors were successfully carried out. We came to the opinion that with the aim

to increase the sensitivity of biosensors based on PAA, it is necessary to thoroughly

develop surface modification methods and testing of modes of sensory analysis.
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Chapter 30

New Nanosized Systems of Polymer
Metal Complexes Based β-Diketones
and Lanthanides for Electroluminescent
Devices

I.A. Savchenko, A.S. Berezhnytska, and A. Mishchenko

30.1 Introduction

Since the invention of organic light-emitting devices (OLEDs) several decades ago,

research has focused to a large extent on the engineering of their device structure

for both high efficiency and reliable lifetime.

There has been increasing recent interest in light-emitting devices based on thin

organic films of electroluminescent polymers or small molecules (OLEDs). Such

systems offer several potential advantages over the more traditional in OLEDs,

including relative ease of production and processing [1–5]. While many different

systems have been examined, all are essentially variations on a theme. Typically,

these devices consist of one or more organic layers situated between a low work

function metal cathode such as calcium and a higher work function anode, often

transparent indium-tin oxide (ITO). When a sufficient potential bias is applied

across the electrodes, electrons are injected from the cathode into the conduction

band of the luminescent layer, and holes are injected from the anode into the

valence band. Under the influence of the applied potential, electrons and holes

migrate to a plane within the organic film, where they meet. In an electrolumines-

cent film, there is a reasonably high probability of photon emission due to

electronhole recombination. When this occurs, photons of an energy determined

by the band gap (or HOMO/LUMO gap, as the case may be) are produced.

The trivalent lanthanide ions are well known for their unique optical properties

such as line-like emission band and high quantum efficiency owing to the special 4f
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electron configuration [6–9]. Nevertheless, the f–f electron transition belongs to the

forbidden transition, which results in the relatively low-absorption coefficient.

Thereby, researchers construct the complexes of lanthanide ions with organic ligands,

which can not only strongly absorb the energy and transfer the energy to central

lanthanide ions but also expel water molecule from the first coordination sphere and

protect lanthanide ions from vibrational coupling through “antenna effect” [10, 11].

Due to their unique photophysical properties that aid in shielding 4f electrons from

interactions with their surroundings by the filled 5s2 and 5p6 orbital, lanthanide ions

have been well known as important components in phosphors, lasers, and optical

amplifiers [12, 13]. However, the direct Ln3+ photoexcitation is not very efficient,

with the low molar absorption coefficients limiting the light output. Some organic

ligands such as aromatic carboxylic acids are well known to be efficient sensitizers

for the luminescence of lanthanide ions, whose organic chromophores typically

present effective absorption and a much broader spectral range than the

corresponding Ln3+ ions can absorb energy to be transferred to nearby Ln3+ ions by

an effective intramolecular energy transfer process. This process is called lanthanide

luminescence sensitization or antenna effect [14–16]. These chelates possessing the

effective emission in the near-UV, visible, and NIR spectral regions are of great

interest for a wide range of optical applications, such as tunable lasers, amplifiers for

optical communications, components of the emitter layers inmultilayer organic light-

emitting diodes, light concentrators for photovoltaic devices, and so on [17–20].

The aim of this work were synthesis of Pr complexes with 2-methyl-5-

phenylpentene-1-3,5-dione and allyl-3-oxo-butanoate as well as (co)polymers

based on them and investigations of properties of metal-containing polymeric

systems (Fig. 30.1).
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30.2 Experimental

30.2.1 Samples

Complexes obtained by an exchange reaction between equimolar amounts of

lanthanide acetate and sodium 2-methyl-5-phenylpentene-1-3,5-dione salt or

allyl-3-oxo-butanoate in a water-alcohol solution at pH 9–9.5 with a slight excess

of the ligand.

The polymerization was carried out at 80 �C in the thermostat in dimethyl-

formamide solution with monomer concentration 0.03 mol/L and initiator 2,2-
0-azobisisobutyronitrile concentration 0.003 mol/L. Thus, obtained metal

polymers precipitate out from propanol-2 solution.

30.2.2 Observation and Measurements

The synthesized compounds have been studied by NMR, IR-, electronic absorption,

diffuse reflectance spectroscopy, and thermal analysis. The infrared spectra were

recorded in KBr tablets at a range of 4,000–400 cm�1 with Spectrum BX II FT—IR

manufactured by Perkin Elmer, Nicolet Nexus 670 FTIR spectrometer. Thermo-

grams were recorded on a TA instruments Q-1500 D apparatus by system of Setsys

evolution-1750 at a heating rate of 5 �C/min from room temperature up to 500 �C in

platinum capsule in the presence of carrier Al2O3 (anhydrous).

The electronic absorption spectra were recorded using spectrophotometer

Shimadzu “UV-VIS-NIR Shimadzu UV-3600” and the diffuse reflectance spectra

were obtained using the Specord M-40 spectrophotometer in the range of 30,000–

12,000 cm�1. The excitation and luminescence spectra of solid samples were

recorded on a spectrofluorometer “Fluorolog FL 3-22,” “Horiba Jobin Yvon”

(Xe-lamp 450 W) with the filter OS11. The InGaAs photoresistor

(DSS-IGA020L, Electro-Optical Systems, Inc, USA) cooled to the temperature of

liquid nitrogen was used as a radiation detector for infrared region. The excitation

and luminescence spectra were adjusted to a distribution of a xenon lamp reflection

and the photomultiplier sensitivity. The particle size studying was performed at

25 �C using the equipment from “Zeta Sizer Nano by Malvern.” Photomicrographs

were obtained by a scanning electron microscope “Hitachi H-800” (SEM).

30.3 Results and Discussion

The monomeric complexes of Pr(mphpd)3·2H2O and Pr(allyl)3·2H2O were pre-

pared in an aqueous alcohol solution at pH 8–10.

Pr NO3ð Þ3 þ 3Na mphpdð Þ ! Pr mphpdð Þ3 þ 3NaNO3
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The monomeric and polymeric complexes of Pr with 2-methyl-5-phenylpentene-

1-3,5-dione (mphpd), Pr(mphpd)3·2H2O, allyl-3-oxo-butanoate (allyl) Pr

(allyl)3·2H2O were synthesized at the first time. The metallopolymers on their

basis [Pr(mphpd)3]n and [Pr(allyl)3]n, copolymers Pr(mphd)3-со-styrene Pr

(allyl)3-co-styrene were obtained by free-radical polymerization with the initiator

AIBN and the kinetics of polymerization was studied by dilatometric method.

Kinetic parameters of radical polymerization of complexes Pr(mphpd)3
were calculated: the rate of polymerization is 1.18� 10�4 mol/L s, the

reduced rate of polymerization is 8.80� 10�1s, the total rate constant is

11.27� 10�3 dm1.5/(mol0.5 s)1, respectively.

With the aim of the identification of ligand functional groups coordination

method to metal ions were studied the IR spectra of synthesized compounds

(Fig. 30.2, Table 30.1).

Fig. 30.2 IR spectrum of Pr(allyl)3·2H2O

Table 30.1 Some distinctive absorption band of metallic complexes and metallopolymers

Complex ν(M–O) νas(C–O) νas(C–C) νs(C–O) νs(C¼C)

Pr(mphpd)3·2H2O 412 1,461 1,543 1,590 1,680

[Pr(mphpd)3]n 413 1,467 1,552 1,600 1,666

Pr(allyl)3·2H2O 415 1,411 1,516 1,638 1,717

[Pr(allyl)3]n 412 1,410 1,516 1,638 –
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In the IR spectra of the synthesized complexes and polymetallocomplexes in

1,500–1,600 cm�1, there are bands corresponding to stretching vibrations of the ν
(C–O) and ν (C–C), which confirms the bidentate cyclic coordination of the ligand

to the metal ions (Table 30.1). At the same time, a higher frequency band should be

attributed to the stretching vibrations ν (CC) and a lower frequency to the stretching
vibrations of the ν (CO). The region of 1,680–1,710 cm�1 contains stretching

vibrations ν (C¼C). In the case of polycomplexes, this band disappears or is

significantly reduced in intensity, indicating the presence of only the terminal

unsaturated groups. Fairly broad band of coordinated water molecules is observed

in the region 3,300–3,500 cm�1.

In IR spectra of the polycomplexes [Pr(mphpd)3]n and [Pr(allyl)3]n compara-

tively with monomeric complexes the location of main absorption bands are shifted

in short-wave spectrum region, their intensity is lower significantly, the intensity is

decreased especially which corresponds to vibration of the double bond. Presented

results are confirmed of the polymer complex formation.

A band pattern of the Pr3+ ion transition with the 3Н4 main (quantum) state is

observed (Table 30.2, Figs. 30.3 and 30.4).

The shift of the main absorption bands in the long-wavelength region, compared

with the spectrum of aqua-ion, and an increase in their intensity indicates the

formation of a complex.

In diffuse reflectance spectra of complexes, four major transitions from the main

level 3Н4 are observed.

Table 30.2 Energy of the f–f

transitions in the complexes

under study (cm�1)

3H4! 2S+1LJ Pr(NO3)3 Pr(mphpd)3 Pr(allyl)3
3P2 22,504 22,492 22,376
3P1 21,340 21,322 21,238
3P0 20,738 20,670 20,517
1D2 16,956 16,906 16,800

400 500 600 700
0,1

0,2
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1
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3H4
3P2

3H4
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Fig. 30.3 Electronic

absorption spectra. 1—Pr

(mphpd)3, 2—[Pr

(mphpd)3]n
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In complexes with organic ligands, these bands may be shifted under the

influence of crystal field ligands, and the amount of deflection can be seen on the

deviation value from ionic band of praseodymium—ligand.

As seen from the detailed spectra, lines (Fig. 30.4) corresponding to transitions
3Н4! 3P1 include shoulder, transition 3Н4! 3P0 laminates into two components,

and the transition 3Н4! 1D2 laminates into four components. This is due to the

possible existence of two forms of complexes or dimeric structure.

However, the shift of the maximum of this band is 112 and 128 cm�1 mphpd and

allyl, respectively, which is typical for complexes with high coordination number,

which in turn the existence of multiple forms complexes is inhibited.

In the absorption spectrum of the given set of half-width for highly sensitive

transition 3Н4! 1D2 is (+439 cm�1) and (�443 cm�1), the band is laminated,

which is characteristic for compounds with relatively high symmetry.

Based on the shape of the spectra and the splitting of spectral lines can assume

C3v or D3 symmetry of the nearest coordination environment. Unfortunately, the

structure of the coordination polyhedron according to electronic absorption spectra

and diffuse reflection spectrum is not possible. We can assume that the most likely

structure of the coordination polyhedron is a square antiprism.

Based on the electronic spectra nephelauxetic parameter and covalency were

calculated (Table 30.3).

Fig. 30.4 Diffuse reflection spectrum of Pr(allyl)3·2H2O
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The nephelauxetic effect is commonly quantified by a nephelauxetic ratio β and

a number of parameters derived from it, namely, Sinha’s parameter δ, bonding
parameter b½ and angular overlap parameter η. The β values for the complexes

under study were calculated as a ratio of the second-order Slater integrals F2 for the

Pr3+ ion in a complex and in praseodymium nitrate (F2¼ 306.0 cm�1). The Slater

integrals were computed using a simple energy-level fitting procedure according

to [21]. All other parameters were calculated using appropriative equations [21, 22].

The results (Table 30.3) indicate the metal-ligand bond is more covalent for the

allyl acetoacetate complex.

Diffuse reflection spectra (Fig. 30.4) and electronic absorption spectra

(Fig. 30.3) of all samples do not differ much, suggesting a similar structure in

solution and polycrystalline state.

The results of DTA confirm the presence of two coordinated molecules of water

in both complexes.

In the case of praseodymium complex with endothermic and weight loss 5.1 %

(Δmtheor.¼ 4.9 %), corresponds to two water molecules, respectively. Weak endo-

thermic at 215 �С caused by melting complex mass loss observed in this case, a

small (2.5 %). The process of decomposition of the complex starts with the

cleavage of one molecule of ligand corresponding exothermic at 257 �C and

26 % weight loss (Δmtheor.¼ 25.3). The following heating is attended by exoeffects

at temperature 337, 384, 419, 460, 484 �C, and results in the total complex

decomposition Δm¼ 29 %. The total weight is 72 % loss for praseodymium

complex.

Based on the mass loss curve and DTA for complex Pr(allyl)3·2Н2О at 106 �C
detached one uncoordinated water molecule corresponding endoeffect and weight

loss while 3 % approximately, Δmtheor.¼ 2.91 %. Further heating to 126 �C endo-

thermic and accompanied by mass loss 6.7 %, which corresponds to two molecules

of water (Δmtheor.¼ 6.0 %). Decomposition of complexes begins with cleavage of

two allyl (C2H3O) substituents at the temperature range 180–270 �C exothermic

and mass loss 14.7 % (Δmtheor.¼ 14.3 %). Further heating in the range 267–847 �C
accompanied by a set of exothermic 333, 390, 425, 650, 780 �C and endothermic

567, 720 �C. This is due to the destruction of organic molecules. Weight loss is

23.5 % in this temperature range.

The presented results allow to assume that the complexes composition corre-

sponds to the formula, Pr(mphpd)3·2H2O, Pr(allyl)3·2H2O.

Table 30.3 Slater integrals

and bonding parameters for

the complexes under study

Pr(mphpd)3 Pr(allyl)3

F2, cm
�1 305.0 302.8

β 0.997 0.990

δ, % 0.30 1.01

b½ 0.039 0.071

η 1.5� 10�3 5.04� 10�3
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The praseodymium complex Pr(mphpd)3·2H2O emit the visible luminescence

(Fig. 30.5) from two excited states 3P0 and
1D2 in solid state at room temperature,

like β-diketonate and carbochelates [23].

Investigations of a particle size were performed at 25 �C on the Zeta Sizer

Malvern instrument. The results showed (Fig. 30.6) that the systems obtained are

polydisperse with a predominance of particles 6–10 nm for Pr(mphpd)3·2H2O, and

4–9 nm for metal complex [Pr(mphpd)3]n.

Fig. 30.5 Luminescence spectrum of Pr(mphpd)3·2H2O in solid state (λex¼ 364 nm, 298К)

Fig. 30.6 The polydisperse assignment of particles in system. (a) Pr(mphpd)3, (b) [Pr(mphpd)3]n
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The systems of Pr(mphpd)3·2H2O, [Pr(mphpd)3]n, Pr(mphd)3-со-styrene are

homogeneous in terms of uniform distribution of metal throughout the polymer

matrix as seen from the micrographs of powdered samples (Fig. 30.7).

The method of dynamic light scattering and the results of electronic microscopy

showed that the obtained polymer systems are nanoscale (the copolymer excepted).

Fig. 30.7 SEM microphoto of powders. (a) Pr(mphpd)3·2H2O, (b) [Pr(mphpd)3]n, (c) Pr(mphd)3-

со-styrene, scale 500 nm (a–c), 1 μm (d)
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30.4 Conclusions

The investigations conducted in the present work allowed to determine the compo-

sition, structure, and symmetry of coordination polyhedron of the monomeric

complexes and polycomplexes on their basis obtained for the first time. The results

of the above study showed that the configuration of the chelate unit is unchanged

during the polymerization.

It was shown that all synthesized compounds are nano systems. The similarity of

monomers electronic absorption spectra with polymers spectra confirms of identical

coordinative environment of lanthanide ions in both cases.

The obtained polycomplexes can be used as materials for OLEDs and other

optical applications.
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Chapter 31

Nanomaterials for Ink-Jet Printed
Electronics

R. Lesyuk, H. Petrowska, O. Kravchuk, Ya. Bobitski, and B. Kotlyarchuk

31.1 Colloidal Metal Solutions: Synthesis Methods

The conventional technology of conductive coating fabrication for PCBs is based

on the photolithography—multistep wet process accompanied by wastes up to

90 %, masks fabrication, chemical deposition, and electroplating. For the other

widely used technology of thick film screen printing, the stencils and high temper-

atures for pastes sintering (above 800 �C) are required. Although these approaches

are capable to ensure high stability and reliability, the search for alternative

methods of microfabrication in the recent two decades was very active with the

aim of technology simplification and lowering of the process temperatures and

adaptation to the roll-to-roll technology. Application of the metal nanoparticle as

the primary electroconductivity unit has opened new possibilities—essential drop

of processing temperature compared to Ag-Pd pastes and noncontact dispensing

through various techniques like ink-jet printing and many others (Fig. 31.1).
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To the present time, more than 100 papers are published in this field that keeps

on developing. The mostly used are inks based on noble metals (silver and rarely

gold). Beside this, papers about application of copper, nickel, aluminum

nanoparticles, as well as core-shell copper-silver and copper-graphene particles

are published. Copper is a promising material due to its low price (0.24$/oz vs. 29

$/oz for silver) and the lowest resistivity among non-noble metals. However, its

application in the ink-jet technology is restricted due to spontaneous oxidation

property in air—as a result, the produced patterns can be nonconductive at all. This

issue can be solved by the photonic sintering [2].

In general, the synthesis methods for obtaining any metal colloids can be divided

into several groups: physical, chemical, electrochemical, and other methods. The

group of chemical methods is very well suited for the ink-jet inks production since it

provides colloids with high metal load (10 % wt and more). In the first place, the

reactions of metal reduction in the presence of surfactants are used, e.g., the

reduction of silver salts of fatty acids during their thermal decomposition under

inert atmosphere allows synthesis of particles with several nanometers in diameter.

Felba et al. have shown the influence of process parameters—reaction rate and fatty

acid residue—onto mean diameter and size distribution of produced stabilized

nanoparticles [3].

In 2002, Fuller et al. [4] pioneered in the fabrication of active microelectronic

systems by ink-jet technology with the use of gold and silver nanoparticles (size 5–

7 nm, 10 % wt), dispersed in α-terpineol. Redinger et al. [5, 6] as well as Kamushny

et al. [7] were likely the first to use stabilized particles for that purpose. In [7], two

concepts of ink were proposed: (a) the water solution of 40–60 nm silver particles in

the presence of polymer stabilizer and (b) the solution based on the oil

microemulsion (oil-water). However, the metal content was not high (8 % wt).

Similarly, the polyol method can be applied for metal nanoparticles production

[8, 9] that was approved by Kim et al. with production of silver and copper inks.

The main idea lies in dispersing of protecting agent or stabilizer in polyol with

further addition of silver precursor. Although the general concept of the polyol

Fig. 31.1 (a) Polyimide substrates (40� 50 mm) with printed silver conductive tracks after

thermal sintering by 250 �C for 60 min. Specific conductivity of patterns �2� 107 S/m. (b)
VHF radio after surface mounting of components with conductive glue [1]
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method was known, Kim et al. studied some detailed mechanisms like influence of

the precursor injection rate on particle size and option between precursor preheating

to the reaction temperature and injection of metal salt water solution in the

preheated ethylene glycol. It was found that the determinative influence on the

particle size has the precursor temperature and injection rate, and the optimal

conditions (the injection rate 2.5 mL/s, T¼ 100 �C) allow obtaining of spherical

monodisperse particles with the size 17� 2 nm. We briefly describe some options

of chemical reaction for the synthesis of silver nanoparticles:

– According to [5], the NaBH4 in 2-propanol was added to the silver nitrate and

alkanethiol in 2-propanol solution. The silver particle size can be controlled by

alkanethiol content. The duration of reaction is 2 h.

– In [10], the silver nitrate in ethylene glycol was used as the precursor. For the

particle stabilization, the polyvinylpyrrolidone was used. The solution was

stirred in reactor with refluxer by the temperature 120 �C for 30 min. Two

fractions of 21� 3 and 47� 15 nm were obtained. As the dispersing medium,

the mixture of ethylene glycol with ethanol and polyvinylpyrrolidone (3 %)

was used.

– Lee et al. proposed reduction of silver from its nitrate by formaldehyde in the

presence of polyvinylpyrrolidone with addition of NaOH. The main fraction of

50 nm particles was dispersed in diethylene glycol and water.

It should be noted that the frequently used α-terpineol is a volatile compound,

and therefore, its industrial application is complicated, similarly to toluene that is in

addition as a toxic agent classified. An attempt to use nontoxic solvents is described

by Lee et al. [12]. They explored the sintering of ink based on water and ethylene

glycol. However, the resistivity of patterns produced was one order of magnitude

higher than by bulk silver.

31.1.1 Copper Inks Synthesis

Copper colloids are of high interest for the ink-jet technology since the replace-

ment of silver by copper will essentially lower the costs of the ink with

slight conductivity reduction after the sintering stage (ρCu¼ 1.7 μΩ� cm vs.

ρAg¼ 1.59 μΩ� cm). From the view of electron work function (4.5 eV), copper

is an appropriate candidate as a contact material for a variety of organic conductive

materials (PEDOT, pentacene, etc.). Beside this, copper is less predisposed to

electromigration than silver and other metals [13]. In 1999–2000, the fabrication

of copper contacts from organometallic ink was shown [14] and gave challenge for

the development of copper colloidal systems for electronics. Thus, Park et al. [11]

fabricated printable copper colloid by abovementioned polyol method with particle

size 45� 8 nm and achieved the resistivity of printed traces after sintering in

the range of 17 μΩ� cm. Lee et al. [15] modified the polyol method and were

able to make a high metal content ink (30 % wt), however, with bigger size
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dispersity (30–65 nm). Prepared solutions were printed with a commercial printer

and thermally cured by 200 �C in the reducing atmosphere. The minimal achieved

resistivity of patterns averaged to 3.6 μΩ� cm and until today remains as one of

the best results in the field (48 % of copper bulk conductivity). As the precursor, the

copper sulfate (CuSO4·5H2O) was used, reducer, sodium hypophosphite

monohydrate (NaH2PO2·H2O) and stabilizing agent, polyvinylpyrrolidone. Copper

reduction passes according to the following summarized reaction:

Cu2
þ þ H2PO2

� þ H2O ! Cu0 þ H2PO3
� þ 2Hþ

Authors showed the influence of technological parameters on the size distribution

and stability of resulting solution, proposed new technique of hot addition, and, in

general, raised the shelf storage time to 3 weeks without special conditions. Also,

the high throughput of the method—5l—is remarkable.

The classical and simple is the method used by Volkman et al. for the synthesis

of copper nanoparticles in organic matrix for ink-jet printing [5]. The sodium

borhydrate in 2-propanol was added to the mix of copper nitrate water solution

and hexylamine in 2-propanol. After 2 h of reaction and further filtering, the

stabilized copper colloid has been obtained.

Kim et al. [2] and Kang et al. [15] explored photonic and thermal sintering of

commercial copper ink (Samsung Electro-Mechanics, South Korea) with the fol-

lowing basic parameters: particle size 5 nm, solvent (ethylene glycol and

2-methoxy ethanol), and metal content (40 % wt), but the synthesis method itself

is not reported. Kim et al. achieved 5 μΩ� cm by the pulsed light treatment, and

Kang et al. achieved 3.67 μΩ� cm with thermal curing by 200 �C in the reducing

atmosphere of nitrogen. The colloid from Harima Inc. (Japan) with similar physical

properties (d< 10 nm) was applied by Saito et al. [33] through the thermal sintering

in a reducing atmosphere as well. After 15-min sintering by 300 �C, the structure

with 5 μΩ� cm has been obtained. The different approach was proposed by Yung

and Plura [17], who explored both copper and copper-tin (core-shell) colloids. The

mixing of nanopowders in different dispersing media was used (where the metal

load was very high—around 37 % wt). After printing, structures were sintered with

YAG:Nd laser (third harmonic), but the practical outlook for this approach is

restricted by prompt sedimentation (30 min) of particles in the ink. The presence

of electroconductivity in resulted patterns was not reported.

The high metal content ink (40 % wt, d¼ 20 nm) was also used in the electrohy-

drodynamic ink-jet printing process by Khan et al. [18]. Details of ink preparation

were not reported again, but through this technique, unique structures can be

produced—patterns with 1 μm width and 30 μm thickness on the glass substrate.

After thermal curing by 230 �C in the inert atmosphere, the 9.2 μΩ� cm resistivity

was achieved, which is a nice indicator for the future outlook of this approach.

Remarkable progress has shown the Novacentrix company (Austin, TX, USA),

who has developed and moved to the market innovative ink Metalon® ICI-003 and

photonic curing machine for conductive track production on flexible and rigid

448 R. Lesyuk et al.



substrates. The ICI-003 was developed on the basis of copper oxide [19] and

contains specific reducing additive. During the light pulse of powerful Xe lamp

(duration of the impulse 1–10 ms), the reaction of copper reduction passes, and the

mesoporous conductive coating with the sheet resistance less than 20mΩ/sq is

formed. According to Marjanovic et al. [20], this can correspond to 50 μΩ� cm,

which is 30 times higher than that of bulk copper and has to be improved for

industrial application.

31.1.2 Gold Inks

An essential push for the development of gold particle synthesis technology has

been made among others by groups of Murray and Badia [21–25], who elaborated

an effective method of gold particle synthesis with small and precisely predictable

cluster diameter. This was later used by Redinger et al. [6] for the ink-jet printing

technology. The main idea lies in the reduction of gold ions and formation of

clusters, protected by the self-assembled layers (SAMs) of chemisorbed ligands of

alkanethiol, dodecanethiol, etc. For the reaction, the tetrachloroaurate of hydrogen

as precursor can be used in reducing agent—sodium borohydride. During 2003–

2007, Grigoropoulos et al. [26–32] extensively used gold inks for the formation of

different conductive patterns and coatings, in particular for the field-effect transis-

tor fabrication. They obtained gold nanoparticles (d¼ 1–3 nm), protected with

hexanethiol and dispersed in toluene [26], α-terpineol [32], using the

abovementioned method of two-phase reduction with formation of SAM on the

particle surface [22].

31.2 Vapor-Phase Synthesis of Nanoparticles

Parallel to chemical methods, some laboratories successfully used the gas evapo-

ration techniques for the printable inks production with high metal (Cu, Ag, Au)

content (up to 58 %). To our best knowledge based on published results of [33–36],

we can designate Harima (Japan) and Advanced Nano Products (South Korea), who

were able to move their products to the conductive ink market.

For the formation of nanoobjects from the vapor, one condition is needed—the

transition of atoms and molecules into condensed state should be thermodynami-

cally advantageous. This can be achieved by supersaturation of vapors to the certain

limit where the homogeneous nucleation takes place as well as the aggregation of

formations. Residual oversaturation is realized through condensation or chemisorp-

tion on the formed particles, and thus, growth of particles advances generation of

new centers of condensation [37]. In general, for this kind of process, the high

velocity and low controllability are specific. Evaporation of material results from

violent local heating, and coagulation and coalescence of particles are very
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intensive here. These conditions determine the wide size distribution of obtained

particles compared to chemical reduction methods. It is known that for the

small particles formation, the in-time abrupt cooling down is very important [38].

Frequently, the chemical oversaturation is used, similar to CVDmethod. Mentioned

approaches are realized in the following methods: laser evaporation and ablation

(massive samples [39–41], particles in aerosol [42]), condensation in an inert gas

[43], CVD [44], generation in spark discharge [45], gas flame evaporation [46, 47],

and others. The main advantage of these methods lies in their simplicity and not in

the big amount of agents compared to chemical wet methods. However, the most

important details of high metal content inks production for the printing of electronic

components by the gas-phase method are not reported as a rule by the producers

(Harima, ANP, Novacentrix).

31.3 Metal-Organic Compositions

Historically, the first materials used not for the pictures printing but for printing of

electronic components were metal-organic decomposition inks. Pioneers K. Teng

and R. Vest explored the ink-jet printing for solar cell metallization [48, 49] and

used both silver- and gold-containing inks. In spite of high resistive losses in

fabricated solar cells, fundamentals for the further technology development have

been laid. Metal-organic compositions (MOC) used in mentioned works contained

the central metal atom connected to hydrocarbon radical (ligand) through a hetero-

atom (S, O, N) in contrast to the organometallic complexes, where the central metal

atom is directly bonded to the carbon atom. Authors used silver neodecanoate, for

example, that provided better solubility in xylene or toluene in comparison to

primary or secondary ligands [48]. The metal load was high—over 20 % wt—and

the ink was stable. The decomposition start temperature for this ink was found by

175 �C, and by 230 �C, the peak of the process was reached. TGA showed the whole

carbon quits the structure by 250 �C. Similar processes were elaborated for gold

amine 2-ethylhexoate with addition of ruthenium, bismuth and copper

2-ethylhexoates for the film formation and adhesion enhancement [49]. After

these efforts, the MOC were for a long time (more than decade) not used for

printing of electronics until the early 2000s, when copper and gold MOC were

again applied for ink-jet technique. Wagner et al. [14] fabricated the source and

drain electrodes using copper hexanoate {Cu2(OH2)2(O2CR)4, R¼(CH2)4CH3} in

isopropanol/ chloroform. This application was patented [50]. The golden contacts

were fabricated through solution of mercaptopropionyl-glycine powder in metha-

nol; the decomposition took place under 200 �C.
A unique water-based MOC ink was presented by Jahn et al. [51] who

elaborated printing technology of conductive tracks. Silver atoms were bonded

in the complex {AgO2C(CH2OCH2)3H} directly to the oxygen atoms without

additives. This condition defined the purity of fabricated coatings. To obtain

necessary rheological properties, the complex was mixed with water (the silver
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content became less than 10 %). As a result, it was possible to fabricate very thin

smooth layers (150 nm). By the temperature 250 �C, 43 % of bulk silver conduc-

tivity was reached (2.7� 107S/m).

An attempt to minimize the decomposition temperature was presented by

Dearden et al. [52] and Valeton et al. [53]. Authors used silver neodecanoate for

the ink-jet printing with subsequent thermal treatment by 125–200 �C in the air with

similar to [51] result of conductivity. In [53], the method was extended to room

temperatures through UV exposure (365 nm) in the presence of reducing agent in

the ink. This approach allowed getting 10 % of bulk silver conductivity, which is

relatively a good result taking into account a large variety of substrates that can be

used in this method.

There are also reports about using silver carboxylate MOCs [57] in printing

technology. Having a low decomposition temperature (110–170 �C), this material

produces relatively high-resistive structures (90 μΩ� cm after 30 min, 0.2 % of

silver bulk conductivity). Under 30 �C, the ink is transparent and starting from

80 �C clusters, ~10 nm are observable. With the temperature, the grain grows and

reaches ~30 nm by 150 �C. Detailed study on synthesis methods, parameters, and

mechanisms of MOC decomposition can be found in review [54] devoted to

carboxylate complexes. Many of the abovementioned MOCs are commercially

available today.

Another type of ink for conductive components printing can be the mixture

of two agents—metal precursor and reducing agent. By some certain temperature,

the metal precipitation takes place. This scheme was explored by Chen

et al. [55]. Authors used silver-ammonia complex {Ag(HN3)2}
+ with

diethanolamine—self-oxidizing component. Thus, by the temperature >50 �C,
diethanolamine generates formaldehyde that spontaneously reacts with silver com-

plex, and classical “silver mirror reaction” occurs. Through such approach, the

treatment temperature can be essentially reduced. Chen et al. obtained 26 % of bulk

silver conductivity merely by 75 �C after 20-min treatment. Wu et al. [56] obtained

by 100 �C smooth silver layers with conductivity of 13.7 μΩ� cm (11 % of silver

bulk conductivity) using AgNO3 and 1-dimethylamino-2-propanol.

In conclusion, we would like to point out that intensification of research in this

field in the first place is related to aiming of treatment temperature reduction in

comparison to nanoparticle-based inks and thus extending the choice of substrates

to cheap polymer materials (PET, FR4, polycarbonate, and others vs. frequently

used expensive polyimide). This could open the mass production possibility.

Additionally, the safety of nanoparticles is permanently discussed. MOC don’t

contain any particles and this reduces the probability of nozzle clogging. However,

MOC have drawbacks as well. They are very volatile, sensitive to atmosphere and

humidity, and have low temperature stability. Some important results of MOC

applications are summarized in the Table 31.1.
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31.3.1 Electronics from Vitamin C

To enhance the thermal stability of MOC inks, the precursor and reducing agent can

be separated into different solutions and printed independently onto the substrate.

This idea was described among others in the patent [60], where the alternate

printing of metal salt and reducing agent for the conductive patterns fabrication

was proposed. For the precursor, all noble metals as well as copper, cobalt, and

nickel salts were considered for the reducing agent—hydrophosphites, boranes/

aminoboranes, glucose, aldehydes, tartrates, etc. Many of these agents are toxic and

dangerous for the environment, and some of proposed reactions cannot be carried

out by ambient conditions. In spite of this, the usability of described idea was

demonstrated by Bidoki et al. [61] who used the ascorbic acid (vitamin C) for the

reduction of silver from silver nitrate. Water-based solutions of these compounds

were printed with an office printer sequentially, and the reaction passed on the

substrate. The low conductivity of obtained tracks and contacts (0.3 % from bulk

silver conductivity) can be partially compensated by ecological compatibility and

simplicity of method and non-toxicity of inks. Similar process with copper sulfide

led to forming of metal phase and its prompt oxidation, and as a result, it led to the

lack of conductivity.

31.4 Conclusion

Progress in the field of materials development for printed electronics was remark-

able during the last two decades. Huge motivation laid in reduction of treatment

temperatures from over 800 �C for Ag-Pd pastes in thick film technology to 200 �C

Table 31.1 Application of molecular and ionic inks for functional printing (brief review)

Metal

MOC (molecular

solution)

Precursor

(ionic

solution)

Metal

content,

wt% Т, оС
ρ,
μΩ� cm Authors

Cu CuHex

+ isopropanol,

chloroform

– – 200 10 Hong

et al. [15]

Au Mercaptopropionyl-

glycine +methanol

– 31 400�500 24 Nur

et al. [58]

Ag Silver carboxylate – 30–50 110�170 90 Kawazome

et al. [59]

Ag {AgO2C

(CH2OCH2)3H}

– 9.1 130�250 12.5�3.7 Jahn

et al. [51]

Ag – Ag(NO)3 100 13.7 Wu

et al. [56]

Ag – {Ag

(HN3)2}ОН
– 75 6.15 Chen

et al. [55]
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with application of metal nanoparticles and under 100 �C for metal-organic inks. A

variety of applications were elaborated with ink-jet printing technology—antennas,

MEMS, FET contacts, electrodes for batteries, and many others on different sub-

strates—from ceramics and polyimide to paper and textile. It is remarkable that

silver was during this period and still the main material for printing of conductive

tracks, contacts, and coatings due to the well-elaborated synthesis technology,

highest conductivity, and relatively good stability. The main drawback—price—

stimulates the search for new materials, and many interesting ideas to develop

copper-based ink were presented in literature. The main challenge appears the

stability of inks for ink-jet technology, as well as stability of structures fabricated

from nanomaterials.
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Chapter 32

Influence of Hydrogen on the Mechanical
Properties of Steels with the Surface
Nanostructure

H. Nykyforchyn, E. Lunarska, V. Kyryliv, and O. Maksymiv

Nanocrystalline structure (NCS) in engineering steels allows combining the high

strength and good plasticity in comparison with the ordinary steels [1, 2]. As an

effect, the higher plasticity of material provides the higher brittle fracture resis-

tance, as well as the crack growth resistance [3, 4]. In general, the high brittle

fracture resistance of steel assumes its low sensitiveness to an aggressive action of

the hydrogen containing environments. However, it is not clear whether such

regularity can be also observed in the case of the nanocrystalline materials. The

specific feature of those materials is the high total length of the grain boundaries

which may serve as the strong accumulator of hydrogen and thus may promote the

hydrogen embrittlement.

The technology has been developed [5, 6] to form the NCS surface by the severe

plastic deformation (SPD) produced by the high speed friction of the metal tool

pressed against the treated material. During this so-called mechanical-pulse treat-

ment (MPT), the shear deformation rate reaches 102–103/s and a temperature in the

friction zone reaches about 1,000 �С [5, 6]. The special technological medium has

been supplied into the friction zone to play two roles: (1) alloying the surface layer

with chemical elements present in medium due to its thermal destruction within the

contact zone and intensive mass transfer; (2) the structural-phase transformations in

material during its rapid cooling. The MPT nanodispersion leads to the formation of

the surface layer with modified chemical and phase composition and consisting of

grains, about 15 nm in size.

The NCS surface layer, about 100–800 μm thick, produced by MPT exhibits the

improved mechanical properties [5, 6], in the first turn the strength and hardness

H. Nykyforchyn (*) • V. Kyryliv • O. Maksymiv

Karpenko Physico-Mechanical Institute of the NASU, 5 Naukova Str., Lviv 79060, Ukraine

e-mail: nykyfor@ipm.lviv.ua

E. Lunarska

Institute of Physical Chemistry of PAN, Warsaw, Poland

© Springer International Publishing Switzerland 2015

O. Fesenko, L. Yatsenko (eds.), Nanoplasmonics, Nano-Optics, Nanocomposites,
and Surface Studies, Springer Proceedings in Physics 167,

DOI 10.1007/978-3-319-18543-9_32

457

mailto:nykyfor@ipm.lviv.ua


(microhardness of strengthened layer reaches 8–12 GPa) which unambiguously

rises the wear resistance of the surface.

Our previous investigations of hydrogen embrittlement of nanostructurized

engineering steels [2, 4] have shown some promising results. Since MPT may

provide the simultaneous increase in strength and in plasticity in comparison with

the usual thermal treatment (quenching and tempering), it may lead to the lower

susceptibility to the hydrogen action. Indeed, in some cases the NCS steels do not

reveal the hydrogen embrittlement. The present investigation has been directed to

achieve the nanostructured engineering steels exhibiting the combination of the

high strength and the hydrogen embrittlement resistance, as well.

32.1 Materials and Experimental Methods

MPT has been performed on the flat polishing machine. As schematically shown in

Fig. 32.1, the rotating cylindrical tool (1) assembled on the axis of the machine

spindle has been pressed to the flat surface of specimen (2) fixed on the machine

table and moving against the tool (1). Technological medium (3) has been injected

into the friction zone between the tool and specimen using the system of cooling

liquid supply of the polishing machine. The tools of two geometries have been used:

ordinary narrow cylinder with straight generatrix (Fig. 32.2а) and of the special

chevron geometry one (Fig. 32.2b). In the later case, the tool has provided the shear

deformation in different directions.

The following regimes of MPT have been used: rotating speed of the strength-

ened tool V1¼ 50 m/s, linear speed of moving machine table with fixed specimen

V2¼ 1 m/min, tool transversal feed S¼ 0.5 mm for double motion of the table,

depth of tool incut 0.3 mm. The industrial oil has been used as the technological

medium.

Effects of MPT of the 45 (0.45С) and 40Kh (0.45C-1Cr) steels on the structure,

strength, microhardness, hydrogen permeation, and hydrogen embrittlement resis-

tance have been studied. Flat specimens 1.6 mm thick (Fig. 32.3) with both A and B

sides subjected to MPT have been tensile tested. It should be taking into account that

the tensile properties of such a composite “surface layer–basematerial–surface layer”

specimens can only partially reflect the properties of the strengthened surface layer.

Fig. 32.1 The scheme

of MPT of plane surfaces:

1—strengthening tool;

2—treated metal; 3—

technological medium
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Therefore, to decrease the gradient of hardness along the cross-section, specimens

have been preliminary quenched and tempered at 200, 300, 400, and 500 �С,
polished, subjected to MPT and again tempered the second time at the same

temperature.

For hydrogen permeation studies, flat specimens (18� 30 mm) 0.6 and 0.8 mm

thick have been used in as-received and MPT states, respectively. Only one side of

those specimens has been subjected to MPT.

The X-ray diffraction spectra have been recorded on DRON-3 diffractometer at

Cukα radiation (U¼ 30 kV, I¼ 20 mA) with the 0.05� step and the point exposition
of 4 s. The phase composition of the surface layers, dislocation density (ρ), and the

grain size of the steel have been estimated from obtained spectra using the JCPDS-

ASTM database [7] and taking into account the half-breadth of the XRD peaks [8].

Surface microhardness has been measured on microhardener PMT-3 at a load

of 50 g. The tensile tests have been carried out at the grip rate of 0.5 mm/min.

Fig. 32.3 Scheme of the

tensile test specimen

Fig. 32.2 Tools for MPT of

straight (a) and chevron (b)
geometry: 1—body; 2—

variable working insertion;

3—flange; 4—bolt
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A susceptibility of the mechanical-pulse treated metal to hydrogen embrittlement

has been established by comparison the mechanical properties (plasticity) of spec-

imens before and after electrolytic hydrogenation. Specimens have been hydrogen

charged for 60 min in 1 N solution H2SO4 + 2.5 g/L of thiourea at cathodic current

density of 0.1 mA/cm2.

Hydrogen permeation measurements have been done by the Devanathan-

Stachurski [9] electrochemical method using the double cell divided by the studied

membrane. The egress side of a membrane, coated with Pd has been exposed to

0.1 N NaOH and polarized at +150 mV (all potentials are given vs. Hg/HgO

reference electrode). Anodic current, being the measure of the hydrogen permeation

rate through the membrane has been recorded in the egress cell. At the step-by-step

application of cathodic current of 2, 5, and 10 mA/cm2 to the ingress side of

membrane exposed to the 3 %NaCl test solution, the build-up hydrogen permeation

transients have been recorded for each step in the egress cell until the steady state

has been achieved. At switching off the polarization of the ingress side, the decay

permeation transients have been recorded in the egress cell. Mechanical-pulse

treated surface served as the ingress side of the membrane. From the hydrogen

permeation tests, the following parameters have been estimated [9, 10]: (1) steady

state hydrogen permeation current at given cathodic polarization (�Ji
1); (2) hydro-

gen diffusion coefficient (Di) calculated from each build-up transient; (3) hydrogen

diffusion coefficient (Do) calculated from the decay transient. It should be noted

that determined from those experiments coefficient Do characterizes diffusion of

hydrogen in crystal lattice, whereas the effective diffusion coefficient Di—charac-

terizes the hydrogen transport through the metal with defects served as the hydro-

gen traps.

32.2 Test Results and Discussion

According to X-ray and mass-spectrum [5] analyses, the MPT changes the chemical

composition of the surface layer of 45 steel, increases (up to two orders of

magnitude) the dislocation density (ρ) and forms the ferrite-austenite NCS with

the average grain size (d) 19 nm (Table 32.1). Surface has been enriched in

hydrogen, nitrogen, and carbon. The 2.3 times increase in carbon content means

that the treated surface contains about 1 % С, which should affect the metal

Table 32.1 Analysis of the surface of 45 steel in as received condition and after MPT by the tool

with straight profile

State of surface ρ·1011, cm�2 d, nm

Quantity of the chemical element on surface, relative

unit

Н2 N2 O2 C Si

Without MPT 0.08 – 1.0 1.0 1.0 1.0 1.0

After MPT 9.8 19 3.0 1.7 1.2 2.3 1.1
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strength. The increased content of hydrogen might lead to the hydrogen embrittle-

ment of the strengthened layer.

Since the treated metal is not susceptible to etching, the depth of the MPT effect

has been evaluated by the thickness of unetched white layer being about 150 μm
thick (Fig. 32.4а). Treated layer exhibits the high microhardness which gradually

decreases from the surface to the core (Fig. 32.4b).

The SPD as the method to obtain the NCS has been considered in [11–14], and it

has been shown that the microlocalization of dislocation structure during the SPD

strongly depends on the mode of the shear deformation. Quantitative characteriza-

tion of the deformation mode has been determined by the distribution of the

deformation velocity between the main directions of continual shear and corre-

sponds to the limited states of the pure and simple shear. It has been shown that the

mode of simple shear corresponds to the development of the polyangle boundaries

and fragmentation of the structure. One of the technological ways to achieve the

simple shear is deformation in different directions, which can be realized during

MPT using the special tool with the chevron profile [15].

The parameters of surface structure and the tensile mechanical properties of

40Kh steel strengthened by tools of different geometry are presented in Table 32.2.

MPT by the chevron tool enlarges a level of the structure nanodispersion,

50 100 150 200 250
2

4
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8

H
μ,

 G
P

a

δ, μm
50 μm

a b

Fig. 32.4 Microstructure with the microhardness marks (a) and distribution of microhardness Hμ
(b) along the distance from surface (δ) for 40Kh steel after MPT by the tool with straight profile

Table 32.2 Parameters of the 40Kh steel surface strengthened by MPT, depending on the tool

profile

Profile

of tool

d,
nm

P, % α (γ)-
phase

ρ*1012,
cm�2

Rа,

μm
Hμ,

GPa

σUTS,
MPa

σYS,
MPa ε, %

RA,

%

Without

MPT

– – – 2.4 550 290 25.0 43.0

Straight 16 60 (40) 1.51 2,2 10.0 580 515 12.5 33.4

Chevron 12 63 (37) 2.02 1,2 10.5 620 550 9.0 52.0
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dislocation density, slightly increases the microhardness and a percentage of

α-phase (P) at corresponding decrease in a γ-phase and decreases the roughness

(R) of strengthened surface. Those effects have been accompanied by an increase in

the strength of the both side strengthened flat specimens. MPT, increasing strength,

especially the yield stress (σYS), essentially decreases elongation (ε), being more

pronounced at the application the chevron tool. Concerning the data of reduction of

area (RA), the MPT effect occurs to be ambiguous. The use of the straight profile

tool diminishes RA from 43.0 to 33.4 %, although much less pronounce than the

decrease in ε (from 25.0 to 12.5 %). On the other hand, MPT by the chevron tool

significantly raises RA to the values even higher than those measured for the not

treated metal. These revealed opposite direction of a change of the different

characteristic of plasticity demands the special study. It is possible to be an effect

of the complexity of the “surface layer–matrix–surface layer” composite tested

specimens, or to be the effect of testing not cylindrical but flat specimens. Thus, it is

not possible to explain unambiguously how decrease of d from 16 to 12 nm affects

the plasticity of composite specimen.

The positive effect of nanostructurization of steel on its mechanical properties

arises the problem of NCS stability at the tempering of the specimen subjected to

MPT. Since the maximum tempering temperature after MPT has been 500 �С, the
study has been limited to this temperature. As it has been revealed earlier [16], the

tempering after MPT of 65G (0.65C-1 Mn) steel at that temperature did not cause

the enlargement of NCS. Apparently, the similar phenomena should also occur in

the case of studied 40Kh steel. Therefore, the observed drop of microhardness due

to the tempering at 500 �C after MPT, from 8.1 to 4.2 GPa (Table 32.3) has not been

supposedly caused by the change of grain size within the range of nanolevel, but the

other reason should be involved.

The results of the tensile mechanical properties of the 40Kh steel specimens

strengthened by MPT using different tools, tested without and after hydrogenation,

are presented in Fig. 32.5. Hydrogen charging mainly increases the yield stress of

specimens (Fig. 32.5а), variant 4 of the treatment (preliminary quenching and

tempering) being an exception. Hydrogen also decreases σUTS for this variant and
for as-received state (without MPT) but increases strength after only MPT inde-

pendently of the type of the tool (variants 2 and 3 in Fig. 32.5b).

The more pronounced effect produces the hydrogen charging on plasticity param-

eters. It decreases elongation ε (with the exception of MPT by the chevron tool,

variant 3 in Fig. 32.5с). Reduction of area decreases for as-received state and for all
variants of MPT as well (Fig. 32.5d). However, if to consider the absolute values of

RA of hydrogenated specimens, then MPT by the chevron tool allows improving

Table 32.3 Effect of MPT produced by the tool with straight profile and the

following tempering on surface microhardness Нμ (GPa) of 40Kh steel

Without MPT MPT without tempering

Tempering temperature after MPT, �С
200 300 400 500

2.4 8.1 8.0 5.5 5.2 4.2
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their strength and RA. Besides in spite of the generally decrease in elongation by

MPT, a using of the chevron tool provides higher ε levels than that measured for the

specimens treated with the ordinary tool (variant 3 against 2 in Fig. 32.5с).
The results of hydrogen permeation are presented in Fig. 32.6 and Table 32.4. The

character of time dependencies of permeation current density and the determined
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Fig. 32.5 The change of tensile mechanical properties of 40Kh steel specimens strengthening by

MPT, depending on the tool type: 1—without MPT; 2—MPT by the tool with the straight profile;

3—MPT by the tool with the chevron profile; 4—quenching + tempering at 500�С+MPT by the

chevron tool + tempering at 500�С

Fig. 32.6 The build-up permeation transients recorded for untreated (а) and subjected to MPT (b)
specimens of 45 steel at application of consequently increased cathodic polarization to the ingress

side: 1—2 mA/cm2; 2—5; 3—10 mA/cm2
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parameters are principally different for the unstrengthened and strengthened spec-

imens. For MPT-treated materials, a maximum on the curves of permeation current

has been registered at the cathodic current density already 5 mA/cm2 (Fig. 32.6b),

although such a maximum has not been revealed on the permeation curve recorded

for the metal in as-received condition (Fig. 32.6а). It has been considered that a drop
of permeation current after a receiving ofmaximum level is caused a development of

microdamages due to electrolytic charging which makes hydrogen more difficult to

permeate through the membrane. Thus, MPT facilitates the creation of defects

during hydrogen charging of metal. In addition, such an observation might be

supported by the data shown in Table 32.3: (1) the steady state current of hydrogen

permeation Ji
1 has been considerably higher for as-received metal than for that

subjected to MPT what indicates the easer conditions for hydrogen transport in the

first case; (2) effective diffusion coefficientDi is lower than the lattice oneDo, which

is an evidence of more difficult transport of hydrogen in the real defected material.

Thus NCS, generated by MPT using the ordinary tool with the straight profile

has been characterized by the lower resistance to the creation of defects caused by

hydrogen. At the same time, one should expect that a using of chevron tool, which

increases plasticity of hydrogenated metal (see Fig. 32.5c, d) would also decrease

the sensitivity of metal to hydrogen embrittlement. From the other hand, it should

be noted that MPT forms the surface layer which serves as hydrogen accumulator

and correspondingly the barrier layer which reduces penetration of hydrogen in the

core of the metal.

32.3 Conclusions

1. Mechanical-pulse treatment by high speed friction of middle carbon steel pro-

duces the surface layer of the nanocrystalline structure with the grain size lower

than 20 nm.

2. By using the special chevron tool, which forms the thermal-plastic deformation

in different directions, the better values of mechanical properties can be

achieved than in the case of tool with the straight profile.

3. Hydrogen permeation experiments indicate a hampering of hydrogen transport

within the strengthened surface layer which can be accounted for the intensive

hydrogen trapping due to created defects. Hence, surface layer serving as an

Table 32.4 The parameters of hydrogen permeation in 45 steel

State of metal

Current density of cathodic charging, mA/cm2

2 5 10 Switching off

J1,

μ/cm2 Di, cm
2/s

J1,

μ/cm2 Di, cm
2/s

J1,

μ/cm2 Di, cm
2/s D0, cm

2/s

Without MPT 0.48 6.1·10�7 – – 1.1 2.85·10�6 2.86·10�6

After MPT 0.08 6.2·10�7 0.13 5.9·10�7 0.15 7.35·10�7 6.94·10�7
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accumulator of hydrogen may affect its susceptibility to hydrogen embrittlement

but from the other hand—that barrier layer hampers the penetration of hydrogen

into the metal core.

4. Hydrogen decreases the plasticity of the composite specimens with the surface

nanocrystalline structure. However, by the selection of preliminary thermal treat-

ment and tempering temperature after mechanical-pulse treatment it is possible to

combine the high strength, plasticity, and resistance to hydrogen embrittlement.
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Chapter 33

Optimization of Graphene Oxide Synthesis
and Its Reduction

I. Kondratowicz, K. Żelechowska, and W. Sadowski

33.1 Introduction

Graphene and its preparation methods have attracted intense interest all over the

world. This two-dimensional carbon material possesses excellent properties: good

electrical conductivity and fast mobility of charges (200,000 cm2 V�1 s�1) and high

value of Young modulus (1.1 TPa) [1–3]. Nowadays, there are a lot of methods of

graphene synthesis such as bottom-up methods: chemical vapor deposition or

epitaxial growth from SiC, and top-down methods such as mechanical, physical,

and chemical exfoliation of graphite. Geim and Novosielov isolated single

graphene layers using a scotch tape that was glued to the surface of graphite

[3]. This method however produces small amounts of graphene. Chemical exfoli-

ation introduced by Hummers [4] allows to obtain graphite oxide whose layers are

subsequently separated to produce graphene oxide which is reduced in the next

step. This derivative of graphene is often called a reduced graphene oxide (rGO) as

it still has some residual oxygen-containing groups introduced during the oxidation

process. The history of graphite oxidation researches is dated to the nineteenth

century when Brodie [5] proposed the method in which one portion of graphite was

mixed with three portions of KClO3 in H2SO4 solution at 60 �C for 4 days.

Staudenmaier [6] improved this method by replacing a part of HNO3 with H2SO4

and adding KClO3 solution drop by drop. The most efficient and used to these days

method was introduced by William Hummers and Richard Offeman [4]. In this

method, a graphite powder is mixed with NaNO3 and H2SO4, and then KMnO4 is

added as an oxidizer. The advantages of the reaction include completion within few

hours and no emission of explosive ClO3. However, the toxic gases such as NO2
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and N2O4 are produced in this process, and the Na+ and NO3
� ions are hard to

remove from the reaction mixture after synthesis [7]. Graphite oxide obtained

during the oxidation possesses carboxyl and carbonyl groups at the edges and

epoxy and hydroxyl groups in the basal plane. Therefore, graphite oxide is consid-

ered to be amphiphilic with hydrophilic edges and more hydrophobic basal plane,

unlike graphite which is hydrophobic and insoluble in water. Sulfuric acid acts as an

intercalator between graphite layers separating them to produce expanded graphite.

The layer distance in graphite is 3.35 Å, and after dissolving it in sulfuric acid, this

value can be increased even twofold [8]. Figure 33.1 depicts the general idea of the

synthesis of the rGO.

33.1.1 Traditional Hummers Method

As mentioned above, in the traditional Hummers method, one portion of graphite

powder is mixed with 0.5 portion of NaNO3, followed by dropwise addition of

concentrated H2SO4 (1:42 graphite to acid mass ratio). The solution is cooled down

to 0 �C. Then, the three portions of KMnO4 are added slowly to the suspension

keeping the temperature below 20 �C. The solution is stirred magnetically and it

warms up to 35 �C. NaNO3 is used to pre-oxidize graphite. Sulfate anions from

sulfuric acid intercalate between the graphene layers, allowing oxidation of graphite

layers in an acid environment. Afterward, distilled water is added into the suspension,

causing strong exothermic reaction and increasing the temperature to 90 �C. The
formed paste is kept in this temperature for 15 min and then cooled down to rt. The

next step consists in slow pouring of 30 % solution of hydrogen peroxide with the

distilledwater which stops the reaction and changes the color of suspension from dark

brown to yellow [9–11]. As a result, the suspension is centrifuged, and the solid is

washed three times with a solution of 3 % HCl, followed by drying at room temper-

ature. As a result, the powder of graphite oxide (GrO) is obtained. Finally, in order to

produce graphene oxide (GO), ultrasonication of GrO in water for 12 h is performed.

The Lerf–Klinowski model [12] of a graphene oxide layer with oxygen-containing

groups such as hydroxyl, epoxy, carboxyl, or carbonyl groups is depicted in Fig. 33.2.

After the development of the Hummers method, the scientists started to work on

its improvement that can lower the cost and enhance the efficacy and safety of the

reaction. Wang et al. [9] increased twice the amount of KMnO4 which allowed to

shorten the mixing and sonication time during and after oxidation. In the process of

Fig. 33.1 Synthesis of the reduced graphene oxide from graphite
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GO synthesis, toxic gases are emitted. Moreover, this process is strongly exothermic

(temperature increases to 100 �C) which may cause an explosion. Because of this

inconveniences, new more benign methods are required to provide the environmen-

tal safety and the possibility to apply this material in biomedical sciences. Beak’s

group examined the etching process of highly ordered pyrolytic graphite (HOPG)

using the mixture of H2SO4 and HNO3 after many hours of sonication [10].

The results confirmed that graphene oxide layers were obtained. Marcano and

Huang [11, 13] showed that the use of NaNO3 is unnecessary, replacing it with the

mixture of H2SO4 with H3PO4 in different proportions. This eco-friendly method

allowed to obtain graphene oxide without the emission of hazardous gases.

The next step in the chemical synthesis of graphene is the reduction of graphene

oxide. The oxidation of graphite causes the deterioration in electrical properties due

to disrupted sp2 bonding networks; thus, the removal of the oxygen functional

groups from the graphene oxide layers is crucial to obtain a material that can be

used in the electronic applications. Experiments as well as computer simulations

confirmed that the complete removal of functional groups is not possible, so the

layers still have some residual oxygen groups [12]. Therefore, this material as a

derivative of graphene is often called a reduced graphene oxide (rGO). The effects

of the reduction can be observed in three ways. Firstly, rGO acquires the hydro-

phobicity which can be seen after its dispersion in water. Secondly, the color of the

material changes to black because of the removal of oxygen groups. Thirdly, one

can also measure the electrical conductivity that increases after the reduction.

Often, the carbon to oxygen atomic ratio measurements are also performed [14].

Graphene oxide has C/O atomic ratio of approximately 2, whereas this value

increases after the reduction to is equal to 20–30 which depends on the reducing

agent used. Reduction can be conducted using different methods. Among them, the

chemical one is the most cost-effective and the easiest. The chemical methods do

not need the use of any complicated setup and may be conducted in mild conditions

Fig. 33.2 Lerf–Klinowski model of a graphene oxide layer (Reprinted with permission from [12].

Copyright 1998, American Chemical Society)
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and room temperature. One of the most promising methods is the reaction in the

solution [8]. The reducing agents used most frequently are hydrazine monohydrate,

sodium borohydrate, hydroquinone, p-phenethylamine, and sodium hydrosulfide.

However, these compounds are harmful to the environment and human health.

Some of them are strongly explosive and poisonous; thus, the safety precautions

have to be taken while using them. Taking into account the possibility of the

biomedical application of the rGO, it is important to provide the least toxic and

harmful reagents. In the literature, there are examples of the use of ascorbic acid

[14], different alcohols [15], and triethylamine [16] that have equally good reducing

properties.

33.1.2 Methods of Characterization of Graphene
and Graphene Oxide

Graphene oxide and rGO can be characterized using different spectroscopic and

microscopic methods. X-ray diffraction (XRD) analysis can provide the informa-

tion about the structure of the crystalline materials. The incident X-ray radiation

interacts with the sample and produces constructive interference according to

Bragg’s law: nλ¼ 2d sin θ, where λ, d, and θ refer to the wavelength of the

radiation, the lattice spacing, and the diffraction angle, respectively. The unique

X-ray diffraction pattern allows to identify the crystalline structure—for instance,

the spacing between layers and the orientation of a single crystal.

Figure 33.3 (left) shows the XRD patterns of pure graphite, GO, and rGO [17]. In

the pure graphite, a sharp peak at around 26� is observed that corresponds to (002)

plane of graphite. In graphene oxide, a new peak appears at 11� that corresponds to
(001) plane. The interlayer spacing of the rGO was calculated to be 3.76 Å. This
value is lower than that of GO (6.94 Å) while slightly higher than that of natural

graphite (3.36 Å). These results suggest the existence of π–π stacking between

graphene sheets in the rGO and also the presence of residual functional groups on

reduced GO sheets.

Kuila et al. [18] reported the UV–Vis spectroscopic analysis of graphene oxide

and rGO. It uses light in visible and near-UV ranges that is absorbed by the sample

in use. The photons are absorbed by the π electrons (bonding orbitals) in a molecule

and are excited to higher antibonding orbitals. The spectra show the maximum

absorption of light depending on the energy band gap in the investigated material.

The spectrum of graphene oxide exhibits an absorption band at around 230 nm,

while the spectrum for reduced graphene oxide shows maximum absorption at

around 260 nm. This is due to the π–π* transitions of electrons in C–C double

bonds. Decrease in absorbance of rGO is mainly caused by the recovery of sp2

carbons which indicates the restoration of electronic conjugation in rGO. As

the light transmittance for graphene depends on whether it is monolayer or bilayer,

UV–Vis spectroscopy also provides information of the number of layers (Fig. 33.3,

middle).
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Raman spectroscopy is another tool to characterize graphene-type materials [19].

This method gives both structural and electronic information about the samples and

is fast and nondestructive, which makes it one of the most popular techniques for the

investigation of different carbonaceous materials such as fullerenes, carbon

nanotubes, or amorphous carbons. The incident radiation coming from a laser

interacts with phonons in the material. The photons are mainly reemitted with the

same frequency (Rayleigh scattering) but can also be scattered inelastically (Raman

scattering) which causes the energy shift up or down. The latter gives information

about the vibrational, rotational, and other transitions in molecules, and it is a

fingerprint for the investigated materials.

Figure 33.3 (right) shows the Raman spectra of graphite (top), graphene oxide

(middle), and rGO (bottom). The pure graphene and graphite exhibit three charac-

teristic bands: G (1,560 cm�1), D (1,320 cm�1), and 2D (2,700 cm�1) bands that are

related to the vibrations of sp2-bonded carbon atoms, the presence of defects, and

the interactions between graphene layers (due to the second-order zone boundary

phonons), respectively. Spectrum of GO shows high D band due to the disruption of

hexagonal network of carbon atoms. Chemically, rGO shows more intensive D

band due to the ultrasonication processes which introduced defects and not full

restoration of sp2 carbon bonds in graphene plane. By the analysis of the relative

intensities of peaks, their shape, and shift, it is possible to determine the number of

graphene layers, strains in materials, and doping concentration. Therefore, it is

common to analyze IG/I2D ratio as well as the FWHM (full width at half-maximum)

Fig. 33.3 Left: XRD patterns of graphene oxide, reduced graphene oxide, and pure graphite

(Reprinted with permission from [17]. Copyright 2012, American Chemical Society). Middle:
UV–Vis spectroscopy of bilayer and monolayer of reduced graphene oxide (Reprinted with

permission from [18]. Copyright 2010, Rights Managed by Nature Publishing Group). Right:
Raman spectroscopy of graphite (top), graphene oxide (middle), and reduced graphene oxide

(bottom) (Reprinted with permission from [19]. Copyright 2007, Elsevier)
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of peaks and their splitting into more components. For example, with more

graphene layers, 2D peak is blueshifted, and G peak is redshifted with more tensile

strain in the planes [3].

Another powerful tool to characterize carbonaceous materials is the XPS (X-ray

photoelectron spectroscopy) analysis. It is used to investigate the chemical compo-

sition at the surface of a specimen. X-ray radiation causes the photoemission of

electrons from the atoms below the surface which can be described by the well-

known photoelectric equation. In principle, by the analysis of the kinetic and

binding energies of the photoelectrons, it is possible to determine the atoms the

electrons were ejected from. The resulting energy spectra show the resonance peaks

allowing the identification of the chemical structure of the samples. The C1s XPS

spectrum of graphene oxide (Fig. 33.4, left) exhibits characteristic peaks that can be

attributed to carbon atoms in different oxygen-containing groups: the

non-oxygenated C (284.8 eV), the C in C–O bonds (286.2 eV), the carbonyl C

(287.8 eV), and the carbon in a carboxyl group (289.0 eV) [20]. The C1s XPS

spectrum of the rGO (Fig. 33.2b) also exhibits some oxygen functionalities which

confirms an incomplete reduction of graphene oxide.

To investigate the thermal properties of graphene oxide, the thermogravimetry

analysis (TGA) is commonly used [21]. Due to the hydroxyl, epoxy, and carboxyl

groups, graphene oxide remains thermally unstable. Thus, the first observation of a

mass loss starts at the temperature around 150–200 �C (Fig. 33.4, right). The loss at

around 500 �C is attributable to the pyrolysis of a carbon frame similarly to the

drops on rGO and graphite curves. rGO curve differs from the one for graphite, and

the first loss is observed at around 200 �C. This indicates that oxygen-containing
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Fig. 33.4 Left: XPS spectra of (a) graphene oxide and (b) reduced graphene oxide (Reprinted with
permission from [20]. Copyright 2006, The Royal Society of Chemistry). Right: TGA curves of (a)
graphite, (b) graphene oxide, and (c) reduced graphene oxide (Reprinted with permission from

[21] Copyright 2011, Elsevier)
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groups were not fully removed. During the heating, the rapid thermal expansion of

GO is observed which is accompanied by the release of several gases such as CO

and CO2. Therefore, the thermal reduction of GO can be also applied in order to

obtain the graphene-like material.

33.1.3 Modifications and Applications

Due to its excellent properties, graphene has attracted much attention all over the

world. Its applications are numerous ranging from nanoelectronics, biomedicine,

energy storage and conversion, etc. Graphene is insoluble in water, is chemically

inert, and has no energy band gap. Therefore, often a proper modification of

graphene sheets is required in order to obtain a functionalized material for a new

generation of biosensors, batteries, coatings, or composites. We do not attempt to

review it here, but to give an overall picture of the topic, interested readers are

referred to [22, 23]. The surface modification of graphene can be realized through

covalent or noncovalent bonding of different species to the surface of graphene, and

the latter usually dominates as a pure graphene has an ordered carbon network and

no functional groups exist [24]. The noncovalent bonds are preferred when one

needs to retain the high electrical conductivity of graphene, whereas by covalent

bonding it is able to receive a material with good stability and mechanical proper-

ties. The examples of the noncovalent modifications include a role of the van der

Waals forces, electrostatic interactions, π–π stacking, or hydrogen bonding. For the
covalent bonding, graphene oxide is commonly used as this approach takes advan-

tage of the oxygen-containing functionalities (epoxy, hydroxyl, carboxyl groups)

on the hexagonal carbon sheet. Fan et al. [25] functionalized graphene oxide with

ethylenediamine, and the amine groups were used to attach ferrocene derivatives to

enhance the electron transfer for the hydrogen peroxide sensing. For optoelectronic

application, the opening of the band gap is required, and it is usually performed by

atom doping. Graphene has also found application in catalysis, and the immobili-

zation of metal catalysts (such as platinum) is a key challenge. It should be noted

here that graphene planes usually have defects which can be also used as active

centers for the covalent modification of graphene.

33.2 Experimental

33.2.1 Materials and Methods

As sources of a graphite, natural graphite rocks and carbon electrodes from zinc–

carbon batteries were used. Potassium permanganate (KMnO4), L-ascorbic acid,

citric acid, 98 % sulfuric acid (H2SO4), 85 % phosphoric acid (H3PO4), 30 %
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hydrogen peroxide (H2O2), 35 % hydrochloric acid (HCl), and ethanol were

purchased from POCh (Gliwice, Poland). Sodium dodecyl sulfate, hydrazine

monohydrate, and triethylamine were purchased from Sigma-Aldrich. They were

used without further purification.

UV–Vis spectra were measured using Lambda 10, PerkinElmer. Fourier trans-

form infrared (FTIR) spectrophotometer used was Frontier FTIR/FIR PerkinElmer.

SEM images of the samples were prepared using the ESEM Quanta FEG 250 FEI

scanning electron microscope (SEM). The samples were prepared using the KBr

pellet method with a weight concentration of a sample of 1 %. During the exper-

iments, the magnetic stirrer Heidolph MR Hei-Standard with hot plate was used,

and the centrifugation for all samples was done using Chemland model P3032

centrifugator with the speed 15,000 rpm for 10 min.

33.2.2 Traditional Hummers Method

Prior to the synthesis, a piece of graphite was crushed using a sandpaper, and the

obtained powder was ground thoroughly in a mortar. Five portions of graphite

powder were weighted—0.1, 0.1, 0.2, 0.2, and 0.8 g—and they were used for the

synthesis of five different samples (GO1, GO10, GO2, GO3, and GO4, respec-

tively). The first sample was prepared using the traditional Hummers method

according to [4]. Briefly, 0.05 g of NaNO3 was added to graphite, and 2.25 mL of

95 % H2SO4 was slowly poured to the flask under magnetic stirring in an ice bath

(5 �C). After this, 0.3 g of KMnO4 was slowly added to the suspension keeping the

temperature below 20 �C. The ice bath was removed, and the suspension was

warmed up to 35 �C, while the stirring was continued for 1 h. During this time,

the oxidation of graphite occurred. Afterward, 14 mL of deionized water was added

that caused a strong exothermic reaction and an increase of temperature to 95 �C.
The brown paste was kept in this temperature for 15 min under vigorous stirring.

Then, 30 % H2O2 was added to stop the reaction, and the color of the suspension

turned from brown to yellow (see Fig. 33.3). The mixture was filtered and washed

with 1:10 HCl solution to remove any impurities. Figure 33.5 shows the graphite

powder and the graphene oxide suspension after ultrasonication for 4 h.

The sample denoted as GO10 was prepared using the same recipe, but the time of

oxidation (before adding H2O2) was elongated to 24 h. This synthesis aimed to

determine the correlation between the time of oxidation and the level of oxidation

of graphite. In order to obtain graphene oxide, the suspension was diluted and then

ultrasonicated for several hours. The next sample (GO2) was obtained in the same

manner as GO1, except that the graphite powder was sonicated before the oxidation

for 2 h. The third sample (GO3) was sonicated for 2 h with the addition of sodium

dodecyl sulfate which is a surfactant and facilitates the separation of graphite

planes. The aim of this was to determine the influence of surfactant and

ultrasonication on the properties of graphite oxide. The last sample (GO4) was

prepared in the same way as GO1, but KMnO4 was added slowly in small portions
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and was stirred magnetically after each portion. In this way, the reaction

could occur more precisely. All samples were purified in the same manner and

dried in 60 �C.

33.2.3 Modified Hummers Methods

For the next synthesis, a graphite rod from zinc–carbon batteries was isolated. This

material has smaller particles than a natural graphite which can make an oxidation

easier. Prior to the synthesis, graphite rods were washed thoroughly in deionized

water and H2SO4 and crashed with the use of a mortar. GO5 sample was prepared

using the traditional Hummers methods alike GO1 sample described earlier. The

next three samples were prepared using the method described in [26]. This method

is more environmentally friendly. NaNO3 was excluded, and the mix of phosphoric

and sulfuric acid in different ratios was used. The sixth sample GO6 was prepared

by adding 1.2 g of KMnO4 to 0.2 g of graphite. Then, 9:1 H2SO4/H3PO4

(18 mL:2 mL) was added dropwise, and the suspension was stirred magnetically

for 24 h. Afterward, the solution of 3 % of hydrogen peroxide was added until the

color changed to yellow. The suspension was centrifuged with a subsequent

washing with water and HCl. Then, it was dried and the powder of graphene

oxide was obtained. In order to separate the graphene flakes and obtain graphene

oxide, the ultrasonication of water dispersion of graphite oxide (0.1 % w) was

conducted for 4 h.

Fig. 33.5 Graphite powder (left) and graphene oxide suspension (right)
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33.2.4 Reduction of Graphene Oxide

For the graphene oxide reduction, four different reducing agents were used, namely,

ascorbic acid (vitamin C), citric acid, triethylamine (TEA), and hydrazine. The aim

of this experiment was to compare the efficiency of each reductant. Samples GO1,

GO10, GO2, GO3, and GO4 were reduced using vitamin C using the recipe from

[7]. Firstly, the water suspensions of each oxide were prepared by adding 6 mg of

graphene oxide to 3 mL of water, and the solution was ultrasonicated for 1 h.

Secondly, 24 mg of ascorbic acid was added and sonicated for the next 5 min. The

required amount of reducing agent was found in [7] where authors analyzed the

stoichiometry of the reaction and estimated that the mass ratio of 4:1 (reducing

agent/carbon material) should be sufficient. In the next step, the solution was

warmed to 95 �C and kept in this temperature for 4 h. Obtained product was

centrifuged and dried at room temperature. The samples were denoted as rGO1,

rGO10, rGO2, rGO3, and rGO4. Samples GO6, GO7, and GO8 were reduced by

hydrazine. Two mg of each graphene oxide was mixed with 1 mL of distilled water,

and the whole was sonicated for 30 min. Then, 0.5 mL of hydrazine was added; the

samples were heated to 100 �C and kept at this temperature for 12 h. Figure 33.6

shows the suspension of graphene oxide immediately after addition of hydrazine on

the left and the rGO (after a few hours with hydrazine) on the right.

These samples were denoted as rGO6, rGO7, and rGO8. Sample GO5 was

divided into four portions of 6 mg GO in 3 mL of water. Then, four different

reducing agents were used to reduce graphene oxide. The first sample was obtained

by adding 24 mg of citric acid, and the flask was heated to 90 �C. The second

reduction was performed by pouring 1 mL of TEA according to [16]. One mL of

hydrazine was added to the third vial, and the last one was prepared by adding

24 mg of vitamin C to GO5. The vials were put into the ultrasonication bath for 3 h,

Fig. 33.6 Graphene oxide with hydrazine (left) and reduced graphene oxide (right)
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and then they were washed five times with water and ethanol and were dried at

room temperature. They were denoted as rGO5-K, rGO5-T, rGO5-H, and rGO5-W,

respectively.

33.3 Results and Discussion

For clarity, the conditions of the synthesis of each sample were presented in

Table 33.1. It shows the sample symbol; the amount of graphite (indicating the

source of graphite, natural or battery); additional sonication and/or addition of

surfactant; the amount of sodium nitrate, sulfuric acid, phosphoric acid, and potas-

sium permanganate; and time of oxidation, respectively.

All samples were analyzed using FTIR and UV–Vis spectroscopy. Figure 33.7a

shows the spectra of GO1 and GO10 samples. As we can see, characteristic bands

appear: C¼O bonds (1,650–1,700 cm�1) and C¼C bonds (1,590 cm�1). The

relative intensity of these bands is higher for GO10, so this may indicate that

more carbonyl groups are attached to this sample. The broad peak at 1,200 cm�1

in GO1 can be assigned to C–O–C, C–O, and C–OH bonds jointly. It may indicate

that due to the longer oxidation time (1 vs. 24 h), GO10 is more oxidized. The

spectra of GO1 and GO4 are compared in Fig. 33.7b. Both oxides were prepared

using the same method, but in the case of GO4, permanganate was added slowly in

small portions with a successive rigorous stirring. It should be noted that the volume

of sulfuric acid was reduced and it was two times lower for GO4 as compared to

GO1. The FTIR spectrum analysis revealed that the ratio intensity of C¼O to C¼C

band is higher in sample G4 than in sample GO1, which indicates higher oxidation

level of the former one. In the next step, we compare GO1, GO2, and GO3

(Fig. 33.7c). During the synthesis of GO2 and GO3, additional sonication was

conducted, and the surfactant was added to GO3 suspension to facilitate the

exfoliation and dispersion of graphite. All samples exhibit characteristic bands

Table 33.1 Conditions of the oxidation reaction of nine different samples

GO

symbol Graphite [g] (nat/bat)

NaNO3

[g]

H2SO4

[mL]

H3PO4

[mL]

KMnO4

[mL]

Oxidation

time [h]

GO1 0.1 (nat) 0.05 2.25 – 0.3 1

GO10 0.1 (nat) 0.05 2.25 – 0.3 24

GO2 0.2 (nat) + surf 0.1 4.5 – 0.6 1

GO3 0.2 (nat) + son + surf 0.1 4.5 – 0.6 1

GO4 0.8 0.4 9 – 2.4 1

GO5 0.2 0.1 2.25 – 0.6 1

GO6 0.2 – 18 2 1.2 24

GO7 0.2 – 18 2 0.6 24

GO8 0.2 – 12 3 0.6 24

nat natural graphite, bat graphite from a battery, son additional sonication, surf addiction of a

surfactant
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mentioned earlier. Moreover, there is no significant difference in spectra of GO3

and GO2, and the intensity ratio between C¼O and C¼C is greater for GO2.

Marcano et al. [12] showed that increasing the amount of KMnO4 and

performing the reaction in a 9:1 mixture of H2SO4/H3PO4 within 3 days improved

the efficiency of the oxidation process. Our findings confirmed the effectiveness of

the proposed method, and its optimization was undertaken. Time of the reaction

was shortened to 24 h, and the total volume of acids was decreased (see Table 33.1).

Figure 33.8 shows the spectra of GO6, GO7, and GO8. GO spectrum exhibits more

distinct band corresponding to the C¼O bond (1,650 cm�1) which results from the

higher amount of potassium permanganate used. All of the spectra show sharp

peaks that correspond to the bonds from other oxygen-containing groups mentioned

above. There is no significant difference in the relative intensities of these peaks

between all three samples. Thus, the higher amount of oxidant is important mainly

for the introduction of epoxy groups. We did not observe any considerable influence

of the amount and the concentration of acids on the intensity of peaks in the spectra

of GO7 and GO8.

Fig. 33.7 FTIR spectra of (a) GO1 and GO10, (b) GO1 and GO4, and (c) GO1, GO2, and GO3
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The UV–Vis spectra of GO6, GO7, and GO8 samples are presented in Fig. 33.9.

Sample GO6 exhibits a sharp peak at around 270 nm. There is no significant band

corresponding to n–π* transitions of electrons in C¼O groups. For GO7, the

maximum absorption band is blueshifted (250 nm); however, the intensity is low.

GO8 spectrum shows a sharp band at 230 nm and a small peak that is attributed to

n–π* transitions within C¼O groups.

Fig. 33.8 FTIR spectra of GO6, GO7, and GO8

Fig. 33.9 UV–Vis spectra of GO6, GO7, and GO8
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Graphene oxide reduction was performed using different reductants. The table

for the reduction reactions is presented below (Table 33.2).

Infrared, UV–Vis, and Raman spectroscopy measurements of obtained samples

were carried out. Figure 33.10 shows the FTIR spectra of graphite, GO1, and rGO1

reduced by ascorbic acid. Spectrum for GO1 contains characteristic bands that

correspond to oxygen functional groups: epoxy groups, C–O–C (1,230 cm�1), C–O

(1,050 cm�1), C¼C (1,600 cm�1), and a signal from C¼O (1,720 cm�1) stretching

bonds. A peak at 1,385 cm�1 corresponds to the vibrations of C–OH bonds. Bands

present in the range of 2,000–2,200 cm�1 can correspond to the adsorbed carbon

dioxide.

In the case of rGO1, a disappearance of almost all peaks can be observed, except

of those referring to C–O–C bonds at 1,250 cm�1 that indicates only the partial

reduction of GO. Carbon–carbon double bonds at 1,620 cm�1 are also visible. This

is in agreement with the literature data [12] as the epoxy groups are considered to be

the most difficult to reduce.

Figure 33.11a shows the FTIR spectra of GO5 and rGO5 reduced by hydrazine.

It can be seen that after the reduction the intensity of bands corresponding to oxygen

Table 33.2 Conditions of the

reduction reaction for nine

prepared samples

rGO symbol Reducing agent

rGO1 V

rGO10 V

rGO2 V

rGO3 V

rGO4 V

rGO5-H, rGO5-V, rGO5-T, rGO5-C H,V,T,C

rGO6 H

rGO7 H

rGO8 H

V vitamin C, C citric acid, H hydrazine, T triethylamine

Fig. 33.10 FTIR spectra of graphite, GO1, and rGO1
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functional groups is smaller in comparison to C¼C bonds. It can testify the

successful reduction. By comparing four spectra of rGO5 (Fig. 33.11b) reduced

by four different reducing agents (citric acid, triethylamine, vitamin C, and hydra-

zine, respectively), we can estimate the efficiency of the used reductant. The

spectrum of the sample reduced by hydrazine shows the smallest band intensities,

while in the spectrum of sample reduced using ascorbic acid, there are still some

bands that can be assigned to oxygen-containing groups. Thus, among all used

reducing agents, ascorbic acid can be considered as the least effective one.

UV–Vis spectra of chosen samples are shown in Fig. 33.12. Spectra were

collected for suspensions of the same material concentration (0.05 mg/mL). Spec-

trum of GO10 exhibits an absorption band at ~200 nm attributable to π–π* transition
of electrons in C–C bonds and additional band at ~280 nm due to n–π* transitions

within C–O bonds. rGO shows a maximum absorption band that is shifted toward

Fig. 33.11 FTIR spectra of (a) GO5 and rGO5 reduced by hydrazine and (b) comparison of rGO5

spectra after the reduction with four different reducing agents

Fig. 33.12 UV–Vis spectra

of graphite, GO10, and
rGO10
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higher wavelengths (~280 nm) which confirmed the reduction of graphene oxide.

However, the peak that is due to n–π* transitions is also present and indicates not

full reduction.

Raman spectroscopy measurements of graphite, graphene oxide, and rGO were

performed (Fig. 33.13). Raman spectra of different samples did not exhibit any

significant differences; therefore, we denoted the spectra GO and rGO generally.

The spectra are in accordance with the literature data for graphene oxide and

rGO [19]. Graphite spectrum exhibits three characteristic bands: D (1,355 cm�1),

G (1,579 cm�1), and 2D (2,720 cm�1). For graphene oxide, we observe an increase

in D band intensity due to the defects introduced on a graphene sheet. In the

spectrum of GO, 2D band is substantially lower and wider than G band, suggesting

the presence of multilayered graphene derivatives. For the pure graphene layer, the

D band is smaller than for rGO. rGO spectrum has D band which is more intense

than G band. This may be due to the longer sonication time that cut graphene flakes

into smaller ones and thus produced more edges.

SEM images of graphene oxide and rGO are shown in Fig. 33.14. We can

distinguish few-layer flakes which are pointed by arrows. There is no significant
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Fig. 33.14 SEM images of graphene oxide (left) and reduced graphene oxide (right)
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difference in a surface area of flakes although those for rGO are slightly smaller

with more graphene edges. The reason is also the longer time of ultrasonication of

rGO sample.

33.4 Conclusions

Nine different samples were prepared in order to optimize the synthesis of rGO. We

used different methods found in the literature that base on the traditional Hummers

method of oxidizing a graphite. Several modifications were applied. We investi-

gated the influence of the concentration of reagents, time of oxidation,

ultrasonication, and the addition of surfactant. The GO2, GO4, and GO6 samples

exhibited the highest peak intensities referring to oxygen functional groups, as

analyzed by FTIR spectroscopy. It can be concluded that oxidation in the presence

of phosphoric acid and without sodium nitrate is very efficient and such method can

be used to obtain GO replacing the traditional Hummers method. Moreover, the

high level of oxidation was obtained with the higher amount of potassium perman-

ganate; thus, to achieve the best performance, the amount of this substance should

not be reduced. Also the influence of acid concentration on the level of oxidation

was negligible. No significant difference in the oxidation level was observed when

the surfactant was added. In order to obtain rGO, hydrazine seems to be the most

suitable agent as it reduces the greatest amount of oxygen-containing groups. Thus,

these three methods of graphene oxide synthesis with the following reduction by

hydrazine are proposed to be the most efficient for the production of rGO.
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