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Abstract User-generated reviews are now plentiful online and they have proven to
be a valuable source of real user opinions and real user experiences. In this chapter
we consider recent work that seeks to extract topics, opinions, and sentiment from
review text that is unstructured and often noisy.We describe and evaluate a number of
practical case-studies for how such information can be used in an informationfiltering
and recommendation context, from filtering helpful reviews to recommending useful
products.

1 Introduction

User-generated reviews are now a common feature of online sites and stores. They
have proven to be an important source of user opinions on products and services
from books and movies to accommodation, people, and electronics. In fact, user-
generated reviews and now considered by many to be a vital part of how users
inform themselves, especially when it comes to purchasing behaviour. It is largely
accepted that availability of reviews helps shoppers to choose [1] and increases the
likelihood that they will make a buying decision [2], for example.

In this chapter we are interesting in automatically mining valuable opinion
information from this plentiful but unstructured, and often noisy, source of user
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knowledge. We do this primarily by using shallow natural language processing,
topic mining, and sentiment analysis techniques and demonstrate how the resulting
information can be applied in a variety of information filtering and recommenda-
tion tasks. We begin by reviewing a representative sample of the state of the art in
opinion mining with a particular focus on user-generated reviews. Next we describe
our approach to topic extraction and sentiment analysis that is at the heart of our
opinion mining method. We describe a series of case-studies to demonstrate some of
the ways that the topics and opinions extracted from user-generated reviews can be
applied in practice. For example, in the first case-study we look at the familiar task of
classifying reviews and predicting review helpfulness [3–10] to demonstrate how an
opinion-mining approach can offer some advantage over conventional alternatives.
Following on, our second case-study describes a straight forward technique for rec-
ommending informative reviews to users based on our ability to accurately predict
review helpfulness. Finally, in our third case-study wemove from dealing with single
reviews to using a collection of product reviews as a new source of product infor-
mation. We describe and evaluate a product recommender that harnesses product
descriptions that are formed exclusively from the opinions found in user reviews and
show how this approach provides a novel basis to generate recommendations.

2 Related Work

Recent research highlights how online product reviews can influence the purchas-
ing behaviour of users; see [1, 2]. The effect of consumer reviews on book sales
on Amazon.com and Barnesandnoble.com [11] shows that the relative sales of
books on a site correlates closely with positive review sentiment; although inter-
estingly, there was insufficient evidence to conclude that retailers themselves benefit
from making product reviews directly available to consumers; see also the work of
[12, 13] for music and movie sales, respectively. As a result researchers have begun
to focus on harnessing this type of user-generated content and there are two areas of
relatedwork particularly relevant to the research presented in this chapter: classifying
reviews and extracting opinions from reviews.

2.1 Classifying User-Generated Reviews

As review volume has grown retailers recognise the need to develop ways to help
users find high quality reviews for products of interest and to avoid malicious or
biased reviews. This has led to a body of research focused on classifying or predicting
review helpfulness, and also research on detecting so-called spam reviews.

Review helpfulness classification approaches, such as that proposed in [3],
typically consider features related to the ratings, structural, syntactic, and seman-
tic properties of reviews and have found ratings and review length among the most
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discriminating. Reviewer expertise was found to be a useful predictor of review help-
fulness in [4], confirming, in this case, the intuition that people interested in a certain
genre of movies are likely to pen high quality reviews for similar genre movies.
Review timeliness was also found to be important since review helpfulness declined
as time went by. Furthermore, opinion sentiment has been mined from user reviews
to predict ratings and helpfulness in services such as TripAdvisor [5–8].

Just as it is useful to automate the filtering of helpful reviews it is also important
to identify malicious or biased reviews. These reviews can be well written and infor-
mative and so can appear to be helpful. However these reviews often adopt a biased
perspective that is designed to help or hinder sales of the target product [9]. Li et al.
[10] describe a machine learning approach to spam detection that is enhanced by
information about the spammer’s identity as part of a two-tier, co-learning approach.
On a related topic, network analysis techniques are used in [14] to identify recurring
spam in user-generated comments associated with YouTube videos by identifying
discriminating comment motifs that are indicative of spambots.

2.2 Mining Opinions and Features
from User-Generated Reviews

There have also been a number of efforts focused on the extraction of feature-based
product descriptions from user reviews. The work in [15] is representative in this
regard anddescribes the use of shallownatural language processing (NLP) techniques
for explicit feature extraction and sentiment analysis; see also [16, 17]. The features
extracted, and the techniques used, are similar to those presented in this chapter,
although in the case of the former there was a particular focus on the extraction of
merenomic and taxonomic features to describe the parts and properties of a product.
In [18], the sentiment of comparative and subjective sentences in reviews is analysed
on a per-feature basis to create a semi-order of products, but the recommendation
task with respect to a query product is not considered.

In this chapter we are particularly interested in product recommendation and
the ability of review opinions to inform the recommendation process. Conventional
recommender systems are either based on ratings or transaction data (collaborative
filtering) or on fixed content representations (content-based filtering), and the idea
of developing a recommendation framework based purely on noisy user-generated
content remains novel in itself. The work in [19] is relevant in this regard in that it
uses user-generatedmicro reviews as the basis for a text-based content recommender,
and recently work in [20] has also tried to exploit user-generated content in similar
ways. Likewise, reviews are leveraged to alleviate the well-known cold-start problem
associatedwith collaborative recommenders [21]. In thiswork, the focus is onmining
user preferences from review texts to reduce the sparsity of the user-item matrix;
thereafter standard collaborative filtering algorithms are applied to the augmented
user-item matrix to improve recommendation performance.
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3 Topic Extraction and Sentiment Analysis from
User-Generated Reviews

Themain focus of this chapter is how topics and sentimentmined fromuser-generated
product reviews can be leveraged as the basis for new approaches to product filtering
and recommendation. Before we describe how this topical and sentiment information
can be used in practice, the approach to automatically extract topics and assign
sentiment is first described; see Fig. 1 for an overview of this approach.

It isworth highlighting that the approach uses a combination of existing techniques
from the literature; no novel techniques are presented. Rather, the main interest lies
is the novel ways in which the extracted information can be applied to the filtering
and recommendation of products as described in the case-studies that follow.

3.1 Topic Extraction

We consider two basic types of topics—bi-grams and single nouns—which are
extracted using a combination of shallow NLP and statistical methods, primarily
by combining ideas from [16, 22]. In the pre-processing step, we use OpenNLP1 to
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Fig. 1 System architecture for extracting topics and associated sentiment from user generated
reviews

1OpenNLP: http://incubator.apache.org/opennlp/.

http://incubator.apache.org/opennlp/
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split reviews into sentences and label each term in a sentence with its appropriate
part of speech, such as NNS (Noun, plural), JJ (Adjective), VB (Verb, base form) etc.
Then, all terms in sentences are converted to lowercase and stemmed to root form,
and in our method, stop words are excluded. To produce a set of bi-gram topics, all
bi-grams from the global sentence set are extracted which conform to one of two
basic part-of-speech co-location patterns: (1) an adjective followed by a noun (AN ),
such as wide angle; and (2) a noun followed by a noun (N N ), such as video mode.
These are candidate topics that need to be filtered to avoid including AN ’s that are
actually opinionated single-noun topics; for example, excellent lens is a single-noun
topic (lens) and not a bi-gram topic. Thus, bi-grams whose adjective is found to
be a sentiment word (e.g. excellent, good, great, lovely, terrible, horrible etc.) are
excluded using the sentiment lexicon proposed in [17].

To identify the single-noun topics we extract a candidate set of (non stop-word)
nouns from the global review set. Often these single-noun candidates will not make
for good topics; for example, they might include words such as family or day or
vacation. A solution for validating such topics is proposed in [23] by eliminating
those that are rarely associated with opinionated words. The intuition is that nouns
that frequently occur in reviews and that are frequently associated with sentiment
rich, opinion laden words are likely to be product topics that the reviewer is writing
about, and therefore represent valid topics. Thus, for each candidate single-noun,
how frequently it appears with nearby words from a list of sentiment words (using
Hu and Liu’s sentiment lexicon as above) is calculated, keeping the single-noun only
if this frequency is greater than some threshold (in this case 30%).

The result is a set of bi-gram and single-noun topics which is further filtered
based on their frequency of occurrence in the review set, keeping only those topics
(T1, . . . , Tm) that occur in at least k reviews out of the total number of n reviews; by
experiment, kbg = n/20 is used for bi-gram topics and ksn = 10 × kbg for single
noun topics.

3.2 Sentiment Analysis

To determine the sentiment of the topics in the product topic set, a method similar
to the opinion pattern mining technique [24] is used for extracting opinions from
unstructured product reviews. Once again the sentiment lexicon from [17] is used as
the basis for this analysis. For a given topic Ti , and corresponding review sentence
S j from review Rk (that is the sentence in Rk that includes Ti ), any sentiment words
in S j are identified. If there are none then this topic is marked as neutral from a
sentiment perspective. If sentiment words (w1, w2, . . . ) are present, that sentiment
word (wmin) which has the minimum word-distance to Ti is identified.

Next the part-of-speech tags for wmin , Ti and any words that occur between wmin

and Ti are determined. The POS sequence corresponds to an opinion pattern. For
example, in the case of the bi-gram topic noise reduction and the review sentence
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“...this camera has great noise reduction...”, wmin is the word “great” which corre-
sponds to the opinion pattern JJ-TOPIC as per [24].

Once an entire pass of all topics has been completed, the frequency of all opinion
patterns that have been recorded is computed. A pattern is deemed to be valid (from
the perspective of our ability to assign sentiment) if it occurs more than the average
number of occurrences over all patterns [24]. For valid patterns sentiment is assigned
based on the sentiment of wmin and subject to whether S j contains any negation
terms within a 4-word-distance2 of wmin . If there are no such negation terms then the
sentiment assigned to Ti in S j is that of the sentiment word in the sentiment lexicon.
If there is a negation word then this sentiment is reversed. If an opinion pattern is
deemed not to be valid (based on its frequency) then a neutral sentiment is assigned
to each of its occurrences within the review set.

4 Case-Study 1: Predicting Review Helpfulness

In the previous section an approach to automatically mine topics (T1, . . . , Tm) and
associated sentiment from review texts was described. Thus, each review Ri can be
associatedwith sentiment tuples, (Ri , S j , Tk,+/−/ =), corresponding to a sentence
S j containing topic Tk with a sentiment value positive (+), negative (−), or neutral
(=). This approach forms the basis of a number of case-studies to explore how to
harness user-generated reviews in various recommendation and recommendation-
related tasks. To begin, in this first case-study, the task of classifying helpful reviews
is examined, based on a variety of classification features, including the topical and
sentiment features described above. The key question that will be explored is whether
these topical and sentiment features add value relative to traditional features used in
review classification.

4.1 Classifying Helpful Reviews

To build a classifier for predicting review helpfulness, a supervised machine learning
approach is adopted. In the data that is available to us each review has a helpfulness
score that reflects the percentage of positive votes that it has received, if any. Fol-
lowing the approach described in [8], a review is labeled as helpful if and only if it
has a helpfulness score in excess of 0.75. All other reviews are labeled as unhelpful.

To represent review instances, a standard feature-based encoding is used based on
a set of 7 different types of features, including temporal information (AG E), rating

2In long sentences, users may comment on multiple features. Thus, we introduce a window size
for negation terms to limit their scope to nearby features. Based on experiment, we set the window
size to four. Moreover, we identify certain phrases (e.g. “not only”) which are not considered from
a sentiment perspective. We acknowledge that more sophisticated sentiment analysis techniques
have been proposed, an investigation of which we leave to future work.
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information (R AT ), simple sentence and word counts (SI Z E), topical coverage
(T O P), sentiment information (SE N T ), readability metrics (RE AD), and content
made up of the top 50 most popular topics extracted from the reviews (C N T ). These
different types, and the corresponding individual features are summarised in Table1.
Some of these features, such as rating, word and sentence length, date and readability
have been considered in previous work [3, 4, 26] and reflect best practice in the field
of review classification. However, the topical and sentiment features (explained in
detail below) are novel, and the comparison of the performance of the different feature
sets is intended to demonstrate the efficacy of these new features, in isolation and
combination, and in comparison to classical benchmarks across a common dataset
and experimental configurations.

4.2 From Topics and Sentiment to Classification Features

As described above, a set of topics (topics(Rk) = T1, T2, . . . , Tm) and correspond-
ing sentiment scores (pos/neg/neutral) is assigned to each review Rk , which can be
considered in isolation and/or in aggregate as the basis for classification features.
For example, information about a review’s breadth and depth of topic coverage can
be obtained by simply counting the number of topics contained within the review
and the average word count associated with the corresponding review sentences; see
Eqs. 1 and 2. Similarly, the popularity of review topics, relative to the topics across
the product as a whole, is given by Eq.3, where rank(Ti ) is a topic’s popularity rank
for the product andUniqueT opics(Rk) as the set of unique topics in a review. Thus,
if a review covers many popular topics then it receives a higher T opicRank score
than if it covers fewer rarer topics.

Breadth(Rk) = |topics(Rk)| (1)

Depth(Rk) =
∑

∀Ti εtopics(Rk)
len(sentence(Rk, Ti ))

Breadth(Rk)
(2)

T opicRank(Rk) =
∑

∀Ti εUniqueT opics(Rk )

1

rank(Ti )
(3)

Regarding sentiment, a variety of classification features can be derived: the num-
ber of positive (NumPos and NumUPos), negative (NumNeg and NumUNeg) and
neutral (NumNeutral and NumUNeutral) topics (total and unique) in a review; the
rank-weighted number of positive (WPos), negative (WNeg), and neutral (WNeutral)
topics; the relative sentiment, positive (RelUPos), negative (RelUNeg), or neutral
(RelUNeutral), of a review’s topics. These features are all summarised in Table1
under SE N T .
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Table 1 Classification feature sets

Type Feature # Description

AGE Age 1 The number of days since the review was posted

RAT NormUser Rating 1 A normalised rating score obtained by scaling the
user’s rating into the interval [0, 1]

SIZE NumSentences 1 The number of sentences in the review text

NumW ords 1 The total number of words in the review text

TOP Breadth 1 The total number of topics mined from the review

Depth 1 The average number of words per sentence containing
a mined topic

Redundancy 1 The total word-count of sentences that are not
associated with any mined topic

T opicRank 1 The sum of the reciprocal popularity ranks for the
mined topics present; popularity ranks are calculated
across the target product

SENT Num Pos (Neg,

Neutral)
3 The number of positive, negative, and neutral topics,

respectively

Density 1 The percentage of review topics associated with
non-neutral sentiment

NumU Pos (Neg,

Neutral)
3 The number of unique topics with

positive/negative/neutral sentiment

W Pos (Neg, Neutral) 3 The number of positive, negative, and neutral topics,
weighted by their reciprocal popularity rank

RelU Pos (Neg,

Neutral)
3 The relative proportion of unique

positive/negative/neutral topics

Signed RatingDi f f 1 The value of RelU Pos minus NormUser Rating

Unsigned RatingDi f f 1 The absolute value of RelU Pos minus
NormUser Rating

READ NumComplex 1 The number of ‘complex’ words (3 or more syllables)
in the review text

Syllables Per W ord 1 The average number of syllables per word

W ords Per Sen 1 The average number of words per sentence

GunningFogI ndex 1 The number of years of formal education required to
understand the review

Flesch ReadingEase 1 A standard readability score on a scale from 1
(30—very difficult) to 100 (70—easy)

K incaidGradeLevel 1 Translates FleschReadingEase into
KincaidGradeLevel required (U.S. grade level)

SM OG 1 Simple Measure of Gobbledygood (SMOG) estimates
the years of education required, see [25]

CNT 50 The top 50 most frequent topics that occur in a
particular product’s reviews
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Also considered is a measure of the relative density of opinionated (non-neutral
sentiment) topics in a review (see Eq.4) and a relative measure of the difference
between the overall review sentiment and the user’s normalized product rating, i.e.
Signed RatingDi f f (Rk) = RelU Pos(Rk) − NormUser Rating(Rk); we also
compute an unsigned version of thismetric. The intuition behind the rating difference
metrics is to note whether the user’s overall rating is similar to or different from the
positivity of their review content. Finally, as shown in Table1, each review instance
also encodes a vector of the top 50 most popular review topics (CNT ), indicating
whether it is present in the review or not.

Density(Rk) = |pos(topics(Rk))| + |neg(topics(Rk))|
|topics(Rk)| (4)

4.3 Expanding Basic Features

Each of the basic features in Table1 is calculated for a particular review. For example,
the breath of review Rk may be 5, indicating that it covers 5 identified topics.Whether
this represents a high or low value for the product in question in unclear, which may
have tens or even hundreds of reviews written about it. For this reason, in addition
to this basic feature value, 4 other variations are calculated as follows to reflect the
distribution of its values across a particular product:

• The mean value for this feature across the set of reviews for the target product.
• The standard deviation of the values for this feature across the target product
reviews.

• The normalised value for the feature based on the number of standard deviations
above (+) or below (−) the mean.

• The rank of the feature value, based on a descending ordering of the feature values
for the target product.

Accordinglymost of the features outlined inTable1 translate into 5 different actual
features (the original plus the 4 variations) for use during classification. This is the
case for every feature (30 in all) in Table1 except for the content features (C N T ).
Thus each review instance is represented as a total set of 200 features ((30× 5)+ 50
features).

4.4 Evaluation

Our hypothesis is that the topical and sentiment features will help when it comes to
the automatic classification of user generated reviews, into helpful and unhelpful cat-
egories, by improving classification performance above and beyond more traditional
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features (e.g. terms, ratings, readability etc.); see [3, 7]. This hypothesis is tested on
real-world review data for a variety of product categories using a number of different
classifiers.

4.4.1 Datasets and Methodology

The review data for this experiment was extracted fromAmazon.com during October
2012; in total, 51,837 reviews for 1,384 unique products were collected. Reviews for
4 product categories—Digital Cameras (DC), GPS Devices, Laptops, Tablets—were
considered and each was labeled as helpful or unhelpful, depending on whether their
helpfulness score was above 0.75 or not, as described in Sect. 4.1. For the purpose
of this experiment, all reviews included at least 5 helpfulness scores (to provide
a reliable ground-truth) and the helpful and unhelpful sets were sampled so as to
contain approximately the same number of reviews. Table2 presents a summary
of these data, per product type, including the average helpfulness scores across all
reviews, and separately for helpful and unhelpful reviews.

Each reviewwasprocessed to extract the classification features as described above.
Here we are particularly interested in understanding the classification performance
of different categories of features. In this case, 8 different categories are considered,
AGE, RAT, SIZE, TOP, SENT-1, SENT-2, READ, CNT. Note, the sentiment features
(SE N T ) are subdivided into into two groups SENT-1 and SENT-2. The latter contains
all of the sentiment features from Table1 whereas the former excludes the ratings
difference features (signed and unsigned) so that the influence of rating informa-
tion (usually a powerful classification feature in its own right) within the sentiment
feature-set can be better understood. Accordingly, corresponding datasets for each
category (Digital Cameras, GPSDevices, Laptops andTablets) were created inwhich
the reviews were represented by a single set of features; for example, the SENT-1
dataset consists of reviews (one set of reviews for each product category) represented
according to the SENT-1 features only.

For the purpose of this evaluation three commonly used classifiers were con-
sidered: RF (Random Forest), JRip and NB (Naïve Bayes), see [27]. In each case
classification performance was evaluated in terms of the area under the ROC curve
(AUC) using 10-fold cross validation.

Table 2 Filtered and balanced dataset statistics

Category #Reviews #Prod. Avg. Helpfulness

Help. Unhelp. All

DC 3180 113 0.93 0.40 0.66

GPS Devices 2058 151 0.93 0.46 0.69

Laptops 4172 592 0.93 0.40 0.67

Tablets 6652 241 0.92 0.39 0.65
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4.4.2 Results

The results are presented in Figs. 2, 3 and 5. In Figs. 2, 3 and 4 the AUC performance
for each classification algorithm (RF, JRip, NB) is shown separately; each graph plots
the AUC of one algorithm for the 8 different categories of classification features for
each of the four different product categories (DC, GPS, Laptop, and Tablet). Figure5
provides a direct comparison of all classification algorithms (RF, JRip, NB); here
results for a classifier using all features combined are presented.AUCvalues in excess
of 0.7 can be considered as useful from a classification performance viewpoint [28].
Overall it can be seen that RF tends to produce better classification performance
across the various feature groups and product categories. Classification performance
tends to be poorer for the GPS dataset compared to Laptop, Tablet, and DC.

Previous research indicates that ratings information proves to be particularly use-
ful when it comes to evaluating review helpfulness; see [3]. It is not a surprise
therefore to see our ratings-based features perform well, often achieving an AUC
> 0.7 on their own. For example, in Fig. 2 an AUC of approximately 0.75 for the
Laptop and Tablet datasets is achieved, compared to between 0.65 and 0.69 for GPS
and DC, respectively. Other ‘traditional’ feature groups (AGE, SIZE, READ, and
CNT) rarely achieve AUC scores > 0.7 across the product categories.

Fig. 2 Classification
performance results for the
RF classifier and different
feature groups

Fig. 3 Classification
performance results for the
JRip classifier and different
feature groups
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Fig. 4 Classification
performance results for the
NB classifier and different
feature groups

Fig. 5 Comparison of RF,
JRip and NB for all features

Strong performance can be observed for the new topic and sentiment feature-sets
proposed above. The SENT-2 features consistently and significantly outperform all
others, with AUC scores in excess of 0.7 for all three algorithms and across all four
product categories; indeed in some cases the SENT-2 features deliver AUC greater
than 0.8 for DC, Laptop and Tablet products; see Fig. 2. The SENT-2 feature group
benefits from a combination of sentiment and ratings based features but a similar
observation can be made for the sentiment-only features of SENT-1, which also
achieve AUC greater than 0.7 for almost all classification algorithms and product
categories. Likewise, the topical features (TOP) also deliver a strong performance
with AUC > 0.7 for all product categories except for GPS.

These results bode well for a practical approach to review helpfulness prediction/
classification, with or without ratings data. The additional information contained
within the topical and sentiment features contributes to an uplift in classification
performance, particularly with respect to more conventional features that have been
traditionally used for review classification. In Fig. 5, summary classification results
according to product category are presented when classifiers are trained using a
combination of all feature types. Once again strong classification performance is
achieved; for example, an AUC of more than 0.7 for all conditions is achieved and
the RF classifier delivers an AUC close to 0.8 or beyond for all categories.
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5 Case-Study 2: Recommending Helpful Reviews

On many e-commerce sites users are faced with having to sift through hundreds or
even thousands of reviews, depending on the popularity of products. In the previous
case-study we demonstrated that it is possible to accurately predict whether a given
review is likely to be helpful or not. Given the review overload facing users it is
worthwhile to consider taking this approach a step further: instead of classifying
the helpfulness of a single review, can a review or set of reviews be identified for
recommendation to a user, given their interest in a specific product? Hence in this
case-study an approach to turning our review classifier into a review recommender
is described.

5.1 From Helpfulness Classification to Review
Recommendation

Amazon currently adopts a simple approach to review recommendation, by suggest-
ing themost helpful positive andmost helpful critical review froma reviewcollection.
Amazon collects review helpfulness feedback to support this form of review recom-
mendation and as a criterion to rank reviews. But this approach is far from perfect.
Many reviews (often a majority) have received very few or no helpfulness ratings.
This is especially true for more recent reviews, which arguably may be more reliable
in the case of certain product categories (e.g. hotel rooms). Moreover, if reviews are
ranked by helpfulness then it is unlikely that users will see those yet to be rated,
making it even less likely that they will attract ratings. It quickly becomes a case of
“the rich get richer” for those early-rated helpful reviews.

Therefore, the motivation for this case study is to examine, in the absence of
review helpfulness information, whether it is possible to make useful review rec-
ommendations. In Sect. 4 it was shown that reviews can be accurately classified as
helpful or not, but what about identifying the most helpful review or a set of the most
helpful reviews for a given product? In what follows, this question is considered by
showing how the review classifier can be used to recommend helpful reviews to a
user. In particular, classification confidence is used as the basis for the recommen-
dation ranking. Thus, for a given product, the rank order of a recommended review
is given by the classification confidence that the review is helpful.

5.2 Evaluation

In this experiment, review data for the 4 product categories—Digital Cameras (DC),
GPSDevices, Laptops,Tablets—asdescribed inSect. 4.4.1 are used. For eachproduct
category, a 10 fold cross validation experimental methodology was used, such that
each review for each product was associated with a classification confidence that the
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review was helpful. The reviews for each product were then ranked by classification
confidence and the top-ranked review was recommended; this approach is referred
to as the Pred strategy. Recall this recommendation is made without the presence of
actual helpfulness scores and relies only on ability to predict whether a review will
be helpful. In this experiment a random forrest (RF) classifier, based on all features
described in Table1, was used. As a simple baseline recommendation approach, a
review was also selected at random (referred to as the Rand strategy).

The performance of these recommendation strategies can be evaluated in two
ways. First, since the actual helpfulness scores of all reviews (the ground-truth) is
known, the recommended review according to each strategy can be compared to the
review which has the highest actual helpfulness score for each product, and averaged
across all products in a given product category. Thus, the two line graphs in Fig. 6
plot the actual helpfulness of the recommended reviews (for Pred and Rand) as a
percentage of the actual helpfulness of the most helpful review for each product;
this is referred to as the helpfulness ratio (HR). It can be seen that Pred signifi-
cantly outperforms Rand delivering a helpfulness ratio of 0.9 and above compared
to approximately 0.7 for Rand. This means that the Pred strategy is capable of rec-
ommending a review that has, on average, a helpfulness score which is 90% that of
the actual most helpful review.

Incidentally, very often the most helpful review has a perfect helpfulness score of
1.0 and this review is often recommendedbyPred. In this regard, the recommendation
performance of the Pred and Rand strategies can be further analysed by examining
how often, on average, each strategy recommends a review for each product from
among the top k reviews ranked by actual helpfulness. In Fig. 6, results for k = 3
are presented (as bars) for each product class. For instance, it can be seen that for
Laptops Pred recommends a top-3 review 60% of the time compared to only 37%
for Rand. Moreover, across all product categories, the Pred strategy recommends a
top-3 review between 1.5 and 2 times as frequently as Rand.

In summary, the above findings indicate that the helpfulness classifier can be used
to recommend helpful reviews, without the need for explicit helpfulness informa-
tion, and that recommendation performance compares favourably to the optimal sce-
nario in which recommendations are based on known helpfulness information. These

Fig. 6 The average
helpfulness ratio and top-k
results for Pred and Rand
across all product categories
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findings bode well for systems where review helpfulness is not available or is incom-
plete: it may still be possible to identify and recommend those reviews (new or old)
which are likely to be genuinely helpful to users.

6 Case-Study 3: Mining Experiences
and Recommending Products

Thus far, the focus of this chapter has been on user-generated reviews: their opinions,
classification, and recommendation. In this case-study, however, the focus is changed
from the reviews to the products being reviewed. After all, reviews exist because they
reflect the experiences of users with real products and they are made available to
users to help them chose a product for purchase. It makes sense therefore to consider
whether the type of information mined from reviews, as described previously, can
be aggregated at the level of individual products and used during classical product
recommendation.

For instance, at the time of writing the listing for a 13" Retina MacBook Pro on
Amazon.com included a range technical features such as screen-size,RAM, processor
speed, and price. These are the type of features that one might expect to find in a
conventional content-based recommender system [29]. But in many domains such
features are difficult to locate or are highly technical in nature, thereby limiting
recommendation opportunities or making it difficult for casual consumers to judge
the relevance of suggestions. However, the MacBook Pro has more than 70 reviews
which encode valuable insights into a great many of its features, many of which
are far from technical; for example, its “beautiful design”, its “great video editing”
capabilities, and its “high price”. These features capture more detail than a handful
of technical (catalog) features and in this case-study these experiential features (and
associated sentiment) are used to build alternative product descriptions for use in a
product recommender; this case-study is based on a series of research papers and
further detail can be found in [30–33].

6.1 From Reviews Topics to Product Features

The reviews for each product, P , are converted into a rich, feature-based description
(or product case) using the techniques described in Sect. 3: unigram and bi-gram
features are extracted from each product review and sentiment scores are assigned
to these features.

Thus, for each product P we now have a set of features F(P) = {F1, . . . , Fm}
extracted from the reviews of P (Reviews(P)), and how frequently each feature Fi

is associated with positive, negative, or neutral sentiment in the particular reviews
in Reviews(P) that discuss Fi . For the purpose of this work features which are
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mentioned in ≥ 10% of reviews for that product are only considered and overall
sentiment (Eq. 5) and popularity (Eq.6) scores are calculated; Pos(Fi , P) (resp.
Neg(Fi , P), Neut (Fi , P)) denotes the number of times that feature Fi has positive
(resp. negative, neutral) sentiment in the reviews for product P . The product case,
Case(P), is then given by Eq.7.

Sent (Fi , P) = Pos(Fi , P) − Neg(Fi , P)

Pos(Fi , P) + Neg(Fi , P) + Neut (Fi , P)
(5)

Pop(Fi , P) = |{Rk ∈ Reviews(P) : Fi ∈ Rk}|
|Reviews(P)| (6)

Case(P) = {[Fi , Sent (Fi , P), Pop(Fi , P)] : Fi ∈ F(P)} (7)

6.2 Recommending Products

We will consider a more-like-this product recommendation setting in which the user
is considering a particular product, Q, which serves as a query product for the
purpose of recommendations, generating a set of suggestions for similar products.
The above product representation leads to a content-based recommendation approach
based on feature similarity to the query product. However, the availability of feature
sentiment suggests another approach in which products that offer better quality
features compared to the query product can be recommended.

6.2.1 Similarity-Based Recommendation

Each product case is represented as a vector of features, where feature values repre-
sent their popularity in reviews (Eq.6) as a proxy for their importance. The cosine
similarity between query product, Q, and candidate recommendation, C , is given by:

Sim(Q, C) =

∑

Fi ∈F(Q)∪F(C)

Pop(Fi , Q) × Pop(Fi , C)

√ ∑

Fj ∈F(Q)

Pop(Fj , Q)2
√ ∑

Fj ∈F(C)

Pop(Fj , C)2
(8)

Using this approach, a set of top n recommendations are generated, ranked accord-
ing to similarity with the query product [29].
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6.2.2 Sentiment-Enhanced Recommendation

Rather than recommend products using similarity alone, feature sentiment can also
be used to seek products with better sentiment than the query product. Equation9
computes a score for feature Fi between query product Q and recommendation
candidate C ; a positive (resp. negative) score means that C has higher (resp. lower)
sentiment for Fi compared to Q.

better(Fi , Q, C) = Sent (Fi , C) − Sent (Fi , Q)

2
(9)

Equation10 computes an average better score at the product level across the shared
features between Q andC . However, this approach ignores any residual features that
are unique to Q or C . Thus, Eq.11 computes an average better score across the union
of features in Q and C ; non-shared features are assigned a neutral sentiment score
of 0.

B1(Q, C) =
∑

Fi ∈F(Q)∩F(C) better(Fi , Q, C)

|F(Q) ∩ F(C)| (10)

B2(Q, C) =
∑

Fi ∈F(Q)∪F(C) better(Fi , Q, C)

|F(Q) ∪ F(C)| (11)

6.2.3 Combining Similarity and Sentiment

The sentiment-based approaches above prioritise products that enjoy more positive
reviews across a range of features relative to the query product. However, these rec-
ommendations may not necessarily be very similar to the query product. Thus, Eq. 12
ranks recommendations based on their combined (controlled by w) similarity and
sentiment with respect to Q; Bx(Q, C) denotes B1(Q, C) or B2(Q, C), normalised
to [0, 1].

Score(Q, C) = (1 − w) Sim(Q, C) + w

(
Bx(Q, C) + 1

2

)

(12)

6.3 Evaluation

The above approaches are evaluated using data extracted from Amazon.com during
October 2012. We considered 6 product domains in total but here present repre-
sentative results for 3 domains (Table3). For each product with ≥10 reviews, we
extracted review texts, helpfulness information, and the top n (n = 5) recommenda-
tions for ‘related’ products as suggested by Amazon. In this case, related products
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Table 3 Dataset statistics

Domain #Reviews #Products #Features Sims

μ (σ ) μ (σ )

Tablets 17,936 166 26 (10) 0.6 (0.1)

Phones 14,860 257 9 (5) 0.5 (0.2)

GPS 12,115 119 24 (11) 0.6 (0.2)

are those as suggested by Amazon’s “customers who viewed this item also viewed
these items” approach to recommendation.

6.3.1 Methodology and Metrics

A standard leave-one-out approach is used in our evaluation, comparing our recom-
mendations for each product to those produced by Amazon. Thus, for each product
(referred to as the query product, Q) in a given domain, a set of top-5 recommenda-
tions is generated using Eq.12, varying w from 0 to 1 in steps of 0.1. This produces
22 recommendation lists for each Q, 11 each for B1 and B2, which are compared
to Amazon’s recommendations for Q.

Amazon’s overall product ratings are used as an independent measure of product
quality. The ratings benefit metric compares two sets of recommendations based
on their ratings (Eq.13), where a ratings benefit of 0.1 means that sentiment-based
recommendations (R) enjoy an average rating score that is 10% higher that those
produced by Amazon (A).

Ratings Bene f i t (R, A) = Rating(R) − Rating(A)

Rating(A)
(13)

The query product similarity is also computed, given by the average similarity
(by Eq.8) based on mined feature representations between recommendations and the
query product. This allows us to evaluate whether the sentiment-based techniques
produce recommendations that are related to the query product and also provides a
basis for comparison to Amazon’s recommendations.

6.3.2 Mining Rich Product Descriptions

The success of our approach depends on its ability to translate user-generated reviews
into useful product cases. Table3 also shows the mean and standard deviation of the
number of features that are extracted for each domain. On average, 9-26 features are
extracted per product case, indicating that reasonably feature-rich cases are gener-
ated. Table3 (last column) also shows themean and standard deviation of the pairwise
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product cosine similarities. Again the results bode well because they show a rela-
tively wide range of similarity values; very narrow ranges would suggest limitations
in the expressiveness of extracted product representations.

6.3.3 Sentiment Versus Similarity

For each domain, Fig. 7a–c shows B1 and B2 results for top 5 recommendations.
Ratings benefit scores (left y-axis, dashed lines) for B1 (circles) and B2 (squares)
against w (x-axis), along with the corresponding query product similarity values
(right y-axis, solid lines). The average similarity between the query product and the
Amazon recommendations is also shown, which is independent of w and so appears
as a solid horizontal line in each graph.

At w = 0, Eq.12 is equivalent to a pure similarity-based approach to recommen-
dation (i.e. using cosine by Eq.8), because sentiment is not contributing to the overall
recommendation score. For this configuration there is little or no ratings benefit; the
recommendations produced have very similar average ratings to those produced by
Amazon. However, the recommendations that are produced are more similar to the
query product, at least in terms of the features mentioned in reviews, than Amazon’s
own recommendations. For example, in the Phones domain (Fig. 7b) at w = 0, rec-
ommendations based on cosine have a query product similarity of 0.8 compared to
0.6 for Amazon’s recommendations.

At w = 1, where recommendations are based solely on sentiment, a range of
maximum positive ratings benefits (from 0.18 to 0.23) can be seen across all 3
product domains. B2 outperforms B1, except for G P S, indicating that the sentiment
associated with residual (non-shared) features is important, at least for two of the
three domains considered. Consider again the Phones domain (Fig. 7b) at w = 1,
where ratings benefits of 0.11 and 0.21 are achieved for B1 and B2, respectively.
Thus, products recommendedby B2 enjoy ratings that are 21%higher thanAmazon’s
recommendations, an increase of almost one point on average for Amazon’s 5-point
scale.

However, these ratings benefits are offset by a drop in query product similarity. At
w = 1, query product similarity falls below that of the Amazon recommendations.
Thus, a tradeoff exists between ratings benefits and query product similarity.

6.3.4 Balancing Similarity and Sentiment

The relative contribution of similarity and sentiment is governed by w (Eq.12). As
w increases a gradual increase in ratings benefit for B1 and B2 is seen, especially at
larger w, with B2 outperforming B1 except for G P S. The slope of the ratings benefit
curves and the maximum benefit achieved is influenced by the ratings distribution
in each domain. For example, Phones and Tablets have ratings distributions with
relatively low means and high standard deviations. Thus, more opportunities for
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Fig. 7 Ratings benefit (left
y-axis and dashed lines) and
query similarity (right y-axis
and solid lines) versus w
(x-axis) for the Laptops (a),
Phones (b) and GPS (c)
domains. B1 and B2 are
presented as circles and
squares on the line graphs
respectively and the Amazon
query similarity is shown as
a solid horizontal line

improved ratings exist and, indeed, the highest ratings benefits are seen for these
domains (above 0.2 at w = 1 for B2).

Regarding query product similarity, there is little change for w < 0.7. But for
w > 0.7 there is a reduction as sentiment tends to dominate during recommenda-
tion ranking. This query product similarity profile is remarkably consistent across
all product domains and in all cases B2 better preserves query product similarity
compared to B1.

To better understand the relative performance of B1 and B2 with respect to the
Amazon baseline as w varies, a reference point is needed for the purpose of a
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Fig. 8 Ratings benefits at
Amazon baseline query
product similarity

like-for-like comparison. To do this, we compare our techniques by fixing w at the
point at which the query product similarity curve intersects with the Amazon query
product similarity level and then reading the corresponding ratings benefits for B1
and B2. This is a useful reference point because it allows us to look at the ratings
benefit offered by B1 and B2 when delivering recommendations that have the same
query product similarity as the baseline Amazon recommendations.

Figure8 shows these ratings benefits and corresponding w values for B1 and B2.
The results clarify the positive ratings benefits that are achieved using sentiment-
based recommendation without compromising query product similarity. For Tablets
and Phones there are very significant ratings benefits, especially for B2 (resp. 15%
and 21%). As stated above, B1 outperforms B2 for G P S, but in a relatively minor
way, suggesting that the sentiment associated with residual features is not playing a
significant role in this domain.

Finally, note the consistency of the w values at which the query product similarity
of the sentiment-based recommendations matches that of Amazon. For each domain,
w ≈ 0.9 (for B2) delivers recommendations that balance query product similarity
with significant ratings benefits; whether this value ofw generalises to other domains
is left to future work.

7 Conclusions

The web is awash with user-generated reviews, from the contemplative literary cri-
tiques ofGoodReads to the flamewars that can sometimes engulf hotels on TripAdvi-
sor. Reviews help consumers to choose and help online stores to convert browsers into
buyers. In this chapter, a number of case-studies have been presented that focus on
different ways to extract and harness the opinions contained in this valuable source of
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user knowledge. Moreover, an approach to opinion mining that is well suited to user-
generated reviews has been described, and a number of useful applications for the
opinions that can be extracted, from the filtering and recommendation of individual
reviews to a novel approach for product recommendation, have been demonstrated.
In each case, the efficacy of the presented techniques have been evaluated using
real-world review and product data.
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